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Abstract of thesis entitled: 

On the Benefit of Network Coding in Wireless Relay Networks 

Submitted by FONG, Lik Hang Silas 

for the degree of Doctor of Philosophy 

at The Chinese University of Hong Kong in January 2011 

Our investigation of wireless relay networks begins by studying the 

two-way relay channel (TRC), in which a user and a base station 

exchange their messages with the help of a middle relay. We model 

the TRC as a three-node point-to-point relay network and propose 

practical symbol-level network coding schemes for the three-node 

network. We obtain several rate regions achievable by the network 

coding schemes and show that the use of symbol-level network cod-

ing rather than routing alone always enlarges the achievable rate 

region. In particular, the use of symbol-level network coding always 

increases the maximum equal-rate throughput. Furthermore, we 

model a cellular relay network consisting of multiple users, multiple 

relays and multiple base stations as a collection of two-node point-

to-point systems and three-node point-to-point relay networks where 

each point-to-point channel is modeled as a bandlimited Gaussian 

channel. We propose several practical symbol-level network coding 

schemes on the network and investigate the benefit of symbol-level 

network coding by simulation. Our simulation results show that 

the use of symbol-level network coding rather than routing alone in-

creases the average maximum equal-rate throughput over all users. 



Next, we investigate several models of TRC including the discrete 

memoryless TRC, the Gaussian TRC and the bandlimited Gaussian 

TRC, and prove an outer bound on the capacity region of each of 

the TRC models. In particular, the outer bound on the capacity re-

gion of the bandlimited Gaussian TRC is a theoretical outer bound 

on the capacity region achievable by physical-layer network coding 

(PNC). Furthermore, we model a cellular relay network consisting 

of multiple users, multiple relays and multiple base stations as a col-

lection of two-node point-to-point systems and three-node networks, 

where each two-node point-to-point system consists of two bandlim-

ited Gaussian channels and each three-node network consists of a 

bandlimited Gaussian TRC. We obtain performance bounds of PNC 

on the cellular relay network by simulation and our simulation re-

sults show that the average maximum equal-rate throughput over all 

users under every PNC strategy investigated is generally worse than 

the average equal-rate throughput over all users under some routing 

strategy. This is possibly due to larger interference among the nodes 

under the PNC strategies compared with the routing strategy. 



Abstract of thesis in Chinese entitled: 

On the Benefit of Network Coding in Wireless Relay Networks 

Submitted by FONG, Lik Hang Silas 

for the degree of Doctor of Philosophy 

at The Chinese University of Hong Kong in January 2011 

為了硏究無線中繼網絡(wireless rday networks)，我們首先考慮由三個節點(nodes) 

組成的雙向中繼信道(two-way relay channel)，以下簡稱為TRC。TRC是由一個 

用戶(user)、一個發射站(base station)和一個中繼(relay)所組成，中繼的角式是協 

助用戶與發射站的雙向信息傳遞。我們用一個三節點中繼網絡(three-node 

network)去模仿TRC，然後提出切實可行的符號級網絡編碼(symboWevel network 

coding)傳送方式。我們計算了那些符號級網絡編碼傳送方式的速度可達到領域 

(achievable rate region)，及證明了符號級網絡編碼的速度可達到領域相對於純粹 

路由(routing alone)的速度可達到領域更大，尤其是使用網絡編碼可逹至一個更高 

的等速率傳送速度(equal-rate throughput)。此外’我們用多個二節點系統(two-node 

system)和多個三節點中繼網絡(three-node relay network)去模仿一個多個用戶、多 

個發射站和多個中繼的無線中繼網絡。在那個無線中繼網絡中，每一個點到點信 

道都是一個帶限高斯通道(bandlimited Gaussian channel)。我們在那個無線中繼網 

絡裡提出切實可行的符號級網絡編碼(symbol-level network coding)，再用模擬軟 

件去研究在無線中繼網絡中使用網絡編碼究竟有沒有好處。我們的模擬結果顯示 

在無線中繼網絡裡使用網絡編碼可以提高用戶的最大等速率傳送速度的平均值 

(average maximum equal-rate throughput over all users ) ° 
< 

接著’我們研究幾種不用的TRC，包括discrete memoryless TRC，Gaussian TRC 

和bandlimited Gaussian TRC，然後找出了每個TRC的速度可達到領域上限，其 

中bandlimited Gaussian TRC的等速率速度上限是使用物理級網絡編碼 

(physical-layer network coding，簡稱PNC)的等速率速度上限。此外，我們用多個 

二節點系統和多個三節點網絡去模仿一個多個用戶、多個發射站和多個中繼的無 

線中繼網絡，而在那無線中繼網絡中，每一個在二節點系統裡的點到點信道都是 

一個帶限高斯通道(bandlimited Gaussian channel)，而每一個三節點網絡都包含一 

個bandlimited Gaussian TRC。然後，我們用摸擬軟件去研究在無線中繼網絡裡 

使用PNC究竟有沒有好處。我們的模擬結果顯示在無線中繼網絡裡使用PNC的 

最大等速率傳送速度的平均值是低於使用某種純路由的等速率傳送速度的平均 

值，這很可能是由於在無線中繼網絡裡使用PNC相對於純路由會增加了節點與 

節點之間的互相干擾。 
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Chapter 

Summary 

An introduction of the two-way relay channel (TRC) is given and 

the assumptions of the TRC are presented. Two examples are 

given to illustrate the benefit of symbol-level network coding and 

physical-layer network coding on the TRC. The methodologies 

for investigating the benefits of symbol-level network coding and 

physical-layer network coding on the TRC as well as on a cellular 

relay network are described. 

In a traditional cellular architecture where the base stations com-

municate with the mobile users directly, the data rates of the users 

at the cell edge are severely limited due to strong interference from 

neighboring cells and large propagation loss from the serving base 

station. One way to improve the throughput for these cell-edge users 

is by placing relay nodes at different locations in the cell. Since the 

relay nodes typically have higher and stronger antennas than the 

mobile users, they have better channels than the mobile users to 
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the base station. In addition, the mobile users that are close to 

some relay nodes can receive signals from the relay nodes with high 

signal to interference plus noise ratio (SINE) due to close proxim-

ity. Therefore, the installation of relay nodes generally improves the 

overall throughput of the system [1—3]. 

For a given mobile user and its associated base station, the in-

troduction of a relay node virtually creates a two-way relay channel 

(TRC) [4]，in which the two terminals corresponding to the mobile 

user and the base station exchange their messages with the help of 

the middle relay. Several achievable rate regions for the TRC have 

been obtained in [4-11]. However, the transmission schemes pro-

posed in all the above studies are far from practical due to their 

high complexity. 

Therefore, we focus on investigating practical coding schemes 

for the TRC. Since it is difficult to sufficiently isolate a received 

wireless signal from a simultaneously transmitted wireless signal in 

the same frequency spectrum, we assume that all the nodes in the 

TRC are half-duplex, which means they cannot transmit and receive 

information at the same time. Let ti and 亡2 denote the two terminals 

and r denote the relay in the TRC. In this thesis, we investigate 

practical network coding schemes which consist of two phases as 

follows. Node ti and node 亡2 transmit messages to r through the 

Multiple Access Channel (MAC) in the first phase and r transmits 

messages to node ti and node t。through the Broadcast Channel 

(BC) in the second phase. Let a and /? denote the fractions of time 

allocated to the MAC phase and the BC phase respectively where a 

and P are two real numbers such that 0 < a, ̂  < 1 and a-\- ^ < 1. 

Suppose node ti and node t2 exchange information in n time slots. 
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Figure 1.1: A half-duplex TRC. 

Let |_aj denote the largest integer less than or equal to a real number 

a. To simplify analysis, we assume that the first ni = \7ia\ time 

slots are allocated to the first phase and the last 712 = 几 5̂」time 

slots are allocated to the second phase. Then, the variables involved 

in the communication through the TRC are: 

WI E {1,2,... 1 MI}: messages of node U 2， 

x r 

i =: 
=K’1 . 

1,2， 

『：codewords transmitted by node t^ 

=IXM • • * ^TyUl ] :channel outputs at relay r, 

=[Xr,l Xr^2 ‘ -• •̂ r,n2] codewords transmitted by relay r 

rr =K’1 . • • ,̂712] • channel outputs at node ti, i == 

® 取 e {1，2，...，Mi}: message estimates of message W ,̂ i = 1，2. 

Node ti and node choose messages Wi and W2 independently ac-

cording to the uniform distribution, and they declare the message 
A A 

estimates W2 and Wi respectively after n time slots. The transmis-

sions of messages in the half-duplex TRC are shown in Figure 1.1. 
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Definition 1 The average probabilities of decoding error ofWi and W2 

are defined as P^^^ 二 Pr{Wi ^ Wi} and P^^^ = Pr{W2 + W2} re-

spectively. 

Definition 2 A rate pair (i?i, i?2) is {a, jS)-achievable if there ex-

ists a sequence of transmission schemes lasting n time slots that 

allocate the first ni = [naj time slots to the first phase and the last 

712 = In/31 time slots to the second phase with lim 购 > Ri and 
n->oo 一 

lim > R2 such that lim P^^ = 0 and lim P^^ = 0, A rate R 

n->oo “ n-i-oo ‘ n-¥oo ‘ 

is called an equal-rate throughput if {R, R) is (a, P)-achievable for 

some a and 13. 

By Definition 2, an equal-rate throughput is a rate that can be 

simultaneously achieved in both directions of the TRC. 

1.1 Symbol-Level Network Coding 

Network coding, first studied by Ahlswede et at [12], reveals that 

if coding is applied at the nodes in a network rather than routing 

alone, the network capacity can be increased. The use of network 

coding also increases the maximum equal-rate throughput for some 

TRCs. The following example in [13] is given to illustrate the benefit 

of network coding for a TRC. 

Example 1 Consider a TRC consisting of two terminal nodes ti 

and 亡2 and a relay node r. Suppose only one of the following three 

types of transmission can take place in each time slot: 

Type 1: Node ti transmits a bit bi to r and r can decode bi cor-

rectly. 

Type 2: Node t2 transmits a bit &2 to r and r can decode 62 cor-

rectly. 



CHAPTER 1. INTRODUCTION 5 

Type 3: Node r broadcasts a bit br to both node ti and node t2, and 

both node ti and node t2 can decode br correctly. 

Suppose the two terminals want to exchange one bit in two phases 

where the first phase consists of Type 1 and Type 2 transmissions 

and the second phase consists of Type 3 transmissions. Then, we 

observe that any routing scheme that completes the exchange re-

quires at least four time slots and therefore the maximum equal-rate 

throughput achievable by all routing schemes is 1/4- Consider the 

following network coding scheme: Node ti transmits a hit bi to r 

using a Type 1 transmission in the first time slot and node t。trans-

mits a bit &2 to r using a Type 2 transmission in the second time 

slot. Node r receives bi and 62 概 the first and second time slots 

respectively and broadcasts bit bi © 62 to node ti and node t2 using a 

Type 3 transmission in the third time slot, where @ is the XOR oper-

ation between two bits. Node ti can decode 62 correctly by performing 

hi © {bi © &2) = b2 and node 艺2 can decode hi correctly by performing 

62 © (61 © &2) = bi. Since only three time slots are required by the 

network coding scheme for the information exchange, the equal-rate 

throughput achievable by the network coding scheme is 1/3, which 

is greater than the maximum equal-rate throughput achievable by all 

routing schemes. 

Practical capacity-approaching coding schemes for a point-to-

point bandlimited Gaussian channel such as Turbo codes [14] and 

LDPC codes [15] are well understood. Therefore, we study prac-

tical network coding schemes on the TRC by modeling the TRC 

as a three-node point-to-point relay network consisting of four inde-

pendent point-to-point bandlimited Gaussian channels as shown in 

Figure 1.2, where the MAC and the BC consist of two point-to-point 
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Node fi Node tz 

Figure 1.2: A half-duplex TRC modeled as a network of point-to-point Gaussian 

channels. 

bandlimited Gaussian channels and two point-to-point bandlimited 

Gaussian channels with a common input respectively. 

So far, we have discussed network coding at the symbol level, 

which means that the relay decodes the messages from the two ter-

minals before broadcasting any information based on the decoded 

messages. In the following section, we will discuss another type of 

network coding which is different from symbol-level network coding. 

1.2 Physical-Layer Network Coding 

Zhang et al. [16] proposed a transmission scheme on a Gaussian TRC 

called physical-layer network coding (PNC), in which the relay does 

not decode the messages from the two terminals. Instead, the two 

terminals of the TRC simultaneously transmit their messages to the 

relay in the MAC phase. The signal received at the relay is the sum 

of the signals transmitted by the two terminals contaminated by 

noise. Based on the received signal, the relay broadcasts information 

to the two terminals in the BC phase. In [16], they showed that PNC 

can potentially achieve higher maximum equal-rate throughput than 
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symbol-level network coding for some Gaussian TRC. The following 

example illustrates the benefit of PNC over symbol-level network 

coding for a TRC. 

Example 2 Consider a TRC consisting of two terminal nodes ti 

and t2 and a relay node r. Suppose only one of the following four 

types of transmission can take place in each time slot: 

Type 0: Node ti transmits a bit bi to r and node t? transmits a 

bit 62 to r simultaneously. Node r can decode bi © 62 correctly. 

Type 1: Node ti transmits a bit 61 to r and r can decode bi cor-

rectly. 

Type 2: Node t2 transmits a hit 62 to r and r can decode 62 cor-

rectly. 

Type 3: Node r broadcasts a bit br to both node ti and node t2, and 

both node ti and node 尤2 can decode br correctly. 

Type 1, 2 and 3 transmissions in this example are the same as those 

in Example 1. Type 0 transmissions are redundant for all routing 

schemes and all symbol-level network coding schemes because for any 

routing scheme and any symbol-level network coding scheme, relay r 

decodes the messages of node ti and node 右2 before forwarding the 

messages to the two terminals. Consequently, the results in Exam-

ple 1 continue to apply in this example and the results are stated as 

follows: 

1. The maximum equal-rate throughput achievable by all routing 

schemes is 1/4-

2. There exists a symbol-level network coding scheme that achieves 

the equal-rate throughput 1/3. 
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Consider the following PNC scheme: Node ti and node t2 trans-

mit two bits bi and 62 respectively using a Type 0 transmission in the 

first time slot Node r receives hi®h2 in the first time slot and broad-

casts 61 © 62 to node ti and node《2 using a Type 3 transmission in 

the second time slot. Node ti can decode 62 correctly hy performing 

bi © (61 © &2) = and node t? can decode hi correctly by performing 

&2 ® (61 © 62) = h- Since the information exchange is completed in 

two time slots, the equal-rate throughput achievable by the transmis-

sion scheme is 1/2, which is better than the equal-rate throughput 

achievable by all routing schemes as well as the symbol-level network 

coding scheme described in Example 1. 

In order to obtain a theoretical outer bound on the capacity re-

gion achievable by PNC, we will study different models of TRC, 

including the discrete memoryless TRC, the Gaussian TRC and the 

bandlimited Gaussian TRC. 

1.3 Contributions 

This thesis consists of two parts. Part I is devoted to the study 

of symbol-level network coding. In this part, we study practical 

symbol-level network coding schemes on the three-node point-to-

point relay network described in Section 1.1. We obtain several 

rate regions achievable by the network coding schemes on the three-

node point-to-point relay network and show theoretically that the 

use of network coding rather than routing alone always enlarges 

the achievable rate region for the network. In particular, the use 

of network coding increases the maximum equal-rate throughput in 

the three-node point-to-point relay network. 

Then, we study practical symbol-level network coding schemes 



CHAPTER 1. INTRODUCTION 19 

Figure 1.3: Seven hexagonal cells. 

for a cellular relay network which consists of seven hexagonal cells 

with 1km radius as shown in Figure 1.3. Each cell contains a base 

station, multiple users and multiple relays. The users are classified 

into two types: single-hop users and multi-hop users. Each single-

hop user communicates with the base station directly, while each 

multi-hop user communicates with the base station through a relay. 

We model each single-hop user and its associated base station as a 

two-node point-to-point system where each point-to-point channel in 

the system is a bandlimited Gaussian channel. On the other hand, 

we model each multi-hop user, its associated relay and its associated 

base station together as a three-node point-to-point relay network. 

In other words, we model the cellular relay network as a collection 

of two-node point-to-point systems and three-node point-to-point 

relay networks. 

Since the transmitting nodes in the same cell and different cells 

can interfere with each other in the cellular relay network, each 

three-node point-to-point relay network in the cellular relay network 

experiences more interference than an isolated three-node point-to-

point relay network. Consequently, the benefit of network coding 

in the cellular relay network becomes unclear. This motivates us to 
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investigate the benefit of network coding in such a network. 

We propose several practical symbol-level network coding schemes 

for the cellular relay network and investigate by MATLAB simula-

tion their performance, which cannot be analyzed theoretically due 

to the large number of nodes. Our simulation results show that 

the use of these network coding schemes can improve the average 

maximum equal-rate throughput over all users. 

Part 11 is devoted to the study of physical-layer network coding 

(PNC). In this part, we study several models of TRC including the 

discrete memoryless TRC, the Gaussian TRC and the bandlimited 

Gaussian TRC, and prove an outer bound on the capacity region 

of each of the TRC models. In particular, the outer bound on the 

capacity region of the bandlimited Gaussian TRC is a theoretical 

outer bound on the capacity region achievable by PNC. 

Then, we obtain performance bounds of PNC in a cellular relay 

network. Such a network is identical to the one discussed before 

except that we model each multi-hop user, its associated relay and 

its associated base station together as a three-node network. In 

other words, we model the cellular relay network as a collection 

of two-node point-to-point systems (each consisting of a single-hop 

user and a base station) and three-node networks (each consisting of 

a single-hop user, a relay and a base station). Each two-node point-

to-point system consists of two bandlimited Gaussian channels and 

each three-node network consists of a bandlimited Gaussian TRC. 

As in the case of symbol-level network coding, since the transmitting 

nodes in the same cell and different cells can interfere with each other 

in the cellular relay network, each three-node network in the cellular 

relay network experiences more interference than an isolated three-
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node network. Consequently, the benefit of PNC in the cellular relay-

network becomes unclear. This motivates us to obtain performance 

bounds of PNC in the network. 

Since the performance bounds of PNC cannot be analyzed the-

oretically due to the large number of nodes, we conduct the inves-

tigation by MATLAB simulation. Our simulation results show that 

the average maximum equal-rate throughput over all users under 

every PNC strategy investigated is generally worse than the average 

equal-rate throughput over all users under some routing strategy. 

This is possibly due to larger interference among the nodes under 

the PNC strategies compared with the routing strategy. 

• End of chapter. 
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Chapter 

Three- Relay Network 

Summary 

We model the two-way relay channel (TRC) as a three-node point-

to-point relay network, on which we study two types of practical 

symbol-level network coding schemes which are called four-session 

and five-session network coding schemes. A five-session scheme is 

more general than a four-session scheme. The rate regions achiev-

able by four-session schemes and five-session schemes are obtained 

in Section 2.1 and Section 2.2 respectively. Section 2.1.3 shows that 

the use of four-session network coding schemes rather than routing 

schemes enlarges the achievable rate region, in particular increases 

the maximum equal-rate throughput. In addition, Section 2.3 gives 

a criterion that determines when the rate regions achievable by 

four-session schemes and five-session schemes are equal. 

In this chapter, we propose practical symbol-level network coding 

schemes that enable the exchange of independent messages between 

the two terminals of the TRC. Practical capacity-approaching cod-

1_3 
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Figure 2.1: A half-duplex TRC modeled as a network of point-to-point Gaussian 

channels. 

ing schemes for a point-to-point bandlimited Gaussian channel such 

as Turbo codes [14] and LDPC codes [15] are well understood. As 

discussed in Section 1.1, we therefore study practical network coding 

schemes on the TRC by modeling the TRC as a three-node point-

to-point relay network consisting of four independent point-to-point 

bandlimited Gaussian channels as shown in Figure 1.2, which is 

reproduced in Figure 2.1 for convenience. The MAC and the BC 

consist of two point-to-point bandlimited Gaussian channels and two 

point-to-point bandlimited Gaussian channels with a common input 

respectively. 

Let (u, v) denote the bandlimited Gaussian channel from u to 

in the three-node point-to-point relay network where u and v are 

two adjacent nodes. For comprehensive information-theoretic treat-

ments of Gaussian channels, we refer the reader to [17—19]. One 

important result for Gaussian channels that we will frequently use 

is that the channel capacity of a bandlimited Gaussian channel is 

Wlog2(l + cr) bits per second, 

where W is the bandwidth available for transmission and a is the 
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C D 

F E 

Figure 2.2: The capacities of the links in the three-node point-to-point relay 

network. 

signal-to-noise ratio of the channel. Let C—、denote the channel 

capacity of the bandlimited Gaussian channel (ti, v). Let C, D, B 

and F denote (7(ti,r), Ĉ (r,t2)’ C{t2,r) and C(r,ti) respectively. This is 

illustrated in Figure 2.2. 

It is well known from the channel coding theorem that an infor-

mation rate can be achieved asymptotically by some transmission 

scheme with arbitrarily small probability of error if and only if it is 

less than or equal to the channel capacity. Therefore, for any trans-

mission link (u, v), u can transmit at rate R reliably to v if and only 

if < C(u,v)-

The BC of the three-node point-to-point relay network consists of 

two point-to-point bandlimited Gaussian channels with a common 

input. Without loss of generality, we assume in the rest of this 

chapter that the noise power of channel (r,ti) is less than the noise 

power of channel (r, ̂ 2) in the BC phase, which implies that 

1. 

D < F - (2.1) 

2. any transmission scheme that transmits information reliably 

from r to node £2 can also transmit information reliably from r 

to node ti. 

Note that channels (r, ti) and (r, ̂ 2) share a common input (cf. Fig-
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lire 2.1). It then follows that r can broadcast information reliably 

from r to both node ti and node t2 at rate R if and only if 

R<mm{D,F} = D. 

We call D the broadcast capacity, 

2.1 Four-Session Network Coding Scheme 

As physical-layer network coding will not be discussed until Part 

II，symbol-level network coding is simply referred to as network 

coding throughout Part I. In this section, we study the practical 

network coding schemes that consist of the following four types of 

transmissions: 

Type 1: Node ti transmits messages reliably to r at rate C. 

Type 2: Node h transmits messages reliably to r at rate E. 

Type 3: Node r broadcasts messages reliably to both node ti and 

node t2 at rate D, the broadcast capacity. 

Type 4: Node r transmits messages reliably to node ti at rate F, 

Without loss of generality, we assume that the transmissions in the 

network consist of four sessions such that the transmissions in the 

î h session are of Type i for i — 1,2,3,4. We call the transmission 

scheme described above a four-session network coding scheme or 

simply a four-session scheme. 
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2.1.1 Achievable Rate Region % 

Definition 3 A vector [ pi p2 Ps Pi ] is called a four-session allo-

cation if Pi, p2, P3 ond p4 are non-negative real numbers such that 

Pl+P2+P3-hP4<l. (2.2) 

Definition 4 Let r be a four-session scheme on the three-node point-

to-point relay network and s = [pi p2 P3 Pa] be a four-session allo-

cation. The transmission scheme r is called a transmission scheme 

with configuration s if under the scheme，a fraction pi of the time is 

allocated to Type i transmissions for i = 1,2,3,4. 

Definition 5 Let s be a four-session allocation, and Ri and R2 be 

two non-negative real numbers. An information rate pair is 

achievable by a four-session scheme r if under the scheme, node ti 

and node t2 exchange independent messages such that node ti can 

transmit messages reliably to node 亡2 at an average rate higher than 

or equal to Ri and node t? can transmit messages reliably to node ti 

at an average rate higher than or equal to R2. The rate pair R2) 

is said to be s-achievable if (i?i，i?2) is achievable by some four-

session scheme r with configuration s. 

Definition 6 The four-session achievable information rate region, 

denoted by %，is the set 

{Ri, R2) € M̂  
R2) is achievable by 

some four-session scheme. 
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2.1.2 Evaluation of % 

Let denote 

i?2>0, 

D EF _ p f CEF+DEF-CDB \ 
丄。E+F 几 1、 ODiE+F) J 

which is shown in Figure 2.3, and 54 denote 

Pl>0,P2>0,P3>0,P4>0, 

(i?l,i?2) Pi+P2+P3 4-P4< 1, 

Ri < mm{piC,pzD}, 

R2 < mm{p2E,p3D + p^F}. 

We Will show in this subsection that % = S4 = . 

(2.3) 

(2.4) 

Lemma 1 Let s = [ Pi P2 Ps P4 ] be a four-session allocation. If 
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(i?i, R2) is s-achievable, then 

Ri < mm{piC,psD} 

and 

R2 < mm{p2E,p3D + P4F}. 

Proof: Suppose (i?i, R2) is s-achievable. Under any four-session 

transmission scheme r with configuration s, 

1. the highest average rate that node ti can transmit messages 

reliably to r in the first session is piC; 

2. the highest average rate that node t2 can transmit messages 

reliably to r in the second session is P2E; 

3. the highest average rate that r can broadcast messages reliably 

to both node ti and node in the third session is P3D; 

4. the highest average rate that r can transmit messages reliably 

to node ti in the fourth session is p^F. 

Therefore, {Ri, R2) must satisfy the rate constraints induced by the 

two-source point-to-point network in Figure 2.4(a), where the in-

troduction of the dummy node r' captures the broadcast nature of 

Type 3 transmissions. We refer the reader to [18, p.415] for the use 

of the dummy broadcast node. Since node £1 and node t) exchange 

independent messages in such a way that they eventually possess 

the same set of messages after the information exchange, the two-

source network coding problem for the network in Figure 2.4(a) is 

equivalent to the single-source multicast problem for the network in 

Figure 2.4(b), where node ti and node t2 are the receivers and s is 

the source node of the network. We refer the reader to [18, p.459] 
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for the equivalence of the two problems. Applying the cut-set bound 

in [18, p.429] for four different cuts of the network in Figure 2.4(b), 

we obtain 

R1 + R2 < R2 + P1C, 

R1 + R2 < R2 + P3D, 

R1 + R2 < R1+P2E 

and 

Therefore, 

Ri + R2<Ri+P3D + p4F. 

Ri < PiC、 

Ri < PsD 

R2 < PzE 

and 

and the lemma follows. 

R2SP3D + P4F, 

Lemma 2 Suppose s = [ pi Ps P4 ]红 an allocation and {Ri, R2) 

is a non-negative pair such that 

Ri < mm{piCyp3D} 

and 

R2 < mm{p2E,p3D-{-p4F}. 
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(a) A two-source point-to-point net- (b) A single-source point-to-point 
work. multicast network. 

Figure 2.4: Two equivalent network coding problems. 

Then, there exists an allocation s' 二 [ pi P2 p'3 P4 ] such that 

and 

Proof: Please refer to Appendix A. 

Lemma 3 C 

Proof: Please refer to Appendix A. 

Lemma 4 72 C S4 C 

Proof: We have shown that S4, C TJ in Lemma 3. It remains 

to show that H C S4. Suppose (Ri, R2) is in Then, (i?i, R2) is 

s-achievable for some allocation s = [pi P2 Ps P4 ]• Using Lemma 1， 

we obtain 

Ri < mmlpiC.psD} 
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and 

丑2 < m.m{p2E,psD + p4F}, 

which implies that {Ri, R2) is in S4 (cf. (2.4)). 醒 

Proposition 5 is the convex hull o/(0,0), ( 0 , 器 ) ， 溫 腳 

___OnM___\ and f - f i ^ (]) 
CD+CE+DE^ ^ V C+P‘‘ 

Proof: Please refer to Appendix A. 画 

Lemma 6 %〕T:. In particular, the four extreme points of T^, 

^hich are (0,0), (0屬)，“品Z皿，：丑柳)and ( ^ , 0 ) , 
are achievable by some four-session schemes that involve linear op-

erations only. 

Proof: We only need to show that the four extreme points of T^ 

are achievable by some four-session network coding schemes. Then 

any other point in T: can be achieved by time sharing of these 

schemes. The rate pair (0，0) is trivially achievable by any transmis-

sion scheme. We will propose three transmission schemes ri, T2 and 

7"3 and show that they achieve the rate pairs (0, icD+cm-DE^ 

cd+ce+de)—(器’ 0) respectively. 

To facilitate understanding, the allocations [ pi p2 Pa P4 ] of ti, 

T2 and Ts and the average transmission rates piC, P2E, p^D, p^F 

for Type 1, 2, 3 and 4 transmissions respectively are displayed in 

Table 2.1 followed by the descriptions of the schemes. 

Under scheme ri, the average rates of the messages sent from 

node t2 to node r and from node r to node ti are both EF/(E + F). 

Node t2 transmits its messages to r in the second session and r 

forwards the messages to node ti in the fourth session. Therefore, 

the rate pair (0，-f^) is achievable by scheme 7*2. 
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h 

Pi 0 PiC 0 Pi DE/{CD+ 
CE-hDE] 

PiC CDE/iCD+ 
CE+DE) 

Pi Dim) PiC CD/(C+D} 

P2 F _ PzE EF/m P2 CD/iCD-i-
CE+DE) 

Pi^ CDE/(CD+ 
C£+D£) 

Pi 0 PiE 0 

Ps 0 P3D 0 Ps CE/{CD-h 
CE+DE) 

P3O CDE/{CD+ 
CE+DE} 

Pi C/(C+D) P3D CD/(C+D} 

Pi E/m P/ EF/m PA 0 P4F 0 P4 0 PaF 0 

Table 2.1: The allocations of ri, T2 and t^ and the average transmission rates 

for Type 1，2, 3 and 4 transmissions. 

Under scheme T2, the average rates of the messages sent from 

node ti to node r, from node t2 to node r, from node r to node ti 

and from node r to node t2 are all CUE/{CD + C£；+DB). Node h 

transmits its messages to r in the first session and node 力2 transmits 

its messages to r in the second session. In the third session, re-

lay r performs XOR operations between the messages from node ti 

and the messages from node t? bit by bit and broadcasts the resul-

tant messages to both node ti and node t2‘ In addition, node ti 

can recover the messages of node t2 by performing XOR operations 

between its own messages and the messages from r bit by bit. Sim-

ilarly, node t2 can recover the messages of node ti by performing 

XOR operations between its own messages and the messages from r 

bit by bit. Consequently, the rate pair {cd+ce+de^ CD+cIhDE) i® 

achievable by scheme 7*2. 

Under scheme T3, the average rates of the messages sent from 

node ti to node r and from node r to node t。are both CD/{C-\-D). 

Node ti transmits its messages to r in the first session and r forwards 

the messages to node t。in the third session. Therefore, the rate pair 

0) is achievable by scheme 7-3. _ 
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Theorem 1 7̂  = 54 = T4. 

Proof: It follows directly from Lemma 4 and Lemma 6. 圔 

The achievable rate region % is the same as 7? by Theorem 1 and 

is shown in Figure 2.3. The extreme points (0’ (cd+ce+de^ 

CD+CE+DÊ  and 0) of % correspond to the rate pairs achiev-

able by schemes ri, T2 and T3 in Lemma 6 respectively. In addition, 

for any rate pair in 71, Lemma 6 provides a procedure to construct a 

network code that achieves the rate pair. The network code involves 

linear operations only since ti, T2 and 7-3 involve linear operations 

only. Consequently, the network code is practical due to its low 

complexity. 

2.1.3 Advantage of Network Coding 

For any routing scheme in the three-node point-to-point relay net-

work, the relay receives the messages from node ti followed by for-

warding the messages to node and similar procedures are per-

formed in the opposite direction. Let pi, p2，Ps and denote the 

fractions of time allocated to the transmission links (ti,r), {t2,r), 

(r,t2) and (r,ti) respectively. It is readily observed that the trans-

mission rate from node 尤1 to node t̂  and the transmission rate from 

node t2 to node ti of the optimal routing scheme are mm{piC,psD} 

and mm{p2E, P4F} respectively. Therefore, the set of rate pairs 

achievable by the routing schemes on the three-node point-to-point 
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relay network is 

Ri>o,R2>O, 

P l >0 ,P2>0 ,P3>0 ,P4>0 , 
Pi + + P3 + P4 < 1, 

< mm{piC,psD}, 

R2 < mm{p2E,pAF}. 

Following similar procedures for proving that (2.3) and (2.4) 

equal in Section 2.1.2, we can obtain that (2.5) is equal to 

(2.5) 

>0, 

o z EF p f EF(C+D) \ 

(2.6) 

which is shown in Figure 2.5. 

The rate region achievable by four-session schemes was obtained 

in the previous section and it is shown in Figure 2.3. It is read-

ily observed by comparing Figure 2.5 with Figure 2.3 that the use 

of network coding always enlarges the achievable rate region. Us-

ing the fact that the maximum equal-rate pair achievable by four-

session routing schemes lies on the straight line connecting the points 

0) and (0, we obtain that the maximum equal-rate pair 

achievable by four-session routing schemes is cDE+CDF+CEF-hDEF • 

Since the maximum equal-rate pair in % is cd+ce+de Fig-
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Figure 2.5: The set of rate pairs achievable by four-session routing schemes. 

ure 2.3) and 

CPE CDEF 

CD + CE + DE — CDE + CDF + CEF + DEF 
fCDE + CDF + CEF + DEF - CDF - CEF - DEF、 

=CDE 
{CD + (7 丑 + DE){CDE + CDF + CEF + DEF) 

五 2 

{CD + CE + DE){CDE + CDF + CEF + DEF) 

> 0, 

network coding rather than routing alone increases the maximum 

equal-rate throughput in the three-node point-to-point relay net-

work. 

Since the maximum equal-rate pair in % is upper bounded by 

； ( c f . Figure 2.3)，the network coding gain in the 

maximum equal-rate throughput is upper bounded by 

min{ CD EF CDEF 
C+D' E+F- CDE+CDF+CEF+DEF 

CDEF 
CDE+CDF+CEF+DEF 

(CD CDEF EF CDEF 
C+D CDE-^CDF+CBF+DEF E+F CDE+CDF+CEF+DEF 

CDEF CDEF 

= m m 

< 1. 

CDE+CDF+CEF+DEF 

CD{E + F) EF{C + D) 

EF{C + D)'CD(EF) 

CDE+CDF+CEF+DEF 
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Nr Nr 

(a) Node ti and node ti transmit (b) Only node ti transmits, 
simultaneously. 

Figure 2.6: Two different conditions. 

2.2 Five-Session Network Coding Scheme 

In Section 2.1, we studied the four-session network coding schemes 

where each scheme consists of four types of transmissions. In this 

section, in addition to the four types of transmissions, we consider 

Type 0 transmissions - node ti and node t) simultaneously transmit 

at full power to node r. When node ti and node t2 simultaneously 

transmit, we assume that the interference incurred on one node by 

another node behaves as a Gaussian noise. This is the worst-case 

assumption [18，p.290] [20]. Let A = l^log2(l + Pi/(Nr + P2)) 

and B = Wiog2(l + Pi/{Nr + Pi)) be the channel capacities of 

the bandlimited Gaussian channels {ti, r) and (̂ 2, r) respectively 

when node tj and node 七2 simultaneously transmit, where W, Pi, F2 

and Nr are the bandwidth available for transmission, the full power 

of node ti, the full power of node t。and the noise power at node r 

respectively. We call A and b the relay-access capacity of {ti,r) and 

the relay-access capacity of {t2,r) respectively. 

Both A and C are the channel capacities of [ti, r) but they are 

calculated under the conditions shown in Figure 2.6(a) and Fig-

ure 2.6(b) respectively. Since C = PFlog2(l + Pi/Nr) and A = 
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Wlog2(l + Pi/iNr + Fa)), it then follows that 

A < a (2.7) 

Similarly, 

B <E. (2.8) 

In this section, we study the practical network coding schemes 

that consist of the following five types of transmissions: 

Type 0: Node ti and node t。transmit messages reliably to r simul-

taneously at rate A and rate B respectively. 

Type 1: Node ti transmits messages reliably to r at rate C. 

Type 2: Node £2 transmits messages reliably to r at rate E. 

Type 3: Node r broadcasts messages reliably to both node ti and 

node t2 at rate D, the broadcast capacity. 

Type 4: Node r transmits messages reliably to node at rate F. 

Without loss of generality, we assume that the transmissions in the 

network consist of five sessions such that the transmissions in the 

(i+l)th session are of Type ifoii = 0,1,2,3，4. We call the transmis-

sion scheme described above a five-session network coding scheme 

or simply a five-session scheme. Since every four-session scheme is 

identical to a five-session scheme that assigns no time for Type 0 

transmissions (cf. Section 2.1), a five-session scheme is more general 

than a four-session scheme. 

2.2.1 Achievable Rate Region % 

Definition 7 A vector [ po Pi P2 Ps P4 ] is called a five-session 

allocation if Po,Pi,P2,Ps and are non-negative real numbers such 
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that 

Po + Pi + P2 + P3 + < 1- (2.9) 

Definition 8 Let r be a five-session scheme on the three-node point-

to-point relay network and s = [ po Pi p2 Ps p4 ] be an allocation. 

The transmission scheme r is called a transmission scheme with 

configuration s if under the transmission scheme, a fraction pi of 

the time is allocated to Type i transmissions for i = 0,1,2,3,4. 

Definition 9 Let s be a five-session allocation, and Ri and R2 be 

two non-negative real numbers. An information rate pair (Ri, R2) 

is achievable by a five-session transmission scheme r if under the 

scheme, node ti and node t2 exchange independent messages such 

that node ti can transmit messages reliably to node 亡2 oi o.n average 

rate higher than or equal to Ri and node can transmit messages 

reliably to node ti at an average rate higher than or equal to R2. The 

rate pair {Ri, R2) is said to be s-achievable if {Ri,R2) is achievable 

by some five-session scheme r with configuration s. 

1 

Definition 10 The five-session achievable information rate region, 

denoted by is the set 

{Ri, R2) is achievable by 

some five-session scheme. 

Lemma 7 Let s = [ po pi p2 Pz Pa ] be an allocation. If (jRi, R2) is 

s-achievahle, then 

Ri < mm{pQA + piC,p3D} 
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and 

R2 < rain{；>0̂  + 丑，VzD + -p^F}. 

Proof: Suppose {Ri,R2) is s-achievable. Under any five-session 

transmission scheme r with configuration s, 

1. the highest average rate that node ti can transmit messages 

reliably to r in the first session is pqA', 

2. the highest average rate that node tg can transmit messages 

reliably to r in the first session is pqB; 

3. the highest average rate that node ti can transmit messages 

reliably to r in the second session is piC] 

4. the highest average rate that node t? can transmit messages 

reliably to r in the third session is P2S; 

5. the highest average rate that r can broadcast messages reliably 

to both node ti and node in the fourth session is pzD\ 

6. the highest average rate that r can transmit messages reliably 

to node ti in the fifth session is P4F. 

As in the case of four-session transmission scheme, (jRi, R2) must 

satisfy the rate constraints induced by the point-to-point network 

in Figure 2.7(a). Since node ti and node t2 exchange independent 

messages in such a way that they eventually possess the same set 

of messages after the information exchange, the two-source network 

coding problem for the network in Figure 2.7(a) is equivalent to the 

single-source multicast problem for the network in Figure 2.7(b), 

where node ti and node t2 are the receivers and s is the source node 

of the network. Applying the cut-set bound in [18，p.429] to four 
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(a) A two-source point-to-point net- (b) A single-source point-to-point 
work. multicast network. 

Figure 2.7: Two equivalent network coding problems, 

different cuts of the network in Figure 2.7(b), we obtain 

E1 + E2 < E2 + P0A + P1C, 

R1 + R2 < R2 + P3D, 

R1 + R2 < R1+P0B+P2E 

and 

Therefore, 

Ri < PoA-\-piC, 

Ri < PsD, 

R2 < PqB + P2E 

and 

and the lemma follows. 

R2<P3D + P4F, 
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Scenario 

% 

C E 

J 
( 

4. B , - + ——> 1 
: E 

C E 
A = 5 A> B A<B 

k , \ 
• Ix. 

/ / y 

Table 2.2: % under different scenarios. 

The main result in this section is an evaluation of %. The evalu-

ation of Ts in the rest of this section is analogous to the evaluation 

of 丁4 in Section 2.1, but the former is extremely tedious. To facili-

tate understanding, we present % briefly in Table 2.2 before proving 

the results in detail. Every rate region in Table 2.2 represents % 

under the scenario specified above the region. The dotted line in 

each region is the line of equation y = x. All the rate regions in 

Table 2.2 have the same a;-intercept and ^-intercept. In addition, 

each region under the scenario A/C + B/E > 1 is strictly larger 

than the region under the scenario A/C + B/E < 1. 

2.2.2 Evaluation of % when ^ + | < 1 

Lemma 8 // ^ + | < 1, C <$4 = 7；. 

Proof: Please refer to Appendix A. 國 

Theorem 2 / / ^ + | < 1, = 7； 

Proof: Since a five-session scheme is more general than a four-

session scheme, it follows from Definition 6 and Definition 10 that 

Ts D 74. The theorem then follows from Lemma 8. M 



CHAPTER 2. THREE-NODE RELAY NETWORK 33 

2.2.3 Evaluation of Ts when 舎 + | > 1 

We have fully characterized % in Theorem 2 when ^ + ^ < 

Therefore, we assume that 

>
 

召
I
五
 

+
 (2.10) 

the rest of this subsection. 

Lemma 9 Suppose s = [ Po Pi P2 Ps Pi ] is 

(i?i, R2) is a non-negative pair such that 

allocation and 

and 

Ri < min{po^ + PiC,p3D} 

R2 < mmipoB + P2E, P3D + P4F}. 

Then, there exists an allocation s' = [ Pq p[ P2 p^ P4 ] such that 

and 

R2 < mmip'^B + p'^E^p'^D + p'^F}. 

Proof: Please refer to Appendix A. 画 

We let %A<B and T5,a>b denote % under the scenarios 

A = B, A < B and A〉B respectively. 
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Figure 2.8: 

Evaluation of % 

Let T^^a^b denote 

(jRl�i?2) 

(AEF+DEF-ADE-ADF\ RY Z EF RA / AEF+DEF-ADE-ADF \ 
< - ITL、 AD{E+F) ) 

JN AC D f AC+AD \ 

Hi i^jy^c-A) J 

which is shown in Figure 2.8, and Sa=b denote 

Ri>0,R2>0, 

Po > > 0,P2 > 0,P3 > 0,P4 > 0 

Po+Pl +P2+J53 +P4 < 1， 

Ri < Tnm{poA + piC,psD}, 

i?2 < min{po^ + P2五,PsD + PiF}. 

We will show that %、A=B = SA=B = 

(2.11) 

(2.12) 

Lemma 10 Sa=b C 如 
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Proof: Please refer to Appendix A. 翮 

Lemma 11 C Sa=b C 

Proof: Suppose A — B. Since Sa=b C by Lemma 10, 

it remains to show that %,a=b C Sa^b- Suppose (J^i, R2) G %,a=b-

Then, (i?i，Eq) is s-achievable for some allocation s = [pqPiP2P3P4：]' 

Using Lemma 7，we obtain 

Ri < min{poA + piC, psD} 

and 

R2 < min{po^ + P2E, psD + p^F}, 

which implies that {Ri, R2) is in Sa=b (cf. (2.12)). 國 

Proposition 12 记 the convex hull o/(0,0), (0, 

恶)—(器，0). 

Proof: Please refer to Appendix A. 麗 

Lemma 13 〕T^a^b-

Proof: We only need to show that the four extreme points 

of Tqa=b 咖 achievable by some five-session network coding schemes. 

Then any other point in T^^a-b can be achieved by time sharing 

of these schemes. Using Lemma 6, we obtain three four-session 

schemes Tq, n and T2 that involve linear operations only such that 

they achieve the rate pairs (0,0), ( 0 ， a n d 0) respectively. 

Therefore, (0,0), (0, and (器,0) are in 7 i , 如 W e will pro-

pose a transmission schemes 丁3 and show that it achieves the rate 

pair 仙 
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h 

Po D/{A+D) Po^ AD/{A+D) 

Pi 0 PiC 0 

P2 0 Pzf 0 

P3 A/{A+D) P3O AD/{A+D} 

P4 0 P / 0 

Table 2.3: The allocation of T3 and its corresponding poA, piC, P2B, p^D and 

PaF. 

To facilitate understanding, the allocation [ pq pi p2 Ps Pa ] of T3 

and its corresponding poA, piC, p2五，PzD and P4F are displayed in 

Table 2.3. Under scheme 7-3, the average transmission rates of (ti, r) 

in the first session, (̂ 2, r) in the first session, (ti,r) in the second 

session, (t2, r) in the third session, (r, ti) in the fourth session, (r,七2) 

in the fourth session and (r, ti) in the fifth session are pqA, pqA, piC, 

P2-E', P3.D, psD and p^F respectively. 

Under scheme T3, the average rates of the messages sent from 

node ti to node r, from node t2 to node r, from node r to node ti 

and from node r to node t。are all AD/{A-j-D). Node ti and node t。 

simultaneously transmit their messages to r in the first session. In 

the fourth session, relay r performs XOR operations between the 

messages from node ti and the messages from node t2 bit by bit and 

broadcasts the resultant messages to both node ti and node 亡2. In 

addition, node ti can recover the messages of node by performing 

XOR operations between its own messages and the messages from r 

bit by bit. Similarly, node t。can recover the messages of node ti 

by performing XOR operations between its own messages and the 

messages from r bit by bit. Consequently, the rate pair (3^^， 



D ^ EF 丑 1 {AEF+DBF-ADE-
EW — -"‘！ V AD{E+F)— 

D BC U ( BG-\-BD\ 
S - ^ - K i ) 

(2.13) 
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is achievable by scheme T3. 國 

Theorem 3 T5,A=B = SA=B = %*A=B-

Proof: It follows directly from Lemma 11 and Lemma 13. _ 

The achievable rate region %,A=B is the same as by The-

orem 3 and is shown in Figure 2.8. The extreme points (0, 

( ^ ^ , 0 ) and of 75,̂ 4=5 correspond to the rate pairs 

achievable by schemes ti, T2 and T3 in Lemma 13 respectively. In 

addition, for any rate pair in Lemma 13 provides a procedure 

to construct a network code that achieves the rate pair. The net-

work code involves linear operations only since ri, ra and T3 involve 

linear operations only. Consequently, the network code is practical 

due to its low complexity. 

Evaluation of %^a>b 

Let denote 

( i ? i �R、 
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Figure 2.9： %*、细. 

which is shown in Figure 2.9，and S5 denote 

Ri>0,R2>0, 

Po>0 ,P i > 0 , P2>0 ,P3>0 ,P4>0 

P0 + P1 + P2 + P3+P4 < 1, 

< niin{po^ + PiC, p^D}, 

i ? 2 < minlpoB + P2E, psD + P4F}. 

(2.14) 
We will show that %^a>b = <55 = 

Lemma 14 CSS C 

Proof: Please refer to Appendix A. • 

Lemma 15 %,A>B C CSG C ？^力〉^. 

Proof: Suppose A> B. Since S5 C by Lemma 14, it re-

mains to show that %,a>b C S^. Suppose (J^i�R2) € %,a>b- Then, 

(Ri, R2) is s-achievable for some allocation s ~ [ Po Pi P2 Ps Pi]-

Using Lemma 7, we obtain 

Ri < niin{po^ + piC, p^D} 
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and 

R2 < min{po丑 + P2E, p^D + p^F}, 

which implies that {Ri^R2) is in S^ (cf. (2.14)). 鼸 

Proposition 16 仇e convex hull of (0,0)， 

{ APE APE \ ( AD BP \ J ( CD 
\AD+AE+DE-BD' AD+AE+DE-BD)' A+D^ 肌"~、C+£>, 

EF 
(0’ E+F' 

0). 

Proof: Please refer to Appendix A. 圔 

Lemma 17 %,A>B〕V,A>B-

Proof: We only need to show that the five extreme points 

of T^^a^b achievable by some five-session network coding schemes. 

Then any other point in T^^a^b can be achieved by time sharing 

of these schemes. Using Lemma 6, we obtain three four-session 

schemes tq, ti and t飞 that involve linear operations only such that 

they achieve the rate pairs (0,0), (0, and ( ^ ^ , 0 ) respectively. 

Therefore, (0,0), ( 0 ， a n d ( ^ , 0 ) are in We will pro-

pose two transmission schemes 7-3 and 7*4 and show fchat they achieve 

the rate pairs [ ad-\-ab%db-bd ,ad+ae^de-bd) and -j^) re-

spectively. 

To facilitate understanding, the allocations [ po Pi P2 Ps Pa ] of r^ 

and 7"4 and their corresponding pqA^ pqB, piC, P2E, p^D and P4F 

are displayed in Table 2.4. Under schemes T3 and『4，the average 

transmission rates of (ti’r) in the first session, (t2,r) in the first 

session, (ti,r) in the second session, (̂ 2, r) in the third session, (r, ti) 

in the fourth session, (r，力2) in the fourth session and (r, ti) in the 

fifth session are poA, poB, piC, P2E, p^D, psD and p^F respectively. 

Under scheme T3, the average rates of the messages sent from 

node ti to node r, from node r to node t。, from node t2 to node r 
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T3 

Po DE/{AD+AE+DE-BD) PoA ADE/iACH-AE-s-DE-BD) Po D/{A+D) Po^ AD/{A+D) Po DE/{AD+AE+DE-BD) 

PqB BDE/(AD+AE+DE-BD) 
Po D/{A+D) 

PoB AB/{A+D) 

Pi 0 PxC 0 Pi 0 PiC 0 

Pi [A-B)D/(AD+AE+DE~B 
0} 

(A--B)DE/[AD+AE-i-DE~BD) Pz 0 P2E 0 

Pi AE/{AD+AE+DE-BD) P3D ADE/iAD+AE+DE-BD) P3 A/{A+D) P3D AD/[A+D) 

Pa 0 P / 0 Pa 0 P.F 0 

Table 2.4: The allocations of T3 and T4 and their corresponding poA, poB, piC, 

P2E, P3D and P4F. 

and from node r to node ti are all ADE/(AD + AE + DE - BD). 

Node ti transmits its messages to r in the first session and node t2 

transmits its messages to r in the first and third session. In the 

fourth session�relay r perforins XOR operations between the mes-

sages from node ti and the messages from node 右2 bit by bit and 

broadcasts the resultant messages to both node ti and node tj. In 

addition, node ti can recover the messages of node t2 by perform-

ing XOR operations between its own messages and the messages 

from r bit by bit. Similarly, node £2 can recover the messages of 

node ti by performing XOR operations between its own messages 

and the messages from r bit by bit. Consequently, the rate pair 

iAD+Ai+DE~BD^ 扉 尝 卯 ) ^ ^ achievable by scheme 7-3. 

Under scheme T4�the average rates of the messages sent from 

node ti to node r and from node r to node t2 are both. AD/{A + D). 

The average rates of the messages sent from node t2 to node r and 

node r to node ti are BD/{B + D) and AD/{A + D) respectively. 

Since A> B,we can split the messages of node ti into two messages, 

denoted by X i and X2, such that the average rates of X i and X2 

are BD/{B + D) and (A - B)/{B + D) respectively. Let Y denote 
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the messages of node t2 of rate BD/{B + D). Node ti and node t? 

transmit their messages to r in the first session. In the fourth ses-

sion, relay r performs XOR operations between Xi from node ti 

and Y from node 亡2 bit by bit and broadcasts the resultant mes-

sages, denoted by Z、together with X2 to both node ti and node t】. 

In addition, node ti can recover Y by performing XOR operations 

between Xi , its own messages, and Z from r bit by bit. Similarly, 

node t2 can recover Xi by performing XOR operations between Y, 

its own messages, and Z from r bit by bit. Consequently, the rate 

pair i® achievable by scheme 7-4. 9 

Theorem 4 T5,A>B =85 = %*A>B-

Proof: It follows directly from Lemma 15 and Lemma 17. 國 

The achievable rate region TB,A>B is the same as %*A>B by The-

orem 4 and is shown in Figure 2.9. The extreme points (0, -ffjp), 

(CD N、F APE APE \ ( AD _BD_\ ^R/R; 
KC+D，U;，\AD+AE+DB~BD^ AD+AE+DE-BD^ 似上“ VA+P' A+DJ 口上 

correspond to the rate pairs achievable by schemes ri, 7*2, r^ and 7-4 

in Lemma 17 respectively. In addition, for any rate pair in %,a>b, 

Lemma 17 provides a procedure to construct a network code that 

achieves the rate pair. The network code involves linear operations 

only since 71�r2, 7*3 and T4 involve linear operations only. Conse-

quently, the network code is practical due to its low complexity. 
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Figure 2.10: 

Evaluation of %,A<B 

Let Tî AKB denote 

\
—
/
 

2
 

Ri > 

R2> 

D z BF p (ABF+DBF-ADE-BDF\ 
^ FTF 一 几 1、 AD{E+F) J ’ 

D z BCF p ( BCF+BDF-BCD\ 
几2 BG+CF-AF — D{BC+CF~AF) J 

RY (BA±BD\ �Z?(C7-i4) ) • R2< C-A 

which is shown in Figure 2.10. We will show that Ts, 

(2.15) 

Lemma 18 C T^^AKB-

Proof: Please refer to Appendix A. 

Lemma 19 %,A<B C S5 C TJacs. 

Proof: Suppose A< B. Since S5 C 71*a<b BY Lemma 18, it re-

mains to show that %,A<B C S5. Suppose (i?i, E2) G Ts,A<B- Then, 
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(Ri，jy is s-achievable for some allocation s = [ Po Pi P2 Ps Pi]-

Using Lemma 7, we obtain 

Ri < mm{pQA-\-piC,pzD} 

and 

R2 < + P2E,P3D + 

which implies that (Ri, R2) is in (cf. (2.14)). • 

Proposition 20 红仇e convex hull of (0,0), (0, 

( ADF BDF \ ( BCD BCD \ 
V AF+BD+DF-AD ‘ AF+BD+DF~AD ) ‘ \BC+BD+CD-AD' BC+BD+CD~AD) 

—(器，0). 

Proof: Please refer to Appendix A. 圜 

Lemma 21 TB,A<B〕V,A<B-

Proof: We only need to show that the five extreme points 

of 狐e achievable by some five-session network coding schemes. 

Then any other point in T^^akb can be achieved by time sharing 

of these schemes. Using Lemma 6, we obtain three four-session 

schemes tq, n and T2 that involve linear operations only such that 

they achieve the rate pairs (0,0)，(0, ；^；) and 0) respec-

tively. Therefore, (0,0)’ (0, -ffp) and (器 , 0 ) are in 7^’a<s. We 

will propose two transmission schemes T3 and 7*4 and show that 

they achieve the rate pairs (af+bd+df-ad^ a f + b d + v f - a d ) ^ d 

( b c + b d + c d - a d ' b c + b d + c d - a d ) respectively. 

To facilitate understanding, the allocations [ po Pi P2 Ps P4 ] of T3 

and r4 and their corresponding poA, poB, piC, P2E, p^D and p^F 

are displayed in Table 2.5. Under schemes T3 and T4, the average 
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Po DF/{AF*BDm-AD] PoA ADF/{AF+BDi-DF-AD) Po CD/{aC*BDKD-AD) Pô  ACD/{BC+BD+CD-AD) Po DF/{AF*BDm-AD] 

PQB BDF/{AF*BD+Df-AD\ 

Po CD/{aC*BDKD-AD) 

PoS BCP/iBC+mCD-AD} 

Pi 0 Pf 0 Pi 0(B-4)/{BC+fl0+CD-40) PjC CD(B-A}/lBC+BD+CD-AD} 

P2 0 Pzf 0 Pi 0 Pzf 0 

Pi AFKAmO-^DF-AD) P3O ADF/{AMD+DF-AD} Pi BC/IBC+BOKD-AD} P3O BCD/{BCm*CD~AO} 

P4 {B-A}D/IAF*BDWF-AD) P/ (B-A)DF/(AMD*DF-AD) Pi 0 P/ 0 

Table 2.5: The allocations of T3 and T4 and their corresponding poA, poB, piC, 

pzE, P^D and p^F. 

transmission rates of (ti,r) in the first session, in the first 

session, (ti, r) in the second session, (̂ 2, t) in the third session, (r, ti) 

in the fourth session, (r, 2̂) in the fourth session and (r,ti) in the 

fifth session are pqA, PqB, piC, P2E, p^D, p^D and p^F respectively. 

Under scheme T3, the average rates of the messages sent from 

node ti to node r and from node r to node are both ADF/{AF+ 

BD + DF — AD). The average rates of the messages sent from 

node t2 to node r and from node r to node 1% are both BDF/(AF + 

BD + DF — AD). Since B > A, we can split the messages of 

node t2 into two messages, denoted by Yi and ¥2, such that the 

average rates of Ki and K2 are ADF/{AF + BD + DF- AD) and 

{B — A)DF/{AF+BD + jDF — AD) respectively. Let X denote the 

messages of node ti of rate ADF/{AF -\-BD-^DF~- AD). Node h 

and node t。transmit their messages to r in the first session. In the 

fourth session, relay r performs XOR operations between X from 

node ti and Yi from node t^ bit by bit and broadcasts the resul-

tant messages, denoted by Z, to both node ti and node t2. In the 

fifth session, relay r forwards Y2 to node ti. In addition, node ti 

can recover >1 by performing XOR operations between X, its own 

messages, and Z bit by bit. Similarly, node 尤2 can recover X by per-

forming XOR operations between Yi, its own messages, and Z bit by 
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bit. Consequently, the rate pair ( (^j^+bp+^f-^d) > (Af+bS+Sf-ad)) 

is achievable by scheme r .̂ 

Under scheme T4, the average rates of the messages sent from 

node ti to node r, from node r to node 古from node 力2 to node r 

and from node r to node h are all BCD/{BC + BD +CD- AD), 

Node ti transmits its messages to r in the first and second ses-

sions. Node t2 transmits its messages to r in the first session. In 

the fourth session, relay r performs XOR operations between the 

messages from node ti and the messages from node t? bit by bit and 

broadcasts the resultant messages to both node ti and node In 

addition, node ti can recover the messages of node t2 by perform-

ing XOR operations between its own messages and the messages 

from r bit by bit. Similarly, node t? can recover the messages of 

node ti by performing XOR operations between its own messages 

and the messages from r bit by bit. Consequently, the rate pair 

IBC+BL%CD-AD’ BC+BI%D~AD) ^̂  achievable by scheme T4. 國 

Theorem 5 7^,a<b = = 

Proof: It follows directly from Lemma 19 and Lemma 21. 驪 

The achievable rate region Tq^akb is the same as T‘a<b by Theo-

rem 5 and is shown in Figure 2.10. The extreme points (0, 

A\ ( ADF BDF ^ AND { BCD 
\ G+D V AF-VBD+DF-AD ‘ AF-\-BD+DF-AD ) \ BC+BD+CD-AD， 

—BCD ) of Tsakb correspond to the rate pairs achievable BC+BD+CD-A 

by schemes 7*2, T3 and T4 in Lemma 21 respectively. In addition, 

for any. rate pair in 7i，A<_B，Lemma 21 provides a procedure to con-

struct a network code that achieves the rate pair. The network code 

involves linear operations only since ri, T2, r̂  and r4 involve linear 
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operations only. Consequently, the network code is practical due to 

its low complexity. 

2.3 Insufficiency of Four-Session Network Cod-

ing Scheme 

Since the four-session schemes do not allow simultaneous transmis-

sions of the two terminal nodes in the three-node point-to-point re-

lay network, they are simpler implementations than the five-session 

schemes. Therefore, we investigate the criterion that determines the 

sufficiency of the four-session schemes for achieving all the rate pairs 

in %. Under the condition 舍 + 舊 < 1, the four-session achievable 

rate region % is equal to % by Theorem 2, which implies that the 

four-session schemes are sufficient for achieving all the rate pairs in 

%• We will show that % is strictly smaller than Ti under the condi-

tion ^ + § > 1 in the following theorem. Recall that %,A<B 

and Tb,a>b denote the region Ts under the cases A = B, A < B and 

A> B respectively with the assumption that 善 + 臺 > 1. 

Theorem 6 74 C %,A=B>% £ %,A>B AND 71 C %,A<B-

Proof: Assume 舍 + 養 > 1. Since a five-session scheme is more 

general than a four-session scheme, it follows from Definition 6 and 

Definition 10 that 

TicTs 

in general, which implies that 

% C 7s,A=B, 

% C %,A>B 
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and 

% C %,A<B-

In the following, we show that 74 is a proper subset of each of T5,A=B^ 

%,A>B and %^A<B' The maximum equal-rate throughput of %,A=B 

and 71 are and CD+CE+DB respectively. Since 

AD CPE 

A + D~~ CD + CE + DE 

—D[ACD + ACE + APE - ACE - CPE) 

二 {A-^D){CD-¥CE + DE) 

_ D{ACD + APE - CPE) 

一 CD^EjA/C + A/E-l) 

={A + D){GD + CE + DE) 

> 0, 

it then follows that the rate pair is outside Thus 

% Q T5,A=B' 

The maximum equal-rate throughput of 71,a>b and % are 

AD^AE+DE-BD ^ d CD^CI+DE respectively. Since 

APE CPE 

AD + AE + DE - BD - CD + CE + DE 

一 DEjACD + ACE + APE - ACD — ACE — CPE + BCD) 

= (^AD + AE + DE-BD)(CD + CE + DE) 

DE{ADE + BCD - CDE) 

{AD -hAE-i'DE-BD){CD + DE) 

— CD¥、AfC + B/E-l、 

二 (AD + AE + D五一BD)(CD + CB + DE) 

> 0, 

it then follows that the rate pair {AD+AE+DE-BD^ AD+AE+DE-BD-

is outside 71. Thus % C TB,A>B' 
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The maximum equal-rate throughput of %^a<b and 71 are 

BC+BI%D-AD and CD+CI+DB respectively. Since 

BCD CPE 

BC + BD + C D - A D " CD + CE + DE 

—CD{BCD + BCE + BDE - BCE - BDE - CPE + APE) 

= ^^^ AD){CD + CE + DE) 

CD{ADE + BCD — CDE) 

(BC + BD + CD — AD){CD + C E 4 - DE) 

— C^D'^E{A/C + B / E - 1 ) 

= ( B C + BD + CD — AD) {CD -{-CE-H DE) 

> 0, 

it then follows that the rate pair ( BC+BD^CD~AD 

is outside Thus % C %A<B' 

BCD 
BC+BD+CD-

Theorem 7 The rate region achievable by five-session schemes is 

strictly larger than the rate region achievable by four-session schemes 

if and only 4- § > 1. 

Proof: It follows directly from Theorem 2 and Theorem 6. 園 

In the rest of this section, we use Theorem 7 to show that for 

a five-session scheme, the Type 0 transmission is redundant if the 

noise power is low, and the Type 0 transmission is useful if the noise 

power is high. Consider a three-node point-to-point relay network 

such that 

® the received power at r from node ti is 尸i > 0 when node ti 

transmits; 

® the received power at r from node t2 is P2 > 0 when node h 

transmits; 

® the received background noise power at r is iVr > 0. 
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p p 

© < Z > © 

Figure 2,11: A three-node point-to-point relay network. 

This is illustrated in Figure 2.11. 

For a fixed W, let 

be the channel capacity (in bits per second) of a bandlimited Gaus-

sian channel where W is the bandwidth available for transmission 

and a is the signal-to-noise ratio of the channel. We assume that 

the interference incurred on one node by another node behaves as a 

Gaussian noise. Recall that C and D denote the channel capacities 

of (ii, r) and (£2, T) respectively, and A and B denote the relay-

access capacities of (ti, r) and (̂ 2, r) respectively. Since the received 

signal power at r and the noise power at r are Pi and Nr respec-

tively when only node ti transmits, it follows that the corresponding 

signal-to-noise ratio of (ti, r) is Pi/Nr, which implies that the chan-

nel capacity of (ti,r), denoted by C, is equal to c{Pi/Nr). Similarly, 

the channel capacity of (t2�r), denoted by E, is equal to dJ^/Nr)、 

Since the received signal power from node ti at r and the noise 

power at r are Pi and N -{-P2 respectively when node ti and node 亡2 

both transmit, it follows that the corresponding signal-to-noise ratio 

of {ti, r) is Pi/(iV^^+fy，which implies that the relay-access capacity 

of denoted by A, is equal to c{Pi/{Nr -f i y ) . Similarly, the 

relay-access capacity of {t2,r), denoted by b, is equal to c{P2/{Nr + 

Pi))-
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Let 

/w)=言+5 
^ l0g2(l + Pl/(^r + F2)) l0g2(l + F2/(JVr + F2)) 

—l0g2(l + i V i \ g ” + l0g2(l + iViVr) 

_ lll(l+Pi/(jV, + P2)) ln(l+P2/(jV,+Pi)) 
- l n ( l + P i l N r ) l n ( l + Ps/iV,)~~~ 

be a continuous function on (0’oo). We will show that /(iV^) is 

strictly increasing in the following proposition. 

Proposition 22 The function f{Nr) is strictly increasing on (0，oo). 

Proof: For a,6 > 0, let 

ln(l + a/(iV. + 6)) 

“ � lii(l + a/iV,) 

be a continuous function on (0, oo). Since 

f{Nr) = gPi、pANr) + 犯,A (AW, 

it suffices to show that ga,b{^r) is strictly increasing on (0, oo). 

In the res七 of the proof, we will show that 

“ M > 0 

on (0, oo), which will then imply that ga,b{Nr) is strictly increasing 

on (0, oo). Using standard differentiation techniques, we obtain 

9A,TM 

a In 
"十 

>JVr(Wr+a) 

( i + t ) — ) , ^ . ( 2 . 1 6 ) 

Nr{Nr + a){Nr + + a + b) ( in + 
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Since 

In 
+ JVr+bJ 

\ (Nr+bXNr-ha-j-b) \ 

Nr(Nr+a) 

> In 

(1 +竞） 

( l + i ^ ) 

\ (iVr+6){iVr+a) \ 

/ \ NANr+a) 
(1 + t) 

> 

a{Nr + a) In 

a{Nr + a) In 1 

(1 + {Nr/a+b/a)) 
\ {Nr/a+b/a) \ 

(1 + 7̂ ) 
\Nrfa 

= 0 

where the last inequality follows from the fact that (1 + 1/a;)® i 

strictly increasing on (0, oo), it then follows from (2.16) that 

9 a , > 0 

on (0, oo)’ which implies that ga,b{Nr) is strictly increasing on (0, oo: 

By Proposition 22, f{Nr) is a strictly increasing continuous func-

tion on (0, oo). In addition, 

恶。/⑷=0 
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and 

l im f{Nr) 
Wr-fOO 

二 1. / l n ( l + Fi/( iV, + P2)) ln ( l + iV( iVr + P i ) ) \ 
- Nr^oo V l n ( l + P i / N r ) l n ( l + 

f Nr(Nr + Pi) NrjNr + P2) 

二 \{Nr + P2)(Nr-}-Pl + P2) ( i V , + + P i + P 2 ) / 
2, 

⑷ r 
= lim 

where (a) follows from L'Hospital's rule. It then follows from the 

intermediate value theorem that for any value c € (0,2), there exists 

exactly one Nr G (0，oo) such that f{Nr) = c. In particular, there 

exists a unique N* such that f{N*) = 1. Since f{Nr) is strictly 

increasing, 

0 < f{Nr) < 1 

for all Nr e (0, iV*], which implies from Theorem 2 that the four-

session schemes for the three-node point-to-point relay network are 

sufficient for achieving all the rate pairs in However, 

1 < f(Nr) < 2 

for all Nr € {N*, oo), which implies from Theorem 6 that the four-

session schemes for the three-node point-to-point relay network are 

insufficient for achieving all the rate pairs in Ts- Roughly speaking, 

the Type 0 transmission in a five-session scheme is redundant if the 

noise power is low, and the Type 0 transmission is useful if the noise 

power is high. 

• End of chapter. 



Chapter 3 

in 

Cellular etwork 

Summary 

• 

We investigate by simulation the benefit of network coding in a cel-

lular relay network consisting of multiple users, multiple relays and 

multiple base stations. The simulation scenarios and assumptions 

for the cellular relay network are presented in Section 3.1. We inves-

tigate the benefit of network coding under two transmission modes 

in the network: the three-phase mode and the four-phase mode� 

which are described in Section 3.2 and Section 3.3 respectively. 

The four-phase mode subsumes the three-phase mode. Under each 

transmission mode, we propose several practical network coding 

schemes on the cellular relay network, and our simulation results 

show that the use of these network coding schemes can improve the 

average maximum equal-rate throughput over all users. 

53 



CHAPTER 3. PERFORMANCE ANALYSIS IN CELLULAR RELAY NETWORK54： 

Figure 3.1: Seven hexagonal cells. 

In the previous chapter, we propose four-session and five ses-

sion network coding schemes on the three-node point-to-point relay 

network and obtain several rate regions achievable by the coding 

schemes. We show theoretically that the use of network coding 

rather than routing alone always enlarges the achievable rate re-

gion. In particular, the use of network coding increases the maxi-

mum equal-rate throughput. 

In this chapter, we study practical network coding schemes for a 

cellular relay network which consists of seven hexagonal cells with 

1km radius as shown in Figure 3.1. Each cell contains a base station, 

multiple users and multiple relays. Since the transmitting nodes in 

the same cell and different cells can interfere with each other in the 

cellular relay network, each three-node point-to-point relay network 

in the cellular relay network experiences more interference than an 

isolated three-node point-to-point relay network. Consequently, the 

benefit of network coding in the cellular relay network becomes un-

clear. This motivates us to investigate the benefit of network coding 

in such a network. 
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This chapter is organized as follows. We first present the simula-

tion scenarios and assumptions for the cellular relay network. The 

simulation scenarios and assumptions in this thesis are established 

according to Qualcomm's standards and are widely used in indus-

try. Next, we propose several practical symbol-level network coding 

schemes for the cellular relay network and investigate by MATLAB 

simulation their performance, which cannot be analyzed theoreti-

cally due to the large number of nodes. Finally, we present our 

simulation results, which show that the use of these network coding 

schemes can improve the average maximum equal-rate throughput 

over all users. 

3.1 Simulation Assumptions 

3.1.1 Deployment Model 

We consider a cellular relay network consisting of seven hexagonal 

cells with 1km radius as shown in Figure 3.1. 

One base station is situated at the center of each cell. Each cell 

has m relays, where m is a parameter of the simulation, and these 

relays are placed into each cell one by one. Each relay is added 

to the cell according to the uniform distribution over the cell. The 

position is then checked to see whether the following two constraints 

are satisfied: 

© The minimum distance between the currently added relay and 

any previously added relay in the same cell is 35ni. 

® The minimum distance between the currently added relay and 

the base station in the same cell is 200m. 

If so, the relay is accepted to the cell. Otherwise, repeat the process 
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until the two constraints above are satisfied. After all the relays are 

placed into the seven cells, we place n users into each cell, where n 

is a parameter of the simulation, one by one. Each user is added 

to the cell according to the uniform distribution over the cell. The 

position is then checked to see whether the following two constraints 

are satisfied: 

© The minimum distance between the currently added user and 

any relay in the same cell is 35m. 

© The minimum distance between the currently added user and 

the base station in the same cell is 35m. 

If so, the user is accepted to the cell. Otherwise, repeat the process 

until the two constraints above are satisfied. The antennas of each 

base station, each relay and each user are omni-directional. 

We only investigate the throughput for the users in the central 

cell. The nodes in other cells are used to simulate the interference 

experienced by the nodes in the central cell. We will vary n and m 

in order to investigate the benefit of network coding in the network 

with different numbers of users and relays. 

3.1.2 Power and Bandwidth Settings 

Since this thesis serves as a baseline study for cellular relay net-

works, we do not consider any power control at the nodes in the 

network. Every node in the network transmits at full power when it 

transmits information. The full power of each user, base station and 

relay are 23dBm (0.2W), 43dBm (20W) and 30dBm (IW) respec-

tively. The one-sided power spectral density of the thermal noise 

is -174dBm/Hz Every transmission uses the same 

frequency spectrum of bandwidth lOMHz. 
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3.1.3 Propagation Model 

The propagation model used in the simulation is the COST-Hata-

Model in [21], which states that the loss in dB for any signal propa-

gation between a base station and a user separated from each other 

by a distance of d kilometers is 

46.3 + 33.91ogio f - 13.82 logio h - a(hu) 

+(44.9 — 6.551ogio h) logjo d (3.1) 

with 

a{K) = ( l . l logio/- Q.7~)hu — (1.561ogio/- 0.8)’ 

where f is the carrier frequency in MHz, and hb and hy, are the an-

tenna heights of the base station and the user in meter respectively. 

We assume that the carrier frequency is 2000MHz and the an-

tenna heights of a base station, a relay and a user are 30 meters, 

10 meters and 1 meter respectively. In the context of the COST-

Hata-Model, each relay has two different roles in the communication 

process. When it communicates with the base station, it plays the 

role of a "user". When it communicates with a user, it plays the 

role of a "base station". For the signal propagation loss between a 

relay and a base station or between a relay and a user, the formula 

(3.1) is applied for calculating the propagation loss according to the 

role of the relay. After some calculations, we obtain the following 

five types of propagation loss: 

1. The power loss in dB for any signal propagation between a base 

station and a user separated from each other by a distance of 

d meters is 33.5 + 35.21ogioW; 
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2. The power loss in dB for any signal propagation between a relay 

and a user separated from each other by a distance of d meters 

is 30.8 +38.4 logioW； 

3. The power loss in dB for any signal propagation between a base 

station and a relay separated from each other by a distance of 

d meters is 7.2 + 35.21ogio(̂ )̂； 

4. The power loss in dB for any signal propagation between two 

base stations separated from each other by a distance of d me-

ters is —51.5 + 35.21ogio(d); 

5. The power loss in dB for any signal propagation between two 

users separated from each other by a distance of d meters is 

24.9 +44.9 logioW-

3.1.4 Single-Hop and Multi-Hop Users 

Before any data transmission occurs, we introduce a classification 

stage that divides the users into two types: single-hop users and 

multi-hop users. The single-hop users communicate with the base 

station directly and the multi-hop users communicate with the base 

station through a relay. 

The classification stage is described as follows. Every base sta-

tion and relay in the network simultaneously transmits an arbitrary 

message. During this time, every user u keeps silent and computes 

the signal-to-noise plus interference ratio (SNIR) of channel (v, u) 

for every transmitting node v in the cell containing u. Then user u 

chooses to communicate with the local base station b either directly 

or through a local relay based on the SNIRs. If (b, u) has the largest 

SNIR, user u will choose to communicate with the base station di-
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rectly. If {r,u) has the largest SNIR for a local relay r, user u will 

choose to communicate with the base station through relay r. The 

users which communicate with the base station directly are called 

single-hop users and the users which communicate with the base 

station through a relay are called multi-hop users. The relays which 

serve at least one user are said to be active. 

3.1.5 Channel Model 

We model the cellular relay network as a collection of two-node 

point-to-point systems and three-node point-to-point relay networks 

in such a way that each single-hop user and its associated base sta-

tion are modeled as a two-node point-to-point system, and each 

multi-hop .user, its associated relay and its associated base station 

are modeled as a three-node point-to-point relay network. Each two-

node point-to-point system consists of two independent bandlimited 

Gaussian channels as shown in Figure 3.2. Each three-node point-

to-point relay network is the same as the three-node point-to-point 

relay network defined at the beginning of Chapter 2 and it is shown 

in Figure 3.3. We assume that every single-hop user exchanges inde-

pendent messages with the base station through the corresponding 

two-node point-to-point system and every multi-hop user exchanges 

independent messages with the base station through the correspond-

ing three-node point-to-point relay network. 

Let (ti, v) denote a point-to-point channel from node u to node v 
I 

in the cellular relay network, where (u^v) is either a bandlimited 

Gaussian channel in a two-node point-to-point system or a bandlim-

ited Gaussian channel in a three-node point-to-point relay network. 

We assume that the interference incurred on one node by other 
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Figure 3.2: A two-node point-to-point system. 
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Figure 3.3: A three-node point-to-point relay network. 

nodes behaves as independent Gaussian noise. In reality, the signal-

to-noise plus interference ratio (SNIR) of a communication channel 

is upper bounded due to hardware constraints. Therefore, as a con-

servative assumption, we impose an upper bound on the SNIR as 

follows: If the calculated SNIR of {u, v) is greater than 20dB, the 

SNIR is set to 20dB. Since the channel capacity of a bandiimited 

Gaussian channel is 

F(^log2(l + o") bits per second 

where W is the bandwidth available for transmission and cr is the 

signal-to-noise ratio at the receiver, the capacity of (u, v) is assumed 

to be 

l^log2(l + min{f7,100}) bits per second 
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where a is the calculated SNIR of (u,v) and mm{cr, 100} is the 

SNIR of {u, v) after an upper bound of 20dB has been imposed. 

Since every transmission uses a frequency spectrum of bandwidth 

lOMHz and the one-sided power spectral density of the thermal noise 

is l(ri7_4mW/Hz it follows that 

- ICf Hz 

and 

received signal power at v from u 
^ 

10—20.4浙 + interference power at v from nodes other than u. 

3.1.6 Fading Model 

For simplicity, we do not consider fast fading in the network. Slow 

fading in the network is modeled by a static factor in such a way 

that for any communication channel between two nodes involving a 

user, the SNIR of the channel is decreased by a factor of 2dB. 

3.2 Three-Phase Mode 

In this section, we propose a transmission mode for the cellular relay 

network called the three-phase mode, under which the transmissions 

in the network are organized into three phases. We will investigate 

by simulation the average equal-rate throughput over all users under 

two scenarios： each user uses an optimal network coding scheme and 

each user uses an optimal routing scheme. 
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3.2.1 Resource and Interference Management 

To facilitate discussion, we classify the transmissions in each two-

node point-to-point system as follows: 

Class 1: The base station transmits messages to the single-hop 

user. 

Class 2: The single-hop user transmits messages to the base sta-

tion. 

Similarly, we classify the transmissions in each three-node point-to-

point relay network as follows: 

Class 1: The base station transmits messages to the relay. 

Class 2: The multi-hop user transmits messages to the relay. 

Class 3: The relay transmits messages to the base station and the 

multi-hop user. 

The transmissions in each of the seven cells are organized into three 

phases, denoted by Phase 1，Phase 2 and Phase 3. The transmissions 

in the seven cells are synchronized in such a way that the seven cells 

have the same periods for Phase 1，Phase 2 and Phase 3. The frac-

tions of time allocated for the three phases are fixed and we let pi, 

P2 and pr denote the fractions of time allocated for Phase 1, Phase 2 

and Phase 3 transmissions respectively. We call {pi,P2jPr) a three-

phase tuple. The transmissions in the three phases are described as 

follows. 

Phase 1: In each cell, the phase is divided into n equal-length time 

slots which are allocated to the n users in the cell. In each time 

slot, if the user is a single-hop user, the communication from 

the base station to the user is conducted over the corresponding 
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two-node system by Class 1 transmissions. If the user is a 

multi-hop user, the communication from the base station to 

the user through the relay is conducted over the corresponding 

three-node network by Class 1 transmissions. 

Phase 2: In each cell, all the users simultaneously transmit mes-

sages throughout the entire phase. For each single-hop user, the 

communication from the user to the base station is conducted 

over the corresponding two-node system by Class 2 transmis-

sions. For each multi-hop user, the communication from the 

user to the base station through its associated relay is con-

ducted over the corresponding three-node network by Class 2 

transmissions. 

Phase 3: In each cell, all the active relays simultaneously trans-

mit throughout the entire phase. For each multi-hop user u, the 

communication between u and the base station b through its 

associated relay r is as follows: Let k>l denote the number of 

multi-hop users that choose to communicate with b through r 

and let 力 1,力2，• • •，tk-i denote the users other than u that com-

municate with b through r. This is illustrated in Figure 3.4. 

The phase is divided into k equal-length time slots, which are 

allocated to the k users served by relay r. Note that the value 

of k depends on the relay. In the time slot allocated to user u, 

the communication between u and b through r is conducted 

over the corresponding three-node network by Class 3 trans-

missions. 

In each of the phases above, each listening station in a two-node 

system or a three-node network regards unintended signals as inde-

pendent Gaussian noise. 
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Figure 3.4: A relay r which serves k multi-hop users. 

Given a three-phase tuple (;pi，P2,Pr), the time allocations for 

each two-node system and each three-node network in Phase 1 are 

as follows: 

1. For each two-node system, the fraction of time allocated for 

Class 1 transmissions is pi/n. 

2. For each three-node network, the fraction of time allocated for 

Class 1 transmissions is pi/n. 

The time allocations for each two-node system and each three-node 

network in Phase 2 are as follows: 

1. For each two-node system, the fraction of time allocated for 

Class 2 transmissions is p2' 

2. For each three-node network, the fraction of time allocated for 

Class 2 transmissions is p2. 

The time allocations for each two-node system and each three-node 

network in Phase 3 are as follows: 

1. Each two-node system is idle. 
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Two-node system Three-node network 

Phase 1 P i /n Pi/n 

Phase 2 P2 P2 

Phase 3 0 PA 

Table 3.1: The fractions of time allocated to each two-node point-to-point sys-

tem and each three-node point-to-point network under the three-phase mode. 

Phase 1 

Phase 2 

Phase 3 

Single-hop i 

© © 

Mufti-hop user s 

Cs 
a y ^ ^ d o 

4 
© O—MD 

Table 3.2: The capacities of a two-node point-to-point system and a three-node 

point-to-point network under the three-phase mode. 

2. For each three-node network, the fraction of time allocated for 

Class 3 transmissions is Pr/而，where fc > 1 is the number of 

multi-hop users served by the relay. 

To facilitate understanding, the fractions of time allocated to each 

two-node point-to-point system as well as each three-node point-to-

point network for Phase 1, Phase 2 and Phase 3 transmissions are 

shown in Table 3.1. 

For each single-hop user u and the base station b, let Au denote 

the capacity of (6, u) in Phase 1 and Bu denote the capacity of (u, b) 

in Phase 2. This is illustrated on the left side of Table 3.2, 
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For each multi-hop user s which communicates with the base 

station b through its associated relay r, let Cg, Dg, Eg and Fs denote 

the capacities of (6, r) in Phase 1, (r, s) in Phase 3, (5, r) in Phase 2 

and (r, b) in Phase 3 respectively. This is illustrated on the right 

side of Table 3.2. As discussed at the beginning of Chapter 2, relay r 

can broadcast information reliably from r to both node b and node s 

at rate R in Phase 3 if and only if R < mm{Z)s, Fa}. We call 

min{Ds, Fg} the broadcast capacity. 

3.2.2 Maximum Equal-Rate Throughput 

Fix a three-phase tuple {puPhPr). For every user, we are interested 

in the maximum equal-rate throughput achievable by network cod-

ing schemes. For each single-hop user u, the fractions pi/n and p2 

of the time are allocated to the corresponding two-node point-to-

point system for Phase 1 and Phase 2 transmissions respectively. 

Therefore, the maximum throughput from the base station to u is 

PiAu/n and the maximum throughput from u to the base station is 

P2 召ti, which implies that the maximum equal-rate throughput for u 

is which is trivially achievable by some routing 

scheme. 

For each multi-hop user s which communicates with the base sta-

tion through its associated relay r, we will prove an upper bound on 

the equal-rate throughput of the corresponding three-node point-to-

point relay network. We will also present a network coding scheme 

that achieves this upper bound. We call this upper bound the maxi-

mum equal-rate throughput for s and it is shown in Table 3.3, where 

fc > 1 is the number of multi-hop users served by r. 

The techniques involved in proving the bound in Table 3.3 are 
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Case Maximum equal-rate throughput of s 

In, PiE^p.D^ Ik] 

nun{/7iC, / n, p^E^ A:} 

Table 3.3: The maximiun equal-rate throughput for s, 

similar to the ones used in the proof of Lemma 1 in Section 2.1.2. 

The details are as follows. Fix a multi-hop user s and its correspond-

ing three-node point-to-point relay network. Let b and r denote the 

base station and the relay respectively in the three-node network. 

Consider the following two cases: 

Case 1: Ds < Fs 

The broadcast capacity of the three-node network is min{I)s�F^} 

=Ds. Therefore, r can broadcast messages reliably to both the 

base station and s at a rate less than or equal to Dg. Without 

loss of generality, we assume that only one of the following four 

types of transmissions can take place in a transmission scheme. 

Type 1: The base station transmits messages reliably to r at 

a rate less than or equal to Cs' 

Type 2: Multi-hop user s transmits messages reliably to r at 

a rate less than or equal to Es. 

Type 3: Relay r broadcasts messages reliably to both the 

base station and s at a rate less than or equal to Ds-

Type 4: Relay r transmits messages reliably to the base sta-

tion at a rate less than or equal to Fg but strictly greater 

than Ds. 

In addition, we assume that Phase 1 consists of Type 1 trans-

missions, Phase 2 consists of Type 2 transmissions, and Phase 3 
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consists of Type 3 and Type 4 transmissions. Since the frac-

tions of time allocated to the three-node network for Phase 1 

and Phase 2 transmissions are pi/n and P2 respectively, the 

fractions of time allocated for Type 1 and Type 2 transmis-

sions are pi/n and p2 respectively. Let a^ > 0 and j3s > 0 

denote the fractions of time allocated for Type 3 and Type 4 

transmissions respectively. Since the fraction of time allocated 

to the three-node network for Phase 3 transmissions is Pr/k, 

we assume that 

For any fixed a^, the highest average rates for Type 1，2，3 and 4 

transmissions are PiCsIn, P2五s, otsDs and {pr/k—ag)Fg respec-

tively. Therefore, the equal-rate throughput, denoted by R, 

must satisfy the rate constraints induced by the two-source 

point-to-point network in Figure 3.5(a), which are equivalent to 

the rate constraints induced by the single-source point-to-point 

multicast network in Figure 3.5(b) (cf. the proof of Lemma 1 

in Section 2.1.2). Applying the cut-set bound for four different 

cuts as in the proof of Lemma 1，we obtain 

R < PiCs/n, 

R < OiaDs, 

R < V2ES 

and 

R < (XsDs + {Pr/k -

Since 0 < ois < Pr/k, it follows that an upper bound on the 



CHAPTER 3. PERFORMANCE ANALYSIS IN CELLULAR RELAY NETWORK69 

equal-rate throughput is 

max mm{piCs/n,p2Es, aJJs、a^Ds + (pr/k — as)Fs} 
0<as<Pr/k 

=niin{piCs/n,p2-5's) max mm{asDs, OisDg-{-
0<as<pr/k 

{pr/k~a,)F,}} 

=mm{piCs/n,p2Es,PrDs/k}, (3.2) 

where the last equality follows from, the fact that 

max mm{aa-Ds, agDg + {pr/k — Q;a)Fa} = prDa/k. 
0<a3<Pr/k 

We now construct a network coding scheme for s that achieves 

the upper bound on the equal-rate throughput in (3.2). A frac-

tion Pi/n of the time is allocated to the corresponding three-

node point-to-point relay network for Phase 1 transmissions 

and during this time, the base station transmits messages to r 

at rate 

min np2Es/pi, ^ | < Cs. 

A fraction p2 of the time is allocated to the three-node network 

for Phase 2 transmissions and during this time, s transmits 

messages to r at rate 

. ( p i C s „ PrPaX . p 
mm < , E s , 厂 > < Es-

I V2n P2k J 

A fraction pr/k of the time is allocated to the three-node net-

work for Phase 3 transmissions and during this time, the relay 

performs XOR operations between the messages of the base 

station and the messages of s bit by bit and broadcasts the 
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R 

R 
PiCJn 

(a) A two-source point-to-point network. 

(b) A single-source point-to-point multicast network. 

Figure 3.5: Two equivalent network coding problems. 
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resultant messages to both the base station and s at rate 

. { k p i C s kpzEs ^ \ . ^ 
mm < Ds > < A , 

I npr Pr J 

where A; > 1 is the number of multi-hop users served by the 

relay. Under the scheme, the average rates of the messages 

sent from the base station to the relay, from s to the relay, 

from the relay to the base station and from the relay to s are 

all 

min{pi Cs/n, paEs ,PrDslk}. 

In addition, the base station can recover the messages of s by 

performing XOR operations between its own messages and the 

messages from the relay. Similarly, s can recover the messages 

of the base station by performing XOR operations between its 

own messages and the messages from the relay. Consequently, 

the equal-rate throughput 

mm{piCjn,p2Es, PrDg/k} 

is achievable by the scheme. 

Case 2: D^ > Fs 

The broadcast capacity is min{Da, Fg} = Fg. Following similar 

procedures in Case 1, we can prove that 

mm{piCs/n, psE^, p^Fj k} 

is an upper bound on the equal-rate throughput and construct 

a network coding scheme that achieves this upper bound. 

Combining the two cases, the maximum equal-rate throughput for s 
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is 

mm{piCs/n, p2Es,PrDs/k, PrF,/k} 

and we have presented a network coding scheme that achieves this 

equal-rate throughput. We call this network coding scheme the XOR 

scheme. 

3.2.3 Performance of Routing 

Fix a three-phase tuple {pi,P2}Pr)- For every user, we are inter-

ested in the maximum equal-rate throughput achievable by rout-

ing schemes. For each single-hop user û  the maximum equal-rate 

throughput achievable by routing schemes is mm{piAu/n, as 

discussed in the previous subsection. 

For each multi-hop user s that uses a routing scheme to commu-

nicate with the base station through its associated relay r, let cxs 

denote the fraction of time allocated for forwarding the messages 

of the base station from r to s and let denote the fraction of 

time allocated for forwarding the messages of s from r to the base 

station during Phase 3. Let A; > 1 denote the number of multi-

hop users served by relay r. Since the fractions pi/n, p2 and pr/k 

of the time are allocated to the corresponding three-node point-to-

point relay network for Phase 1，Phase 2 and Phase 3 transmissions 

respectively, it follows that for every fixed as,/3s > 0 that satisfy 

CKs + Ps < Pr/k, the maximum throughput from the base station 

to s is min{piC7s/n, agDs} and the maximum throughput from s 

to the base station is mm{p2Es, PsFs}. Therefore, the meramum 
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equal-rate throughput achievable by routing schemes is 

max min{min {；JiC /̂n, minfe^^s, j^s^s}} 
Ots,Ps>0 

OCa+Pa^Pr/k 

二 max min{piC^/n, agDs, p^Es, PsF's}. 
OCs,Pa>0 

Oia+Pa-Pr/k 

(3.3) 

Consequently, the maximum equal-rate throughput achievable by-

routing schemes is 

max niin{piCs/n, asDs,p2Es, {Pr/k — as)Fs} 
'LOIA<VR/H 

=min{piCs/n,p2五s, max mm{Q!a-Os, (Vr/k - as)Fs}}. 
0<as<pr/k 

(3.4) 

In the rest of this subsection, we will show that 

m y mm{a,i:>„ {PR/K — = J ^ F " . 

0<aa<Pr/k K{JJS + ra) 

which will then imply that (3.4) is equal to 

PrDsFs 1 
min<piCJn,p2Es 

k{Ds + Fs) 

Let a, denote 

arg max rainfaa-^s, (Pr/^ ~ 
0<a!s<Pr/fc 

(3.5) 

We claim that 

^sDs = {pr/k - as) 

and verify the claim as follows. For any 0 < ois < Pr/k that satisfies 

asDs > (pr/k -
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there exists an 0 < a* < 0:5 such that 

and 

OisDs > alDs = (pr/k — al)Fs > (pr/k ~ as)Fs, 

which implies that 

niiiifasJOs, {Pr/k — as)Fs} < mm{alDs, {pr/k - al)Fs}. (3.6) 

Similarly, for any 0 < CKg < pr/k that satisfies 

OiaDs < {Pr/k - as)Fs, 

there exists an ck̂  < a* < p^/k such that 

alDs = {pr/k — 

and 

OisDs < alDs = {pr/k — al)Fs < (pr/k — ajF^, 

which implies that 

mm{asDs, {pr/k + as)Fs} < mm{alDs, {pr/k — a*)Fs}. (3.7) 

It then follows from (3.6) and (3.7) that 

asVs = (Pr/k — as)Fs 

(cf. (3.5)), which implies that 

Pr 

k{Ds + Fs) 
(3.8) 
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Therefore 

max imn{asDs, {pr/k — a^ jF j 
；«a<Pr/A； 

asDs 

PrDs 

KDs + Fs) 

which implies from (3.4) that the maximum equal-rate throughput 

achievable by routing schemes is 

mi 如 / n ’ 成 (3.9) 

We call the routing scheme that achieves the equal-rate throughput 

(3.9) the optimal routing scheme. 

3.2.4 Network Coding Gain for Individual User 

For each single-hop user u, since u communicates with the base 

station directly, there is no network coding gain in the maximum 

equal-rate throughput. The maximum equal-rate throughput for u 

has been shown in Section 3.2.2 to be 

mm{piAy,ln^P2Bu}-

For each multi-hop user s that communicates with the base sta-
( 

tion b through its associated relay r, the equal-rate throughput 

achievable by the XOR scheme has been shown in Section 3,2.2 

to be 

mm{piCs/ n, p2Es,PrDs/k, PrFs/k}. 

The equal-rate throughput of the optimal routing scheme for s has 
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been shown in Section 3.2.3 to be 

m i 小 C 7 " n � 成 

We have shown in Section 3.2.2 that the equal-rate throughput 

achievable by the XOR scheme is an upper bound on the equal-

rate throughput achievable by network coding schemes, including 

the optimal routing scheme as a special case. Therefore, 

Since 

and 

k{Ds + Fs) j 

< mm{piCs/n,p2Bs,PrDs/k,PrFs/k}. 

抖丛巧 < PrD,/k 

(3.10) 

KDs + Fs) 

VTDsFS 
< PrFs/K 

k{Ds + Fs) 

it follows that equality holds in (3.10) if and only if 

mm{piCs/n,p2Es} < k{Ds + Fsy 

In other words, the network coding gain in the maximum equal-rate 

throughput for s is none if and only if either piCs, the average capac-

ity of (b, r), or p^Es, the average capacity of (s, r) is the bottleneck 

of the two-way communication. Equivalentiy, there is network cod-

ing gain in the maximum equal-rate throughput for s if and only if 

the average capacities of both channels (6, r) and (s,r) are not the 

bottleneck of the two-way communication. 
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3.2.5 Average Network Coding Gain 

The network coding gain for each user in the cellular relay network 

has been discussed in the previous subsection. In this subsection, 

we consider the average equal-rate throughput over all users under 

the following two scenarios: 

Scenario 1: Each single-hop user u in the cellular relay network 

communicates with the base station directly with equal-rate 

throughput mm{piAu/n,p2Bu}' Each multi-hop user s in the 

network uses the optimal routing scheme with the equal-rate 

throughput min ^piCs/n,p2Es, &拔;》)} (cf. Section 3.2.3). 

Scenario 2: Each single-hop user u in the cellular relay network 

communicates with the base station directly with equal-rate 

throughput min{piAu/n,p2丑J. Each multi-hop user in the 

cellular relay network uses the XOR scheme, which depends 

on the values of Da and F^ (cf. Section 3.2.2). The equal-rate 

throughput achievable by the XOR scheme is min{piCs/n, p2Es, 

PrDs/k^PrFs/k} (cf. Table 3.3). 

We are interested in the average equal-rate throughput over all users 

under Scenario 1 and Scenario 2 for every n = 1,4,10,20,30 (n is 

the number of users in each cell), every m = 0,2,5,10,20,30 (m 

is the number of relays in each cell) and every three-phase tuple 

(Pi,P2,Pr) in the set 

iPuP2,Pr) 

P1>0,P2>0,P, >0, 

Pi + P2 + Pr = 1， 

P i , p2 a n d pr a re m u l t i p l e s o f 1 / 6 4 . 

(3.11) 
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The three-phase tuples in (3.11) lie on the plane 

‘ Pl+P2+Pr = 1. 

When n = 1, the cellular relay network resembles low-density cellu-

lar networks. When n = 4 or 10, the cellular relay network resembles 

medium-density cellular networks. When n — 20 or 30, the cellular 

relay network resembles high-density cellular networks. 

We generate 6000 different networks for each n and each m in 

our simulation. In each network, we calculate the average equal-

rate throughput over the users in the central cell under Scenario 1 

and Scenario 2 for every (Pi’P2，Pr) according to the formulae in 

Section 3.2.4. Then, we calculate the sample mean of the 6000 

average equal-rate throughput under Scenario 1 and Scenario 2 for 

each n, each m and each (Pi’P2，Pr). Using standard arguments, we 

obtain that a 95% confidence interval for each sample mean fi is 

{0.99II, 1.01 fJ.). 

For each n, each m and each (Pi，P2，Pr), the equal-rate through-

put for a single-hop user under Scenario 1 and Scenario 2 are the 

same. In addition, it follows from Section 3.2.4 that for a multi-hop 

user, the equal-rate throughput under Scenario 1 is less than or equal 

to the equal-rate throughput under Scenario 2. Consequently, the 

sample mean of the average equal-rate throughput under Scenario 1 

is less than or equal to the sample mean of the average equal-rate 

throughput under Scenario 2. 

For each n and each m, let fi-m,n denote the three-phase tuple 

in (3.11) that maximizes the sample mean of the average equal-

rate throughput under Scenario 1, and the 7rm,nS are displayed in 

Table 3.4. For each n and each m, let Qm、n denote the three-phase 
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( 29 /64 , 33 

0) 

(31 /64 ,33 (30/64,； 

0/64, 

4 / 64 

( 27 /64 ,2 

8 /64 

(30/64, Z 6 / M 

8/64) 

(31/54,25, 

(31, / 64 , 

9 / 6 

(19/64, 

IS / I 

(27/64, 23/6 

14/64) 

(30 /64 ,21 /64 

13/64) 

( 30 /64 , 20 / 

W / 6 4 ) 

{30 /64 ,19 /64 

{20/64, 20/( 

24 /64 ) 

12/M 

12/64 

Table 3.4: Three-phase tuple TTĵ .n maximizing average equal-rate throughput 

under Scenario 1. 

m = 0 m = 2 m = S m = 1 0 m = 2 0 m-BO 

n = 1 
(19/64, AS/64, 

0) 

{19/64, 42 /64 , 

3 /64 ) 

(19/64, 37/64, 

8/64) 

(22/64, 29/64, 

33/64) 

( 23 /64 ,23 /64 , 

18/64) 

(23/64 , Z2/64 , 

19/64) 

n = 4 
( 29 /64 ,35 /64 , 

0) 

( 28 /64 ,32 /64 , 

4 /64 ) 

(29 /64 ,28 /64 , 

7 /64) 

129/64,24/64 , 

W / 5 4 ) 

( 28 /64 ,19 /64 , 

17/64) 

(28/64 , 3.6/64, 

20 /54 ) 

n = 1 0 
( 31 /64 ,33 /64 , 

0) 
( 31 /64 ,30 /64 , 

3 /64 ) 

【31 /64 ,26 /64 , 

7/B4) 

{31/64, Z i / 6 4 , 

12/64) 

( 29 /64 ,16 /64 , 

19/64) 

{29/64, 13/64 , 

22/64) 

n-20 {30 /64 ,34 /64 , 

0) 

( 31 /64 ,30 /64 , 

3 /64) 

( 31 /64 ,25 /64 , 

B/64) 

(31 /64 .20 /64 , 

13/64) 

(29/64, 3.5/64, 

20/64) 

( 29 / 64 , 12 /64 , 

23/64) 

n = 3 0 
129/64, 35 /64 , 

o> 

( 31 /64 ,29 /64 , 

4 /64 ) 

( 32 /64 ,24 /64 , 

8/54) 

( 31 /64 ,19 /64 , 

1 4 M ) 

(2S /64 ,15 /64 , 

20/64) 

( 28 / 64 , 12 /64 , 

24 /64 ) 

Table 3.5: Three-phase tuple Om,n maximizing average equal-rate throughput 

under Scenario 2. 

tuple in (3.11) that maximizes the sample mean of the average equal-

rate throughput under Scenario 2, and the 0m,n，s are displayed in 

Table 3.5. 

Under the three-phase mode with three-phase tuple TCm，n’ we call 

the sample mean of the average equal-rate throughput under Sce-

nario 1 the best routing throughput for n users and m relays. Under 

the three-phase mode with three-phase tuple 9m,n, we call the sam-

ple mean of the average equal-rate throughput under Scenario 2 the 

best XOR throughput for n users and m relays. The best routing 

throughput for each n and each m is displayed in Table 3.6 and 
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m = 0 m = 2 m = S m = 10 m = 20 m = 30 

n-1 4.1346 3.9136 3.9460 4.1817 4.9604 5.5314 

n = 4 1.2556 1.2601 1.3212 1.4458 1.5893 1.6805 

n-10 0.4210 0.4424 0.4831 0.5296 0.5820 0.6139 

n - 2 0 0.1704 0.1868 0.2041 0.2254 0.2526 0.2672 

n = 30 0.0994 0.1106 0.1211 0.1349 0.1526 0.1628 

Table 3.6: Best routing throughput for n users and m relays (10® bits per 

second). 

m = 0 m = 2 m = 5 m = 10 m = 20 m = 30 

n-1 4.1346 3.9477 4.2514 4.7112 5.7895 6.4766 

n = 4 1.2556 1.3032 1.3840 1.5174 1.6685 1.7610 

0.4210 0.4529 0.4950 0.5435 0.5981 0.6307 

n = 20 0.1704 0.1835 0.2075 0,2297 0.2575 0.2723 

n = 30 0.0994 0.1120 0.1229 0.1370 0.1551 0.16S4 

Table 3.7: Best XOR throughput for n users and m relays (10® bits per second). 

the best XOR throughput for each n and each m is displayed in 

Table 3.7. 

Under the case m = 0, there is no relay in the cellular relay-

network, which implies that all the users in the network are single-

hop users. Therefore, the best routing throughput and the best 

XOR throughput for each n are the same, and they are indeed the 

average equal-rate capacities over all users in the network without 

relay. Comparing the column m = 0 with the other columns in 

Table 3.6，we observe that the best routing throughput over all 

users when the number of relays exceeds 10 is always greater than 

the average equal-rate capacities over all users when there is no relay. 
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Similarly, we observe in Table 3.7 that the best XOR throughput 

over all users when the number of relays exceeds 5 is always greater 

than the average equal-rate capacities over all users when there is 

no relay. 

Table 3.6 and Table 3.7 show that for each n, both the best rout-

ing throughput and the best XOR throughput generally increase 

as m increases, which implies that adding more relays to the net-

work improves both the best routing throughput and the best XOR 

throughput. For each m, both the best routing throughput and the 

XOR throughput decrease as n increases, which agrees with the fact 

that adding more users to the network results in 

1. less time allocated to each user for Phase 1 transmissions; 

2. larger interference incurred by the users on each receiving node 

during Phase 2 (cf. Table 3.1 and Table 3.2 in Section 3.2.1), 

The percentage of multi-hop users for each n and each m is shown 

in Table 3.8. For each n, the percentage of multi-hop users increases 

as m increases. In other words, adding more relays to the network 

results in larger proportion of multi-hop users, which agrees with 

the fact that an increase in relay number increases the probability 

for a user to choose to communicate with the base station through a 

relay. For each m, the percentage of multi-hop users does not change 

much as n varies, which implies that the percentage of multi-hop 

users depends on the relay density regardless of the user density. 

Table 3.6 and Table 3.7 show that the use of network coding 

rather than routing alone increases the average majdmum equal-rate 

throughput over all users in the cellular relay network. For each n 

and each m, we call the percentage gain by which the best XOR 

throughput is greater than the best routing throughput the average 
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171 ss 0 m = Z m = 5 m = 10 m 5= 20 m = 30 

n = l 0% 8.17% 18.80% 31.63% 52.25% 64.83% 

n = 4 0% 7.93% 17.55% 32.29% 52.70% 65.62% 

n = 10 0% 7.62% 18.22% 32.98% 52.73% 65.33% 

n = 20 0% 7.91% 17.94% 32.46% 52.96% 65,46% 

n = 30 0% 7.89% 18.11% 32.43% 52.48% 65.40% 

Table 3.8: Percentage of multi-hop users. 

m = 0 m = 2 m = 5 171=10 m = 20 m = 30 

n = l 0% 0 . 8 7 % 7 . 7 4 % 12.66% 1 6 . 7 1 % 1 7 . 0 9 % 

n = 4 0% 3 . 4 2 % 4 . 7 5 % 4 . 9 5 % 4 . 9 8 % 4 . 7 9 % 

n-10 0% 2 . 3 7 % 2 . 4 6 % 2 . 6 3 % 2 . 7 8 % 2 . 7 4 % 

n 二 20 0% 1 . 4 9 % 1 . 6 9 % 1 . 8 7 % 1 . 9 4 % 1 . 9 1 % 

n = 30 0% 1 . 2 7 % 1 . 4 2 % 1 . 6 1 % 1 . 6 7 % 1 . 6 0 % 

Table 3.9: Average network coding percentage gain over all users. 

network coding percentage gain over all users, which is shown in 

Table 3.9. For each n and each m 0, we call the average network 

coding percentage gain over all users divided by the percentage of 

multi-hop users the average network coding percentage gain over 

multi-hop users^ which is shown in Table 3.10. 

Table 3.9 and Table 3.10 show that for each m, both the average 

network coding gain over all users and the average network coding 

gain over multi-hop users generally decrease as n increases. Table 3.9 

shows that the highest average network coding gain over all users 

for each n 1 is attained at m = 20. Table 3.10 shows that 

for each n, the average network coding gain over multi-hop users 
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m = 2 m = S m = 10 m = 20 m = 30 

n-l 10.66% 41.17% 40.03% 31.99% 2636% 

n = 4 43.15% 27.05% 15.34% 9.46% 7.30% 

n = W 31.12% 13.52% 7.9895 5.27% 4.19% 

n = ZO 18.78% 9.42% 5.77% 3.67% 2.91% 

n-SO 16.13% 7.83% 4.97% 3.18% 2.45% 

Table 3.10: Average network coding percentage gain over multi-hop users. 

generally decreases as m increases. For low-density networks, i.e. 

n = 1, the average network coding gain over all users can be greater 

than 17% and the average network coding gain over multi-hop users 

can be greater than 41%. For medium-density networks, i.e. n = 4 

or 10, the average network coding gain over all users can be greater 

than 4% and the average network coding gain over multi-hop users 

can be greater than 43%. For high-density networks, i.e. n = 20 or 

30, the average network coding gain over all users can be greater 

than 1% and the average network coding gain over multi-hop users 

can be greater than 18%. 

The four-phase mode proposed in the following section subsumes 

the three-phase mode. It will be shown that the benefit of network 

coding under the four-phase mode compared with the three-phase 

mode is more obvious. 

3.3 Four-Phase Mode 

In this section, we consider a new phase in addition to the three 

phases introduced in the previous section and propose a new trans-

mission mode for the cellular relay network called four-phase mode. 
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If no time is allocated for the new phase under the four-phase mode, 

the transmissions under the four-phase mode are equivalent to the 

transmissions under the three-phase mode. Therefore, the four-

phase mode subsumes the three-phase mode. We will investigate 

by simulation the average equal-rate throughput over all users un-

der two scenarios: each user uses an optimal network coding scheme 

and each user uses an optimal routing scheme. 

3.3.1 Resource and Interference Management 

To facilitate discussion, we classify the transmissions in each two-

node point-to-point system as follows: 

Class 1: The base station transmits messages to the single-hop 

user. 

Class 2: The single-hop user transmits messages to the base sta-

tion. 

Similarly, we classify the transmissions in each three-node point-to-

point relay network as follows: 

Class 1: The base station transmits messages to the relay. 

Class 2: The multi-hop user transmits messages to the relay. 

Class 3: The relay transmits messages to the base station and the 

multi-hop user. 

The transmissions in each of the seven cells are organized into four 

phases, denoted by Phase 1，Phase 2, Phase 3 and Phase 4. The 

transmissions in the seven cells are synchronized in such a way that 

the seven cells have the same periods for Phase 1，Phase 2, Phase 3 

and Phase 4. The fractions of time allocated for the four phases are 
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fixed and we let qi, Qa and q4 denote the fractions of time allocated 

for Phase 1，Phase 2，Phase 3 and Phase 4 transmissions respectively. 

We call (gi, q2,q3, qi) a four-phase tuple. The transmissions in the 

four phases are described as follows. 

Phase 1: In each cell, the phase is divided into n equal-length time 

slots which are allocated to the n users in the cell. In each time 

slot, if the user is a single-hop user, the communication from 

the base station to the user is conducted over the corresponding 

two-node system by Class 1 transmissions. If the user is a 

multi-hop user, the communication from the base station to 

the user through the relay is conducted over the corresponding 

three-node network by Class 1 transmissions. 

Phase 2: In each cell, all the users simultaneously transmit mes-

sages throughout the entire phase. For each single-hop user, the 

communication from the user to the base station is conducted 

over the corresponding two-node system by Class 2 transmis-

sions. For each multi-hop user, the communication from the 

user to the base station through its associated relay is con-

ducted over the corresponding three-node network by Class 2 

transmissions. 

Phase 3: In each cell, all the active relays s i m u l t a n e o u s l y trans-

mit throughout the entire phase. For each multi-hop user u, the 

communication between u and the base station b through its 

associated relay r is as follows: Let k>l denote the number of 

multi-hop users that choose to communicate with b through r 

and let ti’t2’. •.�tk-i denote the users other than u that com-

municate with b through r. This is illustrated in Figure 3.6. 

The phase is divided into k equal-length time slots, which are 
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Figure 3.6: A relay r which serves k multi-hop users. 

allocated to the k users served by relay r. Note that the value 

of k depends on the relay. In the time slot allocated to user u, 

the communication between u and b through r is conducted 

over the corresponding three-node network by Class 3 trans-

missions. 

Phase 4: For each cell that contains u multi-hop users, the phase 

is divided into u> equal-length time slots which are allocated to 

the w multi-hop users. In each time slot, the communication 

between the multi-hop user and the base station through the 

relay is conducted over the corresponding three-node network 

by Class 3 transmissions. 

In each of the phases above, each listening station in a two-node 

system or a three-node network regards unintended signals as inde-

pendent Gaussian noise. 

Given a four-phase tuple (仍，必，的，彻)’ the time allocations for 

each two-node system and each three-node network in Phase 1 are 

as follows: 

1. For each two-node system, the fraction of time allocated for 
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Class 1 transmissions is qi/n. 

2. For each three-node network, the fraction of time allocated for 

Class 1 transmissions is qi/n. 

The time allocations for each two-node system and each three-node 

network in Phase 2 are as follows: 

1. For each two-node system, the fraction of time allocated for 

Class 2 transmissions is q2. 

2. For each three-node network, the fraction of time allocated for 

Class 2 transmissions is q2. 

The time allocations for each two-node system and each three-node 

network in Phase 3 are as follows: 

1. Each two-node system is idle. 

2. For each three-node network, the fraction of time allocated for 

Class 3 transmissions is qs/k^ where k > 1 is the number of 

multi-hop users served by the relay. 

The time allocations for each two-node system and each three-node 

network in Phase 4 are as follows: 

1. Each two-node system is idle. 

2. For each three-node network, the fraction of time allocated for 

Class 3 transmissions is qi/u, where a; > 1 is the number of 

multi-hop users in the cell. 

To facilitate understanding, the fractions of time allocated to each 

two-node point-to-point system as well as each three-node point-to-

point network for Phase 1, Phase 2, Phase 3 and Phase 4 transmis-

sions are shown in Table 3.11. 
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Two-node system Three-node network 

Phase 1 q / n 

Phase 2 

Phase 3 0 %//( 

Phase 4 0 q4 /w 

Table 3,11: The fractions of time allocated to each two-node point-to-point 

system and each three-node point-to-point network under the four-phase mode. 

Single-hop i Multi-hop user s 

Phase 1 A, 

Phase 2 & <D © G> <D 

Phase 3 © © 

Phase 4 © © 

Table 3.12: The capacities of a two-node point-to-point system and a three-node 

point-to-point network under the four-phase mode. 
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For each single-hop user u and the base station b, let denote 

the capacity of (6, u) in Phase 1 and Bu denote the capacity of (w, h) 

in Phase 2. This is illustrated on the left side of Table 3.12. 

For each multi-hop user s which communicates with the base 

station b through its associated relay r, let Cg and Es denote the 

capacities of (6, r) in Phase 1 and (s, r) in Phase 2 respectively. We 

let Ds and Fs denote the capacities of (r, s) and (r, h) in Phase 3 

respectively and let D'^ and F'^ denote the capacities of (r, s) and 

(r, b) in Phase 4 respectively. This is illustrated on the right side of 

Table 3.12. As discussed at the beginning of Chapter 2, relay r can 

broadcast information reliably from r to both node b and node s at 

rate R in Phase 3 if and only if R < min{£>s, Fs}, and relay r can 

broadcast information reliably from r to both node b and node s 

at rate E! in Phase 4 if and only if R' < minp^, F；}. We call 

minfDa, Fg} and min{D二，F̂ } the broadcast capacity in Phase 3 and 

the broadcast capacity in Phase 4 respectively. 

In the three-phase mode with any three-phase tuple {pi,P2,Pr) 

(cf. Section 3.2.1), the three-phase mode can be viewed as the four-

phase mode with four-phase tuple (pi,p2,Pr, 0). Therefore, the four-

phase mode subsumes the three-phase mode. 

3.3.2 Maximum Equal-Rate Throughput 

Fix a four-phase tuple ( g i � 效 , F o r every user, we are inter-

ested in the maximum equal-rate throughput achievable by network 

coding schemes. For each single-hop user u, the fractions qi/n and q2 

of the time are allocated to the corresponding two-node point-to-

point system for Phase 1 and Phase 2 transmissions respectively. 

Therefore,, the maximum throughput from the base station to u is 
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qiAu/n and the maximum throughput from u to the base station is 

g2丑u, which implies that the maximum equal-rate throughput for u 

is m.m{qiAu/n, qzBu}, which is trivially achievable by some routing 

scheme. 

For each multi-hop user s which communicates with the base sta-

tion through its associated relay r, we will prove an upper bound on 

the equal-rate throughput of the corresponding three-node point-to-

point relay network. We will also present a network coding scheme 

that achieves this upper bound. We call this upper bound the maxi-

mum equal-rate throughput for s and it is shown in Table 3.13, where 

/c > 1 is the number of multi-hop users served by r and w > 1 is the 

number of multi-hop users in the cell containing s. 

The techniques involved in proving the upper bounds in Ta-

ble 3.13 are similar to the ones used in the proof of Lemma 1 in Sec-

tion 2.1.2. The details are as follows. Fix a multi-hop user s and its 

corresponding three-node point-to-point relay network. Let b and r 

denote the base station and the relay respectively in the three-node 

network. Consider the following four cases: 
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Case Maximum equal-rate throughput of s 

D,<Fs a n d D[<F： 
min 卜 叫 

[n k Q) 

a n d 0：>¥： 

and 

D;〉F; 

and 

D;〉F; 

DsD;州' 

- DX<0 

讓1 n姚’ M ; 1 and 

D;〉F; 

DsD;州' 

- DX<0 

1 n 叩 ” kaF^ J 

Ds>Fs 

and 

[n k 0) J 
Ds>Fs 

and [ n ” kQ)D, J 

Ds>Fs 

and 

皿n| n姚’ k①F; 1 

Table 3.13: The maximum equai-rate throughput for 
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Case 1: DSSFS and D'^ < F: 

The broadcast capacities in Phase 3 and Phase 4 are min{jDs�Fs} 

—Ds and min{L>S’F:} = D'̂  respectively. Therefore, r can 

broadcast messages reliably to both the base station and s at 

a rate less than or equal to Ds and D'̂  in Phase 3 and Phase 4 

respectively. Without loss of generality, we assume that only 

one of the following six types of transmissions can take place 

in a transmission scheme. 

Type 1: The base station transmits messages reliably to r at 

a rate less than or equal to Cs. 

Type 2: Multi-hop user s transmits messages reliably to r at 

a rate less than or equal to Eg. 

Type 3: Relay r broadcasts messages reliably to both the 

base station and s at a rate less than or equal to Ds. 

Type 4: Relay r transmits messages reliably to the base sta-

tion at a rate less than or equal to Fg but strictly greater 

than Ds. 

Type 5: Relay r broadcasts messages reliably to both the 

base station and s at a rate less than or equal to D'̂ . 

Type 6: Relay r transmits messages reliably to the base sta-

tion at a rate less than or equal to F'̂  but strictly greater 

than D's. 

In addition, we assume that Phase 1 consists of Type 1 trans-

missions, Phase 2 consists of Type 2 transmissions, Phase 3 

consists of Type 3 and Type 4 transmissions, and Phase 4 con-

sists of Type 5 and Type 6 transmissions. Since the fractions 

of time allocated to the three-node network for Phase 1 and 



CHAPTER 3. PERFORMANCE ANALYSIS IN CELLULAR RELAY N E T W O R K 5 4 ： 

Phase 2 transmissions are qi/n and q] respectively, the frac-

tions of time allocated for Type 1 and Type 2 transmissions 

are qijn and q2 respectively. Let > 0 and ^^ > 0 denote 

the fractions of time allocated for Type 3 and Type 4 trans-

missions respectively. Since the fraction of time allocated to 

the three-node network for Phase 3 transmissions is qs/k, we 

assume that 

tts + = Qs/k. 

Let a^ > 0 and > 0 denote the fractions of time allocated 

for Type 5 and Type 6 transmissions respectively. Since the 

fraction of time allocated to the three-node network for Phase 4 

transmissions is q̂ Jio、we assume that 

+ 祝=g4/w. 

For any fixed cv̂  and o^，the highest average rates for Type 1， 

2, 3，4, 5 and 6 transmissions are qiCg/n, qzEs, olsDs, {q /̂k — 

as)Fs, Oi'gD'̂  and {qi/u — oQFl respectively. Therefore, the 

equal-rate throughput, denoted by R, must satisfy the rate 

constraints induced by the two-source point-to-point network 

in Figure 3.7(a), which are equivalent to the rate constraints 

induced by the single-source point-to-point multicast network 

in Figure 3.7(b) (cf. the proof of Lemma 1 in Section 2.1.2). 

Applying the cut-set bound for four different cuts as in the 

proof of Lemma 1, we obtain 

R < qiCs/n, 

R < OisDs 4- Oi'Ps^ 

R < q2Es 
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and 

R < OisDs + + (q^/k - (Xs)Fs + fe/w — 

Since 0 < a^ < q^/k and 0 < a'g < q^!'^, it follows that an 

upper bound on the equal-rate throughput is 

max inin{gi(7s/n�q^Es, a^Ds + o；̂!?' a^Ds + a'i^', 
Q<ota<qa/k 

0<al<q4/w 

=mm{qiCs/n,q2Es, max minfa^jDs + a' D'̂ , 

0<(Xs<q3/h 

(^sDs + + {qs/k — as)Fs + {qi/u - ^F；}} 

二 mhi{qiC!s/n,q2Es,q3Ds/k + qjys/oj}, (3.12) 

where the last equality follows from the fact that 

max minfa^i^^ + a'̂ D's, agDs + a'̂ D'̂  + {qs/k — as)Fs 

0<a',<g4/w 

+ (g4 加—oQi^:} 

= q ^ / k + qjyjuj. 

We now construct a network coding scheme for s that achieves 

the upper bound on the equal-rate throughput in (3.12), To 

simplify notation, we let ols = q^/k and a^ = q^l^- A fraction 

qi/n of the time is allocated to the corresponding three-node 

point-to-point relay network for Phase 1 transmissions and dur-

ing this time, the base station transmits messages to r at rate 

min{Cs,nq2EJqi,n&sDs/qi + na'.D'Jqi} < Cs. 
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R 

'R 

In I2E, 

(a) A two-source point-to-point network. 

a^D, + a'^D', 

、Q) 

(b) A single-source point-to-point multicast network. 

Figure 3.7: Two equivalent network coding problems. 
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A fraction q) of the time is allocated to the three-node network 

for Phase 2 transmissions and during this time, s transmits 

messages to r at rate 

n i i n ( ^ , Es, asDjq2 + < 迟 
I Q2n J 

A fraction a^ = qs/k of the time is allocated to the three-node 

network for Phase 3 transmissions and during this time, the 

relay performs XOR operations between the messages of the 

base station and the messages of s bit by bit and broadcasts 

the resultant messages to both the base station and s at rate 

mm 
^sD, 

\asDs + a'sD'J \na. 

< A 

A fraction a'̂  = q^/oj of the time is allocated to the three-node 

network for Phase 4 transmissions and during this time, the 

relay performs XOR operations between the messages of the 

base station and the messages of s bit by bit and broadcasts 

the resultant messages to both the base station and s at rate 

" ^ ( 為 ) ( 辑 ) ’ ( 義 

Under the scheme, the average rates of the messages sent from 

the base station to the relay and from s to the relay are both 

min{qiCs/n, g2丑s，&sDs + 

The average rate of the messages sent from the relay to the 
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base station and s in Phase 3 and Phase 4 combined is 

• f f &sDs \ fqiCA ( OisDs \ „ „ ^ 1 

\ (qiCs\ ( a'D' 
+ mm 

I \&sDs -
q2Es, 

+ V n y ‘ \asDs + 

=mm{qiCs/n, g2五s, &sDs + 

where the equality follows from the fact that for all non-negative 

real numbers a, 6, c and d such that c + d〉0, 

inin{a, b,c-{- d} 

.f ac be ) . f ad bd ,1 , „、 

which can be verified by considering all the three cases 

min{a, 6, c + d} = a, min{a, b^c + d} = b and niin{a, b,c-\-d}= 

c + d. Consequently, the average rates of the messages sent 

from the base station to the relay, from s to the relay, from 

the relay to the base station and from the relay to s are all 

niin{giCs/n, 五s, oigDs + o/̂ D'̂ }. In addition, the base station 

can recover the messages of s by performing XOR operations 

between its own messages and the messages from the relay. 

Similarly, s can recover the messages of the base station by 

performing XOR operations between its own messages and the 

messages from the relay. Therefore, the equal-rate throughput 

min{gi Cs/n, g2 五s, ^sDs + K^'s} 

二 min•[仍(7s/n, 丑s, gs^s/k + q^D'Ju} 
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is achievable by the scheme. 

Case 2: D^ > F^ and > F; 

The broadcast capacities in Phase 3 and Phase 4 are min{Ds, Fs} 

—Fs and m.m{Dg,Fg} == F; respectively. Let (cts, a^) denote 

the argument of 

max mm{asDs + a'̂ D'̂  + {q /̂k - as)Fs+ 

{as,a'^).0<aa<q3/k 

iqjLO — 0；；)^；, {qs/k — + fe/w — OK}}-

Following similar procedures in Case 1，we can show that 

and 

mm{qiCs/n,q2Es, max minlasA + 

{qs/k — as)F, + {q^/u — {q^/k — 

fe/o； -

=mm{qiCs/n, q^Fs/k + q釣u) (3.14) 

is an upper bound on the equal-rate throughput achievable by-

network coding schemes. In addition, we can construct a net-

work coding scheme that achieves this upper bound. 

Case 3: Ds < Fs and D'̂  > F'̂  

The broadcast capacities in Phase 3 and Phase 4 are niin{Z?s, Fs} 

= D a and imn{D'g,Fg} = Fj respectively. Therefore, r can 

broadcast messages reliably to both the base station and s at 

a rate less than or equal to Dg and F^ in Phase 3 and Phase 4 
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respectively. Without loss of generality, we assume that only 

one of the following six types of transmissions can take place 

in a transmission scheme. 

Type 1: The base station transmits messages reliably to r at 

a rate less than or equal to Cs-

Type 2: Multi-hop user s transmits messages reliably to r at 

a rate less than or equal to Es ‘ 

Type 3: Relay r broadcasts messages reliably to both the 

base station and s at a rate less than or equal to Ds. 

Type 4: Relay r transmits messages reliably to the base sta-

tion at a rate less than or equal to Fg but strictly greater 

than Ds. 

Type 5: Relay r broadcasts messages reliably to both the 

base station and s at a rate less than or equal to F二 

Type 6: Relay r transmits messages reliably to 5 at a rate 

less than or equal to D'̂  but strictly greater than F:. 

In addition, we assume that Phase 1 consists of Type 1 trans-

missions, Phase 2 consists of Type 2 transmissions, Phase 3 

consists of Type 3 and Type 4 transmissions, and Phase 4 con-

sists of Type 5 and Type 6 transmissions. Since the fractions 

of time allocated to the three-node network for Phase 1 and 

Phase 2 transmissions are qi/n and q2 respectively, the frac-

tions of time allocated for Type 1 and Type 2 transmissions 

are qi/n and 52 respectively. Let ttg > 0 and /3s > 0 denote 

the fractions of time allocated for Type 3 and Type 4 trans-

missions respectively. Since the fraction of time allocated to 

the three-node network for Phase 3 transmissions is qs/k, we 
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assume that 

Q!S+^S= qs/k. 

Let a'g > 0 and �^^ > 0 denote the fractions of time allocated 

for Type 5 and Type 6 transmissions respectively. Since the 

fraction of time allocated to the three-node network for Phase 4 

transmissions is q^/uj, we assume that 

For any fixed as and a'g, the highest average rates for Type 1, 

2’ 3, 4, 5 and 6 transmissions are qiCs/n, g2五s，ĉ sDs, {qs/k — 

ag)Fs, (qa/oj — oi's)Fg and ctgD^ respectively. Therefore, the 

equal-rate throughput, denoted by R, must satisfy the rate 

constraints induced by the two-source point-to-point network 

in Figure 3.8(a), which are equivalent to the rate constraints 

induced by the single-source point-to-point multicast network 

in Figure 3.8(b) (cf. the proof of Lemma 1 in Section 2.1.2). 

Applying the cut-set bound for four different cuts as in the 

proof of Lemma 1, we obtain 

R < giCs/n, 

R < q2Es 

and 

R < ocsDs + {qz/k ~ as)Fs + feA^ — 

Since 0 < cus < q^/k and 0 < a二 < ĝ /ct；，it follows that an 
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upper bound on the equal-rate throughput is 

max mm{qiCs/n, qsEs, aJDs + oi'JD's + {qjoj -

0<ao<q3/k 

oisDs + te/fc — as)Fs + {qa/UJ — 

=miii{qiCs/n,q2Es, max mm{asDs + 
0<as<q3/k 
0<a'^<q4/ui 

feA^ — Q^i^，+ {qs/k - + feA^ — OF',}}. 

(3.15) 

We will simplify (3.15) and construct a network coding scheme 

that achieves the equal-rate throughput (3.15). Let (ag, a'̂ ) 

denote 

arg max min{Q:s 乃 s + ck̂ Z?̂  + (^4/0; — 

0<<<g4/w 

o^sDs + {qs/k — + {qi/uj — a'jF^}. (3.16) 

We claim that 

=&sDs + feA — + (q^/u — 

and verify the claim as follows. For any 0 < a^ < qs/k and 

0 < < ^4/w that satisfy 

asD, + aiDi + fe/w — 

> aM + (qs/k - as)Fs + {qjuj - a'jF； 

it follows that 
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a,D, + (qJeo-a',)F； 

OK 

(a) A two-source point-to-point network. 

2R 

(b) A single-source point-to-point multicast network. 

Figure 3.8: Two equivalent network coding problems. 
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Then, there exist = a。and 0 < < such that 

which implies that 

c^sDs + cc'M + fe加-cQF: 

> &sDs + 収 + fe/w — 

=asBs + (qs/k - a,)Fs + {qi/uj -

> asDs + {qz/k — as)Fs + fe/w - O ^； 

where the first inequality follows from D'̂  > F二 which then 

implies 

mm{otsDs + OL'Ps + feA^ —仅；)!̂:, asDs+ 

{qs/k — (Xs)Fs + {q^/oj — 

< + a'^D', + fe/w — SQF:, 

&sDs + {qz/k — as)Fs + {Ml ⑴—(3.17) 

Similarly, for any 0 < 0:3 < qs/k and 0 < < QA/OJ that satisfy 

aJh + o/JD's + iMA/u-oOF's 

< aM + (ga/k — cXs)Fs + fe/w — a'jF；, 

it follows that 

a'JD's < [qz/k - as)F„ 

Then, there exist a^ < as < qz/k and a'̂  二 a: such that 

aiDi = {q3/k-as)Fs, 
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which implies that 

= & s D s + fe A - ^s)Fs + fe/w — 二 

< OiJ：), + (gs/fc — a^F, + feA； — 

where the second inequality follows from D3 < which then 

implies that 

+ dp, + feA^ — 

o^s'Ds + [qs/k - + fe/w _ 

< mm{asDs + + - a'jF； 

asDs + fe/fc — as)Fs + fe/w — 

It then follows from (3.17) and (3.18) that 

(3.18) 

=ocsDs + feA — &sWs + imj ⑴ - ( 3 . 1 9 ) 

Therefore, the equal-rate throughput upper bound in (3.15) can 

be simplified to 

mm{qiCJn, 五s，&sDs + + {q /̂uj - a'jFj}. (3.20) 

In addition, it follows from (3.19) that 

� = (3.21) 
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Therefore, 

max min{asDs + cx̂ D̂  +、q如—OL^F^, a 及 + 
0<a:a<g3/fc 
0<a;<g4/w 

= max (a,Ds + (qs/k - + (q^/u - Oi',)F',) 

0<as<q3/k 

(上） 
— jii 

i<q3/k 
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max Ds-Fs + 

Q4F'S qsFsK 

uj kDi 

FsK\ qsFs 

D'J k 

(3.22) 

where (a) follows from (3.19) and (6) follows from eliminat-

ing OL's by the equation 

oc'sD's = {qz/k — as)Fs. 

Under each of the following two subcases, we will find (a^�a'^) 

through investigating (3.22) and construct a network coding 

scheme that achieves the equal-rate throughput (3.20). 

Subcase + F.F^ - 明 > 0: 

Since Ds — F\ + FsF'jD[ > 0，it follows that (3.22) is 

achieved by the largest possible ag. Since the largest pos-

sible as for (3.22) is gs/k, it follows that 

= gsA 
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and 

(cf. (3.21)), which implies from (3.20) that an upper bound 

on the equal-rate throughput is 

mm{qiCs/7i, qzEs, q^Ds/k + qAF'Ju). 

Consider the following network coding scheme for s that 

achieves this equal-rate throughput: A fraction qi/n of the 

time is allocated to the corresponding three-node point-to-

point relay network for Phase 1 transmissions and during 

this time, the base station transmits messages to r at rate 

n d n { a 3 ’ n g 暴 兮 + 畔 仏 . 
I qik giw J 

A fraction q2 of the time is allocated to the three-node 

network for Phase 2 transmissions and during this time, s 

transmits messages to r at rate 

m i n { 仏 ， 4 碎 + 沾 
[q2n q2k q̂ co J 

A fraction gs/k of the time is allocated to the three-node 

network for Phase 3 transmissions and during this time, 

the relay performs XOR operations between the messages 

of the base station and the messages of s bit by bit and 

broadcasts the resultant messages to both the base station 
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and s at rate 

mm {( 
q^Ds/h kqiCs\ 

qsDs/k + q^Fi/uJ、nq^ 
qsDa/k 、f kq2Bs 

乂 qsDs/k + qJpy、 

丨)( 

<13 

< Ds 

A 

A fraction q Ĵuj of the time is allocated to the three-node 

network for Phase 4 transmissions and during this time, 

the relay performs XOR operations between the messages 

of the base station and the messages of s bit by bit and 

broadcasts the resultant messages to both the base station 

and s at rate 

mm (hKI ⑴ 
Xq^Dslh + qAF'Ju^ 

(IAF'JUJ ’ 

�qjiCs 

\ nq4 , 
fojq2Es\ 

< K 

^q^Dslk + q^F'JuJ \ 94 
F's 

Under the scheme, the average rates of the messages sent 

from the base station to the relay and from s to the relay 

are both 

mm{giCs/n, q^E,, q^D^/k + q^F'Ju)}, 

The average rate of the messages sent from the relay to the 
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base station and s in Phase 3 and Phase 4 combined is 

nq3Ds/k)(qiCs/n) {q,Ds/k){q2E,) 1 

I qsDs/k-^q^FUuj' qsDs/k + q.Fi^ 

f (q^F'Joj){qiCsln) {q^F'Jio){q2Es) “ ； 

十 m 1 q,Dslk + q,F'Juj ‘ q,D“k + q的⑴'^‘、丨⑴‘ 

=mm{q iCs l n , 52-̂ 5, qzDs/k + 彻•F '̂/w} 

(cf. (3.13)). Consequently, the average rates of the mes-

sages sent from the base station to the relay, s to the re-

lay, from the relay to the base station and from the relay 

to s are all min{giCa/n, qsDs/k + qiF^/u)}- In ad-

dition, the base station can recover the messages of s by 

performing XOR operations between its own messages and 

the messages from the relay. Similarly, s can recover the 

messages of the base station by performing XOR opera-

tions between its own messages and the messages from the 

relay. Therefore, the equal-rate throughput 

min{gi Cs/n, q^D./k + q的⑴、 

is achievable by the network coding scheme. Since 

mm{qiCsln, gs丑•?，q̂ DJk + q4F'Juj} 

=mm{qiCs/n, qgEs, + + (94 ~ 5；)̂；}, 

it then follows that the network coding scheme achieves the 

equal-rate throughput (3.20)，which is equivalent to (3.15). 

Subcase DsD', + F^F: 一 D',Fs < 0: 

Since D, ~ Fs + F.F'JD'^ < 0, it follows that (3.22) is 

achieved by the smallest possible cts. Since the smallest 
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possible as for (3.22) is 

薩 { 0 ’宇 -结 
I K LVFS 

it follows that 

= 

0 if警 UJFS — <0, 

23 _ if 23 _ > n 
k UJFS ^^ fc VJFS u) 

which implies from (3.21) that 

(0 kDi J 

31 _ 31、 
k luFs，u) J 

if 

if 

ivFs <0, 

>0. 

Consequently, the equal-rate throughput upper bound (3.20) 

IS 

mm 

min 

fgi^ aoE if ^ _ Si^ < n 

\ n，收乃s’ kioD', j “ k uiFs - U) jaiCk 私 kqiPl{Fs-DeHcaq^DsFs j 

kojDi 

zM 
’ n …一” kuFs 

which can be simplified to 

n ‘ J 
mm 

mm ,r qiCs 必五s j 

if 33 _ > 0 
“ k uFs > U’ 

if ujq^Fs — 

< 0 , 

if uqsFs — kq^D's 

>0. 
(3.23) 

Consider the following network coding scheme for s that 

achieves the equal-rate throughput upper bound in (3.23): 

A fraction qi/n of the time is allocated to the correspond-

ing three-node point-to-point relay network for Phase 1 

transmissions and during this time, the base station trans-
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mits messages to r at rate 

nim{C„ ng2 私/gi’ n{asDs + a'^D', + {qju) — SQKVqi) 

<Cs. 

A fraction q2 of the time is allocated to the three-node 

network for Phase 2 transmissions and during this time, s 

transmits messages to r at rate 

i&sDs + d^D's + {q^/oj - fi'JF.O/gaj < E,. 
I Q2n J 

A fraction dg of the time is allocated to the three-node 

network for the first session of Phase 3 and a fraction 

(qs/k — as) of the time is allocated to the three-node net-

work for the second session of Phase 3. The transmissions 

in Phase 3 are as follows. In the first session of Phase 3, 

the relay performs XOR operations between the messages 

of the base station and the messages of s bit by bit and 

broadcasts the resultant messages to both the base station 

and s at rate 

asD, \ (qiCs\ 
mm ‘ • 

( ^ 

< Ds. 

、撤S , 

{q2Ejas),D, 

In the second session of Phase 3, the relay forwards the 
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messages of s to the base station at rate 

aiD： \ / 
mm {( QiOs 

&sDs + a'.Di + {q^/co — \n{qs/k — a 

a[D[ q2Es 

AsDs + 汉sD's + [mI⑴—\qs/k - a 
Fs 

< F,. 

A fraction a'̂  of the time is allocated to the three-node 

network for the first session of Phase 4 and a fraction 

(54/0; — a'g) of the time is allocated to the three-node net-

work for the second session of Phase 4. The transmissions 

in Phase 4 are as follows. In the first session of Phase 4, 

the relay forwards the messages of the base station to s at 

rate 

mm {( 
a'D' (qiCs\ 

+ + {qju — a'J F'J \ na^ 

< D' 

In the second session of Phase 4, the relay performs XOR 

operations between the messages of the base station and 

the messages of s bit by bit and broadcasts the resultant 

messages to both the base station and s at rate 

mm {( qiC. 

OisDs + di'sD's + {q^/uj — 5QF'J \n{q4/to -

fe/^ - \ f Q2ES 

\o^sDs + + [q./uj — &,)F'J \qjuj — Q^ 
< 

K 

Under the scheme, the average rates of the messages sent 
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from the base station to the relay and from s to the relay 

are both 

mm{qiCs/n, q^E^, + a'M +、q如—a；)^；}. 

The average rate of the messages sent from the relay to s 

in Phase 3 and Phase 4 combined is 

mm 
QiOs 

‘ ‘ otLDL 

n 

4-min 

q2Es,asDsj 

、fqiCs' 

a'D> 

n 

+ min 

/ 

芯 3 ’ 収 j 

(qiCs 

(S - F's 

n 

a' 

=mm{qiCs/n, q^zEs, &sDs + + {q^lu — a'jF；}, 

where the equality follows from applying (3.13) twice. The 

average rate of the messages sent from the relay to the base 
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station in Phase 3 and Phase 4 combined is 

&sDs \ (qiCA 
mm 

‘‘ &'sDi \ fqiCs\ 
+ XQm 

‘ . ft -《）K \ fqiCs + min 

二 inm{giCs/n, 92丑s, ̂ s^s + &'sD's + ishlw — 

where the equality follows from applying (3.13) twice and 

the fact that 

(cf. (3.19)). 

In addition, the base station can recover the messages of s 

in the first session of Phase 3 and in the second session of 

Phase 4 by performing XOR operations between its own 

messages and the messages from the relay. Similarly, s 

can recover the messages of the base station in the first 

session of Phase 3 and in the second session of Phase 4 by 

performing XOR operations between its own messages and 

the messages from the relay. Consequently, 

mm{qiCsln, g2五s,幼s + ̂ s^'a + fe/。— ^'s)^}^ 
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the equal-rate throughput upper bound in (3.20), is achiev-

able by the network coding scheme. 

Combining the two subcases in Case 3, we obtain a network 

coding scheme that achieves the equal-rate throughput upper 

bound in (3.20), which is equivalent to (3.15). 

Case 4: D^ > F^ and < F: 

The broadcast capacities in Phase 3 and Phase 4 are m.m{Ds, F^} 

=Fg and min{_D;，F:} = respectively. Following similar 

procedures in Case 3, we can prove that 

m a x m i n { g i C s / n , g2 五s，oigDs + a'^D'^ + (gs/ fc — a s ) F s , 

0<aa<q3/k 
0<oc',<q4/u) 

ot'sD's + (qz/k — as)Fs + (qju — 

=min{gi(7s/n，max min{asDs + 
0<as<q3/k 
0<ai<q4/(^ 

(qs/k — + fe/fc — a,)Fs + fe/w — o^s)K}} 

(3.24) 

is an upper bound on the equal-rate throughput, and let Q!^) 

denote the argument of 

max m m { a s D s + a'̂ D'̂  + {qs/k — as)Fs, 
{aa,a'gy.0<as<q3/k 

0<a',<qi/uj 

{qs/k — + {qjuj -
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As in Case 3, we can obtain 

( ( W M 

( 警 ’ 34 — kF^ J 

if + 

and — 23^ < n 

ana ^ kFi -

ifDsDi + FJFl — Djr^cQ 

and — SsEs. > n 
仙U w fcFi 7 

(3.25) 

and can construct a network coding scheme that achieves the 

equal-rate throughput upper bound in (3.24)，which, by apply-

ing (3.25), can be simplified to 

mm 

mm 

min 

if DsD: + — 

DsFi > 0, 

if DsD's + FsFi — 

DsF's < 0 and 

ujqsDs — kqiF', > 0, 

if DsD', + F^Fi — 

DsF's < 0 and 

ujqsDs — kq^F', < 0. 

In each of the four cases above, we obtain an upper bound on the 

equal-rate throughput and construct a network coding scheme that 

achieves the upper bound. We call this network coding scheme the 

XOR scheme. 
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3.3.3 Performance of Routing 

Fix a four-phase tuple (gi, 0"2»^?3’�).For every user, we are inter-

ested in the maximum equal-rate throughput achievable by rout-

ing schemes. For each single-hop user u, the maximum equal-rate 

throughput achievable by routing schemes is min{piAu/n,p2Bu} as 

discussed in the previous subsection. 

For each multi-hop user s that uses a routing scheme to com-

municate with the base station through its associated relay, let ag 

denote the fraction of time allocated for forwarding the messages of 

the base station from the relay to s and let Pa denote the fraction of 

time allocated for forwarding the messages of s from the relay to the 

base station during Phase 3. Similarly, let denote the fraction of 

time allocated for forwarding the messages of the base station from 

the relay to s and let /？̂  denote the fraction of time allocated for for-

warding the messages of s from the relay to the base station during 

Phase 4. Let A; > 1 denote the number of multi-hop users served by 

the relay and a; > 1 denote the number of multi-hop users in the cell 

containing s. Since the fractions gi/n, g2, gs/A; and ^4/0; of the time 

are allocated to the corresponding three-node point-to-point relay 

network for Phase 1, Phase 2, Phase 3 and Phase 4 transmissions 

respectively, it follows that for every fixed ag^a'̂ , > 0 that 

satisfy 

ois + I3s< qs/k 

and 

the maximum throughput from the base station to s is 

mm{qiCs/n, otsDs + ol'^D'^} 
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and the maximum throughput from s to the base station is 

Therefore, the maximum equal-rate throughput achievable by rout-

ing schemes is 

max min{mm{giOs/n, ck^Ds + a'^D'^}, niin{g2 五s，PsFs + PiF^}} 
aB+Ps=q3/k 

= max mm{giCs/n, asDs + o/双、g2五s，PsFs + P'sF'^}-
aa+Pa^q^/k 

Consequently, the maximum equal-rate throughput achievable by 

routing schemes is 

max mm{qiCs/n, agDs + a'J)^, qsEs, {q^/k — as)Fs+ 

0<as<q3/k 

(q4/aj-ai)F：} 

=mm{qiCs/n, 五s, max mm{asDs + a'双,(gs/Zc — as)Fs 
0<aB<q3/k 

+ (3.26) 

In the rest of this subsection, we simplify (3.26), the maximum 

equal-rate throughput achievable by routing schemes, as shown in 

Table 3.14 

Let {a^, a'̂ ) denote 

arg max mm{asDs + {q^/k — aji^s + {q^/oj — 
(a^.O 

0<a^<q3/k 

(3.27) 
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Case Maximum equa卜rate throughput 

mi+CA � ， � ， F ' Z d I ? ) 耿 1 

WqA-kqJF:⑶ 

m i + C " " ， 沾 � = 明 

Table 3.14: The maximum equal-rate throughput achievable by routing schemes. 

We claim that 

^sDs + = {qs/k — + (q^/u; ~ 咖; 

and verify the claim as follows. For any 0 < cKs < qs/k and 0 < 

a'g < qijijj that satisfy 

o^sDs + Oi'^D'^ > {q^/k — as)Fs + {q^juJ ~ c/JF二 

there exist 0 < dg < ag and 0 < < o;̂  such that 

As I < tts + Ot's 

and 

&sDs + = {q,/k - + {qjoj — ^'JF；, 
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which implies that 

which then implies that 

+ a'^D',, [q^/k - + fe/w — 

< mm{asDs + {q /̂k - + fe/w — (3.28) 

Similarly, for any 0 < ois < qs/k and 0 < a^ < ^4/0; that satisfy 

c^sDs + o/sD's < {qs/k - + fe/w — 

there exist cxg < ag < q^/k and 0:3 < < q^Jio such that 

Qis 4- > as + a'̂  

and 

&sDs + SCD; = te/Zc - &s)Fs + {qi/uj — 

which implies that 

c^sDs + c/p^ 

< iMs/k — (ysWs + iM/w — OK, 
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which then implies that 

mm{asDs + fe/fc — o^s)Fs + feA^ — 

< min{d,D, + (qs/k — dji^, + {q^/u — d ； ) ^ ； } . (3.29) 

It then follows from (3.28) and (3.29) that 

asDs + 从=feA — o^s)Fs + {qjoj - dQF's, (3.30) 

which implies that 

a ' = 
qsFJk + QaF^/U} - asjDs + Fs) 

D's + F's 
(3.31) 

Consequently, using (3.27), (3.30) and (3.31), we obtain 

max + (豹 ~ «力•F； + (ju — 
0<as<q3/k 
0<a'^<q4/uj 

max 
0<aa<q3/fc 

[oisDs + Q^rg 

U— Tit J ^'s+n -<g4/w 

q^D'SFS/k + qAD'sF's!^ — c^』肌 + i ^ J、 

max 
0<as<q3/k 

Da+Fa 

M{Ds + i y + + q卵：/⑴、 
代+巧 

majc 

a巩F;-哪+必FJk + q 卵'J⑴ 
(3.32) 



CHAPTER 3. PERFORMANCE ANALYSIS IN CELL ULAR RELAY NETWORK126 

where (a) follows from (3.30) and (6) follows from eliminating by 

the equation 

c^sDs + = {qs/k — a,)Fs + fe/w — cQF:. 

Under each of the following cases, we will first obtain (^s, a二) through 

investigating (3.32), followed by simplifying the maximum equal-

rate throughput (3.26) achievable by routing schemes. 

Case DsF's < D'̂ Fs： 

Since the slope of the function in (3.32) is less than or equal to 

0, the maximum equal rate throughput in (3.32) is achieved by 

the smallest possible Consider the following two subcases: 

Subcase ujqzFg — kq̂ D̂'̂  > 0: 

Since 

職 k 舞 -

=max < 0， 

+ J 

cuqs-^s — kq^D's 

ku{Ds + Fs) J 

=gs^s/fc — (hD'slw 

— D s ^ F s ~ ‘ 

it follows that the smallest possible a, for (3.32) is 的厂义二-̂企: 
which implies that 

qzF“k - qjyju) 

and 

= ？4/w 
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(cf. (3.31)). It then follows from (3.30) that 

m ^ iiiiii{a,A + Oi'sD's、fe - as)Fs + (q^ — 

=oisDs + a'^D'^ 

二 qsDsFjk — q办D'Ji^ 

~ Ds + Fs 

— q ^ D s F j k + q^D'^Fs/u; 

— Ds + Fs ‘ 

which implies from (3.26) that the maximum equal-rate 

throughput achievable by routing schemes is 

. r 广 / IP qsDsFs/k + q^D'.Fs/uj^ 
mm{qiCjn, q2E„ d+F 

Subcase toq^Fs — kq^D'̂  < 0: 

Since 

= 0 , 

it follows that the smallest possible ag for (3.32) is 0，which 

implies that 

tts = 0 

and 
q^Fs/k + qiFl/uj 

CKO = 
D's + Fl 
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(cf. (3.31)). It then follows from (3.30) that 

max imn{asD^ + a'^D',, fe - a,)Fs + fe — c^'sWs} 

0<as<q3/k 

=^sDs + a'sDi 

=q山'sFjk + qJD'sF'Ju 

— -D̂  + Fi ‘ 

which implies from (3‘26) that the maximum equal-rate 

throughput achievable by routing schemes is 

q讽 Fs/k + qjyj^'j ⑴、 
min{gi Cs/n, qiEs, 

巧+巧 

Case DsF'̂  > D'̂ F̂ i 

Since the slope of the function in (3.32) is greater than 0， 

the maximum equal rate throughput (3.32) is achieved by the 

largest possible ov Consider the following two subcases: 

Subcase ooq̂ Ds — kqiF: < 0: 
Since 

• / “ gsFs/k + QAF^/uj} 

皿 D s + Fs I 
_ • f ujqsDs + (^qsFs ujqsFs 
- 讓 i M认 + 朽）’ + J 
_ ujqsDs + uq^Fs 

=ku>{Ds + Fs) 

=Qs/k, 

it follows that the largest possible as for (3.32) is qs/k, 

which implies that 

茂 s = qs/k 
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and 

-/ 二 (hF'Jw — qzDs/k 
厂 D ^ i " " " " 

(cf. (3.31)). It then follows from (3.30) that 

max mm{asDs + a'̂ D'̂ , (gs — as)Fs + fe — O ^ i } 

— + ， 

which implies from (3.26) that the maximum equal-rate 

throughput achievable by routing schemes is 

q 讽 F'Jk + qdyjVuJ、 
mm{qiCs/n,q2Es 

Subcase uq^Ds — kq̂ F'̂  > 0: 
Since 

. ( q ^ F s / k + q^FJoj 
mm < qs/K, • 

= m m 

J 
ojqsDs + ugsFs uq^Fs + kgjF^ \ 

ku[Ds + Fs) ’ kuj{Ds + Fs) j 

= + kqjF^ 

= k u ( D , + Fs) 

二 gsiVfe + q^F'加 - ‘ 

it follows that the largest possible a, for (3.30) is 肪凡ff龙" 

which implies that 

-q^Fjk-\-qAF'Ju j 
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and 

(cf. (3.31)). It then follows from (3.30) that 

m，m m { a , D s + a'^D'^, fe — + fe — Q^)^} 

0<aa<q3/k 

= a sDs +《D's 

—qsDsF jk^q iPsF ' Ju j 

— Ds-i-Fs ‘ 

which implies from (3.26) that the maximum equal-rate 

throughput achievable by routing schemes is 

Under each of the above cases, we have obtained the maximum 

equal-rate throughput achievable by routing schemes. We call the 

routing scheme that achieves the maximum equal-rate throughput 

the optimal routing scheme, 

3.3.4 Network Coding Gain for Individual User 

For each single-hop user u, since u communicates with the base 

station directly, there is no network coding gain in the maximum 

equal-rate throughput, which has been shown in Section 3.3.2 to be 

For each multi-hop user s that communicates with the base sta-

tion b through its associated relay r, the equal-rate throughput 

achievable by the XOR scheme has been shown in Section 3.3.2 
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to be 

mm{^,g2Bs, majc mm{asD, + 

a 几 + a 泥 + if + (，— a',)Fi}} 

mm{^,q2Es, max mm{asD, + a'̂ D'̂  + 

( f — o^s)Fs + OK if — + (，-

min{3^,q2Es, max mm{asDs + a '从 + 

( S - O K o^sDs+(f — + ai)Fi}} 

五s, max inin{CKal̂ s + + 

( f - 巧’ + ( t - + 

if Ds < Fs and 

Di < Fi, 

if Ds > Fs and 

D's > K 

if D, < Fs and 

Di > F;, 

if Ds > Fs and 

Di < F； 

(3.33) 

(cf. (3.12)，(3.14), (3.15) and (3.24)), which is simplified in Sec-

tion 3.3.2 as shown in Table 3.13. 

The equal-rate throughput achievable by the optimal routing 

scheme for s has been shown in Section 3.3.3 to be 

mm{qiCs/n, g2丑s， max mm{as_Ds + a^D^, {q^/k — as)Fs+ 
0<oi3<q3/k 
0<a',<qi/oj 

iMi⑴-<)F's}} (3.34) 

(cf. (3.26)), which is simplified in Section 3.3.3 as shown in Ta-

ble 3.14. 

We have shown in Section 3.3.2 that the equal-rate throughput 

achievable by the XOR scheme is an upper bound on the equal-rate 

throughput achievable by network coding schemes, including the 
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optimal routing scheme as a special case. Therefore, the equal-rate 

throughput achievable by the XOR scheme is larger than or equal 

to the maximum equal-rate throughput achievable by the optimal 

routing scheme, which can also be observed by comparing (3.34) 

with (3.33). We have obtained a necessary and sufficient condition 

for non-zero network coding gain under the three-phase mode in 

Section 3.2.4. However, we cannot obtain a similar condition for the 

four-phase mode due to high complexity. 

3.3.5 Average Network Coding Gain 

The network coding gain for each user in the cellular relay network 

has been discussed in the previous subsection. In this subsection, 

we consider the average equal-rate throughput over all users under 

the following two scenarios: 

Scenario 1: Each single-hop user u in the cellular relay network 

communicates with the base station directly with equal-rate 

throughput mm{qiAuln, Each multi-hop user s in the 

cellular relay network uses the optimal routing scheme, which 

depends on the values of qs, g4, k, uj, Dg, D'̂ , Fs and F'̂  (cf‘ 

Section 3.3.3). The equal-rate throughput achievable by the 

optimal routing scheme is shown in Table 3.14. 

Scenario 2: Each single-hop user u in the cellular relay network 

communicates with the base station directly with equal-rate 

throughput min{gii4u/n，g2召u}. Each multi-hop user in the 

cellular relay network uses the XOR scheme, which depends on 

the values of qs, q4, k’ oj, Dg, D、、Fg and F'̂  (cf. Section 3.3.2). 

The equal-rate throughput achievable by the XOR scheme is 

shown in Table 3.13, 



CHAPTER 3. PERFORMANCE ANALYSIS IN CELL ULAR RELAY NETWORK126 

We are interested in the average equal-rate throughput over all users 

under Scenario 1 and Scenario 2 for every n = 1,4,10,20,30 (n is 

the number of users in each cell), every m = 0,2,5,10,20,30 (m is 

the number of relays in each cell) and every four-phase tuple in the 

set 

gi>0,g2>0,g3>0,g4>0, 

+ 92 + + 94 = 1, 

gi, q2, qs and q̂  are multiples of 1/64. 

(3.35) 

The four-phase tuple in (3.35) lie in the three-dimensional space 

近 + g2 + g3 + g4 = 

When n = 1, the cellular relay network resembles low-density cellu-

lar networks. When n = 4 or 10, the cellular relay network resembles 

medium-density cellular networks. When n = 20 or 30, the cellular 

relay network resembles high-density cellular networks. 

We generate 6000 different networks for each n and each m in 

our simulation. In each network, we calculate the average equal-

rate throughput over all users in the central cell under Scenario 1 

and Scenario 2 for every (gi，g2，<?3，办)according to the formulae 

in Section 3.3.4. Then, we calculate the sample mean of the 6000 

average equal-rate throughput under Scenario 1 and Scenario 2 for 

each n, each m and each (gi, 93? 94)- Using standard arguments, 

we obtain that a 95% confidence interval for each sample mean /x is 
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m = 0 m = Z m-S m = 10 m-ZQ m = 30 

n - l (19/64,45/64, 
0,0) 

(20/64,44/64, 
0,0) 

{18/64,38/64, 
0,8/64) 

(19/64,30/64, 
6/64,9/64) 

(20/64,22/64, 
0,22/64) 

(20/64,20/64, 
0,24/64) 

n = 4 (29/64,35/64, 
0,0) 

(28/64, 32/64, 
1/64,3/64) 

(29/64,29/64, 
2/64,6/64) 

(28/64,23/64, 
3/64,10/64) 

(27/64,17/64, 
5/64,15/64) 

(27/64,14/64, 
S/64,18/64) 

/J = 10 (31/64,33/64, 
0,0) 

(30/64,30/64, 
1/64, 3/64) 

(31/64,24/64, 
2/64,7/64) 

{31/64,19/64, 
3/64,11/64) 

(30/64,14/64, 
3/64,17/64) 

(29/64,12/64, 
4/64,19/64) 

n = 20 (30/64,34/64, 
0,0) 

(30/64,30/64, 
1/64,3/64) 

(32/64,24/64, 
2/64,6/64) 

(32/64,23/64, 
2/64,12/64) 

(31/64,13/64, 
3/64,17/64) 

(30/64,11/64, 
3/64, 20/64) 

n=:30 (29/64,35/64, 
0,0) 

(31/64,29/64, 
1/64,3/64) 

(33/64,22/64, 
2/64,7/64) 

{33/64,17/64, 
2/64,12/64) 

(31/64,14/64, 
3/64,16/64) 

(30/64,11/64, 
3/64,20/64) 

Table 3.15: Four-phase tuple tt* 

under Scenario 1. 

maximizing average equal-rate throughput 

For each n, each m and each (gi, q2、qs, q^), the equal-rate through-

put for a single-hop user under Scenario 1 and Scenario 2 are the 

same. In addition, it follows from Section 3.3.4 that for a multi-hop 

user, the equal-rate throughput under Scenario 1 is less than or equal 

to the equal-rate throughput under Scenario 2. Consequently, the 

sample mean of the average equal-rate throughput under Scenario 1 

is less than or equal to the sample mean of the average equal-rate 

throughput under Scenario 2. 

For each n and each m, let 7r:，„ denote the four-phase tuple 

in (3.35) that maximizes the sample mean of the average equal-

rate throughput under Scenario 1, and the 7r;’„’s are displayed in 

Table 3.15. For each n and each m, let denote the four-phase 

tuple in (3.35) that maximizes the sample mean of the average equal-

rate throughput under Scenario 2, and the 权：,„，8 are displayed in 

Table 3.16, 
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m~0 m = 2 m = 5 m = 10 m = 20 m = 30 

n = l (19/64,45/64, 
0,0) 

(19/64,42/64, 
0,3/64) 

(19/64,37/64, 
0,8/64) 

{22/64,29/64, 
0,13/64) 

(23/64,23/64, 
0,18/64) 

(23/64,22/64, 
0,19/64) 

n = 4 (29/64,35/64, 
0,0) 

(28/64,32/64, 
0,4/64) 

(29/64,28/64, 
0,7/64) 

(29/64,23/64, 
0,12/64) 

(29/64,18/64, 
0,17/64) 

(28/64,15/64, 
0,21/64) 

n = 10 (31/64, 33/64, 
0,0) 

(31/64,30/64, 
0,3/64) 

(32/64,25/64, 
0,7/64) 

(32/64,20/64, 
0,12/64) 

(31/64,15/64, 
0,18/64) 

(31/64,12/64, 
0,21/64) 

n-20 (30/64,34/64, 
0,0) 

(31/64,29/64, 
0,4/64) 

(33/64,23/64, 
0,8/54) 

(33/64,18/64, 
0,13/64) 

(32/64,14/64, 
0,18/64) 

(32/64,12/64, 
0,21/64) 

n = 30 (29/64, 35/64, 
0,0) 

(32/64,28/64, 
0,4/64) 

(33/64,23/64, 
0,8/64) 

(33/64,18/64, 
0,13/64) 

(32/64,14/64, 
0,18/64) 

(31/64,12/64, 
0,21/64) 

Table 3.16: Four-phase tuple maximizing average equal-rate throughput 

under Scenario 2. 

Under the four-phase mode with four-phase tuple call 

the sample mean of the average equal-rate throughput under Sce-

nario 1 the best routing throughput for n users and m relays. Under 

the four-phase mode with four-phase tuple 沒打，we call the sam-

ple mean of the average equal-rate throughput under Scenario 2 the 

best XOR throughput for n users and m relays. The best routing 

throughput for each n and each m is displayed in Table 3.17 and 

the best XDR throughput for each n and each m is displayed in Ta-

ble 3.18. The percentage of multi-hop users for each n and each m 

was shown in Table 3.8, which is reproduced in Table 3.19 for con-

venience. 

Since the three-phase mode with any three-phase tuple (Pi,P2，Pr) 

in (3.11) in Section 3.2.5 is equivalent to the four-phase mode with 

some four-phase tuple (Pi,P2，Pr，0) in (3.35), it follows that for 

each n and each m, the best routing throughput under the three-

phase mode obtained in Section 3.2.5 is less than or equal to the best 
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m = 0 m = 2 m = 5 m = 10 m = 20 m = 30 

n = 1 4.1346 3.9385 3.9460 4.1817 4.9604 5.5314 

n = 4 1.2556 1.2639 1.3490 1.5127 1.7428 1.9279 

n = 10 0.4210 0.4462 0.5025 0.5841 0.7029 0.7870 

/i = 20 0.1704 0.1895 0.2204 0.2655 0.3304 0.3733 

n = 30 0.0994 0.1133 0.1344 0.1655 0.2093 0.2385 

Table 3,17: Best routing throughput for n users and m relays (10® bits per 

second). 

m = 0 m = 2 m = 5 m - 1 0 m = 2 0 m = 3 0 

n = l 4.1346 3.9477 4.2514 4.7X12 5.7895 6.4766 

#1 = 4 1.2556 1.3093 1.4190 1.5960 1.8630 2.0695 

n = 1 0 0.4210 0.4575 0.5184 0.6072 0.7372 0.8280 

n = 2 0 0.1704 0.1928 0.2257 0.2743 0.3438 0.3893 

n = 3 0 0.0994 0.1150 0.1374 0.1705 0.2173 0,2480 

Table 3.18: Best XOR throughput for n users and m relays (10® bits pc id). 

routing throughput under the four-phase mode, which can be veri-

fied by comparing Table 3.6 with Table 3.17. Similarly, for each n 

and each m, the best XOR throughput under the three-phase mode 

obtained in Section 3.2.5 is less than or equal to the best XOR 

throughput under the four-phase mode, which can be verified by 

comparing Table 3.7 with Table 3.18. 

Under the case m = 0, there is no relay in the cellular relay 

network, which implies that all the users in the network are single-

hop users. Therefore, the best routing throughput and the best 

XOR throughput for each n are the same, and they are indeed the 

average equal-rate capacities over all users in the network without 
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m - 0 m = 2 m = 5 m = 10 m - 20 m = 30 

n = 1 0% 8.17% 18.80% 31.63% 52.25% 64.83% 

n a 4 0% 7.93% 17.55% 32.29% 52.70% 65.62% 

n = 10 0% 7.62% 18.22% 32.98% 52.73% 65.33% 

rt = 20 0% 7.91% 17,94% 32.46% 52.96% 65.46% 

n = 30 0% 7.89% 18.11% 32.43% 52.48% 65.40% 

Table 3.19: Percentage of multi-hop users. 

20 

0% 12. .71% 17. 

0% .35% 

0% 53% 5.20% 

0% .31% 4.05% 4.27% 

0% 

Table 3.20: Average network coding percentage gain over all users. 

m = 2 m-5 m = 10 m = 20 m = 30 

n = 1 2.88% 41,17% 40.03% 31.99% 26.36% 

n = 4 45.26% 29.56% 17.04% 13.09% 11.19% 

fi = 10 33.27% 17.32% 12.01% 9.23% 7.97% 

/ I = 20 22.60% 13.66% 10.21% 7.64% 6.53% 

n = 30 18.92% 12.64% 9.31% 7.25% 6.06% 

Table 3.21: Average network coding percentage gain over multi-hop users. 
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relay. Comparing the column m = 0 with the other columns in 

Table 3.17, we observe that the best routing throughput over all 

users when the number of relays exceeds 10 is always greater than 

the average equal-rate capacities over all users when there is no relay. 

Similarly, we observe in Table 3.18 that the best XOR throughput 

over all users when the number of relays exceeds 5 is always greater 

than the average equal-rate capacities over all users when there is 

no relay. 

Table 3.17 and Table 3.18 show that for each n, both the best 

routing throughput and the best XOR throughput generally increase 

as m increases, which implies that adding more relays to the net-

work improves both the best routing throughput and the best XOR 

throughput. For each m, both the best routing throughput and the 

XOR throughput decrease as n increases, which agrees with the fact 

that adding more users to the network results in 

1. less time allocated to each user for Phase 1 transmissions; 

2. larger interference incurred by the users on each receiving node 

during Phase 2 (cf. Table 3.11 and Table 3.12 in Section 3.3.1). 

Table 3.17 and Table 3.18 show that the use of network coding 

rather than routing alone increases the average maximum equal-rate 

throughput over all users in the cellular relay network. For each n 

and each m, we call the percentage gain by which the best XOR 

throughput is greater than the best routing throughput the average 

network coding percentage gain over all users, which is shown in 

Table 3.20. For each n and each m — 0’ we call the average network 

coding percentage gain over all users divided by the percentage of 

multi-hop users the average network coding percentage gain over 

multi-hop users, which is shown in Table 3.21. 
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Table 3.20 and Table 3.21 show that for each m, both the av-

erage network coding gain over all users and the average network 

coding gain over multi-hop users generally decrease as n increases. 

Table 3.20 shows that for each n, the average network coding gain 

over all users increases as m increases. Table 3.21 shows that for 

each 71, the average network coding gain over multi-hop users gener-

ally decreases as m increases. For low-density networks, i.e. n = 1, 

the average network coding gain over all users can be greater than 

17% and the average network coding gain over multi-hop users can 

be greater than 41%. For medium-density networks, i.e. n = 4 or 

10’ the average network coding gain over all users can be greater 

than 7% and the average network coding gain over multi-hop users 

can be greater than 45%. For high-density networks, i.e. n = 20 or 

30，the average network coding gain over all users can be greater 

than 4% and the average network coding gain over multi-hop users 

can be greater than 22%. 

• End of chapter. 
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Chapter 4 

Two-

Channels 

Summary 

We introduce in Sections 4.3, 44 and 4.5 three models of the full-

duplex two-way relay channel (TRC), namely the discrete memo-

ryless TRC without feedback, the discrete memoryless TRC with 

feedback and the Gaussian TRC with feedback. We establish in 

Section 4.3 an outer bound on the capacity region of the discrete 

memoryless TRC without feedback. For each of the discrete mem-

oryless TRC with feedback and the Gaussian TRC with feedback, 

Knopp [22] stated an outer bound on the capacity region. However, 

the proofs in [22] are incomplete and we therefore present in Sec-

tions 4.4 and 4.5 detailed proofs of the outer bounds stated in [22]. 

The proofs are nontrivial. Then, we consider the half-duplex dis-

crete memoryless TRC and the half-duplex Gaussian TRC in Sec-

tions 4.6 and 4.7 and prove several outer bounds on the capacity 

regions of the TRCs. In particular, an outer bound on the capacity 

region achievable by PNC schemes for the bandlimited Gaussian 

TRC is proved in Section 4.6.4. 
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In Chapter 2 and Chapter 3，we have studied the benefits of 

symbol-level network coding on a TRC as well as a cellular relay 

network. In this chapter, we study the performance of physical-

layer network coding on a TRC. Zhang et al [16] showed that PNC 

can potentially achieve higher maximum equal-rate throughput than 

symbol-level network coding for some Gaussian TRC. Therefore, 

we are interested in obtaining an outer bound on the rate region 

achievable by PNC schemes for the TRC. 

We begin the investigation of PNC by studying three models 

of full-duplex TRC, namely the discrete memoryless TRC without 

feedback, the discrete memoryless TRC with feedback and the Gaus-

sian TRC )vith feedback. We establish an outer bound on the capac-

ity region of the discrete memoryless TRC without feedback. For 

each of the discrete memoryless TRC with feedback and the Gaus-

sian TRC with feedback, Knopp [22] stated an outer bound on the 

capacity region. However, the proofs in [22] are incomplete and we 

therefore present detailed proofs of the outer bounds stated therein. 

The proofs are nontrivial. 

Then, we extend the results for the full-duplex TRCs to the 

half-duplex discrete memoryless TRC and the half-duplex Gaussian 

TRC, and obtain several outer bounds on the capacity regions of the 

half-duplex TRCs. In particular, an outer bound on the capacity 

region achievable by PNC schemes for the half-duplex bandlimited 

Gaussian TRC is obtained. 
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4.1 Notation 

We use Pr{E} to represent the probability of an event E. We use a 

capital letter X to denote a random variable with alphabet Af, and 

use the small letter x to denote the realization of X, We use E[X] 

to represent the expectation of a random variable X. We use X " to 

denote a random column vector [ X i ,而, . . .，w h e r e the compo-

nents Xk have the same alphabet. We let px{x} and px"- (â ") denote 

the probability mass functions of the discrete random variables X 

and X " respectively. We let pYix{y\x) denote the conditional proba-

bility Pr{Y = y\X = x} for any general random variable X and any 

discrete random variable Y. We let fx(x) and fx^ {x'^) denote the 

probability density functions of the random variables X and re-

spectively. We let fY\x{y\x) denote the probability density function 

of y conditioned on the event {J^ = a;} for any continuous random 

variable Y and any general random variable X. For simplicity, we 

drop the subscript of a notation if there is no ambiguity. 

Let H{X) and H{X\Y) = ElB{X\Y = y)] be the entropy of X 

and the entropy of X conditioned on Y respectively for any dis-

crete random variable X and any general random variable Y. Let 

h{X) and h(X\Y) = E[h(X\Y = y)] be the differential entropy 

of X and the differential entropy of X conditioned on Y respec-

tively for any continuous random variable X and any general ran-

dom variable Y. Let I{X]Y) = E [logs (糖 ) ]be the mutual 

information of X and where X is a discrete random variable 

and Y is either a discrete or a continuous random variable. Let 

I{X\Y\Z) = E[I{X\ VjZ = z)] be the mutual information of X 

and y conditioned on Z for any general random variable Z. The 

closure of a set S is denoted by S and the convex hull of S is denoted 
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by conv(5'). 

4.2 Full-Duplex Two-Way Relay Channel 

We assume in Sections 4.2, 4.3, 4.4 and 4.5 that all the nodes in the 

TRC are full-duplex, which means they can transmit and receive 

information at the same time. The results for the full-duplex TRCs 

are extended to half-duplex TRCs in Sections 4.6 and 4.7. 

The TRC consists of two terminal nodes tj and t2 and a relay 

node r in the middle. Node ti and node 力2 do not communicate 

directly, but communicate through node r using two different chan-

nels. In each time slot, node ti and node t2 transmit a symbol to 

node r through the Multiple Access Channel (MAC), and node r 

transmits a symbol to node ti and node t2 through the Broadcast 

Channel (BC). The MAC and the BC do not interfere with each 

other. Suppose node ti and node 七2 exchange information in n time 

slots. Then, the variables involved in the communication through 

the TRC are: 

® Wi € {1,2,..., Mi}: messages of node ti, i = 1，2, 

® X I = [Xî i .. • codewords transmitted by node ti, 

i = l，2， 

® = [l-̂ ’i 2 • •. yr,nV' channel outputs at the relay, 

® X^ = Xr,2 • •. codewoids transmitted by the 

relay, 

® Yf- = [Yî i , • • KnP: channel outputs at node U, i = 1,2, 

® Wi e {1,2,..., Mi}: message estimates of message Wi, z = 1,2. 



CHAPTER 4. CAPACITIES OF TWO- WAY BELAY CHANNELS 141 

W. 

Node fi Node t̂  

Figure 4.1: A full-duplex discrete memoryless TRC. 

Node ti and node t2 choose messages Wi and W2 independently 

according to the uniform distribution, and node ti declares the mes-

sage estimate W2 and node 艺2 declares the message estimate Wi 

after n time slots. The transmissions of messages in the k^^ time 

slot are shown in Figure 4.1. 

4.3 Full-Duplex Discrete Memoryless Two-Way 

Relay Channel without Feedback 

Unless otherwise specified, the two-way communication in this sec-

tion is assumed to be restricted in the classical sense [23], meaning 

that the terminal nodes cannot use their previously received mes-

sages for encoding their messages. The TRC described above is said 

to be used without feedback. 

In this section, we will present the problem formulation of the 

discrete memoryless TRC without feedback and establish an outer 

bound on the capacity region of the discrete memoryless TRC with-

out feedback. 
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4.3.1 Definitions 

Based on message W ,̂ node U constructs codeword Xf- for i = 1,2 

and transmits X、k through the MAC in the k"̂^ time slot. The 

received symbol in the time slot at r is Ŷ k̂ and in the same 

time slot, r constructs and transmits Xr,k through the BC, which 

depends on yj-.i, 1,2，. " ， i . The received symbol in the k̂ ^ time 
yv 

slot at node ti is Y^^k for i = 1,2. After n time slots, ti declares W2 

to be the transmitted W2 based on Yi and Wi, and node 艺2 declares 

Wi to be the transmitted Wi based on and W2. 

Definition 1 1 The discrete memoryless TRG without feedback con-

sists of six finite sets Xi, X2, 3^2 omd yj., one probability 

mass function pi{yr\xi^X2) representing the MAC and one proba-

bility mass function P2(yi，2/21^^) representing the BC such that for 

any integer n, x^ € x^ € X^, x^ G ；t；打,ŷ  € y^ G y^ and 

y：^ G y?, 
n 

p(")(y;^K，a;幻=IIpi (办’ fcl 斯’ h 吻’ fe) (4-1) 

fc=i 

and 

= r P2iyi,k.y2,kKk) (4.2) 
fc= 

The discrete memoryless TRC without feedback is denoted by 

, ，，Pi (2/r I巧，, P2 ( y i，1 ’ 3̂ 1，, • 

Definition 12 An (n, Mi^M2)-code on the channel (A4, X2y AV, 

Pi (Vr ，X2)，P2 (yi, y21Xr) 3^2,consists of the following: 

1. A message set Wi = {1,2,..., Mi} at node ti and a message 

set W2 = {1,2,..., M2} at node £2-
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Figure 4.2: A discrete memoryless TRC without feedback. 

2. An encoding function fi : Wi ~> A'f at node ti, yielding code-

words 对(1),对(2),…’对(Ml). 

3. An encoding function /2 : W2 Af^ at node 亡2，yielding code-

...，rcKMs). 

4- A set of n encoding functions fr’k : Xy at r for k = 

1,2,...，n，where fr,k is the encoding function in the k 仇 time 

slot. 

5. A decoding function gi : Wi x W2 at node where 

6. A decoding function g2 ： W2 x 3̂2 Wi at node 2̂； where 

92—2,成)=wi. 

Prom Definition 1 2 ， = /i(Wi)，X^ = ^(H^s), = 

Wi = 52(^2,^2") and W2 - for an (n，Mi,M2)-code’ 

where fr is a function completely determined by /『’&，A; = 1,2,..., n. 

The transmissions of messages in the TRC are illustrated in Fig-

ure 4.2. 
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Definition 13 The average probabilities of decoding error of Wi 

and W2 are defined as P^^^ = Pr{g2iW2,Y^)十 Wi} and 尸 ^�= 

PrlgiiWi^YI") ^ W2} respectively. 

Definition 14 A rate pair is achievable if there exists a 

sequence of {n, M^ M2)-codes with lim ^ ^ ^ > Ri and lim 
n-̂cxD 几 n-j-oo ^ 

> R2 such that lim = 0 and lim = 0. 
n—̂-oo ’ n-+oa ‘ 

Def in it ion 1 5 The capacity region 7Z of the discrete memoryless 

TRC without feedback is the closure of the set of all achievable rate 

pairs. 

In the next subsection, we investigate the discrete memoryless 

TRC without feedback and obtain an outer bound for 71. 

4.3.2 An Outer Bound 

Let 兄1，兄2，尺3 and denote the sets 

•Ri>0,i?2>0, 

R2<I{X2\Yr\X{) 

where p{xi, X2, Vr) = X2) 

for some input distribution p{xi)p(x2) for the 

MAC 

(jRi, R2) 

(4.3) 
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{Ri,R2] 

g m ^ 

(i?l，R2) 

R2<I{Xr)Y,) 

where p{xi,x2, av, ？/r, Vu 2/2)= 

p{Xi)p{x2)pi{yr\Xl,X2)p{Xr)p2{yu y2\Xr) 

for some input distribution p(xi)p(x2) for 

the MAC Pi{yr\xî x2) and some input 

distribution p{xr) for the BC P2(yi，y2|av)-

Rl<I{Xr,Y2) 

R2<I{X2\Yr\X{) 

where X2,Xr,yr, 2/1,2/2)== 

p{Xi)p{x2)pi(yr\Xi,X2)p{Xr)p2(yuy2\Xr) 

for some input distribution p{xi)p{x2) for 

the MAC Pi{yr\xi,X2) and some input 

distribution p{xr) for the BC p2(yi，y2|av). 

and 

(jRl, i?2) 

Ri>0,R2>0, 

Rl<IiXr,Y2), 

R2<I{Xr-,Yi) 

where p{xr, yi, 2/2) = (2/1,2/2̂ 7-) 

for some input distribution p{xr) for the 

BC P2{yuy2\Xr)-

respectively. Let W denote 

conv(尺 1)门 conv(尺2)门 conv(7e3) n conv(尺召). (4.4) 
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Theorem 8 尺 C 尺 

Proof: Please refer to Appendix B. 隨 

4.4 Full-Duplex Discrete Memoryless Two-Way 

Relay Channel with Feedback 

In this section, we study the discrete memoryless TRC with feed-

back, which means the terminal nodes can use their previously re-

ceived messages for encoding their messages. The possible benefit of 

feedback in the discrete memoryless TRC will be illustrated in Sec-

tion 4.4.1. Knopp [22] stated an outer bound on the capacity region 

of the discrete memoryless TRC with feedback. However, the proof 

in [22] is incomplete. Therefore, we present a detailed proof of the 

outer bound on the capacity region in [22] in this section, which is 

organized as follows. Section 4.4.1 illustrates the benefit of feedback 

for the TRC. Section 4.4,2 presents the problem formulation of the 

discrete memoryless TRC with feedback. Section 4.4.3 proves the 

outer bound on the capacity region of the discrete memoryless TRC 

with feedback. Section 4.4.4 shows that the outer bound for the 

discrete memoryless TRC with feedback is loose for some TRC. 

4.4.1 Benefit of Feedback 

The outer bound TZ* in (4.4) only holds for the TRC in which the 

terminal nodes do not use their previously received messages for 

encoding their messages. If the terminal nodes can use their previ-

ously received messages for encoding their messages, there exists a 
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Figure 4.3: Binary multiplying relay channel (BMRG). 

discrete memoryless TRC and an achievable rate pair for the TRC 

such that the rate pair lies outside the outer bound TZ*. Consider 

the TRC with deterministic MAC pi{yr\3̂ i,X2) and BC :P2(l/i，2/2I2V) 

such that 

；fj = = = '̂ r = 3̂1 = 3̂2 ~ 2, 

Pl{yr\Xi,X2) 

and 

1 if 2/ = X1X2, 

0 otherwise 

1 if j/i = t/2 = Xr, 

0 otherwise. 

(4.5) 

(4.6) 

(4.7) 

We call the TRC described above the binary multiplying relay chan-

nel (BMRC) and the transmissions of messages in the BMRC are 

illustrated in Figure 4.3. 

Consider any independent variables X i and X2 input to the MAC 

with the joint distribution p{xî  X2) = p{xi)p{x2) where Pr{Xi = 

1} = p and Pr{X2 = 1} = g. For any 0 < a < 1, let H{a) denote 
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the entropy function of a Bernoulli(Q；) random variable. Then, 

I{Xi-,Yr\X2) 

、查 Pr{X2 = 0}/(Xi； = 0) + Pr{X2 = l}/(Xi; = 1) 

= F r { X 2 = l}I(Xi;rrlX2 = 1) 

=g/ (X i ;X i|X2 = l) 

= 

where 

⑷ follows from (4.5), 

(6) follows from the fact that Pr{Yr = 0\X2 = 0} = 1 (cf. (4.5) 

and (4.6)), 

(c) follows from (4.5) and (4.6), 

(d) follows from the fact that Xi and X2 are independent. 

Similarly, 

I{X2;Yr\Xi)=pH{q). 

Then,尺 1 for the BMRC (cf. (4.3)) becomes 

(•Hi, Ri < qH{vl 

R2 < pH{q) 

for some 0 < p < 1 and 0 < g < 

which is denoted by /C. It can be shown by standard optimization 

procedures that the largest value for qH{p) + pH{q) is 1.2339. In 
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other words, the largest possible sum rate in JC is 1.2339, which im-

plies that the largest possible sum rate in conv(/C) is 1.2339. There-

fore, the maximum equal-rate pair in coiiv(/C) is less than (1.2340/2, 

1.2340/2) = (0.6170,0.6170). On the other hand, the BMRC can 

be used as the binary multiplying channel (BMC) [24] if r forwards 

every received bit to the two terminals. It is shown in [24] that the 

rate pair (0.63056,0.63056) is in the capacity region of the BMC 

and it is achievable by some scheme under which the terminal nodes 

use their previously received messages for encoding their messages. 

However, the rate pair (0.63056,0.63056) is outside conv(/C) and 

therefore outside 7Z*. It then follows that using feedback can en-

large the capacity region of the BMRC. 

4.4.2 Definitions 

In the time slot, node ti constructs and transmits Xi’k, which 

is a function of Wi and for i = 1,2, to node r through the 

MAC. The received symbol at node r is Yr，k- In the same time slot, 

node r constructs and transmits Xr、k、which depends on 叙—\ to 

node ti and node t2 through the BC. The received symbol at node ti 
FS 

is Yî k for i = 1,2, After n time slots, node ti declares W2 to be the 

transmitted W2 based on y " and Wi, and node declares Wi to 

be the transmitted Wi based on Y【and W2. 

Defin it ion 16 The discrete memoryless TRC consists of six finite 

sets Xi,. <^2； '^ry 3^1，3^2 and y” one probability mass function 

pi{yr\xi, X2) representing the MAC and one probability mass func-

tion P2{yi,y2\^r) representing the BC. For any two inputs Xi and 

X2 to the MAC with a joint distribution p{xi,x2) and Xr to the BC 

with a distribution p(xr), the relationship among Xi, X2, X” the 
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output Yr of the MAC and the outputs Yi and ¥2 of the BC satisfies 

K^l, 3̂ 2，av，yi,y2, Vr) = pfe, X2,yT)v{Xr, J/l, 

for all Xi € Pc：!, X2 e 而，Xr e 本，yr e yr, yi € and 1/2 € 3̂2； 

where 

p{xi,X2,yT) = pOi, X2)pi{yr\xi, X2) 

and 

Pi^r, yi, y2) = P{Xr)P2{yi, 2/2Nr)-

The discrete memoryless TRC is denoted by(不，《̂2，本，工:h ̂ 2̂)， 

2/2kr), X)-

Definition 17 An {n, Mi, M2)-code on the channel {^i, 

Pi {yr\xi,X2),P2{yi, 2/2kr), , 3^2, cousists of the followiug: 

1. A message set Wi ~ {1,2,..., Mi} at node ti and a message 

set W2 = {1,2,..., M2} at node t2-

2. A set ofn encoding functions j\’k : Wi X ？di at node ti 

for k = 1 , 2 , . . . , n , where /i，fc is the encoding function in the 

k仇 time slot such that Xi^k = fiM^uY^^"'^). 

3. A set ofn encoding functions f2jc • W2 X y 广 而 at node t^ 

for k — 1,2,... where f2,k is the encoding function in the 

k仇 time slot such that X2,k = /2,左(^2，^?-1). 

4- A set of n encoding functions fr,k ’ — Xr at r for k — 

1,2,... ,n, where fr,k is the encoding function in the k仇 time 

slot such that Xr,k ~ 

5. A decoding function gi : Wi x W2 at node ti such that 

9i{Wi,Yr) = W2. 
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Figure 4.4: A discrete memoryless TRC with feedback. 

6. A decoding function §2 : W2 x —)• Wi at node t) such that 

The transmissions of messages in the TRC are illustrated in Fig-

ure 4.4. 

The following proposition is cited from Proposition 2.5 of [18] to 

facilitate discussion. 

Proposition 23 For the discrete random variables X, Y and Z, 

X Y Z forms a Markov Chain if and only if there exists two 

functions xi^^v)肌d fiy^z) such that 

p{x,y,z) = x{x,y)<p{y,z) 

for all X, y and z where p{y) > 0. 

Proof: It is contained in Proposition 2.5 of [18]. 麗 

L e m m a 24 For any (n, Mi , M2)-code on the discrete memoryless 

TRC, 

(Wi, W2, xf-1，xf-1，1广1，if-1，rt\K'-') 

(48) 
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(Wi, W2, Xt\Xt\ 

(Wi, w/2, xt\xt\xt\Yi\ Yi, r广 1) 

(Xl’fc，_X2,fc) Yr’k 

and 

(4.9) 

(4.10) 

(4.11) 
(w î, xt\yt\Yt\K” 

form four Markov Chains for k = 1,2,…，n. In addition, 

302,k, yr,k) = 3:2,k}Pliyr,k\^l,k,冗2’k) 

and 

2/1,fc，2/2,fe) = Pi^r,k)P2(yi,k, y2,kKk) 

for A; = 1 ,2,. . . ,n. 

Proof: Please refer to Appendix B. 

D e f i n i t i o n 1 8 For an (n, M i , M2)-codt on the discrete memoryless 

TRC, the average probabilities of decoding error of Wi and W2 are 

defined as P^^, - Pr{g2{W2, Y^)寺 Wi} and 尸 日 、 = > ? ) • 

W2} respectively. 

Definition 19 A rate pair (jRi, R2) is achievable if there exists a se-

quence ofin, Ml, M^Vcodes with lim > R^ and lim > 

R2 such that iim P^i == 0 and lim = 0. 
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Defin it ion 20 The capacity region TV of the discrete memoryless 

TRC with feedback is the closure of the set of all achievable rate 

pairs. 

4.4.3 An Outer Bound 

Let 

TV* 二 

(丑i» R2) 

< mm{I{Xi-,Yr\X2)J{Xr;Y2)}, 

R2 < mm{I{X2;Yr\Xi),I{Xr;Y,)} 

where p(xi, 0；2，av, yi, 2/2, Vr)= 

p{xuX2)p{Xr)pi(yr\XuX2)p2iyu 

for some input distribution p{xi,x2) 

for the MAC pi{yr\xu X2) and some 

input distribution for the BC 

2̂(2/1? 2/2 kr)-

(4.12) 

In the following theorem, we prove in detail the outer bound for 71' 

stated in [22]. 

Theorem 9 尺'C 尺 

Proof: Please refer to Appendix B. H 

4.4.4 Looseness of the Outer Bound 

The outer bound TZ** for the discrete memoryless TRC in (4.12) is 

not tight in general. Consider the BMRC in Section 4.4.1 again. 
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Using (4.7), we obtain 

liXrlYl) = IiXr;Y2) = HiXr). (4.13) 

In addition, 

I{Xi;Yr\X2) 

< H{Yr) 
⑷ 

< 1 

= H I M 

where (a) follows from (4.5). Similarly, 

(4.14) 

(4.15) 

Then, 

TV 

^^ 识1拟 
GM^ 

Ri > 0, > 0, 

R2<mm{I{X2',Yr\Xi\H{Xr)} 

where p(cci, X2, av, Vi, 2/2, Vr)= 

p{xi,x2)p(xr)pi(yrlxi, OCz^Pofyl, 2/2^r) 

for some input distribution p{xi,X2) 

for the MAC pi{yr\xi,X2) and some 

input distribution p(Xr) for the BC 

Myi,如 

(4.16) 



Ri >0, R2> 0, 

Ri<mm{I{Xi;Yr\X2lH{Xr)h 

R2<mm{IiX2-,Yr\Xi),H{Xr)} 

where p(xi,x2, Xr, t/i, y2, Vr)= 

P{X1，X2)piXr)pi iVr |，X2)p2 {Vl ,2/2^) 

for some input distribution p{xi^X2) for 

the MAC Pi{yr\xi,X2) and the input 

distribution p{xr) is Bemoulli(l/2) for 

the BC P2{yuy2\xr)-

(丑1，拖) 

(丄) (丑1，R2) 

Ri > 0, > 0, 

Ri < min{/(Xi;y,|X2),i?(l/2)}, 

R2<mm{IiX2;Yr\Xi),H{l/2)} 

where p{xi, X2, Xr, 2/1,2/2, Vr)= 

p(xi, x2)p(xr)pi(yrlxi, 0：2)罗2(2/1， 
for some input distribution p(xi, X2) for 

the MAC X2) and the input 

distribution p(av) is Bernoulli(l/2) for 

the BC p2[yi 

Ri >0, R2> 0， 

R,<I{X,-Yr\X2), 

R2<I{X2]Yr\Xi) 

where p{xi,x2,yr)= 

pixuX2)pi(yr\3:uX2) for 

some input distribution 

p{xi,x2) for the MAC 

Pi{yr\xuX2). 

(4.17) 

where 
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(b) 
D 
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X X 
Encoder Encoder 

+ 
X i.k 

4-

/V 
Decoder Decoder 

？ 

Node f, Node ^ 

Figure 4.5: Binary multiplying relay channel (BMC). 

(а) follows from (4.12) and (4.13), 

(б) follows from restricting the input distribution for the BC in 

(4.16) to be BernouUi(l/2), 

(c) follows from (4.14) and (4.15). 

Let G denote the set in (4.17), which is equivalent to the Shannon's 

outer bound for the Blackwell multiplying channel (BMC) in [23]. 

The transmissions of messages in the BMC are illustrated in Fig-

ure 4.5. 

We prove the looseness of 7Z** by presenting another outer bound 

for the BMRC that does not contain n*\ In the BMRC, Yî k = 

1̂2,fc = Xr、k with probability 1 and Xr’k is a function of = 

.. •,义I，fc-1 义2’fc-i] foi any positive integer k. In 

the BMC, node ti and node t。receive Xi’kX2,k in the k仇 time 

slot with probability 1, which implies that node ti and node t。in 

the BMC have received 1X1,1X2,1, Xi,2"^2,2，...， î,kX2,k] by the end 

of the k̂ ^ time slot. Therefore, the operations performed by the 

transcoder in any transmission scheme in the BMRC can be imitated 

identically at the terminal nodes in the BMC, which implies that the 

terminal nodes in the BMC can construct Xrk in the 念七卜 time slot. 
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It then follows that any transmission scheme in the BMRC can be 

regarded as a transmission scheme in the BMC. Consequently, the 

capacity region of the BMRC is a subset of the capacity region of 

the BMC, which implies that any outer bound for the BMC is an 

outer bound for the BMRC. Hekstra and Willems [25] obtained an 

outer bound for the BMC and the maximum equal-rate pair in their 

outer bound, which is 0.64628, is strictly less than the maximum 

equal-rate pair in G, which is 0.69424 [23]. Consequently, G is not 

inside the Hekstra's outer bound for the BMC as well as the BMRC, 

which implies from (4.17) that TV* is not inside the Hekstra's outer 

bound for the BMRC. 

4.5 Full-Duplex Gaussian TRC with feedback 

In this section, we study the Gaussian TRC in which the terminal 

nodes can use their previously received messages for encoding their 

messages. Knopp [22] stated an outer bound on the capacity re-

gion of the Gaussian TRC. However, the proof in [22] is incomplete. 

Therefore, we present a detailed proof of the outer bound on the ca-

pacity region in [22] in this section. We will present in Section 4.5.1 

the problem formulation of the Gaussian TRC and prove in Sec-

tion 4.5.2 the outer bound on the capacity region of the Gaussian 

TRC. 

4.5.1 Definitions 

If Xî k is transmitted at node ti and X2’k is transmitted at node t2 

in the k̂ ^ time slot, the received signal at the relay in the time slot is 

assumed to be Yr、k = + where Zr,/c is a Gaussian ran-

dom variable independent of If Xr,k is transmitted at r 
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in the same time slot, the received signal at node ti in the time slot 

is assumed to be Yî k ~ 义r,fc + Zi，fc，where Zî ^ is a Gaussian random 

variable independent of Xr’k, and the received signal at node t2 in the 

time slot is assumed to be l̂ ’fc = Xr>ic + Z2知 where Z2,k is a Gaus-

sian random variable independent of Xr,k- For any three codewords 

0 ^ 1 , 1 ， . . , ’ n), 0̂ 2,1，3̂ 2,2’ • • • , and {Xr,l,Xr,2, . . • ， t h a t 

are transmitted over the channel, we require that ~ — Pi, 

i ELi 4,k < 尸2 and • E L i < Pr where A , P2 and P. repre-

sent the maximum power constraints for node ti, node t) and node r 

respectively. 

D e f i n i t i o n 2 1 The Gaussian TRC consists of the following: 

1. Three Gaussian random variables Z\ = jV(0, iVi), Z2 ~ A/'(0, N2) 

and Zr = A/"(0,iVr). 

2. A probability density function fi{yr\xi,X2) defined for all real 

numbers xi, X2 and yr representing the MAC and a probability 

density function h{yuy2\xr) defined for all real numbers Xr, yi 

and j/2 representing the BC such that 

fi{yr\xi,X2) 

= f Z r { y r - 3 ) l -X2\xi,X2) 

=fZriVr -Xi- X2) (4.18) 

and 

f2{yuy2\Xr) 

=fzx^z^ivi - ^r,y2 ~ Xr)- (4.19) 
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In addition, we require that for any two finite discrete random vari-

ables Xi and X2 with an input distribution p{xi^ X2) for the MAC 

and any finite discrete random variable X^ with an input distribution 

p{xr) for the BC, the relationship among Xi, X2, Xr, the output Yr 

of the MAC and the outputs Yi and Y2 of the BC satisfies 

Pr{Xi = xuX2 = X2, Xr = av，< ？/i,>2 < 2/2, K < Vr) 

=Pr{Xi = Xi,X2 - < yr}Pr{Xr = Xr^Yi < yi,Y2 < 2/2} 

for all xi € X2 G X2, Xr € A^r, Vr yi and y2 € E, where 

rvr 
Pr{Xi = Xi,X2 = X2’l； < Vr} = / fl{Vr\Xi,X2)p{XuX2)dVr 

J — 0 0 

and 

Pr{Xr = Xr,Yi<yi,Y2<y2} 
ryi ryz 

= / / f2{vu V2\Xr)p{Xr)dVidV2-
J ~oo J 一 0 0 

The Gaussian TRC is denoted by (Ni, iVz, iV^). 

Definition 22 An (n, Mi, M2, Xr)-code on the channel {Ni, 

N2, Nr) with maximum power constraints Pi, P2 and Pr consists of 

the following: 

1. A message set Wi = {1,2,..., Mi} at node ti and a message 

set W2 = {1,2,..., M2} at node ts-

2. A set ofn encoding functions ai,^ : Wi x 工—> at node ti 

for k = 1,2,.. . , n, where ai^k is the encoding function in the 

k仇 time slot such that Xi^k = Fi左—Without loss 

of generality, we assume that Xi is finite. In addition, every 



< 识. (4.22) 

5. A decoding function (3i : Wi x —> W2 at node ti such that 

6, A decoding function P2 ‘ x 3^2 Wi at node t] such that 

The transmissions of messages in the Gaussian TRC are illustrated 

in Figure 4.6. 
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codeword must satisfy the power constraint 

n 

站. (4.20) 
k=l 

3. A set ofn encoding functions 0；2,& : W2 x —> X2 at node t。 

for k = 1 ,2, . . . ,n, where 0；2’/̂  is the encoding function in the 

k讯 time slot such that X2,k = 拉-”• Without loss 

of generality, we assume that X2 is finite. In addition, every 

codeword X2 must satisfy the power constraint 

n 

< (4.21) 
k=l 

4. A set of n encoding functions Qv,fc : y^"^ Xr at r for k = 

1,2,. , . , n, where is the encoding function in the k仇 time 

slot such that Xr,k ~ ar.&K^""^)- Without loss of generality, we 

assume that Xr is finite. In addition, every codeword x^ must 

satisfy the power constraint 
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Node 
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Figure 4,6: Gaussian TRC. 

Definition 23 For an {n, Mi, M2，而，Xr)-code on the Gaussian 

TRC (iVi, A/2, Nr) with maximum power constraints Pi, P2 and Pr, 

the average probabilities of decoding error ofWi and W2 in (iVi, N2, Nr) 

are defined as PJJi = 购，^2) • Wi} andPb = Pr{pi{Wi, Ff) 

^ W2} respectively. 

Definition 24 A rate pair (•Ri，i?2) is Gaussian-achievable if there 

exists a sequence of (n, Mi, M2, <^1, Xr)~codes for the Gaussian 

TRC {Ni,N2,Nr) with maximum power constraints Pi, P2 and Pr 

such lim isizM > Ri, lim ^ ^ ^ > R2, lim = 0 and lim 

=0. 

D e f i n i t i o n 2 5 The capacity region TZq of the Gaussian TRC [Ni, N2, 

Nr) with maximum power constraints Pi, P2 and Pr is the closure 

of the set of all Gaussian-achievable rate pairs. 

4.5.2 An Outer Bound 

In the following theorem, we prove in detail the outer bound for Kq 

stated in [22]. 



(i?i，i?2) 

CHAPTER 4. CAPACITIES OF TWO- WAY BELAY CHANNELS 162 

Theorem 10 For the Gaussian TRC with maximum 

power constraints Pi, P2 and P” 

H g C 

<m in {| log2(l + Pi/Nr), I log2(l + 卩批)、, 

R2 <m i n { i log2(l + iViV丄 1 log2(l + PrlNi)}. 

Proof: Please refer to Appendix B. 圓 

4.6 Half-Duplex Two-Way Relay Channels 

In this section and the next section, all the nodes in the TRCs are 

assumed to be half-duplex. The two terminals transmit messages to 

the relay through the MAC in the first phase and the relay transmits 

messages to the two terminals through BC in the second phase. We 

obtain outer bounds on the capacity regions of the half-duplex TRCs 

by following similar procedures for proving the outer bounds for the 

full-duplex TRCs. 

4.6.1 Definitions 

Let a and ^ denote the fractions of time allocated to the MAC 

phase and the BC phase respectively where a and ^ are two real 

numbers such that 0 < a,/? < 1 and < 1- Suppose node ti and 

node t2 exchange information in n time slots. To simplify analysis, 

we assume that the first ni = [na\ time slots are allocated to the 

MAC phase and the last 722 = lnj3\ time slots are allocated to 

the BC phase. Then, the variables involved in the communication 

through the TRC are: 
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Figure 4.7: A half-duplex TRC. 

Wi e {1，2,…，Mi}: messages of node ti, i — 1,2, 

JC广=[Xi^i . • •不，codewords transmitted by node ti, 

i = l’2’ 

= [Yr,i Yr̂2 ... channel outputs at the relay, 

X^^ =[义7>’1 Xr,2 • •. Xr̂ nzF- codewoids transmitted by the 

relay, 

KnsF: channel outputs at node ti, i = 1,2, 

© 取 e {1，2,…，Mi}: message estimates of message Wi, z = 1,2. 

Node ti and node 七2 choose messages Wi and W2 independently 

according to the uniform distribution, and node ti declares the mes-

sage estimate W2 and node t2 declares the message estimate Wj 

after n time slots. The transmissions of messages in the half-duplex 

TRC are shown in Figure 4.7. 

4.6.2 Discrete Memoryless Two-Way Relay Channel 

Definition 26 The average probabilities of decoding error of Wi 

and W2 are defined as PJ^j = Pr{g2{W2,Y^^) • Wi} and = 

Pr{gi(Wi,YP') + W2} respectively. 
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Definition 27 A rate pair {Ri, R2) is {a, -achievable if there ex-

ists a sequence of {n, M i , M2)-codes that allocate the first n i = [no：J 

time slots to the MA C phase and the last n。= L""/^」奴饥e slots to 

the BC phase with l i m i s s z i ^ i > R^ and l i m > R^ such that 

n-foo 打 一 n-^oo 打 
l i m P^. = 0 and l i m P^o = 0 . 

Definition 28 The (a, 13)-capacity region TZ of the half-duplex dis-

crete memoryless TRC is the closure of the set of all (a, P)-achievable 

rate pairs. 

L e t U ^ , V ? a n d T ^ d e n o t e t h e s e t s 

Hi>0 , i ?2>0 , 

Ri<aI{Xi-,Yr\X2), 

R2 < aI{X2-,Yr\Xi) 

w h e r e p { x u X 2 , y r ) 二 

p(xi)p{x2)pi{yr\xi,x2) 

f o r s o m e i n p u t d i s t r i b u -

t i o n p { x i ) p { x 2 ) f o r t h e 

M A C p i { y r \ x i , X 2 ) . 

(_̂1,丑2) 

{Ri,R2) 

GR2 

(4.23) 

Ri<aI{Xi-,Yr\X2), 

w h e r e ，0:2，av, y ” ， ， 2 / 2 ) = 

)P{X2)P1 {yr\Xl，X2)piXr)p2(Vl，2/21^V) 

f o r s o m e i n p u t d i s t r i b u t i o n p { x i ) p { x 2 ) 

f o r t h e M A C p i { y r \ x i , X 2 ) a n d s o m e 

i n p u t d i s t r i b u t i o n p ( x r ) f o r t h e B C 

P2{yuy2\xT)-
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and 

Ri<mXr\y2) 

R2<aI(X2;Yr\Xi) 

where ’ :e2，av，2/r，2/i，2/2)= 

Pi^l)pix2)Pl ferla^l, X2)p{Xr )P2 {Vl，?/21^V) 

for some input distribution p{xi)p{x2) 

for the MAC Pi{yr\xiyX2) and some 

input distribution p{xr) for the BC 

P2{yuy2\Xr)-

R2SmXr;Yi) 

where p{xr,yuy2)= 

p{Xr)p2{yi,y2\Xr) foi 

some input distribu-

tion p{xr) for the BC 

2̂(2/1,2/2 l^r). 

(•Rij -R2) 
g R 2 

respectively. Let 甚* denote 

comr{n^) n coiiY{n^)� com<&3)� convQ^^). (4.24) 

Theorem 1 1 (Counterpart of Theorem 8) Uc IV 

Proof: Please refer to Appendix B. 
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Let TV* denote 

(丑1,丑2) 

Ri < mm{aI{Xi;Yr\X2):l3I{Xr;Y2)}, 

where V{XI,X2, av,2/1, ？/2, Vt)= 

p{xu X2)p{Xr)Pliyr\Xu 2；2)_??2(2/1， 
for some input distribution p{xi^x2) 

for the MAC Pi(yr|a;i，â 2) and some 

input distribution p{xr) for the BC 

P2(yi，y2|av). 

(4.25) 

Theorem 12 (Counterpart of Theorem 9) 

ncn* 

Proof: Please refer to Appendix B. 

4.6.3 Gaussian Two-Way Relay Channel 

For any three codewords ...，^i.m), (â 2,i，0̂ 2,2, • •., 

and ( 2 ^ , 1， . . . , Xr.ns) that are transmitted over the channel, we re-

quire that 去 E2=i < Pu ~ U U 4,k < 尸2 and 念 < 

Pr where Pi, P2 and Pr represent the maximum power constraints 

for node ti, node t2 and node r respectively. 

Definition 29 For an (n, Mi, M2，Afi,而，？Cr)-code on the Gaussian 

TRC (iVijiVs, Nr) with maximum power constraints Pi, P2 and Pr, 

the average probabilities of decoding error ofWi and W2 in {Ni,N2, 



Ri>0,R2>0, 

Ei<min{f log2( l + Pi/iV,) 

署 log2(l + iV爪)}, 

i?2<min{flog2(l + P2/iVr) 

flog2(l + Fr/iVl)}. 

o Appendix B. 
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Nr) are defined as 尸J；! = * 恥 }肌 d P^^^ = 

Pr{A(Wi，>?2) * W2} respectively. 

Definition 30 A rate pair R2) is (a, /3)'Gaussian-achievable 

if there exists a sequence of ( n , M i , M 2 , X r ) - c o d e s that al-

locate the first m == [na] time slots to the MAC phase and the 

last 712 = L几AJ t么讯e slots to the BC phase of the Gaussian TRC 

{Ni, N2, Nr) with maximum power constraints Pi, P2 and Pr such 

that lim > and lim ^ ^ ^ > R2 such that lim ff! 二 0 

and lim = 0. 

Definition 31 The {a^ (3)-capacity region TZQ of the Gaussian TRC 

(iVi, iV2, Nr) with maximum power constraints Pi, P2 and P^ is the 

closure of the set of all (a, (3)-Gaussian-achievable rate pairs. 

Theorem 13 (Counterpart of Theorem 10) For the Gaussian 

TRC {Ni,N2,Nr) with maximum power constraints Pi, P2 and Pr, 

RgC 

Proof: Please refer t 
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4.6.4 Bandlimited Gaussian Two-Way Relay Channel 

We now consider a half-duplex bandlimited Gaussian TRC with 

white noise. The MAC output of the bandlimited Gaussian TRC 

can be described as the convolution 

Yr{t) = (Xi{t) + X2(t) + Zr{i)) * h{t) 

where Xi(t) is the signal waveform transmitted by node for i — 

1，2，Zr{t) is the waveform of a white Gaussian noise with two-sided 

power spectral density Nr/2 W/Hz and h(t) is the impulse response 

of an ideal bandpass filter which cuts out all frequencies greater than 

W Hz. The BC output of the bandlimited Gaussian TRC at node ti 

and node t2 can be described as the convolutions 

Yi{t)={Xr(t)-hZi{t))^h{t) 

and 

糊 = i X r { t ) + Z2{t)) * h{t) 

respectively, where Xr{t) is the signal waveform transmitted by 

node r, Zi{t) is the waveform of a white Gaussian noise with two-

sided power spectral density Ni/2 W/Hz for i = 1,2. Let the ban-

dlimited Gaussian TRC be used over the time interval [0,T] and 

without loss of generality, the time interval [0, cxT] is allocated for 

the MAC transmissions and the time interval [ckT, (ck + is al-

located for the BC transmissions. The maximum power constraints 

for xi{t)y X2{t) and Xr(t) are Fi, P2 and Pr respectively for each 

xi{t) transmitted at node ti, each X2{t) transmitted at node t̂  and 

each Xr(t) transmitted at node r. Following similar procedures for 

deriving the capacity of the bandlimited Gaussian channel from the 
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capacity of the discrete-time Gaussian channel 

derive the following result from Theorem 13. 

[17-19], we can 

Theorem 14 For the handlimited Gaussian TRC of bandwidth W 

with two-sided noise power spectral densities Ni/2, N2/2 and Nr/2 

and with maximum power constraints Pi, P2 and Pr, the capacity 

region is a subset of 

(i?i，i?2) 

R, 

R2 

Hi>0 , i22>0, 

<min{aWlog^ (l + 

In physical-layer network coding (PNC) [16], transmissions of mes-

sages between the two terminals are completed in two stages. In 

the first stage, the two terminals transmit their waveforms, and the 

received waveforms at the relay is the sum of their waveforms and 

a white Gaussian noise. In the second stage, the relay processes the 

received signal and transmits a waveform to the two terminals based 

on the processed signal. Theorem 14 provides an outer bound on 

the achievable rate region of PNC for a bandlimited Gaussian TRC. 

4.7 Half-Duplex Gaussian Two-Way Relay Chan-

nel with Varying Background Noise 

We have assumed in Section 4.6.3 that during the MAC phase in 

the half-duplex Gaussian TRC, the noise power Nr at relay r re-
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mains constant. Similarly, we have assumed in Section 4.6.3 that 

during the MAC phase in the half-duplex Gaussian TRC, the noise 

power Ni at node ti remains constant and the noise power N2 at 

node t2 remains constant. In this section, we assume that during 

the MAC phase, the noise power at r changes from Nr,i to Nr,2- In 

addition, we assume that during the BC phase, the noise power at 

node ti changes from Ni,i to and the noise power at node 右2 

changes from to N2,2-

4.7.1 Definitions 

Let ai, 0；2, Pi and /?2 be real numbers such that 0 < ai, 0̂ 2, P2 < 1 

and q;i+q;2+/5i+/̂ 2 < 1. Let ni, ri2, and 714 denote [naij, \na2\， 

[n/3ij and [n/32j respectively. Suppose node ti and node t? exchange 

information in n time slots. The MAC is used in two sessions and the 

BC is also used in two sessions. The first session of MAC consists of 

the first ni time slots for the MAC transmissions and the received 

signal at r is + X2 + Zr,i where Zr,i is a zero-mean Gaussian 

random variable with variance Nr、i. The second session of MAC 

consists of the next 712 time slots for the MAC transmissions and 

the received signal at r is X1+X2 + 各，2 where Zr,2 is a zero-mean 

Gaussian random variable with variance Nr’2. The first session of 

BC consists of the first n^ time slots for the BC transmissions and 

the received signals at node ti and node are Xr + Zi^i and Xr + 

^2,1 respectively, where Zi’i and ^2,1 are two zero-mean Gaussian 

random variables with variances iVi，i and iV2’i respectively. The 

second session of BC consists of the next m time slots for the BC 

transmissions and the received signals at node ti and node t2 are 

Xr Zi 2 and Xr -{- Z2 2 respectively, where Zi 2 and ^2,2 are two 
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zero-mean Gaussian random variables with variances iVi’2 and N2,2 

respectively. Then, the variables involved in the communication 

through the TRC are: 

Wj € {1,2,..., Mi}: messages of node ti, i 二 1，2, 

...Xi^m+nzV' codewords transmitted by • X产=[不,1 Xi 

node ti, i = 1,2, 

X产 = [ X r , i Xr,2 

the relay, 

yi 
.713+7X4 

channel outputs at the relay, 

.1『，打3+714][ codewords transmitted by 

• • • 4n3+n4]T: channel outputs at node 

© 取 € {1,2，…，Mi}: message estimates of message Wi, z = 1,2. 

Node ti and node t。choose messages Wi and W2 independently 

according to the uniform distribution, and node ti declares the mes-
ys 八 

sage estimate W2 and node t2 declares the message estimate Wi 

after n time slots. For any three codewords (工1’1，1̂1,2，.. •, 

0̂2，i，â2,2,. ‘. ,â 2’ni+n2) and (av’i’av，2,...，av,n3+n4) that are trans-

mitted over the channel, we require that 

ni 

722 

ni 

E 
k二 1 

711+712 

E 
fc—ni+l 

hk 

r

 
一 1
 

W
i
 

丄

I

附
 

2,k 

< Pi, 

< Pi, 

< P2, 
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1 ni+n2 

E ^ 
XI+1 
"3 

^ Pr 

"3 

ns k 

and 
-f 

i E 
where Pi, P2 and Pr represent the maximum power constraints for 

node ti, node h and node r respectively. 

Definition 32 The half-duplex Gaussian TRC with varying back-

ground noise consists of the following: 

1. Six Gaussian random variables Zi^i = A/'(0, = A/'(0, 

JVl’2)，Z2’l = m,N2、l),為,2 =卿、N2、2h 各 1 = 

andZr、2 = _,NT、2). 

2. A probability density function fi,i{yr\xi, X2) for session i, i — 

1,2，of MAC defined for all real numbers xi, X2 and Ur repre-

senting the MAC with the noise variable Zr、% such that 

fl,i{yr\xuX2) 

=hr,t ivr ，X2) 

3. A probability density function f2,j{yi,y2\xr) for session j, j — 

1,2, of BC defined for all real numbers Xr, yi and 2/2 represent-
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ing the BC with the noise variables Zij and Z2J such that 

f2,Ayi,y2\Xr) 

=/Zi.j’Z2’J {yi - ~ Xr\Xr) 

In addition, we require that for any two finite discrete random vari-

ables Xi and X2 with an input distribution p{xi, X2) for the MAC 

in session i, i — 1,2, and any finite discrete random variable X^ 

with an input distribution p{xr) for the BC in session j, j — 1 ,2, 

the relationship among Xi, X2, X” the output Yr of the MAC and 

the outputs Yi and Y2 of the BC satisfies 

Pr{Xi = rci, X2 = 3；2，不=工r, Vi < 2/1, >2 < J/2, < Vr} 

二 Fr{Xi =xi,X2 = X2, Yr < yr}Pr{Xr = Xr,Yi<yi,Y2< ？/2} 

for all xi 6 ^i, X2 € ？^r € P^r, ?/r ̂  R； 2/i € and y2 € E, where 

fyr 

Pr{Xi = X2 二 0；2，1； S 2/r} 二 / X2)p{Xi, X2、dVr 
J —CO 

and 

rvi fy2 rV2 
/ V2\Xr)p{Xr)dVidV2-
J — 0 0 

The half-duplex Gaussian TRC with varying background noise is 

denoted by (m’i,Ph,2, iV2,i， 2̂,2’ Nr,i, Nr,2). 

Definition 33 An {n, Mi, M2,龙,As, ？Cr)-code on the channel (iVi’i, 

•^1,2, -^2,1, iV2,2, iVr,i, iVr,2) With maximum power constraints Pi, P2 
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and Pr consists of the following: 

1. A message set Wi = {1,2,.,., Mi} at node ti and a message 

set W2 = {1,2,..., M2} at node 

2. A set ofn encoding functions ai^k ’ x at node ti 

for k = 1,2,... ,n, where ai^k ^ the encoding function in the 

k仇 time slot such that Xi’k = ai’fc(M^i,l^'—i). Without loss 

of generality，we assume that Xi is finite. In addition, every 

codeword Xi must satisfy the power constraints 

ni 

几̂1乃 
fc=i 

and 
ni-\-n2 

fc ^ 

3. A set ofn encoding functions 0:2,fc : W2 x X2 at node t^ 

for k ~ 1,2,. . . ,n, where a2,k 切 the encoding function in the 

k仇 time slot such that X2,k = 0；2，知(^2，1). Without loss 

of generality, we assume that is finite. In addition, every 

codeword X2 must satisfy the power constraints 

»i 

fe=i 

and 

ni+n2 

fc=nx+l 

4- A set ofn encoding functions ar,k : y》—i ”> 不 at r for k — 

1,2,..., 72, where ar、k is the encoding function in the k^^ time 

slot such that Xr、k = Without loss of generality, we 

assume that Xr is finite. In addition, every codeword x^ must 
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satisfy the power constraints 

"3 

and 

X l <fc < riAPv 
k=n3+l 

5. A decoding function 卢i : Wi x ； a t node ti such 

that =W2. 

6. A decoding function : W2 x —Wi at node t2 such 

Definition 34 For an (n, Mi, M2, Afi, <̂ 2, Xr)-code on the channel 

(iVi，i, NI’2, N2,I, Â 2,2) "̂『,2) "with maximum power constraints Pi, 

p2 and Pr, the average probabilities of decoding error ofWi and W2 

are defined as Pj^j = Pr{l32{W2,Yp+''') • Wi} and PJ^g = 

•Pr{/3i(Wi，yi"3+"4) + W2} respectively. 

Definition 35 Fixoli, a2, Pi and^ rate pair (JRi, R2) is (a!，0:2, 

Pi, P2)-Gaussian-achievable if there exists a sequence of (n, Mi, M2, 

Afi, ；t2, Xr)-codes for the TRC (Ni,u iVi,2, iVa.i, iVa.a, Nr,u iVr.2) with 

maximum power constraints Pi, P2 and Pr such that lim 1。运̂恥 > 
n-)-oo 

Ri, lim > i?2, lim = 0 and lim P^^ = 0. 
n-J-oo “ n->oo ‘ n-^oo ‘ 

Def in i t ion 36 The capacity region 7^ai,a2,/3i’ft2 of 飯 half-duplex 

Gaussian TRC (iVi，i, Ni’2’ ^2,1^^2,2, A^r.i, with maximum power 

constraints Pi, P2 and Pj. is the closure of the set of all (ai, 0；2’ A, 

Gaussian-achievable rate pairs. 



Ri>0,R2>0, 

i ? i < m m { f log2(l + Pi/iV,,i)+ 

f"log2(l + iViV2,l) + 

警 l0g2(l + iViV2，2)}， 

i ? 2 < m i n { f log2(l + F2/iVr,l)+ 

f log2(l4-P2/iV,,2), 

fl0g2(l + P./iVi,2)}-

It is similar to the proof of Theorem 13 and is i therefore 

n ai.t 

Proof： 

omitted. 

4.7.3 Half-Duplex Bandlimited Gaussian Two-Way Relay 

Channel with Varying Background Noise 

We now consider a half-duplex bandlimited Gaussian TRC with 

white noise. The MAC is used in two sessions and the BC is also 

used in two sessions. The output at node r in session j , j = 1,2, of 

the MAC can be described as the convolution 

= {Xl,i{t) + X2，At) + Zr,M * h(t) 
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4.7.2 An Outer Bound 

Theorem 15 For the half-duplex Gaussian TRC (iVi^i, iVi,2, iV2,i, 

^ri, With TTiaximum power constraints Pi, P2 and P” 

R2) 
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where Xij(t) is the signal waveform transmitted by node ti, i = 1,2, 

in session j, Zrj{t) is the waveform of a white Gaussian noise with 

two-sided power spectral density Nrj/2 W/Hz and h(t) is the im-

pulse response of an ideal bandpass filter which cuts out all frequen-

cies greater than W Hz. The outputs at node ti and node t》in 

session j , j = 1,2, of the BC can be described as the convolutions 

and 

respectively, where Xrj{t) is the signal waveform transmitted by 

node r in session j and Zij{t) and Z^jif) are the waveforms of 

white Gaussian noise with two-sided power spectral density Nij/2 

W/Hz and N2,j/2 W/Hz respectively. Let the bandlimited Gaussian 

TRC be used over the time interval [0,T]. We assume that the time 

intervals [0, aiT] and [aiT, {ai + q;2)T] are allocated for the first 

and second sessions of the MAC respectively and the time intervals 

[(ai+a2)T�（ai+a2+A)r] and [{ai-ha2+l3i)T, (Q;i+a2+/?i+/yr] 

are allocated for the first and second sessions of the BC respectively. 

Suppose the maximum power constraints for in [0, o-iT] and 

in [aiT, {ai + 0:2)T] are both Pi and the maximum power 

constraints for X2,i(t) in [0, aiT] and X2,2{i) in [aiT, {ai + 012jT] 

are both P2. Suppose the maximum power constraints for Xr,i {t) in 

[(ai+a;2)r�（0:1 + 0:2+历)T] and av’2⑷ in [(ai + as+A)^, (q;i + q:2 + 

+ /?2)T] are both 尸Following similar procedures for deriving 

the capacity of the bandlimited Gaussian channel from the capacity 

of the discrete-time Gaussian channel in [17-19], we can derive the 

following result from Theorem 15. 
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Theorem 16 For the half-duplex bandlimited Gaussian TRC with 

varying background noise of bandwidth W with two-sided noise power 

spectral densities Ni^i/2, N^^jl, A^2,i/2,风2、2丨％ iVr,i/2 and Nrfi/2 

and with maximum power constraints Pi, P2 and Pr, 

(R11R2) 
eR2 

i? i>0, i?2>0, 

Ri < min {aiWlog2 ( l + j ^ ) + 

一 og2(l + A ) ， 

柳 log2 (1 + ̂ ) + 

< min {aiW^ logs (1 + ^ ) + 

R 

氏 W/log2 ( 

+ 

+
 

1
 Nx.W 

• End of chapter. 
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Chapter 5 

Performance 

Network 

Summary 

We investigate by simulation the performance bounds of physical-

layer network coding (PNC) in a cellular relay network consisting 

of multiple users, multiple relays and multiple base stations. We 

model the cellular relay network as a collection of two-node point-

to-point systems and three-node networks, where each two-node 

point-to-point system consists of two bandlimited Gaussian chan-

nels and each three-node network consists of a bandlimited Gaus-

sian two-way relay channel. We investigate by simulation three 

PNC strategies in Sections 5.2, 5.3 and 5.4 and apply the theo-

retical outer bounds for PNC in Section 4.6.4 and Section 4.7.3 

in the simulation. By comparing our simulation results for PNC 

in Sections 5.2.3, 5.3.3 and 5.4.3 with our simulation results for 

symbol-level network coding in Section 3.2.5, we show that the av-

erage maximum equal-rate throughput over all users under each 

PNC strategy is generally worse than the average maximum equal-

rate throughput over all users under some routing strategy. This is 

possibly due to larger interference among the nodes under the PNC 

strategies compared with the routing strategy. 
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In Chapter 4, we obtained an outer bound on the rate region 

achievable by PNC schemes for a half-duplex bandlimited Gaussian 

TRC. In this chapter, we obtain performance bounds of PNC in a 

cellular relay network. Such a network is identical to the one dis-

cussed in Chapter 3 except that we model each multi-hop user, its 

associated relay and its associated base station together as a three-

node network. In other words, we model the cellular relay network 

as a collection of two-node point-to-point systems (each consisting of 

a single-hop user and a base station) and three-node networks (each 

consisting of a single-hop user, a relay and a base station). Each 

two-node point-to-point system consists of two bandlimited Gaus-

sian channels and each three-node network consists of a half-duplex 

bandlimited Gaussian TRC. As in the case of symbol-level network 

coding, since the transmitting nodes in the same cell and different 

cells can interfere with each other in the cellular relay network, each 

three-node network in the cellular relay network experiences more 

interference than an isolated three-node network. Consequently, the 

benefit of PNC in the cellular relay network becomes unclear. This 

motivates us to obtain performance bounds of PNC in the network. 

Since the performance bounds of PNC cannot be analyzed the-

oretically due to the large number of nodes, we conduct the inves-

tigation by MATLAB simulation. Three PNC strategies are inves-

tigated by simulation and the theoretical outer bounds for PNC 

in Section 4.6.4 and Section 4.7.3 are applied in the simulation. 

Our simulation results show that the average maximum equal-rate 

throughput over all users under each PNC strategy is generally worse 

than the average maximum equal-rate throughput over all users un-

der some routing strategy. This is possibly due to larger interference 
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Figure 5.1: A two-node point-to-point system. 

among the nodes under the PNC strategies compared with the rout-

ing strategy. 

5.1 Simulation Assumptions 

In this chapter, we use the same simulation assumptions as those 

in Section 3.1 except for the assumption for the channel model, 

which is described as follows. We model the cellular relay network 

as a collection of two-node point-to-point systems and three-node 

networks in such a way that each single-hop user and its associated 

base station are modeled as a two-node point-to-point system, and 

each multi-hop user, its associated relay and its associated base 

station are modeled as a three-node network. Each two-node point-

to-point system consists of two independent bandlimited Gaussian 

channels as shown in Figure 5.1. Each three-node network consists of 

a half-duplex bandlimited Gaussian TRC as shown in Figure 5.2. We 

assume that every single-hop user exchanges independent messages 

with the base station through the corresponding two-node point-

to-point system and every multi-hop user exchanges independent 

messages with the base station through the three-node network. 

Let (u, v) denote a bandlimited Gaussian channel from node u to 

node V in a two-node point-to-point system. As discussed in Sec-
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Figure 5.2: A three-node network. 

tion 3.1.5，the channel capacity of a bandlimited Gaussian channel 

is assumed to be 

PKlog2(l + min{<T, 100}) bits per second 

where a is the calculated SNIR of {u, v) and min{£J, 100} is the 

SNIR of (u,v) after an upper bound of 20dB has been imposed. 

Since every transmission uses a frequency spectrum of bandwidth 

lOMHz and the one-sided power spectral density of the thermal noise 

is lO-i^-^mW/Hz, it follows that 

W = lO^Hz 

and 

£7 
received signal power at v from u 

+ interference power at v from nodes other than u ‘ 

5.2 Strategy 1 

In this section, we propose a transmission mode for the cellular 

relay network called Strategy i, under which the transmissions in 

the network are organized into two phases. We will investigate by 
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simulation the average upper bound on the equal-rate throughput 

over all users when each multi-hop user uses a PNC scheme. The 

theoretical outer bound for PNC in Section 4.6.4 will be applied in 

the simulation. 

5.2.1 Resource and Interference Management 

To facilitate discussion, we classify the transmissions in each two-

node point-to-point system as follows: 

Class 1: The base station transmits messages to the single-hop 

user. 

Class 2: The single-hop user transmits messages to the base sta-

tion. 

Similarly, we classify the transmissions in each three-node network 

as follows: 

Class 1: The base station and the multi-hop user simultaneously 

transmit messages to the relay. 

Class 2: The relay transmits messages to the base station and the 

multi-hop user. 

The transmissions in each of the seven cells are organized into two 

phases, denoted by Phase 1 and Phase 2. The transmissions in the 

seven cells are synchronized in such a way that the seven cells have 

the same periods for Phase 1 and Phase 2. The fractions of time 

allocated for the two phases are fixed and we let pi and p2 denote 

the fractions of time allocated for Phase 1 and Phase 2 transmissions 

respectively. We call {pi,p2) a two-phase tuple. The transmissions 

in the two phases are described as follows. 
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Phase 1: In each cell, the time is divided into n equal-length time 

slots which are allocated to the n users in the cell. In each time 

slot, if the user is a single-hop user, the communication from 

the base station to the user is conducted over the corresponding 

two-node system by Class 1 transmissions. If the user is a multi-

hop user, the communication between the user and the base 

station through the relay is conducted over the corresponding 

three-node network by Class 1 transmissions. 

Phase 2: In each cell, the time is divided into two subphases such 

that the fractions of time allocated for the first subphase and 

the second subphase are p2(l — uj/n) and piujjn respectively, 

where oj is the number of multi-hop users in the cell. The first 

subphase is allocated to single-hop users and the second sub-

phase is allocated to multi-hop users. During the first subphase, 

all tKe single-hop users simultaneously transmit messages in 

such a way that the communication from each single-hop user 

to the base station is conducted over the corresponding two-

node system by Class 2 transmissions. 

During the second subphase, the time is divided into uj equal-

length time slots which are allocated to the u multi-hop users 

in the cell. In each time slot, the communication between the 

multi-hop user and the base station through the relay is con-

ducted over the corresponding three-node network by Class 2 

transmissions. 

In each of the phases above, each listening station in a two-node 

system or a three-node network regards unintended signals as inde-

pendent Gaussian noise. 
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Given a two-phase tuple (Pi,:P2)，the time allocations for each 

two-node system and each three-node network in Phase 1 are as 

follows: 

1. For each two-node system, the fraction of time allocated for 

Class 1 transmissions is pi/n. 

2. For each three-node network, the fraction of time allocated for 

Class 1 transmissions is p i / n . 

The time allocations for each two-node system and each three-node 

network in Phase 2 are as follows: 

1, For each two-node system, the fraction of time allocated for 

Class 2 transmissions is ̂ 2(1 - uj/n). 

2. For each three-node network, the fraction of time allocated for 

Class 2 transmissions is P2/'n. 

To facilitate understanding, the fractions of time allocated to each 

two-node point-to-point system as well as each three-node network 

for Phase 1 and Phase 2 transmissions are shown in Table 5.1. For 

each single-hop user u and its associated base station b, the trans-

missions in the corresponding two-node point-to-point system are 

shown on the left side of Table 5.2. For each multi-hop user s, its 

associated relay r and its associated base station b, the transmissions 

in the corresponding three-node network are shown on the right side 

of Table 5.2. 

5.2.2 Performance Upper Bound for Individual User 

For each single-hop user u and its associated base station b, the 

fractions of time allocated to the corresponding two-node point-to-

point system for Phase 1 and Phase 2 transmissions are pi/n and 
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Two-node system Three-node network 

Phase 1 Pi/n p i /n 

Phase 2 P2(l — w/n) V2ln 

Table 5.1： The fractions of time allocated to each, two-node point-to-point sys-

tem and each three-node network under Strategy 1. 

Single-hop i 

©——•© 

G>——© 

Multi-hop I 

© O © 

£ > O < D 

Table 5.2: The transmissions in each two-node point-to-point system and each 

three-node network under Strategy 1. 

P2{1 — u}/n) respectively, which implies that the maximum equal-

rate throughput for u is mm{piAu/n^p2{l - ujln)Bu} where Ay, is 

the capacity of (6, u) in Phase 1 and By, is the capacity of (u�b) 

in Phase 2. To facilitate discussion, we call min{piAu/n,p2(l — 

oj/n)Bu} the PNC upper bound for u under Strategy 1. 

For each multi-hop user s which communicates with its associ-

ated base station h through its associated relay r, the fractions of 

time allocated to the corresponding three-node network for Phase 1 

and Phase 2 transmissions are pi/n and pi ln respectively. By The-

orem 14 in Section 4.6.4, the equal-rate throughput achievable by 

PNC schemes for the three-node network is upper bounded by 

min |aW log2 + 

/Wlog2 f l + 

Pi 

NrW J 

Pr、 

� aVnog2 1 + 
\ 

P2 

NrW J 

Pr \ 

NiW) 
(5.1) 

where 
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1. a and are the fractions of time allocated for Phase 1 and 

Phase 2 transmissions respectively, 

2. Pi is the signal power of b for Phase 1 transmissions, 

3. P2 is the signal power of s for Phase 1 transmissions, 

4. Pr is the signal power of r for Phase 2 transmissions, 

5. Nr is the one-sided noise power spectral density at r during 

Type 1 transmissions, 

6. Ni is the one-sided noise power spectral density at node b 

during Phase 2 transmissions, 

7. N2 is the one-sided noise power spectral density at node s 

during Phase 2 transmissions. 

We assume that the interference incurred on one node by other nodes 

behaves as independent Gaussian noise. Since propagation loss and 

SNIR ceiling are considered in the cellular relay network, the upper 

bound on the equal-rate throughput in (5.1) becomes 

(piW 
min < log2(l + niin{7“r, 100}), 

I n 

n 

P2W 
log2(l + min{7r„ 100}), 

Th 
P2W “ 

n 

where 

log2(l + min{7r->6,100}) 

received signal power at 
— 10-20 4 W'+interference power at r from nodes other than b 

SNIR of (b, r) for Phase 1 transmissions, 

(5.2) 

is the 
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o ^ — received signal power at r from s • ^t.^ 

么 7s—r — 10-20 4t|/+interference power at r from nodes other than b and s 比 ^工比 

SNIR of (s, r) for Phase 1 transmissions, 

q � 一 received signal power at s from r • xt-- CJfsJTR 
O. 7r-)-s — 10-20 4w+interference power at s from nodes other than r ^^^^ OiN 上xx 

of (r, s) for Phase 2 transmissions, 

A 一 received signal power at b from r ：合]C!]\JTR 

— 10-20 4iy+|nterference power at b from nodes other than r 五& ui ie CUNJ•几 

of (r, b) for Phase 2 transmissions. 

We call the upper bound in (5.2) the PNC upper hound for s under 

Strategy 1. 

For each multi-hop user, since the transmission mode of Strat-

egy 1 and the three-phase mode in Section 3.2 are different, the 

PNC upper bound under Strategy 1 and the equal-rate throughput 

achievable by the optimal routing scheme under the three-phase 

mode (cf. Section 3.2.4) cannot be compared directly due to differ-

ent background noise. Therefore, we will compare in the following 

subsection the performance of PNC under Strategy 1 with the per-

formance of routing under the three-phase mode using our simula-

tion results. Note that we can compare the equal-rate throughput 

achievable by the optimal routing scheme with the XOR scheme di-

rectly for each user in Section 3.2.4 because both schemes are under 

the same transmission mode. 

5.2.3 System Performance Upper Bound 

We are interested in the average PNC upper bound over all users 

under Strategy 1 for every n = 1,4,10,20,30 (n is the number of 

users in each cell), every m = 0,2,5,10,20,30 {m is the number of 

relays in each cell) and every two-phase tuple 

(P1,P2) G {(V64, (64 一 i)/64) | i = 1，2，…，63.}. (5.3) 
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The two-phase tuples in (5.3) lie on the line 

Pi +P2 = 1-

When n = 1, the cellular relay network resembles low-density cellu-

lar networks. When n = 4 or 10, the cellular relay network resembles 

medium-density cellular networks. When n = 20 or 30, the cellular 

relay network resembles high-density cellular networks. 

We generate 6000 different networks for each n and each m in our 

simulation. In each network, we calculate the average PNC upper 

bound over the users in the central cell for every (pi，:p2) according to 

the formulae in Section 5.2.2. Then, we calculate the sample mean 

of the 6000 average PNC upper bounds under Strategy 1 for each n, 

each m and each (pi，p2)> Using standard arguments, we obtain that 

a 95% confidence interval for each sample mean /x is (0.99jLt, 1.01/:/). 

For each n and each m, let denote the two-phase tuple in 

(5.3) that maximizes the sample mean of the average PNC upper 

bounds under Strategy 1, and the tt二，s are displayed in Table 5.3. 

Under Strategy 1 with two-phase tuple we call the sample 

mean of the average PNC upper bounds the average PNC upper 

hound under Strategy 1 for n users and m relays, which is displayed 

in Table 5.4. 

Table 5.4 shows that for each m, the average PNC upper bound 

under Strategy 1 decreases as n increases. In addition, the aver-

age PNC upper bound under Strategy 1 for each n decreases as m 

increases. 

Comparing Table 3.6 in Section 3.2.5 with Table 5.4, we observe 

that the performance of the two-phase PNC schemes under Strat-

egy 1 is generally worse than the performance of the optimal routing 



CHAPTER 5. PERFORMANCE BOUNDS IN CELLULAR RELAY NET WORK197 

m = 0 /n = 2 m-5 m = 10 m-ZQ nj = 30 

n = l (19/64, 
45/64) 

(20/64, 
44/64) 

{21/64, 
43/64) 

(22/64, 
42/64) 

(23/64, 
41/64) 

{25/64, 
39/64) 

/) = 4 (29/64, 
35/64) 

(29M 
35/64) 

(28/64, 
35/64} 

(29/64, 
35/64} 

{29/64, 
35/64) 

{29/64, 
35/64) 

n=10 (31/64, 
33/64) 

(31/64, 
33/64) 

�31/64, 
33/64) 

{31/64, 
33/64) 

{32/64, 
32/64) 

(32/64, 
32/64) 

n = 20 (30/54, 
34/64) 

(30/64, 
34/64) 

(31/64, 
33/64) 

(32/64, 
32/64) 

{33/64, 
31/64) 

(34/64, 
30/64) 

n = 30 {29/54, 
35/64) 

(30/64, 
34/64) 

(31/64, 
33/64) 

(32/54, 
32/64) 

{33/64, 
31/64) 

(35/64, 
29/64) 

Table 5.3: Two-phase tuple maximizing the average PNC upper bound. 

- m = 0 m = 2 /n = 5 W) = 10 m = 20 m = 30 

n = l 4.1346 3.9500 3.8894 3,6537 3.3105 3.1651 

n = 4 1 . 2 5 5 6 1.2011 1.1217 10133 0.8453 0.7383 

/) = 10 0.4210 0.4043 0.3802 0.3452 0.2945 0.2607 

0 = 20 0.1704 0.1636 0.1536 0.1391 0.1189 0.1060 

n = 30 0.0994 0.0951 0.0880 0.0803 0.0692 0.0613 

Table 5.4: Average PNC upper bound under Strategy 1 (10® bits per second). 
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schemes under the three-phase mode. One possible reason for the 

poor performance of PNC schemes is that the interference from the 

surrounding cells at the central cell is larger under Strategy 1 com-

pared with the three-phase routing mode. 

5.3 Strategy 2 

In this section, we propose a transmission mode for the cellular relay 

network called Strategy 2. The only difference between Strategy 1 

and Strategy 2 of PNC is that the transmission sequence for single-

hop users in the two phases is swapped (the transmission sequence 

for multi-hop users remains unchanged). We will investigate by 

simulation the average upper bound on the equal-rate throughput 

over all users when each multi-hop user uses a PNC scheme. The 

theoretical outer bound for PNC in Section 4.6.4 will be applied in 

the simulation. 

5.3.1 Resource and Interference Management 

To facilitate discussion, we classify the transmissions in each two-

node point-to-point system as follows: 

Class 1: The base station transmits messages to the single-hop 

user. 

Class 2: The single-hop user transmits messages to the base sta-

tion. 

Similarly, we classify the transmissions in each three-node network 

as follows: 

Class 1: The base station and the multi-hop user simultaneously 

transmit messages to the relay. 
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Class 2: The relay transmits messages to the base station and the 

multi-hop user. 

The transmissions in each of the seven cells are organized into two 

phases, denoted by Phase 1 and Phase 2. The transmissions in the 

seven cells are synchronized in such a way that the seven cells have 

the same periods for Phase 1 and Phase 2. The fractions of time 

allocated for the two phases are fixed and we let pi and p2 denote 

the fractions of time allocated for Phase 1 and Phase 2 transmissions 

respectively. We call (pi, P2) a two-phase tuple. The transmissions 

in the two phases are described as follows. 

Phase 1: In each cell, the time is divided into two subphases such 

that the fractions of time allocated for the first subphase and 

the second subphase are pi{l — co/n) and pioj/n respectively, 

where uj is the number of multi-hop users in the cell The first 

subphase is allocated to single-hop users and the second sub-

phase is allocated to multi-hop users. During the first subphase, 

all the single-hop users simultaneously transmit messages in 

such a way that the communication from each single-hop user 

to the base station is conducted over the corresponding two-

node system by Class 2 transmissions. 

During the second subphase, the time is divided into uj equal-

length time slots which are allocated to the u multi-hop users 

in the cell. In each time slot, the communication between the 

multi-hop user and the base station through the relay is con-

ducted over the corresponding three-node network by Class 1 

transmissions. 

Phase 2: In each cell, the time is divided into n equal-length time 

slots which are allocated to the n users in the cell. In each time 
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slot, if the user is a single-hop user, the communication from 

the base station to the user is conducted over the corresponding 

two-node system by Class 1 transmissions. If the user is a multi-

hop user, the communication between the user and the base 

station through the relay is conducted over the corresponding 

three-node network by Class 2 transmissions. 

In each of the phases above, each listening station in a two-node 

system or a three-node network regards unintended signals as inde-

pendent Gaussian noise. 

Given a two-phase tuple (pi, P2), the time allocations for each 

two-node system and each three-node network in Phase 1 are as 

follows: 

1. For each two-node system, the fraction of time allocated for 

Class 2 transmissions is pi(l — u/n). 

2. For each three-node network, the fraction of time allocated for 

Class 1 transmissions is pi/n. 

The time allocations for each two-node system and each three-node 

network in Phase 2 are as follows: 

1. For each two-node system, the fraction of time allocated for 

Class 1 transmissions is P2/ti. 

2. For each three-node network, the fraction of time allocated for 

Class 2 transmissions is p2/n. 

The fractions of time allocated to each two-node point-to-point sys-

tem as well as each three-node network for Phase 1 and Phase 2 

transmissions are shown in Table 5.5. For each single-hop user u 

and its associated base station b, the transmissions in the corre-

sponding two-node point-to-point system are shown on the left side 
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Two-node system Three-node network 

Phase 1 p i ( l - w / n ) Pi/n 

Phase 2 P2/n P2/n 

Table 5.5: The fractions of time allocated to each two-node point-to-point sys-

tem and each three-node network under Strategy 2. 

Sfngle-hop user u 

&——© 

©——•© 

Multi-I 

© ~ " “ < 2 > ~ O 

O < D 

Table 5.6: The transmissions in each two-node point-to-point system and each 

three-node network under Strategy 2. 

of Table 5.6. For each multi-hop user s, its associated relay r and 

its associated base station b, the transmissions in the corresponding 

three-node network are shown on the right side of Table 5.6. 

5.3.2 Performance Upper Bound for Individual User 

For each single-hop user u and its associated base station 6, the 

fraction of time allocated to the corresponding two-node point-to-

point system for Phase 1 and Phase 2 transmissions are - w/n) 

and p2/n respectively, which implies that the maximum equal-rate 

throughput for u is min{pi(l — uj/n)Au, p2Bu/n} where A^ is the ca-

pacity of (u, b) in Phase 1 and Bu is the capacity of (b, u) in Phase 2. 

To facilitate discussion, we call mm{pi(l - the 

PNC upper hound for u under Strategy 2. 

For each multi-hop user s which communicates with the base sta-

tion b through its associated relay r, the fraction of time allocated 

to the corresponding three-node network for Phase 1 and Phase 2 
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transmissions are pi/n and p2/n respectively. Following similar pro-

cedures and using similar notations for Strategy 1 of PNC in Sec-

tion 5.2.2, we can obtain that an upper bound on the equal-rate 

throughput for u in the network is 

mm 
'piW 

n 

'PiW 
n 

P2W 
n 

P2W 
n 

where 

76-̂ r = ‘‘^ W+i nterference 

log2(l + min{7“r’100}), 

log2(l + mi]i{75_>r,100}), 

log2(l + min{7r-^s, 100}), 

log2(l + min{ov~>b, 100}) 

signal power at r from b 
at r from nodes other than 

SNIR of (6，r) for Phase 1 transmissions， 

2. 7fl-->r ~ 
received signal power at r from 

10.4 W^-finterference power at r from nodes other than b and 

SNIE of (s^t) for Phase 1 transmissions, 

(5.4) 

is the 

is the 

3. "Yr-̂s — 
received signal power at s from 

0.4 W+interference power at a from nodes other than 

of (r, s) for Phase 2 transmissions, 

is the SNIR 

4. 7r->6 = received signal power at b from 
W+interference power at b from nodes other than 

of (r, b) for Phase 2 transmissions. 

is the SNIR 

As in Strategy 1，the upper bound is obtained by applying Theo-

rem 14 in Section 4.6.4. We call the upper bound in (5.4) the PNC 

upper bound for s under Strategy 2. 

5.3.3 System Performance Upper Bound 

We are interested in the average PNC upper bound over all users 

under Strategy 2 for every n = 1,4,10,20，30 (n is the number of 
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users in each cell), every m = 0,2,5,10,20,30 (m is the number of 

relays in each cell) and every two-phase tuple in the set 

(PUP2) € {(i/64, (64 - z)/64) | i = 1,2，…，63.}. (5.5) 

The two-phase tuples in (5.5) lie on the line 

Pi -hP2 = 1' 

When n = 1, the cellular relay network resembles low-density cellu-

lar networks. When n = 4 or 10, the cellular relay network resembles 

medium-density cellular networks. When n = 20 or 30, the cellular 

relay network resembles high-density cellular networks. 

We generate 6000 different networks for each n and each m in our 

simulation. In each network, we calculate the average PNC upper 

bound over all users in the central cell for every (Pi’P2) according to 

the formulae in Section 5.3.2. Then, we calculate the sample mean 

of the 6000 average PNC upper bounds under Strategy 2 for each n, 

each m and each (pi,p2)- Using standard arguments, we obtain that 

a 95% confidence interval for each sample mean fi is (0.99//, 1.01/i). 

For each n and each m, let 6:,几 denote the two-phase tuple in 

(5.5) that maximizes the sample mean of the average PNC upper 

bounds under Strategy 2, and the 6̂=,„，s are displayed in Table 5.7. 

Under Strategy 2 with two-phase tuple 0二打，we call the sample 

mean of the average PNC upper bounds the average PNC upper 

bound under Strategy 2 for n users and m relays, which is displayed 

in Table 5.8. 

Table 5.8 shows that for each m, the average PNC upper bound 

under Strategy 2 decreases as n increases. In addition�the average 

PNC upper bound under Strategy 2 for each n decreases as m in-
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m = { m m=10 m-20 ni = 30 

19/64 20/54) 
( 4 2 / 6 4 , 

2 2 / 6 4 ) 

( 4 2 / 6 4 , 

2ZM) 
3 5 / 6 4 

2 9 / 6 4 

3 6 / 6 4 

2 8 / 6 4 } 

( 3 6 / 6 4 , 

2 8 / 6 4 ) 

<37 /64 , 

2 7 / 6 4 ) 

10 p
 

,3,
 3
 

3 4 / 6 4 

3 0 / 6 4 ) 

( 3 4 / 6 4 , 

3 0 / 6 4 ) 

( 3 4 / 6 4 , 

3 0 / 6 4 ) 

( 3 4 / 6 4 

=20 
3 0 / 6 4 

3 4 / 6 4 

30/64： 

{ 3 3 / 6 4 , 

3 1 / 6 4 ) 

( 3 3 / 6 4 , 

3 1 / 5 4 } 

:30 ；35/64 

2 9 / 6 4 

34/64 
30̂4} 

{ 3 3 / 6 4 , 

3 1 / 6 4 ) 

( 3 3 / 6 4 , 

3 1 / 6 4 ) 

( 3 3 / 6 4 

3 1 / 6 4 

Table 5.7: Two-phase tuple 0 二 maximizing the average PNC upper bound. 

m = 0 m-Z m = 5 m = 10 m = 20 m-30 

n = l 4.1346 3.9382 3.8611 3.6015 3.2128 3.0254 

n = 4 1.2556 1.1994 1.1174 1.0004 0.8152 0.6976 

n = lQ 0.4210 0.4036 0.3778 0.3391 0.2817 0.2427 

n = 20 0.1704 0.1630 0.1521 0.1358 0.1120 0.0961 

n-30 0.0994 0.0947 0.0869 0.0778 0.0645 0.0545 

Table 5.8: Average PNC upper bound under Strategy 2 (10® bits per second). 
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creases. Comparing Table 5.8 with Table 5.4，we observe that the 

average PNC upper bound under Strategy 2 is always worse than 

the average PNC upper bound under Strategy 1. 

5.4 Strategy 3 

In this section, we propose a transmission mode for the cellular relay 

network called Strategy under which the transmissions in the net-

work are organized into three phases. The main difference between 

Strategy 3 and the previous two strategies is that Strategy 3 uses a 

three-phase transmission mode instead of a two-phase transmission 

mode. We will investigate by simulation the average upper bound 

on the equal-rate throughput over all users when each multi-hop 

user uses a PNC scheme. The theoretical outer bound for PNC in 

Section 4.7.3 will be applied in the simulation. 

5.4.1 Resource and Interference Management 

To facilitate discussion, we classify the transmissions in each two-

node point-to-point system as follows: 

Class 1: The base station transmits messages to the single-hop 

user. 

Class 2: The single-hop user transmits messages to the base sta-

tion. 

Similarly, we classify the transmissions in each three-node network 

as follows：' 

Class 1: The base station and the multi-hop user simultaneously 

transmit messages to the relay. 
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Class 2: The relay transmits messages to the base station and the 

multi-hop user. 

The transmissions in each of the seven cells are organized into three 

phases, denoted by Phase 1, Phase 2 and Phase 3. The transmissions 

in the seven cells are synchronized in such a way that the seven cells 

have the same periods for Phase 1, Phase 2 and Phase 3. The frac-

tions of time allocated for the three phases are fixed and we let pi, 

P2 and pr denote the fractions of time allocated for Phase 1, Phase 2 

and Phase 3 transmissions respectively. We call ipi,P2^Pr) a three-

phase tuple. The transmissions in the three phases are described as 

follows. 

Phase 1: In each cell, the phase is divided into n equal-length time 

slots which are allocated to the n users in the cell. In each time 

slot, if the user is a single-hop user, the communication from 

the base station to the user is conducted over the corresponding 

two-node system by Class 1 transmissions. If the user is a multi-

hop user, the communication between the user and the base 

station through the relay is conducted over the corresponding 

three-node network by Class 1 transmissions. 

Phase 2: In each cell, the time is divided into two subphases such 

that the fractions of time allocated for the first subphase and 

the second subphase are p2(l — w/u) and respectively, 

where u) is the number of multi-hop users in the cell. The first 

subphase is allocated to single-hop users and the second sub-

phase is allocated to multi-hop users. During the first subphase, 

all the single-hop users simultaneously transmit messages in 

such a way that the comniunication from each single-hop user 

to the base station is conducted over the corresponding two-
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node system by Class 2 transmissions. 

During the second subphase, the time is divided into to equal-

length time slots which are allocated to the u multi-hop users 

in the cell. In each time slot, the communication between the 

multi-hop user and the base station through the relay is con-

ducted over the corresponding three-node network by Class 1 

transmissions. 

Phase 3: In each cell, all the active relays simultaneously trans-

mit throughout the entire phase. For each multi-hop user u, the 

communication between u and the base station b through its 

associated relay r is as follows: Let A; > 1 denote the number of 

multi-hop users that choose to communicate with b through r 

and let ti,亡2..., h-i denote the users other than u that com-

municate with b through r. This is illustrated in Figure 5.3. 

The phase is divided into k equal-length time slots, which are 

allocated to the k users served by relay r. Note that the value 

of k depends on the relay. In the time slot allocated to user u, 
the communication between u and h through r is conducted 

over the corresponding three-node network by Class 2 trans-

missions. 

In each of the phases above, each listening station in a two-node 

system or a three-node network regards unintended signals as inde-

pendent Gaussian noise. 

Given a three-phase tuple (pi,P2,Pr), the time allocations for 

each two-node system and each three-node network in Phase 1 are 

as follows: 

1. For each two-node system, the fraction of time allocated for 

Class 1 transmissions is pi/n. 
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Figure 5.3: A relay r which serves k multi-hop users. 

2. For each three-node network, the fraction of time allocated for 

Class 1 transmissions is pi/n. 

The time allocations for each two-node system and each three-node 

network in Phase 2 are as follows: 

1. For each two-node system, the fraction of time allocated for 

Class 2 transmissions is p2{l — w/n). 

2. For each three-node network, the fraction of time allocated for 

Class 1 transmissions is p2/n. 

The time allocations for each two-node system and each three-node 

network in Phase 3 are as follows: 

1. Each two-node system is idle. 

2. For each three-node network, the fraction of time allocated for 

Class 2 transmissions is Pr/k^ where A; > 1 is the number of 

multi-hop users served by the relay. 

To facilitate discussion, the fractions of time allocated to each two-

node point-to-point system as well as each three-node network for 

Phase 1, Phase 2 and Phase 3 transmissions are shown in Table 5.9. 
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Two-node system Three-node network 

Phase 1 P i / n P i / n 

Phase 2 P2(l —w/n) P2/n 

Phase 3 0 Pr/k 

Table 5.9: The fractions of time allocated to each two-node point-to-point sys-

tem and each three-node network under Strategy 3. 

Single-hop user u 

©—— 

G > — — © 

© © 

Multi-hop user s 

© O © 

© o ~ o 

&""""O<D 

Table 5.10: The transmissions in each two-node point-to-point system and each 

three-node network under Strategy 3. 

For each single-hop user u and its associated base station 6，the 

transmissions in the corresponding two-node point-to-point system 

are shown on the left side of Table 5.10. For each multi-hop user s, 

its associated relay r and its associated base station b, the trans-

missions in the corresponding three-node network are shown on the 

right side of Table 5.10. 

5.4.2 Performance Upper Bound for Individual User 

For each single-hop user u and its associated base station 6, the 

fraction of time allocated to the corresponding two-node point-to-

point system for Phase 1 and Phase 2 transmissions are pi/n and 

P2{l—0ij/n) respectively, which implies that the maximum equal-rate 

throughput for u is mm{piAu/n,p2(l -u}/n)Bu} where Au is the ca-
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pacity of (b, u) in Phase 1 and Bu is the capacity of {u, b) in Phase 2, 

To facilitate discussion, we call n, p2 (1 — cj/n)^^} the 

PNC upper hound for u under Strategy 3. For each multi-hop user s 

which communicates with the base station b through a relay r, the 

fraction of time allocated to the corresponding three-node network 

for Phase 1, Phase 2 and Phase 3 transmissions are Pi/n, p2/n and 

Pr/k respectively, where A; > 1 is the number of multi-hop users 

served by relay r. By Theorem 16 in Section 4.7.3, the equal-rate 

throughput achievable by PNC schemes for the three-node network 

is upper bounded by 

min l a i W logs I 1 + t ^ ) + logg ( 1 + 尸工 

l0g2 (l + + l0g2 (l + 巧 

释 K 1 +吾)譯1明2 (1 + ^ } 

where 

(5.6) 

CKij 0；2 and p are the fractions of time allocated for Phase 1, 

Phase 2 and Phase 3 transmissions respectively, 

Pi is the signal power of b during Phase 1 and Phase 2 trans-

missions, 

P2 is the signal power of s during Phase 1 and Phase 2 trans-

missions, 

Pr is the signal power of r during Phase 3 transmissions, 

Nr̂ i and Nj-̂  are the one-sided noise power spectral densities 

at r during Phase 1 and Phase 2 transmissions respectively, 

6. iVi is the one-sided noise power spectral density at node b dur-
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ing Phase 3 transmissions, 

7. N2 is the one-sided noise power spectral density at node s dur-

ing Phase 3 transmissions. 

We assume that the interference incurred on one node by other nodes 

behaves as independent Gaussian noise. Since propagation loss and 

SNIR ceiling are considered in the cellular relay network, the upper 

bound on the equal-rate throughput in (5.6) becomes 

. i v i W 
mm < 

I n 
P2W 

n 
PiW 

n 
P2W 

n 
PrW 

f^ 

PrW 

log2(l + min{7b 卞,1,100})+ 

log2(l + min{ow’2,100})’ 

log2(l + min{7s—”’i�100})+ 

log2(l + min{7s—100})， 

log2(l + 100})， 

log2(l + 100}) >, (5.7) 

where 

-1 一 received signal power at r from b xi^ 

丄.76-+r,l — 10-20.4 vt^+interference power at r from nodes other than b and s ^^^^ 
SNIR of (6, r) for Phase 1 transmissions, 

n — received signal power at r from b 

— 10—20.4妒+ijjterference power at r from nodes other than b and 

SNIR of (6, r) for Phase 2 transmissions, 

q ^ — received signal power at r from a 
yS"">T，l — 10-20.4Vl̂ +interference power at r from nodes other than 6 and 

SNIR of (s, r) for Phase 1 transmissions, 

A _ received signal power at r from s 
• / s—>r,2 — 10~20.4VK+interference power at r from nodes other than b and 

SNIR of (s, r) for Phase 2 transmissions, 

is the 

is the 

is the 
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c — received signal power at s from r • x-l QTVJTID 

O. 7r-+s — 10—20.4W+interference power at s from nodes other than r ^^ DiNJXL 

of (r, s) for Phase 3 transmissions, 

只 � _ received signal power at b from r • qT\TTp 

U. Jr~>b — 10-20.4ly+interference power at b from nodes other than r 记以历 
of (r, b) for Phase 3 transmissions. 

We call the upper bound in (5.7) the PNC upper bound for s under 

Strategy 3. 

For each multi-hop user, since the transmission mode of Strat-

egy 3 and the three-phase mode in Section 3.2 are different, the PNC 

upper bound under Strategy 3 and the equal-rate throughput achiev-

able by the optimal routing scheme under the three-phase mode (cf. 

Section 3.2.4) cannot be compared directly due to different back-

ground noise. Therefore, we will compare in the following subsection 

the performance of PNC under Strategy 3 with the performance of 

routing under the three-phase mode using our simulation results. 

5.4.3 System Performance Upper Bound 

We are interested in the average PNC upper bound over all users 

under Strategy 3 for every n = 1,4,10,20,30 (n is the number of 

users in each cell), every m = 0,2,5’ 10,20,30 (m is the number of 

relays in each cell) and every three-phase tuple {pi,P2,Pr) in the set 

pi>0,p2>0,pr>0, 

P i + P 2 + P r 二 1， 

Pi, p2 and pr are multiples of 1/64. 

(5.8) 

The three-phase tuples in (5.8) lie on the plane 

Pi+P2+Pr = 1-
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(21 /64 , 4 0 / 6 4 , 

3) 

( 27 /64 , 

(30 /64 , 

(30/64,3： 

2) 

( 3 0 / 6 4 , 3 

2} 

Table 5.11: Three-phase tuple t t二 maximizing the average PNC upper bound. 

When n = 1, the cellular relay network resembles low-density cellu-

lar networks. When tt, = 4 or 10, the cellular relay network resembles 

medium-density cellular networks. When n — 20 or 30, the cellular 

relay network resembles high-density cellular networks. 

We generate 6000 different networks for each n and each m in our 

simulation. In each network, we calculate the average PNC upper 

bound over all users in the central cell for every (Pi’P2，Pr) according 

to the formulae in Section 5.4.2. Then, we calculate the sample 

mean of the 6000 average PNC upper bounds under Strategy 3 for 

each n, each m and each (pi,P2,Pr)- Using standard arguments, we 

obtain that a 95% confidence interval for each sample mean ji is 

(0.99)U, 1.01M). 

For each n and each m, let ti•二 denote the three-phase tuple in 

(5.8) that maximizes the sample mean of the average PNC upper 

bounds under Strategy 3, and the t^Vs are displayed in Table 5.11. 

Under Strategy 3 with, three-phase tuple tt工we call the sample 

mean of the average PNC upper bounds the average PNC upper 

bound under Strategy 3 for n users and m relays, which is displayed 

in Table 5.12. 

Table 5.12 shows that for each m, the average PNC upper bound 
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m = 0 m = 2 m = S m = 10 m = 20 m = 30 

n = l 4.1346 3,9385 3.9341 3.6840 3.3376 3.1649 

n s 4 1.2556 1.2033 1.1201 1.0059 0.8301 0.7213 

w = 10 0,4210 0.4054 0.3793 0.34Z1 0.2877 0.2514 

n = 20 0.1704 0.1645 0.1537 0.1379 0.1158 0.1014 

/i = 30 0.0994 0.0959 0.0883 0.0796 0.0673 0.0582 

Table 5.12: Average PNC upper bound under Strategy 3 (10® bits per second). 

under Strategy 3 decreases as n increases. In addition, the aver-

age PNC upper bound under Strategy 3 for each n decreases as m 
increases. 

Comparing Table 3.6 in Section 3.2.5 with Table 5.12, we observe 

that the performance of the three-phase PNC schemes under Strat-

egy 3 is generally worse than the performance of the optimal routing 

schemes under the three-phase mode. One possible reason for the 

poor performance of PNC schemes is that the interference from the 

surrounding cells at the central cell is larger under Strategy 3 com-

pared with the three-phase routing mode. 

• End of chapter. 



Chapter 6 

Conclusion 

Summary 

The results for the benefit of symbol-level network coding schemes 

on the three-node point-to-point relay network, a model for the two-

way relay channel (TRC), are summarized. The investigation of 

symbol-level network coding schemes on the cellular relay network 

by MATLAB simulation is described and our simulation results are 

summarized. In addition, the outer bound results of the capacity 

regions of the TRC models investigated in this thesis are summa-

rized. In particular, the outer bound on the capacity region of the 

bandlimited Gaussian TRC is a theoretical outer bound on the ca-

pacity region achievable by physical-layer network coding (PNC). 

The investigation of PNC schemes on the cellular relay network by 

MATLAB simulation is described and our simulation results are 

summarized. Finally, several suggestions for further research are 

given. 

In the first part of this thesis, we model the TRC as a three-node 

209 
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point-to-point relay network and investigate the performance of two 

practical symbol-level network coding schemes: the four-session and 

five-session network coding schemes. The five-session schemes are 

more general than the four-session schemes, but at the same time 

they are more complicated. Several achievable rate regions for the 

four-session and five-session schemes are obtained. We show that the 

use of network coding rather than routing alone always enlarges the 

achievable rate region, in particular increases the maximum equal-

rate throughput in the three-node point-to-point relay network. 

Furthermore, we investigate the benefit of symbol-level network 

coding in a cellular relay network consisting of multiple users, mul-

tiple relays and multiple base stations and present the formulation 

of the network. We model the cellular relay network as a collec-

tion of two-node point-to-point systems and three-node point-to-

point relay networks where each point-to-point channel is modeled 

as a bandlimited Gaussian channel. We propose the low-complexity 

XOR network coding schemes for the multi-hop users in the cellular 

relay network and show analytically that the equal-rate through-

put achievable by each XOR scheme is always greater than or equal 

to the maximum equal-rate throughput achievable by all routing 

schemes. The benefit of the XOR schemes in the cellular relay net-

work is further investigated by MATLAB simulation and our simula-

tion results show that the use of the XOR scheme rather than routing 

schemes can improve the average maximum equal-rate throughput 

over all users under the three-phase mode as well as the four-phase 

mode. For low-density networks, the average network coding gain 

over all users can be greater than 17% and the average network 

coding gain over multi-hop users can be greater than 41%. For 
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medium-density networks, the average network coding gain over all 

users can be greater than 7% and the average network coding gain 

over multi-hop users can be greater than 45%. For high-density net-

works, the average network coding gain over all users can be greater 

than 4% and the average network coding gain over multi-hop users 

can be greater than 22%. 

In the second part of this thesis, we investigate three models of 

full-duplex TRC (the discrete memoryless TRC without feedback, 

the discrete memoryless TRC with feedback and the Gaussian TRC 

with feedback) and four models of half-duplex TRC (the discrete 

memoryless TRC, the Gaussian TRC, the bandlimited Gaussian 

TRC and the bandlimited Gaussian TRC with varying background 

noise). We prove an outer bound for the discrete memoryless TRC 

without feedback and show that the use of feedback enlarges the 

capacity region of the discrete memoryless TRC. Knopp [22] stated 

an outer bound on the capacity region of each of the discrete mem-

oryless TRC with feedback and the Gaussian TRC with feedback. 

However, the proofs in [22] are incomplete. We therefore present 

detailed proofs of the outer bounds stated in [22] and show that 

the outer bound on the capacity region of some discrete memoryless 

TRC with feedback is loose. In addition, we prove an outer bound 

on the capacity region of each of the half-duplex discrete memoryless 

TRC, the half-duplex Gaussian TRC, the half-duplex bandlimited 

Gaussian TRC and the half-duplex bandlimited Gaussian TRC with 

varying background noise. In particular, the outer bound on the 

capacity region of the half-duplex bandlimited Gaussian TRC is a 

theoretical outer bound on the capacity region achievable by PNC. 

Furthermore, we model a cellular relay network consisting of mul-
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tiple users, multiple relays and multiple base stations as a collec-

tion of two-node point-to-point systems and three-node networks, 

where each two-node point-to-point system consists of two bandlim-

ited Gaussian channels and each three-node network consists of a 

half-duplex bandlimited Gaussian TRC. In order to obtain perfor-

mance bounds for PNC schemes, we apply the outer bounds for 

PNC in Section 4.6.4 in the MATLAB simulation. Our simulation 

results show that the average maximum equal-rate throughput over 

all users under every PNC strategy investigated is generally worse 

than the average equal-rate throughput over all users under some 

routing strategy. This is possibly due to larger interference from 

the surrounding cells at the central cell under each PNC strategy 

compared with the routing strategy. 

Directions for further research include obtaining tighter outer 

bounds on the capacity regions of different TRC models, proposing 

new practical transmission schemes for different TRC models and 

improving our simulation model so that the simulation results will 

reflect more accurately the benefit of network coding and PNC in 

practical cellular relay networks. 

• End of chapter. 



Appendix 

Proofs 

Proof of Lemma 2: There exist p'l < pi and p'^ < pz such that 

Ri = AC = p'zD. 

Let p'2 = P2 and pi = P4 + Ps ~ v'z- Then, 

R2 < mm{p2E,p3D + piF} 

=min i p ' ^E , p'^D + ( 仍 — + p^F} 

< miny^E, p',D + (ps — Ps)F + P4F} 

where (a) follows from (2.1). Since 

Pi +P2+P3 + P4 < Pi +P2+P3 + (P4 + P3 - P3) 

=Pi +P2+P3+ P4 

< 1， 

it follows that s' = [ p'l P2 P3 P4 ] is the desired allocation. 画 

Proof of Lemma 3: Since S^ is the projection of a 6-dimensionai 
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polyhedron on a 2-dimensional space, it can be shown by Fourier-

Motzkin elimination [26| that S4 = T^. Since Fourier-Motzkin elim-

ination is very tedious, we present a simpler alternative proof as 

follows. Suppose (jRi，丑2) is in «54. Then, (i?i, R2) is a non-negative 

pair such that 

Ri < mm{piC,p^D} 

and 

R2 < mm{p2E, psD + p^F} 

for some allocation [ pi p2 Ps Pi]- By Lemma 2, there exists an 

allocation [ p[ P2 p^ p'^ ] such that 

R i=p[C = p',D (A.1) 

and 

R2 < rninlp'^E,p'^D + AF}. (A.2) 

We will show that (jRi, R2) satisfies the four inequalities defining 丁： 

(cf. (2.3)), which will imply that (i?i’i?2) G 72- The lemma then 

follows. 

Clearly, R2) satisfies the first two inequalities of T^. 
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Consider the following chain of inequalities: 

R2 
EF D fCEF + DEF-CDE\ + -

E + F CD(E + F) 

{CDER2 + CDFR2 — CDEF + CEFRi 
~ CD(E-^F) 

-^DEFRi - CDERi) 
(a) 1 „ 

< cDi^E + F)脾卿4 + CD、'3 + CDEFv'^ — CDEF 

-\-CDEFp's + CDEFp[ — CD'^Ep'^) 
EF 

E + F 

< 0, 

where (a) follows from (A.l) and (A.2), and (6) follows from (2.2). 

Therefore, 

D z EF _ fCEF-^DEF-CDE\ 

V ~CD(E-^F)“ 

Consider the following chain of inequalities: 

R2 —丑 + jRi 
'CE-hDE\ 

"""CD 

< 

CDR2 - CPE + CERi + DERi 

CDEp'2 — CPE + CDEp'^ + CDEp[ 

(b) ^ 

< 14 五’ 
< 0, 

where (o) follows from (A.l) and (A.2), and (b) follows from (2,2). 

Therefore, 

R2 ^ E — Ri 
fCE + DE\ 

CD 
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Proof of Proposition 5: We will show that (0,0), (0, ； 

icDwi+DE^ CD溫棚)and (器,0) are all the vertices of 

The proposition then follows. 

Let 

L i : R i = 0, 

La ： i?2 = 0, 

r . jp _ EF u (CEF^DEF-CPE、 
• - ^ — t i l 〈 C D { E + F ) ~ ) 

and 

= e — 

be the four lines defining the boundary of 7̂ * (cf. (2.3)). The x~ 

intercept and y-intercept of L3 are cf-^df-cd and respectively. 

The aj-intercept and y-intercept of L4 are ^ ^ and E respectively. 

Since 

CDF CD 

CF-^DF- CD C + D 
饰2 

(cf. (2.1)) and 

{C + D){C(F - D) + DF) 

> 0 

E— EF 
E + F 

五2 

E + F 

> 0, 

the x-intercept of I/3 is larger than that of L4 and the /̂-intercept 

of JS4 is larger than that of L3. By inspecting Figure A.l, we 
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f ® 0� r CDF 0] 
[cf+df-cd' 

Figure A,l: L3 and L4. 

observe that the vertices of Ti are (0,0), (0 ,-^ ) , ( ^ , 0 ) and 

icD+CE+DE^ CD+ci^DE)^ the intersection point between L3 and L4. 

薩 

Proof of Lemma 8: Since = 71 by Theorem 1，it remains 

to show that % C S4. Suppose (i?i,i?2) is in T5. Then,(丑i,i?2) 

is s-achievable for some allocation s = [ Po Pi P2 Ps Pi ]• Using 

Lemma 7，we obtain 

Ri < mm{pQA~^piC,p3D} 

and 

Let p[ 

R2 < mm{poB + V2E,P3D + p^F}. 

+ V'z = P3 and p'^ P'2 = 窄 P4 be four 
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non-negative numbers. Then, 

Ri < mm{p[C,p'sD} 

and 

If ^ + I < 1, then 

, / , t (A B\ 
Pi + Pa + Ps + Pi = Po + J + Pi+P2+P3 +P4 

< P0+P1+P2+P3+P4 

< 1. 

It then follows that (Ru R2) G S^ (cf. (2.4)). 鼸 

Proof of Lemma 9: There exist Pq < pq, Pi < pi and p'3 < ps 

such that 

Let P2 =p2+Po-Po and P4 = + Ps ~ p's- Then, 

R2 < mm{poB + P2E, psD + p^F} 

=minfp'oB + {po — p'o)B + P2E,仙 + (pa - + V2,F} 
(a) 

< min{p'o5 + (Po - + P2五,仙 + (P3 - 倾 + VAF} 

=mmip'^B+p'^E.p'^D+p'^F}, 
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where (a) follows from (2.1) and (2.8). Since 

P0 + PI+P2+P3 + P4 

< PO +P1 + (P2+P0 - Po) +P3 + (P4 + P3- Ps) 

=P0+P1+P2+P3 + P4 

< 1， 

it then follows that s ' = [成 p'̂  p'2 P3 ̂  ] is the desired allocation. 

國 

Proof of Lemma 10: Since Sa=b is the projection of a 7-

dimensional polyhedron on a 2-dimensional space, it can be shown 

by Fourier-Motzkin elimination [26] that Sa=:B = Tî A=B- Since 

Fourier-Motzkin elimination is very tedious, we present a simpler 

alternative proof as follows. Suppose (i?i，i?2) is in Sa=B' Then, 

( i ? i ， i s a non-negative pair such that 

Ri < mm{poA + psC,p4D} 

and 

R2 < niiii{po^ + P2E, psD + P4F} 

for some allocation [ p。Pi P2 Ps Pa ]• By Lemma 9, there exists an 

allocation [ pQ pj P2 p'2, ] such that 

Ri 二 + p[C = p'^D (A.3) 

and 

R2 < mm{p'oA + AE、AD + p'^F}. (A.4) 

We will show that R2) satisfies the four inequalities defining 

ri^^B (cf- (2.11)), which will imply that (丑 1,^2) € T；*̂̂ .̂ The 
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lemma then follows. 

Clearly, {Ri, R2) satisfies the first two inequalities of TJ^二s. 

Consider the following chain of inequalities; 

D EF D f AEF DEF - ADE - ADF^^ 
只 [ AD{E-\-F) ) 

= + F)脚Elh + ADFR2 — ADEF + AEFRi 

+DEFR1 一 ADERi — ADFRi) 

< •{AD^Ep'^ + ADEF% + ADEFp'^ 
AD(E + F) 

— ADEF + ADEFp's + ADEFp'^ 

+CDEFp[ — AD^Ep's — ACDFp[ — A^DFp'^) 

ADEF(p'o + CDEFpi 一 ACDFp[ 

S
V
I
 

s
v
l
 

DF 

ADiE + F) 

p[CEF 

A{E + F) 

0, 

AD{E-i-F) 

-AEp[ + CEp'i - ACp[) 

where 

(а) follows from (A.3) and (A.4), 

(б) follows from (2.9), 

(c) follows from (2.10). 

Therefore, 

D EF D ( AEF + DEF - ADE — ADF、 
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Consider the following chain of inequalities: 

D{C - A)R2 — ACD + ACRi + ADRi 

221 

3
V
I
 

D{C - A) 

iD{C — A)(p'oA + p'^E) — ACD 
D{C — A) 

+ACDp'3 + ACDp[ + A^Dp'o) 

� (恥Wo -仲P'o + CDEp', — ADEv、- ACD 

+ACDp'^ + ACDp[ + A^Dp'o) 

‘ ( 彻 W + p[ + P 卜 1) + CDEp'^ - ADEp'^) 

s
v
l
 

< 

Die - A) 

C-A 

- ACp'2 + CBp'2 一 A驰 

G-A 

-ACy'^ + - AE~p’i 

CEMl-^-i) 

C-A 

o,
 

s
v
i
 

where 

(а) follows from (A.3) and (A.4), 

(б) follows from (2.9), 

(c) follows from (2.10). 

Therefore, 

C-A 
D /AC+AD\ 

Proof of Proposition 12: We will show that (0,0), (0, EF、 
E+F' 
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(恶，恶）and (器’ 0) are aU the vertices of The propo-

sition then follows. 

Let 

Li : == 0, 

L2:R2 = 0, 

T . T) — EF ry (AEF+DEF~ADE-ADF \ 
• - - K l � ^ AD{E+F) ) 

and 

r , D _ AC r? {AC+AD \ 
•^4 . •K2 - ^ - itl [niC~A)) 

be the four lines defining the boundary of (cf- (2.11)). The 

^-intercept and y-intercept of L3 are aef+def-ade-adf ^ d 器 

respectively. The a;-intercept and /̂-intercept of L4 are ^ ^ and 

^ ^ respectively. Since 

ADEF CD 

AEF + DEF — ADE 一 ADF C + D 

__ AD'^EF - C肉F + ACD'^E + ACD^F 

二 (C + D){AEF 4- DEF - ADE - ADF) 

—CD'^EF{AIC + A/E + A/F 一 1) 

=(C + D){AE{F ~D) + DF{E — A)) 

> 0 

(cf. (2.1)，(2.8) and (2.10)) and 

AC EF 

C-A"E+F 
__ ACE + ACF - CEF + AEF 

= (C —A)(丑+ 
__ CEF{A/F + A/E + A/C — 1) 

二 (C —⑷芯+巧 
> 0 

(cf. (2.7) and (2.10)), the rc-intercept of L3 is larger than that of L4 

and the y-intercept of L4 is larger than that of L3, By inspecting 
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Figure A.2: L3 and L4. 

EF Figure A.2, we observe that the vertices of TJ are (0,0), (0, 

「。D 0) and the intersection point between Ls and L4. 
• C+D' 

Proof of Lemma I4: Since S5 is the proj ection of a 7-dimensional 

polyhedron on a 2-dimensional space, it can be shown by Fourier-

Motzkin elimination [26] that .Ss = %*a>b- Since Fourier-Motzkin 

elimination is very tedious, we present a simpler alternative proof as 

follows. Suppose (丑1, R2) is in 55. Then, {Ri, R2) is a non-negative 

pair such that 

Ri < mm{pQA + piC,pzD} 

and 

R2 < min{poB + V2E, psD + p^F} 

for some allocation [ po pi p2 P3 ]. By Lemma 9, there exists an 
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allocation [ p'̂  p'2 p'̂  P4 ] such that 

R , =p ' ,A ^p [C = p',D (A.5) 

and 

R2 < mm{p'^A + p'^E,仙 + p'^F}. (A.6) 

We will show that (i2i，i?2) satisfies the five inequalities defining 

Tî A>B (cf. (2.13)), which will imply that (丑1，7?2) e %*a>b- The 

lemma then follows. 

Clearly, (Ri, R2) satisfies the first two inequalities of 

Consider the following chain of inequalities: 

R2 
EF „ fAEF + DEF - AVE - BDF\ 

+ Ri 

< 

E + F ‘ V AD(E + F) 

-jz-j^—{ADER2 + ADFR2 - ADEF + AEFRi 
AD[E + F) 

+DEFR1 — ADERi _ BDFRi) 

‘ • {AD^Ep's + ADEFp'^ + ADEFp'^ + ABDFp'o 

S
V
I
 

AD{E + F) 

-ADEF + ADEFp's + ADEF% + CDEFp[ — AD^Ep'^ 

-BCDFp[ — ABDFp'o) 

AD{E + F) + p'2 + + CDEFp[ 

-BCDFp() 

DF 
[~-AEp[ + CEp[ — BCp[) AD(E + F) 

p[CEF / A __ 

A{E^F) V C "" ^ 

(c) 
< 0, 

where 

(o) follows from (A.5) and (A.6), 
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(6) follows from (2.9), 

(c) follows from (2.10) 

Therefore, 

EF 
R2< 

E + F 
Hi 

'AEF + DEF 一 ADE 一 BDF\ 

AD(E + F) / 

Consider the following chain of inequalities: 

—丑 + Ri 

< 

'AE DE - BD、 
— 

ADR2 — ADE + AERi + DERi - BDRi 
— 

(ABDj/o + ABBp'2 — ADE + ADE瓜十 CDEp[ 
AD 

+ADEp'q — ABDp'q — BCDp[) 

1 
=-jiAEp'o + AEp'2 + AFp'3 -AE + CEp[ - BCp[} 

A 

=j{AE{p', + A + pS — 1) + CEp[ — BCp[) 

< jiAE(-p[ — ri) + CEp[ — BCp[) 

< j{-AEp[^CEp[-BCp[) 

=懸（1」—竺、 
— A \ C E) 
(c) 
< 0, 

where 

(а) follows from (A.5) and (A.6), 

(б) follows from (2.9), 

(c) follows from (2.10). 
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Therefore, 

Consider the following chain of inequalities 

R2 

226 

BC (BC + BD\ 

' \D{C-A)) 

Die — A)R2 — BCD + BCRi + BDRi 

< 

D{C - A) 

{D{C — A){p'oB 十 p'2五)—BCD + BCDp'^ 

s
v
l
 

< 

s
v
l
 

D{C - A) 

A 严 孙 a + 。 輒 - • 认 - A D E p 丨 2 

-BCD + BCDp'z + BCDp\ + ABDp'^) 

A ) ( 腳 “ + A + - 1) + C 輒 - A i m 

召 C W 2 — + 卿 — 卿 2 
C~A 

—BCp'各-BCp'2 + CEp'2 - AEp'2 

-BCp'2 + CEv'2 — AEp'2 

c —4 

C-A 

0, 

where 

(а) follows from (A.5) and (A.6), 

(б) follows from (2.9), 

(c) follows from (2.10). 
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Therefore, 

R2< 
BC 

•Ri 
(BC+BD\ 

\D{C-A) 

Proof of Proposition 16: Suppose 

A>B. (A.7) 

We will show that (0,0), (0, ADB 
^ § 0 ’ {ad+AE-^tDE-

ADE 
AD+AE+DE-BD^ 

^ J ) and {£^、0) are all the vertices of The propo-

sition then follows 

Let 

Li : i?i = 0， 

L2\R2= 0， 

r . p — BF D (AEF+DBF-ADE-BDF \ 
.汝—雨—〈 a5(E+F) ) 

= (船:gg-朋), 

and 

1/5 :丑2 = C~A -Ri{ 
BC+BD\ 

I^iO-A)； 

be the five lines defining the boundary of (cf- (2.13)). Let 

^x = AE+DE-î n and 7, = be the x-
ADBF 

AEF+DEF-ADB-BDF‘ C+jD 

intercepts of L3, I/4 and Lg respectively and let ay = ； p y = E 

and 7y = ^ ^ be the ^-intercepts of L3, L4 and L5 respectively. 

Since 

or. A 
ADBF ADE 

AEF + DBF 一 ADE - BDF AEDE - BD 

{AE + D{E — B)){AE{F ~ D)-Y DF{E — B)) 

> 0 
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(cf. (2.1) and (2.8)) and 

Px-lx 
ADE CD 

AE + DE-BD C + D 

__ D{ADE-CDE + BCD) 

={C + D){AE + DE ~ BD) 

_ CD'^E{AIC + BIE-1) 

二 [CD)(AED{E - B)) 

> 0 

(cf. (2.8) and (2.10)), it follows that jx < ^x < On the other 

hand, since 

ly-Py 
BC 

C-A 
E 

BC-CE + AE 

CE{A/C + B/E~1) 

C-A 

> 0 

(cf. (2.7) and (2.10)) and 

ft-ay 

= E 
EF 

E+F 

五2 
E + F 

> 0, 

it follows that cxy < /?y < jy. The intersection point between L3 and 

is (AD+Ai+iE-BD^ AD+A芸Se—bd)the intersection point 
ADE 



h-

(0’ 

AD^AE-VDE-BD AD + AE^-DE-BD 

\ m ) 

AD BD 

A+D A+D. 

M 

(0,0) 

Figure A.3: L3, L4 and L5. 

between L4 and L5 is Since 

AD ADE 

(«i’0) 及, 

A + D AD + AE + DE- BD 

AD\A — B) 

{A + D){AD -VAE-¥DE-BC) 

> 0 

(cf. (A.7))，it follows that ( 餅 二 

the left side of 

ADE 
IS on ,AD+AE+DE-BD‘ 

By inspecting Figure A.3，we observe 

that the vertices of TĴ 〉丑 are (0,0), (0 ,-^ ) , 

厕、'仙恶)and (器，0). 薩 AD+AE^DE-BDy' ^A-hJ?' A+D' 

Proof of Lemma 18: Since tSs is the projection of a 7-dimensional 

polyhedron on a 2-dimensional space, it can be shown by Fourier-

Motzkin elimination [26] that <$5 = %*a<b- Since Fourier-Motzkin 

elimination is very tedious, we present a simpler alternative proof as 
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L
s

 f
o
.
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follows. Suppose (Ri^Rz) is in <S5. Then, (i?i，i?2) is a non-negative 

pair such that 

Ri < minipoA + piC.psD} 

and 

R2 < miii{poB P2E,P3D -\-p4F} 

for some allocation [ po pi p2 罗3 P4 ]. By Lemma 9, there exists an 

allocation [ p'q p'l P2 p^ p'4 ] such that 

RI^P'OA + P[C==P',D (A.8) 

and 

R2 < minlp'^A + p'^E, p'̂ D + p'^F}. (A.9) 

We will show that {Ri, R2) satisfies the five inequalities defining 

%*a<b (cf. (2.15)), which will imply that (i?i，H2) G %U<b- The 

lemma then follows. 

Clearly, {Ri, R2) satisfies the first two inequalities of 
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Consider the following chain of inequalities: 

R2 
EF D F AEF + DEF — ADE - BDF、 

+ Ri 
B + F ‘ V AD{E + F) ) 

=刷么巧{ADER2 + ADFR2 — ADEF + AEFRi 

-\-DEFRi — ADERi — BDFRi) 

< + F) 炉物'3 + ADEFp', + ADEFp'^ + ABDFp[ 

-ADEF + ADEF% + ADEFp'^ + CDEFp[ — AD^Ep'^ 

~BCDFp[ - ABDFP'Q) 

= a d 二 严 轉 & + ^2+ P3 +P4-1) + CDEFp[ 

~BCDFp[) 

(6) DF 

= P ' l C E F f,A_B\ 

=A{E + F) \ C ' E ) 
(c) 
< 0, 

where 

(a) follows from (A.8) and (A.9), 

(b) follows from (2.9), 

(c) follows from (2.10). 

Therefore, 

D Z EF _ FAEF + DEF - ADE - ADF\ 

丑2 ^ YTF —历 V AD{E + F} ). 
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Consider the following chain of inequalities: 

Ro 
BCF D ( BCF + BDF — BCD ‘ 

+ Ri 

< 

BC + CF-AF i V D{BC + CF — AF) J 

D、BC:F — An、BCDIi2 + 则 ^ — 綱 2 — BCDF 

+BCFR1 + BDFRi 一 BCDRi) 

D � b c + ' C F - A F、 、 B C D 2 A + b c d f a 

+DF(C - 五）—BCDF + BCDFp'^ + ABDEp'^ 

-{-BCDFp[ - BCD%) 

1 l2 
{BCD% + BCDFp'^ + BCDFp[ 

s
v
i
 

D(BC + CF-AF) 

-ABDFP'Q + CDEFp'2 ~ ADEF% — BCDF + BCDFv'^ 

-{•ABDFP'Q + BCDFp[ 一 BCD%) 

BCF(v'^ + rt + + CEFp'^ - AEFA 

BC + CF — AF 

-BCFp'2 + CEFp'2 - AEFp'2 

BC + CF- AF 

BC + CF- AF 

c
T
 

s
v
l
 

where 

(а) follows from (A.8) and (A.9), 

(б) follows from (2.9), 

(c) follows from (2.10). 

Therefore, 

< BCF — (BCF + BDF - BCD' 

2 — BC + CF — AF — 1 V D{BC + CF~AF). 
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Consider the following chain of inequalities: 

i?2 

< 

BC D FBC + BD' 
+ Hi 

C-A ‘ \D(C-A)J 

D{C - A)R2 - BCD + BCRi + BDRi 

D、c — ⑷ 

1 
{D(C — A){p'qB + p'^E) — BCD + BCDp'^ 

DIE — A) 

-hBCDp[ + ABDp'o) 

例丄⑷(腳P'o + CDEA - ABDp', - ADEp', 

—BCD + BCDp'^ + BCDp[ + AEDp'^) 

1 {BCD{P'Q + p[ + p'3 — 1) + CDEp'^ — ADEp'^) 
D{C — A) 

— C-A 
_ -BCA - BCp'^ + CEp'2 — AEp'^ 

— C-A 
= 

一 C-A 
(c) 
< 0, 

where 

(а) follows from (A.8) and (A.9), 

(б) follows from (2.9), 

(c) follows from (2.10). 

Therefore, 

(BC + BD、 
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Proof of Proposition 20: Suppose 

A < B . (A.IO) 

EF \ ( ADF BDF \ We will show that (0,0), (0，e+FJ, ^AF+BD-^DF-AD^ AF+BDi-DF-ADJ^ 

iBC-^BDicD-AD^ bc+bd+cd~ad)肌(1 ( ^ , 0 ) are all the vertices 

of TJyics. The proposition then follows. 

Let 

Li : Ri 二 0, 

丑2 = 0’ 

p _ EF D f AEF+DEF-ADE-BDF \ 
— E+F — 二 1 、 AD{E+F) J ‘ 

bcf+bdf-bcd\ 
D(BC+CF-AF) J 

p _ BCF rp 

— BG-^GF-AF 一 几 1 

u 

u 

u 

and 

J . -D _ BC p (BC±BD\ Hi J 

be the five lines defining the boundary of (cf. (2.15)). Let 

n, — ADBF — CDF ^ — CD Up 十] 

— AEF+DEF-ADE-BDF ‘ — CF+DF-CD 似丄以— C+D ^^^^ 

a;-intercepts of L3, L4 and L5 respectively and let ay — = 

BCF BC+CF-AF and 卞j = ^ ^ be the ^-intercepts of I / 3 , I/4 and L5 

respectively. Since 

OLx - Px 
ADEF CDF 

AEF + DEF 一 ADE — BDF CF + DF — CD 
_ DF[ADEF 一 CDBF + BCDF) 

=(CF + DF- CD){AEF + DEF — ADE — BDF) 

_ CD^EF^iA/C + B/E-l) 

={DF + C{F 一 D)){AE{F - D) + DF{E 一 B)) 

> 0 
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(cf. (2.1), (2.8) and (2.10)) and 

CDF CD 

CF + DF-CD C + D 
C'^D'^ 

{C + D){DF-{-C{F-D)) 

> 0 

(cf. (2.1)), it follows that jx < Px < Oix- On the other hand, since 

— A/ 

(cf. (2.7)) and 

ft 

BCF BC 

C-A BC + CF- AF 

{C - A){BC + FiC - A)) 

> 0 

BCF EF 

BC-^CF- AF E + F 

F{BCF-CEF + AEF) 

[E + F){BC + CF~AF) 

CEF\AIC-\-BlE-l) 

(E + F){BC + F{C — A)) 

> 0 

(cf. (2.7) and (2.10)), it follows that cxy < (3y < The intersection 

point between L3 and L4 is (af+bd+df-ad^ af+bd+df-ad) and the 

intersection point between L4 and Lg is ( bc+bd+cd~ 
BCD 

BC+BD+CD-AD' 
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(0,0) 

Since 

BCD 

M 

Figure A.4: L3, L4 and L5. 

ADF 

BC + BD + CD — AD AFBDDF - AD 

—D''(B''C + BCF — ABC — ABF - ACF + A^F) 

={AF + BD + DF- AD){BC -^BD + CD- AD) 

D'^{BC(B — A) + CF{B ~A)- AF{B - A)) 

=(yli? + BD + DF - AD){BC ^BD + CD- AD) 

= D^(BC(B - A ) + F{B -A){C- A)) 

={BD + DF + A[F 一 D)){BC + BD + D{C — A)) 

> 0 

(cf, (2.1), 

BDF 

(2.7) and (A.IO)), it follows that 

：^) is on the left side of (- bcd 

ADF 
‘ AF+BD+DF-

BCD 

AF+BD+DF-ADJ 丄口 “ 饥 \BC+BD+CD-AD^ BC+BD+CD-

By inspecting Figure A.4，we observe that the vertices of 

( 0 , 0 ) , ( 0 ,丑 P 、 t 仙 F 丽 、 , BCD E+F^ 

BC+BD+CD-

\AF+BD+DF 

and ( CD 

AF-\-BD-\-DF- ~BG+BD+CD~AD' 

^C+D-0). 
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• End of chapter. 



Appendix B 

Proofs for 

Proof of Theorem 8: Suppose (i?i，i?2) is achievable. By Defi-

nition 14, there exists a sequence of (n, Mi, M2)-codes with 

and 

l i n x M i � 
n-foo ft 

n->oo 77, 

such that 

lim = 0 

• n—oo e’丄 
and 

lim P" = 0. 
n->-oo 

Fix n and the corresponding {n, Mi, M2)-code. Then, 

{Wi, W2) — (Xr，XI) — X：! Y,^ 

(B.l) 

(B.2) 

(B.3) 

(B.4) 

{Wu W2) (xr, X^) — Y；" X^ Y ( B . 5 ) 

and 

(B.6) 

238 
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form two Markov Chains. In addition, if W2 is fixed in the channel, 

— xr X^ Y^ Wi (B.7) 

forms a Markov Chain. Similarly, if Wi is fixed in the channel, 

W2 — X I Y^ X^ -> W2 (B.8) 

forms a Markov Chain. Since Wi and W2 are independent, we have 

lo&Mi 

=H(Wi) 

=H{Wi\W2) 

=H{Wi\W2,Wi) + I{Wi\Wi\W2) 

< H{Wi\Wi)+I{Wi]Wi\W2) 

=H{Wi\Wi)+ J] p{'W2)I(WuWi\W2=W2) 

< 1 + l o g 2 M l + X ； P ( 切 = ^ 2 ) , ( B . 9 ) 

•w2eW2 

where the last inequality follows from the Fano's inequality. Apply-

ing the data processing inequality on the Markov Chain in (B.7), 

we obtain 

Y^ V{W2)I{Wi',Wi\W2 = W2) 
W2EW2 

< Yj P W / W； 

= ( B . i o ) 
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(B.ll) 
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and 

E P{^2)I{Wi;Wi\W2 = W2) 

W2EW2 

= / ( x r ;片 I 呢). 

Consider the following chain of inequalities: 

=丑 丑 WlW2’xr) 

< 丑 K I M ) - x r , X^) 

=丑 071 对）—îwî r,对） 

= i ^ K I ^ ) - E 丑 C M 而，fc, Afc) 
fe=l 

n 

=X； H{Yr,k\X^, Yr,i, y.,2,…，Yr,k-l) " H{Yr,k\Xi,k,而,知） 
fe=l 
n 

k=l 
n 

=X>P^i’fc;>;,fc|X2,fc) (B.12) 
fc=i 

where 

(a) follows from the fact that X兮 is a function of W2, 

(h) follows from the Markov Chain in (B.6), 

(c) follows from (4.1) in Definition 11. 
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Using (B.9), (B.IO) and (B.12), we obtain 

n 

l o g 2 Mi<l + PJ；! log2 M i + Y , nXlM rr,klX2,k). 
k=l 

Dividing both sides by n and letting n go to infinity, it then follows 

from (B.3) that 

！ i log, Ml < Iminf ± 
fc=i 

which implies from (B.l) that 

Ri < liminf f 2 yr,k\ 2̂,k] 

where each Yr̂ k\ 2̂,k) is attained by some 

(B.13) 

=奴r(对)奴？(对） 

On the other hand, 

< - H{Y^\Wu W2,对，X^ !；"，̂；) 

= H { Y ^ n - H { y 2 m (B.14) 
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where the last equality follows from the Markov Chain in (B.6). 

Using (4.2) in Definition 11, we obtain 

HiY^n - HiY.-m 

k=l 
n 

k=l 
n 

fc 二 1 
n 

二 ;^/(Xr,fc;y2’fc). (B.15) 
/b=l 

Using (B.9), (B.ll), (B.14) and (B.15), we obtain 

n 

logs M i < l + PJ；! log2 Mi + Y l 八不，fc; 
fc=l 

Dividing both sides by n and letting n go to infinity, it then follows 

from (B.3) that 

lim - log2 Ml < liminf 它-/(Xr’fc; 
7 1 — C O n n~^oo n 

fc=l 

which implies from (B.l) that 

< Immf ；队k; y2,k), (B.16) 
k=‘ 
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where each is attained by some 

2/1,fc，2/2,fc) 

n 

= P M ^ t ) n ̂ 2(2/1, 

Following similar procedures for proving (B.13) and (B.16), we can 

obtain from (B.2), (B.4), (B.5) and (B.8) that 

R2 < liminf f ] h{X2,k\ Yr,k\Xi,k) (B.17) 
n—>00 ‘ � � � � � � � Y i 

k=l 

and ^ 

R2 < liminfVi/(X,,fe;yx,fc). (B.18) 
n~>cxD 72 

Using (B.13) and (B.17), we obtain (丑i’/?2) G conv(7^l)• Using 

(B.13) and (B.18), we obtain (J^i, R2) G CQIW(尺2). Using (B.16) and 

(B.17), we obtain {Ri, R2) G conv(尺3). Using (B.16) and (B.18), we 

obtain (i?i，i?2) E conv(尺Consequently, (Ri,R2) G conv(兄 1) n 

conv(7^2) n conv(7^3) n conv(7^4). The theorem then follows from 

Definition 15 and the fact that conv(尺”门 conv(尺2)门 conv(兄3)门 

conv(7^4) is closed. H 

Proof of Lemma 24： Fix an (n, Mi, M2)-code on the discrete 

memoryless TRC and consider any 1 < A; < n. Figure B.l shows 

the dependency graph of the variables Wi, 而’j•，•̂ 2,力 Xr、j, Vij, 

Y2J and Yrj for j = 1，2，3. We can then extend the dependency 
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Figure 

slots. 

Dependency graph of the discrete memoryless TRC in three time 

graph so that the extended graph includes all the variables by the 

ifcth time slot and conclude from the extended graph that for any 

e Wi, W2 e m,的 € ？dt 4 € Afi, X^ e A?, yf e y! e y^ 

and y^ G y!̂  with ：^广！，ir î, y ^ i ’ ？/̂“一丄，> 0, 

p(工 i、k, X2,k\wuw2, xt\xt\1，yt\yt\y”) 

Pl(yr,klXl,k,X2,k) 

pKfck i , a；”, xl-\ w—1) 

P2[yi’k,y2’k\Xr’k). (B.19) 

Let U denote {Wu 1̂ 2’Xt\义2知一丄，X广i，if 一丄，丄’ ̂？—丄）to sim-
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plify notation. If p(u) > 0，then 

p(u,Xi^k,X2,k,yr,k) 

= yi,k, 2/2,fe, yr,k) 

p{Xr,k\u)p2{yi,k,y2,k\Xr,k) 

p{u)p{xi^k, X2,k\u)pi(yr,k\xi,k, X2,k) 

P{^r,k\u)p2{yi,k,y2,k\^r,k) 

245 

(B.20) = p ( u , Xl,k, X2,k)Pl(yr,kl^l,k, X2,k) 

where (a) follows from (B.19). If p(u) = 0, then 

p(u,Xi^k,X2,k,yr,k) = p(u, â l.fe, X2,k)pi(yr,kl3^1,k, = 0. (B.21) 

It then follows from (B.20) and (B.21) that for all n € W, xî h € - î, 

X2,k e and yr,k e 3̂， 

k,yr,k) = p{u, x2,k)piiyr,k\xi,k, (B.22) 

which implies from Proposition 23 that (4.8) is a Markov Chain. 

Similarly, it can be shown that 

av’fc, 2/1,fc, t/2,fc) = Xr,k)P2{yi,k, y2,k\^r,k), (B.23) 

which then implies from Proposition 23 that (4.9) is a Markov Chain. 
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In addition, if p{u) > 0, then 

= X 2 , k , 2/1,fc, J/2�fc, yr,k) 

=X^p(…:PO î.fc,仍,fcWPi(2Mfc|zi,fc’ 即fc)p(和’fc|"̂ )P2fei,fc，2/2’fc|av,fc) 

= p { u , yi,k,y2,k)p(xi,k,x2,k\u)pi{yr,k\xi,k, fc), (B.24) 

where (a) follows from (B.19) and (6) follows from (B.23). If p{u) ~ 

0’ 

p{u, X2,k： 1/1,fc, 2/2,fc, yr,k) = 0. (B.25) 

Let X and p̂ be two functions that 

yi,k, y2,k)p{xi,k^ X2,k\u) if p{u) > 0, 

0 if p{u) 二 0 

and 

VK工l,fc, a^2，fc, yr’k) = Pl{yr,k\^l,k,工2’k)-

It then follows from (B.24) and (B.25) that for all u eU, xi’k G 

X2,k e Afz, ？/i.fc e 3̂ 1, 2/2,fc e 3̂2 and yr,k € 乂, 

P ( U , a ; i , f c , X 2 , k > 2/1,fc, 2/2,fc, 2 / r , f c ) = 

x(u, Xi^k, 2̂ 2,fc, 2/1,fe, y2,k)<p(xi,k, yr,k), 

which then implies from Proposition 23 that (4.10) is a Markov 

Chain. Similarly, it can be shown from (B.19) and (B.22) that 

(4.11) is a Markov Chain. 



Xr,k y2’k (B.32) 

form three Markov Chains. Since Wi and W2 are independent, we 

and 
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The second statement of the lemma follows from summing u on 

both sides of (B.22) and (B.23). H 

Proof of Theorem 9: Suppose (i?i，i?2) is in 

tion 19 and Definition 20, there exists a sequence 

codes with 

lim 

兄' 
of 

n—¥oa 71 

and 

such that 

n 

and 

lim P", = 0 

. B y Defird-

(n,Mi,M2)-

(B.26) 

(B.27) 

(B.28) 

(B.29) 

Fix n and the corresponding (n, Mi, M2)-code. It then follows from 

Lemma 24 that 

(Wi, W2, xt\xt\ yt\yt\Y广 1) 

(B.30) 

(Wi, W2, Yt\Yt'X-^) 

XrU — y2’k (B.31) 

yfc~l \rk--l V"知一 1 V而、 
Ar ) ) > ^r ) 

f
c
2
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have 

log2 Ml 

= H ( W i ) 

=H(Wi\W2) 

< /(Wi； 《管2) + H{Wi\Y^, W2) 

< /(Wi; !?，购）+ 1 + Ph log2 Ml, (B.33) 

where the last inequality follows from the Fano's inequality. 
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Consider the following chain of inequalities: 

n 

fe=l 

fc=l 

k=l 

-H{Y2,k\WuW2,Yt' 

n 

k=:l 

Yt') + nWu Yt\K” 

K') 

X 

xt 

')+H{Y2,k\Xr,k) 

X k \rk—l \rk—l •\/'k\ 

. ry-̂ l ，上2 , If ) 

k=i 
n 

k=l 

k=l 
n 

k=l 

n 

k=l 

= 而 , 而 ， a O , (B.34) 
k=1 

where 
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(а) follows from the fact that Xr，k is a function of 

(б) follows from the Markov Chain in (B.32), 

(c) follows from the fact that X2,k is a function of W2 and 左—1, 

(d) follows from the Markov Chain in (B.30). 

Let Q be a new timesharing random variable distributed uni-

formly on {1,2,... ,n} such that Q is independent of the collection 

of random variables 而’而’ Yr’k, Xr,fc’ | /c = 1,2,... ,n}. 

Then, 

~ (B.35) 

and 

PQ,Xi,Q,X2,Q,Yr,Q {k, Xi, X2, Vr) 

= 幻 P X i . Q , 而 , 工 1，工2’ yr\k) 

-PQ , Vr) 

= P q (a^i, 3^2)2?! (2/r , (B.36) 

= x { k , x i , X 2 ) ( p { x i , X 2 , y r ) (B.37) 

for some functions x and where 

(a) follows from the construction of Q that Q is independent of 

•̂ i.fc, X2、k and 

(&) follows from (B.35), 

(c) follows from the second statement of Lemma 24. 
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Following from the above, 

251 

= I { X , , Q ; Y r , Q \ X 2 , Q , Q ) 

=H{Yr,Q\X2,Q, Q) - H{Yr,Q\Xi^Q,义2,0 Q) 

< H{YrdX2,Q) — Q) 

(B.38) 

where 

⑷ follows from (B.35), 

(6) follows from the fact that Q (Xi^q,X2,q) Yr,Q forms a 

Markov Chain (cf. (B.37) and Proposition 23). 

Using (B.33), (B.34) and (B.38), we obtain 

log2 M i < l + log2 Ml + nI(Xi,Q； (B.39) 

By symmetry, we obtain 

l o g 2 M2<1 + PI2 l o g 2 M2 + n/(而，Q; Yr,Q\Xi,Q). (B.40) 
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Since 

n 

=^PQ,Xl,Q,X2,Q,Yr,Qif^^ Vr) 
k=l 
n 

k=l 

n 1 

= J J X2) 
k=l几 

where (a) follows from (B.36), it then follows that I{Xi^q\ 

and I(X2^q] Yr^qlXi^q) are achieved by the distribution 

PXx,Q,X2,Q,Yr,Q{3^1,X2,yr) = qnixu^2)pi{yr\xi,x2) where 9„(3；1，3；2)= 

J2k=i i奴i’fc,叉2,fc (工1，工2) is the input distribution for the MAC. Di-

viding both sides of (B.39) and (B.40) by n and letting n go to 

infinity, it then follows from (B.28) and (B.29) that 

and 

lim -logaMi < limMI{Xi,Q;Yr,Q\X2,Q) 
n-^00 n n-+oo ‘ ‘ 

lim ~log2M2 < liminf/(而，成丨Xi�), 
n—foo f i n-^oo 

which imply from (B.26) and (B.27) that 

(B.41) 

and 

i?2<liminf/(X2,Q;y.,Q|Xi,Q). 

Consider each distribution of {Xi,X2) as a point in 

dimensional Euclidean space. Let {？打知(巧，3：̂2)}&=1’2” 

vergent subsequence of {971(3̂1，2̂2) }n=i’2,... with respect to the £1 

(B.42) 

n I不11而卜 

be a con-
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distance, where the £i-distance between two distributions u{x) and 

v{x) on the same discrete alphabet X is defined as (工)一 

Since the set of all joint distributions ^2)} is 

closed with respect to the £i-distance, there exists a joint distri-

bution q{xi,X2) such that •？nfc(2̂i，2̂2) = Qi^u^i)- Since 

J(Xi； Yr\X2) is a continuous functional of Pxi,X2($i，冗2)，it then fol-

lows from (B.41)and (B.42) that 

Ri < liminfJ(Xi,Q;y,.Q|X2.Q) < I[Xr^Yr\X2) 
n-+oo 

and 

R2 < liminf/(X2,Q;y..Q|Xi,Q) < I{X2-,Yr\Xi) 

(B.43) 

(B.44) 

for the distribution pXuX2,Yri^uX2,yr) = x2)pi{yr\xu X2)̂  

On the other hand, 

logs Ml 

=H{Wi) 

=H{Wi\W2) 

二 /(Wi;iT|wy + H(Wi|iT，W2) 

< + l + (B.45) 

where the last inequality follows from the Fano's inequality. 
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Consider the following chain of inequalities: 

i(Wi;Yr\w2) 
n 

k= 

= Y f ) - Y f ) 
k=:l 

n 

fc= 
n 

k=l 

= ( B . 4 6 ) 
fc=i 

where (a) follows from the Markov Chain in (B.31). In addition, 

PXr,Q,Yi,Q,Y2,Q\Q{Xr,yuy2\k) 

(B.47) 

and 

PQ,Xr,Q,Yi,Q,Y^,Q、k, Xr, yi, 2/2) 

=PQWPXr,Q,Yi,Q,Y2,Q\Q{Xr, yi, 2/21 AO 

=PQ{k)pXr,d^r)P2(yi, ？/2kr) (B.48) 

(B.49) 

for some functions x and (p, where 

(a) follows from the construction of Q that Q is independent of 
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and y2,/fc, 

(6) foiiows from (B.47), 

(c) follows from the second statement of Lemma 24 

Following from the above, 

这 肌 … ） 
to 

255 

=liXr,Q;Y2,Q\Q) 

=H{Y2,Q)-~HiY2,Q\Xr,Q) 

=/(不,Q;权 Q) (B.50) 

where 

(a) follows from (B.47), 

(b) follows from the fact that Q —> Xr,Q Y2,q forms a Markov 

Chain (cf. (B.49) and Proposition 23). 

Using (B.45), (B.46) and (B.50), we obtain 

l o g 2 M i < l + Pe) log2 Ml + nI(Xr,Q； Y2,q). (B,51) 

By symmetry, we obtain 

l o g 2 M 2 < 1 4 - P：；^ l o g 2 M2 + nI{Xr,Q； YI,Q). (B.52) 



APPENDIX A. PROOFS FOR CHAPTER 2 256 

Since 

PXr,Q,Yi,Q,Y2,Q{XT,yi,y2) 
n 

A:=l 
n 

-J2pQ{k)pxr,kMp2(yuy2\xr) 
fc=l 

k 二1几 

where (a) follows from (B.48), it then follows that I(Xr,Q； and 

I(Xr,Q;Y2,Q) are achieved by the distribution PXr,Q,Yi,Q,Y2,Q (^r, 1/1,2/2) 

^ SnMP2(yi,y2M where = E L i is the input 

distribution for the BC. Dividing both sides of (B.51) and (B.52) 

by n and letting n go to infinity, it then follows from (B.28) and 

(B.29) that 

lim i loga Mi < liminf/(X^.q； ¥2̂ 0) 
n-foo n n~>oo 

and 

lim - log2 M2 < lim inf I(Xr,Q; ̂ i.g) 
n->oo n n->oo 

which imply from (B.26) and (B.27) that 

Ri <limmfI{Xr,q]Y2,q) 

and 

R2 < liniinfIpCr’Q;yi’Q). 

(B.53) 

(B.54) 

Consider each distribution of Xr as a point in an •卜dimensional 

Euclidean space. Let {s„j.(a;r)}fc=i,2,... be a convergent subsequence 

of {5„(a;7.)}n=i,2,... with respect to the £i-distance. Since the set of 
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all distributions {pxr (â r)} is closed with respect to the £i-distance, 

there exists a distribution 互(av) such that limfc-^ooSn î̂ r)=互(av)' 

Since I{Xr', Y2) is a continuous functional of pxA^r), it then follows 

from (B.53) and (B.54) that 

Ri < liminf I(Xr,Q； Y2,Q} < /(X,; ¥2) (B.55) 

and 

i?2 < lim inf I{XR,Q； Yi,q) < / (X , ; YI) (B.56) 

for the distribution PXr.n.nC^r,2/1,̂ 2) = H^r)P2{yi,y2M-

Let 

PXuX2,Xr,Yi,Y2,Yr{^1^^2, ^r, yu Vr) 

=q{xi,X2)s{Xr)pi(yr\Xl,X2)p2(yi,y2\Xr), 

i.e. and (Xr,^!,!^) are independent. Then we see that 

PXi,X2,Yr{^l^Xr,yr) = q{Xl, X2)pl{yr\Xl, X2) 

and 

PXr,Yi,Y2{xT,yuy2) = s{Xr)p2{yuy2\Xr)-

It then follows from (B.43), (B.44), (B.55) and (B.56) that for this 

choice of pxi.Xa,Y2,Yri^l,X2,Xr,yuy2,yr), 

Ri < mm{I{Xi;Yr\X2)J(Xr-,Y2)} 

and 

R2 < m m { / ( X 2 ； Yr\Xi), /(X,; Fi)}. 



APPENDIX A. PROOFS FOR CHAPTER 2 258 

Proof of Theorem 10: Suppose {Ri,R2) is in TIq. By Defini-

tions 24 and 25, there exists a sequence of (n, Mi, M2, Xi, X2, Xr)-

codes with 

n-j-oo Tl 

and 

such that 

and 

7 1 — 0 0 Tl 

lim = 0 

i L⑩二 0. 

(B.57) 

(B.58) 

(B.59) 

(B.60) 

Fix n and the corresponding (n, M i ， i k / 2 ， 越 , F o l l o w i n g 

similar procedures for proving (B.33), (B.34), (B.45) and (B.46), we 

can obtain 

n 

logsMi < 1 + Ph log2 Ml + X； -̂ (̂ i-fc； yrM^2,k) (B.61) 
k=l 

n 

logs Ml < 1 + Ph log2 Ml + X； ̂ (̂ nfc； (B.62) 
fc=i 
n 

logs Ms < 1 + Pe,2 logs M2 + Y I I{X2,k； (B.63) 
fc=l 

and 

n 

log2 M2<1 + PI2 log2 M2 + X )耶 r ’ k ; (B.64) 
fc=l 

Dividing both sides of (B.61), (B.62), (B.63) and (B.64) by n and 
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letting n go to infinity, it then follows from (B.59) and (B.60) that 

lim i log2 Ml < lim inf I(Xi,k； 
n->oo n n-foo 、 ’ ‘ 

iim -log^Mi < liminf/(足，fc;ŷ 2,fc)， 
n->oo 71 n-->oo 

lim ilog^Mz < liininfJ(X2,,;y.,,|Xi,,) 
n-^oo n n-^oo 

and 

lim - log2 M2 < lim inf I{Xr,k； li， 
n-i-oo n 7Z-J-00 

which imply from (B.57) and (B.58) that 

Ri < lim inf Y^ 

k= 
n 

Ri < lim inf Y " 
TI-+00 

k= 
n 

i?2 < lim inf } 

I{Xr,k;Y2,k)-

TB 

and 

(B.65) 

(B.66) 

(B.67) 

(B.68) 
n~>oo n 

k=l 

Consider the following chain of inequalities: 

=h(Yr,k 1^2,k) — h(Yr、k |Xi,fe, X2’k) 

=HXi,k + + ~ H^hk + + 

— h { X i ^ k + Zr,k) - h{Zr^k) 

=h(Xi’k + Zr,k) 一 2 log2 27reNr 

< I log2i27re{ElXl,] + iV,)) - • log2(27reiV,) 
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where 

(a) follows from (4.18), 

{b) follows from the fact that Xi^k and Zr、k are independent, and 

the differential entropy of a random variable is upper bounded 

by the differential entropy of a Gaussian random variable with 

the same second moment. 

Therefore, 

, ^ n 

< 

W 1 — 
< ^l0g2 l + I 

，m h ] 
nNr 

= o log2 1 + 
2 nNr 

+
 

1
 

/
_
V
 

t
S
 

r
S
 

1
 
1
2
 

where 

(а) follows from applying Jensen's inequality to the concave func-

tion log2(l + x), 

(б) follows from (4.20) and the fact that iog2(l + cc) is increasing 

in X. 

Consequently, 
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which then implies from (B.65) that 

By symmetry, we obtain from (B.67) that 

Consider the following chain of inequalities: 

(B.69) 

(B.70) 

I(Xr,k;y2,k) 

h{Xr^k + Z2,k) — h{Xr,k + Z2,k\Xr,k) 

h{Xr,k + ̂ 2,fc) — KZ2,k\Xr,k) 

hi^r,k + Z2,k) ~ h{Z2,k) 

=h{Xr,k + Z2,k) — 2 l o g 2 2weN2 

< Jlog2(27re(£p;2’J+i\y) — 1 log2(27reiV2) 

where 

(a) follows from (4.19), 

(b) follows from the fact that Xr’k and Z2,k are independent, and 

the differential entropy of a random variable is upper bounded 

by the differential entropy of a Gaussian random variable with 

the same second moment. 
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Therefore, 

w I ^ 
< 5log2 1 + L 

fc= 
nN2 

=豆 l o 个 _ 

where 

⑷ follows from applying Jenson's inequality to the concave func-

tion log2(l + x), 

(b) follows from (4.22) and the fact that log2(l + x) is increasing 

in X. 

Consequently, 

fc=l \ 

which then implies from (B.66) that 

+ (B.71) 

By symmetry, we obtain from (B.68) that 

1 f p \ 
R2<-log2 1 + ̂  . (B.72) 

2 \ NiJ 

The theorem then follows from (B.69), (B.70), (B.71) and (B.72). 
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Proof of Theorem 11: Suppose (Ri，R2) € Following similar 

procedures for proving (B.13), (B.16) (B.17) and (B.18), we can 

obtain 

ni 

7WOO -^―^ 71 

ni 
= l i m i n f V 

n —v<~in ‘ ‘ nr> A n 

ni 

niTi 

< l i m i n f V — 
n—oo ^ ‘ mn 

ni 

n—J-oo ^―^ Tl\ 
(B.73) 

Ri < \immiflh{Xr,k\Y2,k) 
n—00 Tl 

k=l 
712 

= l i m inf V —I{Xr,k； >2, 
n->oo n2Tl 

k=l 

< 
T).-4-on ^ ^ UnOl 

712 

n~>oo ^―' 712 
(B.74) 

ni 
R2 < lim inf } 

fc=i 

= l i m inf 
n—i-oo 

k=:l 
ni 

< lim inf 7 
一 n—oo 

k= 
n 

= l i m inf 7 
TJ—wVrŷ  

n 

ni 

I{X2,k-,Yr,k\Xi,k) 

riin 

na 

TliTl 

ni 
(B.75) 



TL 

I(Xr’k;Yl’k) 
n2n 

njd 

n2n 
I(Xr,k;yi,k) 

— I(Xr,k;yi,k)-
n2 

(B.76) 

Using (B.73) and (B.75)，we obtain € Using 

(B.73) and (B.76), we obtain (Ri, R2) G conv®^). Using (B.74) and 

(B.75), we obtain (Ri, R2) € conv®^). Using (B.74) and (B.76), we 

obtain (i?i，_R2) ̂  conv(S )̂. Consequently, € coiiv(E：̂ ) n 

conv(甚2) n conv(互3)门 conv(E:4). The theorem then follows from 

Definition 28 and the fact that conv(甚 1)门 conv(S^) A conv(逛3) p, 

convf^4) is closed. M 

Proof of Theorem 12: Suppose R2) G Following similar 

procedures for proving (B.43) and (B.44), we can obtain 

Ri < limmf ^/(Xi.Q； Yr,Q\X2,Q) < «/(而;1；|义2) (B.77) 

and 

R2 < liininf^/(X2.g;i;,Q|Xi,Q) < (B.78) 

Ti-̂oo 77, 

for some distribution Pxi,X2,Yr{^u^2,yr) = q{xi,x2)pi{yr\3:i,x2). 

Following similar procedures for proving (B.53) and (B.54), we can 

obtain 

RI < liminf ~I(Xr,Q-, Y2,q) < 陣,,Is) (B.79) 
72—>00 n 
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and 

n2 
m inf 7 R2 < li 

f
 

皿
J
 

= l i 

m inf Y" 
n-i-oo 

ni 

< li 

= l i m inf Y 
n-i-oo ^ 
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and 

R2 < liminf ’NXR，Q; Yi,q) < Fi) (B.80) 
n~-foo n 

for some distribution 知，2/1,2/2) = H^r)P2iyi,y2\xr)- Let 

PXi,X2,Xr,Yi,Y2,Yr(^l^ VU 2/2, Vr) 

=q{x i , X2)s{Xr)pi {VAXU 3̂ 2)̂ 2(2/1, 2/2 kr)， 

i.e. and (Xr,扎况 are independent. Then we see that 

and 

It then follows from (B.77), (B.78), (B.79) and (B.80) that for this 

choice of Pxt,X2,Xr,YuY2,Yr(^i,X2,av，2/1，2/2，Vr), 

Ri < mm{aI(Xi;Yr\X2),l3r{Xr;Y2)} 

and 

R2 < MM{AI{X2； YR\XI), ^ / ( X , ; YI)}. 

Proof of Theorem 13: Suppose (jRi, R2) e IZQ. Following 

similar procedures for proving (B.69), we can obtain 

n\ 

Ri < liminf 
71—00 f-f mn 

.nil 

< f lofe (1 + J ) - (B.81) 



The theorem then follows from (B.81), (B.82), (B.83) and (B.84). 

• End of chapter. 
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By symmetry, we obtain 
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(B.82) 

Following similar procedures for proving (B.71), we can obtain 

Ri < limmi'T^I{Xr,k;Y2,k) 
n-^oo 71271 

(B.83) 

By symmetry, we obtain 

(B.84) 
\
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