A Comparative Study on Water Vapor Extracted
from Interferometric SAR Images and Synchronized

Data

CHENG, Shilai

A Thesis Submitted in Partial Fulfillment
of the Requirements for the Degree of
Doctor of Philosophy
in

Geolnformation Science

The Chinese University of Hong Kong

August 2011



UMI Number: 3500849

All rights reserved

INFORMATION TO ALL USERS
The quality of this reproduction is dependent on the quality of the copy submitted.

In the unlikely event that the author did not send a complete manuscript
and there are missing pages, these will be noted. Also. if material had 1o be removed.
a note will indicate the deletion.

UMI
.-f__
Dissertation Publish ng

UMI 3500849
Copyright 2012 by ProQuest LLC.

All rights reserved. This edition of the work is protected against
unauthorized copying under Title 17, United States Code.

ProQQuest

ProQuest LLC.

789 East Eisenhower Parkway
P.O. Box 1346

Ann Arbor, M| 48106 - 1346



Thesis/Assessment Committee

Professor Jiayi PAN (Chair)
Professor Hui LIN (Supervisor)
Professor Daniele PERISSIN (Co-Supervisor)
Professor Yuanzhi ZHANG (Committee Member)

Professor Xiaoli DING (External Examiner)



LT ERRE

EFARBIR (FRE)
WHEFEER (EHT)
Daniele PERISSIN #4% (&[] #4)
RIMEFER (FER)
TEEM#R (K EE)



ABSTRACT

of thesis entitled:

A Comparative study on water vapor extracted from Interferometric
SAR images and synchronized data
Submitted by CHENG Shilai
for the degree of Doctor of Philosophy
at The Chinese University of Hong Kong in August 2011

Synthetic Aperture Radar Interferometry (InSAR) is a newly developed satellite
observation technology which is applied in studies of hydrosphere, atmosphere,
topography and earth surface changes caused by natural or anthropogenic activities.
The technology is capable of retrieving accurate geophysical parameters with
multiple air-/satellite-based SAR images through establishing interferometric
geometry where the phase measurements precisely reflect the geometry between
spaceborne platforms and earth surface and highly sensitive to its variation. Due to
these unique advantages, interferometric technology has been widely applied in
surveying the ground topography and detecting tiny dynamic changes of ground
surface in the last two decades.

However, the applicability of such technology is severely affected by differential
atmospheric delay induced by inhomogeneity of air refractivity. Previous studies
show that the water vapour with strong variation in both spatial and temporal domain
dominates the atmospheric artifacts in interferometric phase measurements. It is the
problem that we were trying to solve. In this research, we aim at determining and
compensating atmospheric signal in SAR interferograms. Compared with previous
works, this work studies the problem in a new perspective that the information of
water vapor was extracted from Atmospheric Phase Screen (APS) obtained by
Permanent Scatterer SAR Interferometry (PSInSAR), and was comparatively studied

with synchronized water vapor data, including GPS observations, MERIS images

and MM35 simulated products.



The main contributive work in this research includes following aspects:

Firstly, a water vapor component model was proposed for comparison between
SAR and non-SAR water vapors. Besides the typical mixing turbulent and
stratification terms, the spatial liner trend and ground feature related stationary term
has been accounted for in mixed water vapor. Based on this model, a logical strategy
of differentiation between spatial linear trend and height dependent stratification, and
between stationary term and turbulence signal, was developed.

Secondly, point-based Precipitable Water Vapor (PWV) from SAR APS and
GPS meteorology are compared based on the proposed model in order to assess the
precision of water vapor signal obtained from SAR. Two implementation methods, a
differential and a pseudo absolute mode, were proposed to build the comparison links
between SAR differential water vapor and GPS absolute water vapor.

Thirdly, the spatial statistical properties of water vapor components have been
investigated by analyzing water vapor signal obtained from SAR APS, synchronous
MERIS near infrared images, MMS5 Integrated Water Vapor (IWV) in differential
comparison mode and in different spatial scales. Furthermore, in a demonstration
example, absolute water vapor signal in fine scale was recovered from differential
APS maps with MERIS at master date.

By introducing these ideas and data analysis methods, this thesis provides an
insight on water vapor signal from Radar Interferometric images. This insight would
be firstly significant toward final solution of atmospheric correction in SAR
interferometry. While, the water vapor study at small scale is not only beneficial for
hydrological study and regional weather (e.g., rainfall) predication, but also
promising in meteorological applications in future. In addition, this water vapor
study can be extended in improving of atmospheric error modeling for satellite

observing technologies, especially in microwave ranging way, such as GNSS, coastal

satellite aitimetry and VIBL.
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Chapter 1 Introduction

Synthetic Aperture Radar Interferometry, abbreviated to SAR Interferometry or
InSAR, is a new satellite observation technology to serve studies in hydrosphere,
atmosphere, earth topography and anthropologic induced earth surface changes. As
interferometry firstly named in optical physics as interference of two beam of visible
light from the same origin in last 1940s, Radar Interferometry afterwards refers to
interference of two microwave band electromagnetic waves transmitted and received
by remotely observing instrument. Forming interferometric geometry, achieving
sufficient coherence and retrieving geophysical parameters (surfacc topography,
ground deformation and etc.) with multiple air-/satellite-based SAR images, are three
inherent characteristics of InSAR technology. The interferometric phases of coherent
waves are highly sensitive and precise measurements of geometry (and its variation)
between spaceborne platforms and the observed earth surface. Therefore in last two
decades, this InSAR technology has been widely convinced being advantageous to
survey the ground topography and monitor the dynamical state of earth surface.

However, such measurements are critically contaminated by differential
atimospheric delay induced by inhomogeneity of air refractivity. Through previous
study, the water vapour-with strong variation in both spatial and temporal domain,
dominates the atmospheric artifacts in interferometric phase measurements. The
intention of study and modeling of water vapor variation, for breaking up the
limitation of atmospheric decorrelation and distortion, has long been the hotspot of
SAR interferometry. An exploratory water vapor study, from SAR interferometric
images and other technologies, therefore, is the primary interest and main topic of

this thesis.



1.1 Background

Interferometry, from the idea of radio interferometry, was initiated as early as in
1946 (Tubbs 1997) and later used in the field of planetary mapping at first time in
1968 (Evans and Hagfors 1968), the application of Radar Interferometry was firstly
developed nearly in 1970s. Rogers and Ingalls (Rogers and Ingalls 1969) firstly
applied interferometry into radar in echoes from the planet Venus. Zisk (Zisk 1972)
firstly applied radar interferometry to measure the topography of moon. Graham
(Graham 1974) first applied the same technology to airborne radar to obtain earth
topography from optical fringes.

InSAR is abbreviation of SAR Interferometry, can further be expanded as
Synthetic Aperture Radar Interferometry. Synthetic Aperture Radar (SAR) (Kovaly
1976; Tomiyasu 1978), based on synthetic aperture technique (from Doppler Effect
concept) and Pulse Compression technique, provides remarkably increased azimuth
and range resolution than radar, and enable capability of 2D imaging and spaceborne
observing. The invention of SAR can be regarded as the foetus of InSAR technology.
Thereaﬂer, Interferometry of SAR (Spaceborne and Airborne) system has been
equipped on satellite platforms for exploratory study in geophysical research fields.
SEASAT in 1978, and subsequent Magellan in 1989 and SIR-C/X-SAR in 1994
launched by NASA proved the capability of SAR Interferometry systems (Cumming
2005).

DinSAR (Differential SAR Interferometry) technique, which was extended
from InSAR in 1990s, has remarkably boosted the InSAR technology after its birth
in 1970s. In 1989, Gabriel et al. firstly reported the application of DInSAR technique
to mapping the surface deformation in California using SEASAT images (Gabriel
1989). Additional DEM data or so-called three-pass method was used to remove the
topographic phase in DInSAR to retrieve better deformation measurements

(Massonet 1993; Zebker 1994).



PSInSAR, initiated at the ending of 2000s, experienced a second advance of

InSAR technology. Analysis on phase-stable point-like targets from time series

dataset is key breakthrough in this field. Permanent Scatterer or Persistent Scatterer

(PS) (Ferretti 2000; 2001), Small baseline subset (SBAS) (Berardino 2002; 2004;

Lanari 2004), Coherent Targets (CT) (Mora 2003) and Quasi-Permanent Scatterer

(QPS) (Perissin 2007) are representative realization approaches. The advantage of

this group of InSAR techniques lies in greatly overcoming of conventional intrinsic

InSAR limitation, in terms of temporal and geometrical decorrelation as well as

atmospheric disturbances.

Table 1.1 Typical Space-borne SAR sensors/platforms for earth observation.

Mission Agency | Period of Orbit Frequency | Wave-l | Incidence | Resoluti
Operation’ Repeat | (bands®, ength Angle at on {m)
Cycle GHz; ) (cm) center
(days) (deg.)
Seasat NASA* | 06/27 to 17 L-band 25 20 to 26 25
10/10, 1978 1.2
ERS-i ESA* | 07/1991 3,168, | C%.3 5.66 23 30
To 03/2000 | and 35°
SIR-C/X-S | NASA, | 04/09 to 6 mon., | L*1.249 24.0 17~ 63 10-200
AR DLR*, | 04/20,1994, | 1-,2-, | C"5.298 5.66 (L*, C% (30
' and And 09/30to | 3-day’ | X°9.6 3.1 54(X") typical)
ASI* 10711, 1994
JERS-] JAXA* | 02/1992 1o 44 L"1.275 23.5 39 20
10/1998
ERS-2 ESA 04/1995 ~ 35 53 5.66 23 30
Radarsat-1 | CSA* | 11/1995 ~ 24 C"5.3 5.66 10 to 60 10-100
Envisat ESA 03/2002 ~ 35 C?5.331 5.63 15 to 45 20-100
ALOS JAXA | 0172006 ~ 46 L1270 23.6 8 to 60 10-100
m
TerraSAR | DLR 06/ 2007 ~ 11 X" 9.65 3.1 20 to 55 1-16
Radarsat-2 | CSA 12/ 2007 ~ 24 C*5.405 5.55 10 to 60 3-100
COSMO | ASI 07/ 2007' 16 X*9.65 3.1 20 to 50 1,3-15,
-Skymed 12. 2007 30, 100
10/ 2008’
11/2010*

Notes: 1~4 means the information of corresponding satellite of COSMO constellation.

* marks the international agencies, each can referred to list of acronyms.
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SAR Sensors and platforms played critical impulsing role in the development
history of InSAR technology. Interferometric SAR images are retrieved in two
system work modes. One is cross-track (and along-track) interferometry that images
are formed from two antennas on a single platform with a certain distance for
simultaneous interferometry. The usual implementation of this form is antennas on
aircraft or special space-borne systems such as Topographic SAR (TOPSAR) and
Shuttle Radar Topography Mission (SRTM) systems (Zebker 1992; Farr and Kobrick
2000). The other is that image pairs are created by one antenna on spaceborne
platform in nearly identical repeating orbits, called repedt-pass SAR interferometry
(Gray and Farris-Manning 1993; Massonnet and Feigl 1998). Repeate-pass is the
typical implementation for SAR interferometry with spaceborne sensors such as the
U.S. SEASAT, European Remote-sensing Satellites (ERS-1 and ERS-2), Shuttle
Imaging Radar-C (SIR-C), Canadian Radar Satellite (Radarsat-1}), Japanese Earth
Resources Satellite (JERS-1), and European Environmental Satellite (Envisat), all of
which operate at wavelengths ranging from centimeters (C-band) to tens of
centimeters (L.-band). Table 1.1 lists all current typical platforms and properties of
corresponding SAR sensors (Henderson 1998; Kramer 1996).

Apf)lications of InSAR have covered various aspects related to earth surface
geometry and its dynamics. With the capability of detecting ground-surface with a
spatial resolution of tens-of-meters over a relatively large region (~10,000 square
km), in almost all weather conditions, SAR interferometry has definite advantages
over conventional geodetic techniques on earth observation. Up to date, two
developed groups of applications are most matured and world widely introduced in
Engineering.

One is earth surface topography reconstruction or DEM generation (Zebker
1988). The Shuttle Radar Topography Mission (SRTM) in 2000 represented the third
flight of SIR-C and X-SAR (Farr, 2000; Rao 2001; Breit; 2002; Rabus 2003; JPL

2004). In this mission, a 60-m outboard antenna was added to the Shuttle for
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simultaneous reception of the C- and X-band SAR signals. The received data
provides almost complete DEM within £60° latitude, with a horizontal posting of 30
m and a vertical accuracy of 16 m.

The other one is earth surface deformation monitoring. This technique provides
an advantageous monitoring tool on ground subsidence (Gabriel 1989; Avallone
1999; Carnec 1999; Buckley 2000; Crosetto 2002), ground deformation after
earthquakes (Massonnet 1993; Zebker 1994; Rigo and Massonnet 1999; Cervelli
2001), volcanic movements (Rubin 1992; Massonnet 1995; Hooper 2006), and
potential for landslide (Colesanti 2003; Hilley 2004; Vcka 2005) and glacial drift
(Mohr 1998; Jonsson 1998). Among these applications, the most widely employment
of InSAR technique is to detect the ground subsidence in megapolis where
underground water over exploitation, soft soil groundwork construction or coastland
reclamation frequently occurs.

However, both spatial and temporal variation of atmospheric pressure,
temperature and water vapor content, would produce inheterogeneity of atmospheric
refractivity that could significantly affect the transmission of radar signal. The
artifact of returned signal in SAR images then produces artificial fringes in
interferograms. Such artificial fringes have long been a limiting factor in high
precision measurements of InNSAR. Massonnet et al. firstly identified the atmospheric
effects in INSAR when they studied the 1992 Landers earthquake (Massonnet 1994).
Afier their work, the impact of atmospheric effect on InSAR has been studied by
various experiments (Goldstein 1995; Rosen 1996; Zebker 1997; Hanssen 1998;
2001; Jénsson 2002; Li Z.W. 2004; Ding 2008)

The spatial temporal characteristics of atmospheric signals in interferograms
studied in above investigations have been employed for estimation and elimination of
InSAR atmospheric noises. This is regarded as statistical perspective. The
representative approaches include: Pair-wise linear combination (Massonnet 1995;

Hanssen 2001), Stacking (Zebker 1997; Sandwell and Price, 1997; Williams 1998;
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Ferretti, 1999), Stochastic Filtering (Crosetto 2002), PS (Permanent Scatters) INSAR
(Ferretti 2000; 2001; Colesanti 2003), Small baseline subset (SBAS) (Berardino
2002; 2004; Lanari 2004), Coherent Targets (CT) (Mora 2003) and Quasi-permanent
scatterer (QPS) (Perissin 2007)

While in another perspective, such atmospheric effect could be regarded as the
superimposition of tropospheric delay, ionospheric delay and delay induced by liquid
water (Hanssen 2001). Ignoring liquid water effect in common weather, ionospheric
and hydrostatic delays in regional scale (Xu 2006), only the wet troposphere (Zebker
1997) actually affect the interferometric phase measurements. Therefore, water vapor
in wet atmosphere, varied in spatial and temporal domain, has long been studied to
resolve the InSAR atmospheric effect. This is regarded as calibrating perspective.
This method employs the external observed or modeled water vapor data including
GPS (Bock and Williams 1997; Williams, 1998; Ge Linlin, 2000; Hanseen 2001,
Bonforte et al. 2001; Buckley 2003; Li Z.H. 2006; Li Z.W 2006), Spaceborne
radiometer data (e.g., MERIS, MODIS) (Li Z.H. 2003; 2004; 2005; 2009), MM5
(Wadge 2002; Perissin 2009), radiosondes (Saastamoinen 1972; Baby 1988;
Delacourt 1998) to calibrate atmospheric effect of synchronized Radar images.

| Though by various approaches (statistically filtering or synchronously
observing) with continuous efforts, atmospheric effect for InSAR technology are still
open and not resolved. Facing the same problem of InSAR atmospheric-ﬂ'!fect,
following previous investigations, this research aims to improve understanding of
atmospheric signal in SAR interferograms and its compensating. But different with
previous ones, this research studies this problem in a new perspective. In this
research, Atmospheric Phase Screen (APS) from Permanent Scatterer SAR
Interferometry (PSInSAR) (Ferretti 2001), iﬁ form of transformed water vapor, is
comparatively studied with external synchronized water vapor data, including GPS

observations, MERIS images and MMS5 simulated products.



1.1 Research objectives

The research objectives are presented in detail as follows aspects:

1) To identify and differentiate the different component of water vapor from
SAR Interferometry;

How many contributive factors affect the water vapor retrieved from SAR
Interferometric images, How to differentiate each one if they spatially co-existed and
mixed together?

2) To built a reasonable comparative way of water vapor between that from
SAR Interferometry and alternative technologies.

What is the characteristics of water vapor retrieved from SAR Interferometric
images, how to link the above water vapor to other independent water vapor
observations or obtaining techniques?

3) To qualitatively and quantitatively compare water vapor from SAR
Interferometric images and alternative data sources.

What about the bias and standard deviation of interferometric water vapor,
compared to other precise retrieved water vapor measurements? What is the
influence of each contributive component in such comparison as given in question 17

4) To enhance understanding of spatial and temporal statistic properties of water
vapor from above technologies.

Are the spatial statistical law of water vapor and even each water vapor
contributive component coherent between different water vapor data sources? How
about the temporal statistical law of turbulence? And are there any difference in

spectrum and variogram for different water. vapor sources?

1.2 Research significance

The topic of this research is covered by multi-discipline among meteorology,
hydrology, spatial statistics etc., and related to multiple high technologies, such as
Global Positioning System, Remote sensing imaging, SAR Interferometry. The
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values of above objectives are both scientifically significant and technically valuable

in engineering and applications. The detail could be presented in following aspects:

1

2)

3)

Water vapor study serves for improving of atmospheric compensation of
SAR interferometry.

A) Precisely modeling of Water Vapor signal would directly help break
through the bottle neck of atmospheric decorrelation in detection by
Conventional SAR interferometry, especially with only small data amount
SAR imagery or in emergency occurrences, which are still widely applicable
in post seismic deformation retrieval.

B) The statistical characteristics of atmospheric phase screen components in
SAR interferometry represent a fundamental task in order to develop better
algorithms for multi-temporal interferometric analysis from multi-sensor
SAR datasets (Ferretti 2005).

C) Further indirect significance in improvement of InSAR technology could
be perceived not only in geophysical study of natural phenomena, e.g.,
monitoring of volcano, co-seismic deformation observing, movement of ice
sheet, tectonics of global plate and etc., also engineering detection of
anthropological ground deformation, in reclaimed land, soft or filled soil
foundation ground, groundwater-overexploited city and even deforestation
induced landslide in hilly area during rainy seasons.

Small scale water” vapor model would bring remarkable significance in
scientific research on regional water budget and circulation, investigation of
atmospheric stratification, variation and circulation, and then civil service on
rainfall prediction, weather forecast and extreme hazardous weather
alarming.

Enhancement of atmospheric correction (with water vapor correction model)
would not only improve applicability of InSAR technique, but also

potentially boost other satellite ranging-based observing technologies, e.g.
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GNSS, costal altimetry and VLBI, in various geospatial applications beyond

ground deformation detection, e.g., positioning & timing of end users.

1.3 Research Methodology

Therefore in this section, as the core of this research, the research methodology
iz framed as the fundamental basis of designed experiments of this study. A PDAME
analytical methodology was proposed for spatial problem solving and successfully
applied in various research projects in geospatial field (Smith 2010). The PDAME
methodology starts from Problem, Data, Analysis and Modeling, ended by
Evaluation, and then recycles. Taking the reference of PDAME analytical
methodology (Smith 2010) and based on the context of research in this thesis, a
revised methodology was proposed with the logic from Questions, Data, Model
&Implementation, Analysis and Conclusion. The structure of all phases of

methodology is illustrated in Figure 1.1.

Questions

-From objectives and problems

Data ¢
-APS, GPS, MM5, MERIS Water Vapor

Model and Implmentation

-Strategy of differentiation of water vapor
| components [

Analysis

-Point-based comparison, Diff./ Pseudo-Abso. mode.
| -Map-based comparison, spaital study ofwater vapor.

Conclusion

Figure 1.1 Flow chart of proposed research methodology in the thesis.

1) Selected Questions to be answered
Based on the objectives of our research, following specific unsettled questions
are selected to be answered. A) For water vapor signal, besides mixing turbulence

and stratification effect studied previously, is there any other effect related the water
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vapor distribution? What’s their relationship? B) How to link the water vapor
obtained from Radar Interferometry with other water vapor sources from
independent technologies for comparison? C) What’s point-based precision of SAR
derived water vapor, compared to accurate GPS meteorology water vapor? D) Use
currently available map-based data, what is the spatial law of water vapor variation?
What's the difference of such spatial prosperities among synchronized data?
2) Data in Experiment area

To answer the questions in phase one, the data including GPS PWV, MERIS
water vapour, MM5 predicted IWV, Atmospheric Phase Screen derived from ASAR
data in experimental area-north and center of Italy were collected. The data was
supported as part of METAWAVE (Mitigation of Electromagnetic Transmission
errors induced by Atmospheric Water Vapor Effects) project funded by ESA. In this
research, Water vapor data from four kinds of spurces are coliected, supported by
METAWAVE project funded by Europe Space Agency (ESA). The data acquisition
and field campaigns have been carried out in two main test sites, Rome and Como in
Italy. Besides the SAR data, GPS observations from field campaign, MERIS water
vapor images, and MMS5 simulated water vapor maps are presented. Since the data
used in each experiment are different, the detail of each data source could be referred
to the data description sections in chapters.
3) Component Model of water vapor and Implementation

A component model of water vapor has been propos.cd for complete
consideration of signal components in APS, but also applicable for other water vapor
data. In the component model of water vapor, besides the commonly referred mixing
turbulent component and stratified component in water vapor signal, spatial linear
trend and ground feature related water vapor signals has also been included. In

addition, a logical approach of distinguishing between each water vapor components
from mixed signal is analyzed in detail.

4) Comparative Analysis
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Two Perspectives are analyzed from the data based on assumed Mode! and
implemented with two different modes to answer the questions as following.

a) Point-based Comparison. Point-based water vapor products, from GPS
meteorology and SAR interferometry are compared for clear illustration of
individual availability, particularity and accuracy in differentiali comparison
mode and pseudo-absolute mode.

b) Map-based Comparison. Experimental data are also chosen for map-based
comparison to analyze the signal of water vapor and spatial temporal law of
water vapor compositions. The spatial and temporal variation law of each
component of water vapor has been investigated with synchronized data
based on proposed water vapor component model by tools: power spectral

analysis, decorrelation calculation, structure function derivation.

5} Conclusions

The questions framed in the first stage shall be answered according to the data
analysis and experimental results. The conclusive points for each analyzing stage are
drawn along with corresponding results in following chapters and then be

summarized as a whole at the last chapter.

1.5 Thesis outline

Figure 1.2 depicts the content of this thesis and illustrates the relationship
among different chapters. This Chapter introduces the background, objectives and
significance of this research. The research methodology is also included in this
chapter. Chapter 2 reviews water vapor observations, atmospheric signal in SAR
interferogram and water vapor from SAR interferometry. Chapter 3 introduces
component model of water vapor, which is the basis of data analysis of water vapor
in next two chapters. In this chapter, a logical implementation of different
components planned by the model has also been studied with MMS5 data. In chapter 4,

water vapor from SAR Interferometry and that from GPS meteorology have been
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compared. In chapter 5, spatial stochasticity from water vapor among SAR
Interferometric APS, MMS5 and MERIS are comparatively studied. The last chapter

concludes the work in this research and prospects the future work.

Chapter 1 Background and Outline

Chapter 2 Model and Chapter 3 Signal decomposition of Chapter 6
Review: Implementation water vapor Conclusion
WALEr VaPOT, | Lo i, and future
InSAR Atm. Analysis - | Chapter 4 Point-based comparison work.
Signal; SAR between APS and GPS
meteorology

Analysis - TI Chapter 5 Spatial Stochasticity from

synchronized data

Figure 1.2 Contents and the structures in chapter of thesis.
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Chapter 2 Theoretical review

In this chapter, water vapor and its observations from independent sources,
point-based or area-based, from various typical technologies are shortly reviewed.
And then microwave propagation delay due to atmospheric refractivity and
atmospheric signal in SAR Interferometry from refractivity inhomogeneity are
briefly reviewed. Following this, meteorological measurement-water vapor-from
Interferometric Radar is reviewed in detail. Two meteorological perspective of such
Radar Interferometry are provided. The first one is from conventional DInSAR mode.
And the other one is from Atmospheric Phase Screen with advanced InSAR
techniques, such as PS InSAR. All above content constructs the theoretical basis of

our proposed research work in this study.

2.1 Water Vapor and observations

Water vapour is one of the most important variables for meteorological studies.
At the same time, it is the meteorological parameter which is least understood. On
large scales, it is the principal contributor to the greenhouse effect and plays a key
role in our understanding of the climate and its sensitivity to increasing levels of
carbon dioxide. On small scales, less than 100 km, the moisture variability at the
lower layers of the troposphere is important to know for various disciplines.
Knowledge on the fine-scale distribution is important for pin-point forecasting,
hydrometeorology and studies of atmospheric radiation. The lack of knowledge of
the water vapour distribution constrains the lower bound of the resolution of current
Numerical Weather Models.

There are various water vapour observing or retrieving techniques, each with
individual strong points and characteristics. To study the fine scale water vapor,

conventional water vapour observations are briefly reviewed in following sections.

13



2.1.1 Water vapor overview

Water vapor is water at gas phase within mixed atmosphere. Water vapor is one
state of water within the hydrosphere, the state of which could be altered with
changes of environment. Water vapor is mainly constrained by wet partial pressures
and temperature in the air. The permitted maximum percentage of water vapor in air
- water vapor saturation - is dependent on physical air temperature. The local water
vapor concentration could account for as less as a trace near to zero in cold desert
regions and up to about 4% over warm tropical oceans.

Dew point temperature and relative humidity act as guidelines for the process of
water vapors in the water cycle. The dew point is the temperature to which a given
parcel of air must be cooled, at constant barometric pressure, for water vapor to
condense into water. Relative humidity is defined as the ratio of the partial pressure
of water vapor in a parcel of air to the saturated vapor pressure of water vapor at a
prescribed temperature. The dew point is associated with relative humidity. A high
relative humidity indicates that the dew point is closer to the current air temperature.
E.g. relative humidity of 100% indicates the dew point is equal to the current
temperature and the air is maximally saturated with water.

Precipitable Water Vapor (PWV) is the amount of water vapor within a column
of atmosphere in the depth of condensed water if all the water in the column were
precipitated as rain. PWV is measured in millimeters or gram per square centimeters.
The observing and retrieving of PWV in Earth's atmosphere is important for climate
studies (Rind 1991), meso-scale meteorology (Emanuel 1995; Crook 1996),
numerical forecasting, satellite geodesy and remote sensing. In InSAR technologies,
as described in section 2.2, atmospheric effect is nearly dominated by water vapor
which varied rapidly both in spatial and temporal scale (Cheng 2009).

In principle, measuring PWV can be classified with two groups: directly or
remotely. Direct ways use electronic transducers, moistened thermometers or

hygroscopic materials measuring changes in physical properties/ dimensions of water.
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Remote ways is to retrieve PWV using electromagnetic absorption from
active/passive sensors boarded on satellites above planetary atmospheres.

Currently typical applicable methods of measuring PWV are based on platforms
including: ground-based observing, upper-air sounding and space-borne satellite
sensing/ retrieving. The typical methods as wel! as their properties to observe and

retrieve PWV can be referred to table 2.1. The representative methods in detail which

would be referred to in this thesis are summarized as following subsections:

Table 2.1 Conventional methods and platforms to observe PWV

Typical ) Direct | Representati
Technical Feature Platform
Methods /Remote | ve products
To record wet partial pressure with wet-and
Meteoro. physical sensor. ) dry-bulb
. . Ground-based | direct
stations Good temporal and poor spatial psychrometer;
resolution hygrometer
) . Raman Lidar;
Model from scattering signals of . .
. . Differential
Ground Lidar | water vapor and nitrogen molecules | Ground-based | remote bsorpt
absorption
detected by transmitted laser beam, . P
Lidar
Water Vapour . . Microwave
. Measuring the radiant flux {power) )
Radiometer . o Ground-based | remote | Radiometer;
. of electromagnetic radiation.
(WVR) MEMS
Radioactivity sensor on lifting
. . Weather .
Radiosondes balloon =t redio frequency of 403 direct -
balloons-based
MHz or 1680 MHz
Split-window technique, i.e. using . TOVS; AIRS,;
Infrared/Near . . o Passive;
. different absorptive sensitivity to ) remote | MODIS;
Infrared image L. Satellite based
water vapor in infrared band MERIS
Modeling using highly water
Microwave .  using highly Active; AMSU;
. absorbing band at 22.0/183.31GHZ . remote
remote sensing . Satellite based MMR; SSMA
{microwave).
Retrieve PWYV from wet delay after Satellit IGS PWYV
atellite
GPS (GNSS) | modeling/removal of other . {(global); PWV
X . constellation; | remote
meteorology geometric terms with permanent from CORS
. . Ground based. .
continuous stations. (regional)
. . . SAGE-II;,CHA
Radio Retrieve from bending angle of .
) ' L satellite-based | remote | MP;FORMOS
Occultation ‘tangent satellite signal. AT3
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2.1.2 GPS meteorology

Gilobal Positioning System (GPS) is widely used tool through distance signal
from orbit determined satellites to retrieve precise geodetic measurement. With
designed observing modes and double frequency double code advanced receivers,
position with accuracy of mm level, velocity with 0.1mm/s, end user timing of 0.5ns
could be obtained.

Similar with SAR interferometry, GPS measurements experiences distance
delay from atmospheric refractivity when signal transmitting through air (both
troposphere and ionosphere). Such propagation delays were inversely used to retrieve
the amount of Zenith Wet Delay (ZWD), provided that hydrostatic term in
troposphere could be accurately modeled and ionospheric effect can be precisely
compensated. These ZWD measurements were then used to retrieve Precipitable
Water Vapor (PWV) amount from finely modeled wet atmospheric delay with GPS
observations for meteorological prediction. This technology afterwards was named
‘GPS meteorology’ (Bevis 1992; 1994). PWYV retrieved from GPS meteorology have
great significance on hydrology study, meteorological prediction and microwave
based satellite observing for geodynamic applications.

Bevis firstly proposed GPS meteorology with claim that PWV in the air could
be retrieved from zenith wet delay after subtraction of zenith hydrostatic delay
(modeled with ground pressure) from zenith total delay with GPS observations
(Bevis 1992). Subsequently a series of systems and applicable results are achieved in
overseas and cities in china (Song 2006). With regional (or local) GPS Continuous
Observation Reference System (CORS), this GPS meteorology system could provide
real time PWYV series with half an hour temporal resolution and 1~2 mm accuracy

(Dodson 1998).
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Figure 2.1 Sketch flow of PWV retrieval with GPS meteorology.
The sketch flow of PWV retrieval in GPS meteorology is illustrated in Figure

2.1. To get absolute PWYV instead of relative ones, double-differential baseline mode
and incorporation of nearby IGS stations with local GPS network was implemented
in processing. While IGS final orbits (with accuracy higher than 5 cm), cut-off angle
(at 15 ©) and geophysical models (e.g. Model of Earth solid tide, pole tide, ocean
wave tide) was considered for precisely estimating. With well defined Mapping
Function for both dry and wet delay as well as giving piece-wise linear tropospheric
model, Zenith Total Delay(ZTD) with 1 hour interval and daily ZTD gradients (in
both NS and ES) can be evaluated. Subtracting the hydrostatic part with in-situ
meteorological parameters (ground temperature, pressure, humidity) from the
estimated ZTD, we can retrieve Zenith Wet Delay (ZWD) and then PWV with a

linear scale factor transformation.

2.1.3 Spaceborne spectrometer images
Randel (Randel 1996) and Chaboureau (Chaboureau 1998) firstly propose
implementing space missions to monitor water vapor, including Television and

Infrared Operational Satellite (TIROS), Operational Vertical Sounder (TOVS),
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Special Sensor Microwave/Imager (SSM/I) and etc. Thereafter atmospheric water
vapor has been measured with the one MERIS (Medium Resolution Imaging
Spectrometer), and the two NASA MODIS (Moderate Resolution Imaging Spectro
radiometer) instruments.

a) MODIS

The MODerate-resolution Imaging Spectroradiometer (MODIS) was launched
on board Terra (EOS AM, NASA in 1999) satellite, and Aqua satellite (EOS PM, in
2002). The MODIS instruments is a passive imaging spectra- radiometer capturing
radiometric signal in 36 spectral bands ranging in wavelength from 0.4 pm to 144
pm at three spatial resolutions (2 bands at 250 m, 5 bands at 500 m and 2 29 bands at
1 km). With temporal cycle of 1-2 days, thousands of km coverage, MODIS are
advantageous to study large-scale global atmosphere dynamics including cloud cover,
radiation budget, water vapour, and aerosol etc.

Among all 36 bands, channels centered at 0.940um, 0.936um, 0.935um are very
sensitive for atmospheric water vapour. Considering above three channels present
different preference (0.936 um is preferential for dry conditions, 3.905um for humid
condlition or low solar elevation angle) (Li Z.H. 2006), mean PWYV is obtained by
average of water vapor from model of each band as following (Gao and Kaufman
1998):

PWV = fiWi+f2W2+HW> 2.1)

In equation 2.1, W; is value from each channel, and f; is corresponding
weighting function which defined on the sensitivity of radiative transmission in each
channel. J

Near-infrared PWV and infrarcld PWV are respectively inciuded in MODIS
product MOD_05_L2 and MOD_07_L2. The level 2 data are produced at 1*1km
spatial resolution using the near infrared algorithm during the day, and at 5*5km
resolution both day and night using infrared algorithm when at least 9 fields of view

(FOV} are cloud free. In practice, Near-infrared PWV is more preferential because of

18



higher resolution and stable accuracy, while Infrared PWV can still provide assist to
Near Infrared PWV such as cloud cover information.

Gao and Kaufman claimed an accuracy of 5-10% determined by MODIS-PWYV
{Gao and Kaufman 2003). The theoretical accuracy of the algorithm to re retrieve the
PWYV from MERIS is 1.6 mm under cloud free conditions over land (Bennartz and
Fischer 2001) and between 1 mm and 3 mm above clouds (Albert et al., 2001). The
accuracy of estimation of the total amount of atmospheric water vapor is expected to
be less than 20% over water surfaces (Fischer and Bennartz 1997). As suggested by
Kanuman and Gao, errors in derived Near Infrared water vapor are estimated with
5~10% typically and 14% extremely under hazy condition of relative PWV (Gao and
Kanuman 2003}

b) MERIS

MERIS (MEdium Resolution Imaging Spectrometer) is a useful optical sensor
of European ENVISAT for atmospheric studies. MERIS image is an important tool
for atmosphere monitoring and extraction of atmospheric parameters. The sensor
consists of 15 spectral bands in visible and near infrared regions of electromagnetic
spectrum. One of the most important capabilities of these images is the column water
vapor estimation. The column water vapor content is calculated in level 2 data of
MERIS as one of MERIS products (ESA 2006). Total Precipitable water vapor
content was estimated in earth-sensor direction, with a quadratic model of ration
between the band 14 at 0.885um and water absorption band 15 at 0.900um as
following (Fischer and Bennartz 1997).

Ly 20 Las
PWV = ko+kilog(=12)+kalog?(=22 22
+kilog( I )+kalog®( 3 ) 22

4 4
In equation 2.2, PWV is column amount of water vapour, L and L, are

radiance at band 15 and 14 respectively, and ki are constant coefficients derived by

inverting the observations of radiative transfer model.
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MERIS Water vapor products provide two spatial scales: 300m Full Resolution
(FR) and 1200m Reduced Reselution (RR) of PWV (ESA 2006). Dataset in Water
Vapor products consists of geolocation information, cloud cover and features,
column water vapor and other accessorial information. The nominal estimated
accuracy of product is 10% of relative water vapor amount -1.6mm under cloud free

conditions and between Imm and 3mm above could (Bennartz and Fischer 2001;

Albert 2001),

2.1.4 Numerical Weather Predication (NWP) Models

Numerical Weather Predication (NWP) model is computer program sets that
input current weather conditions into mathematical models of the atmosphere and
output meteorological information in future time at given positions and altitudes for
the physics and dynamics of the atmosphere. As non-linear éomplex system,
mathematical models are solved by numerical computerized methods. Approximate
solutions are obtained in different methods. For global scale, spectral methods for the
horizontal dimensions, finite difference methods for the vertical dimension are
adopted, while regional models employ finite-difference methods in all three
dimensions, and smaller-scale meteorological phenomena was resolved by finer grids
(Thompson 1961).

Models are initialized using observed data, e.g. radiosondes, weather satellites,
and surface weather observations. Observations are processed by data assimilation
and objective analysis methods as a starting point for a forecast in the model. A time
stepping strategy was adopted to iteratively predict the state of the atmosphere at
next time step with known state at current time step giving mathematical primitive
equations, until reaching the desired forecast time. The length of the time step is
related to grid resolution, varying from tens of minutes in global scale to even a few
seconds for fine regional scale (Kalnay 2003).

MMS5 is a nonhydrostatic mesoscale NWP model designed to simulate

atmospheric  circulation by Nationa! Center for Atmospheric Research
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(NCAR)/Pennsylvania State University (Grell 1994). MM5 has a multiple-nested
capability with increasing resolution in horizontal domain and surface pressure
dependent multi-scale in vertical profiles.

Main input data of MMS5 consist of reanalyzed data - a set of meteorological
parameters on a regular geographic and time sampling obtained by assimilation of
several meteorological measurements, include: pressure, temperature, humidity etc.
Other input data for MMS5 are land use maps, elevation model, land-water mask, soil
types, vegetation fraction and soil temperature (Dudhia 2005).

Output products of MMS5 model include temperature T(K), total pressure
P(mbar), water vapor mixing ratio Q (kg/kg) and cloud water mixing ratio Qcloud
(kg/kg). From water vapor mixing ratio profiles, PWV could be retrieved as

(Mobasheri 2008):

1 0
f qdp CQ3)
Pvgy PO

PWV =

In Equation 1.3, pv is density of water 1000kg/m®, g is mean acceleration

due to gravity in m/s%, q is specific humidity calculated from water vapor mixing

ratio, p is atmospheric pressure.

2.2 Radar Interferometric Atmospheric signal

Returning to the starting point of our thesis, in this section, radar interferometric
atmospheric signal are reviewed. As repeat pass is the most typical and applicable
work mode of SAR interferometry, InSAR in repeat pass mode and the atmospheric

signal on its phase measurements is then shortly reviewed.

2.2.1 Radar Interferometric Phase measurements
According to Doppler principle - key principle of Synthetic Aperture Radar

imaging, the relationship of Doppler frequency and rang could be as follows:

Joop =~ (2.4)



Here p is slant range, A is wavelength, t is time of ranging. With
-~

consideration of frequency definition:

r=-2

2.5
27 - Ot (2.3)
Integrating equation 2.4 and 2.5, phase could then be represents as eq. 2.6
4
dp(1) = —75‘;?(!) (2.6)

Figure 2.1 illustrates the geometry of fepeat pass SAR interferometry. H is orbit
height; B is the baseline of S1 and S2, which are sensor positions at time t1 and t2.
At the same period, the ground target point moves from P to P' with assumed
deformation vector D but constant elevation height h, while SAR signal transmits
one way slant distance of p1 and pz2accordingly. If we mark acquisition time of
master image as tl, then slave as t2, the signal in complex form for both acquisitions
could be given by equation 2.7,

51 =|si|exp( o)

2.7
52 =|s2{exp(j2) @7

After the coregistration and resampling of slave image to geometry of master

image, the interferometric signal is multiply of master by conjugated slave signal.
s152 = 51|52 exp[ (1 - @2)] 2.8)

+ Integrating equation 2.8 and 2.6, interferometric phase could be:
N p=pr-p2

=~%(p--m) @)
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]

Figure 2.2 Geometry of repeat pass SAR Interferometry. adapted from Wang,
2006.

In figure 2.2, giving approximation that SAR line of sight (1.OS) in time t] and
t2 are nearly parallel. and the baseline of orbit in normal can be neglectable. the
interferometric phase is further deduced as follows by graphic quadrilateral vector.

= _47”(3-1.“1)-1.)

1 (2.10)
=-*;£[Bsin((9—a)-—Ap]

From spatial gecometry, we know / is unit vector in master 1LOS direction, ¢/
is incident angle of master image, « is elevation angle of baseline. Bsin@—a) is
called parallel baseline (and Bsin(@—«)is called perpendicular baseline B.)
and Ap is projection of ground deformation in LOS dircction.

Expanding with Taylor Serics, equation 2.10 then is rewritten with a more

general form as equation 2.11:

p=-2T B+ h_ap) @1
A Msindeo
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Equation 2.11 equals to equation 2.12 if we decompose interferometric phase
into three components: reference interferometric phase, topographic interferometric

phase and deformation interferometric phase.

@ = Prer + Propo + Paefo

¢r¢/ = "‘i’i BHO

A
¢rm=_g B'J. \ (2.12)
A pisinBe
pan=2Z p)
of 1 £

The mathematical model given by equation 2.12 is only approximate to physical
model of InSAR. Inaccuracy of satellite orbits at the time of radar image acquisition,
signal delay by heterogeneity of atmospheric refractivity in radar transmission and
errors resulting from thermal noise internal to radar system as well as coherence loss
between individual SAR observations would all produce artificial phase terms in
SAR interferogram. The composition of interferometric phase in equation 2.12 can
be expanded as following:

@ = Presr + Gropo + Paefo + Port + Putm + Prroise (2.13)
- Equation 2.13 is most general formula of interferometric phase with
consideration every compositional term as follows:

1} Reference term, due to curvature of Earth ellipscid;

2) Topographic term, due to height of target above the reference geoid;

3) Deformation term, due to LOS range changes by target deformation;

4) Orbit term, due to inaccuracy of satellite orbit;

5) Atmospheric term, due to inhomogeneity of atmospheric refractivity;

6) Noise term, due to thermal noise and other signal decorrelation.

2.2.2 Atmospheric refractivity
All the microwave signals, from spaceborne platform to earth surface,

propagating through the atmosphere, are enduring atmospheric refractivity. So do
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microwave signal in SAR Interferometry, as described in equation 2.13. In this
subsection atmospheric refractivity is briefly reviewed.

Atmosphere is a layer mixed with kinds of discrete gases surrounding the earth
ellipsoid by Earth gravity, Earth’s atmosphere mainly contains 78.09% nitrogen (in
molar content/volume), 20.95% oxygen - together making up 99.03% of volume of
clean dry air, and other minor gases, such as water vapor , argon, carbon dioxide etc.
The composition of Earth's atmosphere varies temporally and spatially, e.g., water
vapor and carbon dioxide.

Due to the Earth's gravity and reaction to solar radiation, the atmosphere
exhibits different physical properties in different sub layers. According to variation
of physical temperature on- altitude, atmosphere, from bottom to top, could be
divided into troposphere, stratosphere, mesosphere, thermosphere and thermosphere.

Troposphere, with average thickness al;ound 12 km and decrease ratio of
temperature at 0.65 Celsius degrees per hundred meters, is situated at bottom layer.
As investigated, 80% atmospheric mass (Mason 2001) and 99% atmospheric water
vapor (Mocker 1995) are held in troposphere. Dry (wet) air accounts for about 80%
(20%) of total volume in troposphere respectively. Troposphere and stratosphere are
non-dispersive medium. Their impact on microwaves is not dependent on signal
frequency. Therefore, above layers are also called neutral atmosphere.

In perspective-of ions concentration, layer of atmosphere, extending from height
of about 50km to infinite could be called ionosphere, including mesosphere,
thermosphere and outer part of atmosphere, in which fairly large density of ions and
free electrons exist. The density of ions changes with local diurnal time, geographic
location and intensity of solar activity (Odijk 2002). Each sub-layer of ionosphere
with different height range also has different ratio of production and vanishing of

free electron (Schaer 1999).
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The velocity vector (both magnitude and direction) of microwave signal in
transmission through atmosphere can be altered; this phenomenon is referred to

refractivity. Giving definition of simplified refractive index N as:
N=106(n—l)=106(59—l) (2.14)
c
In equation 2.14, ¢, and ¢ are speed of light in atmosphere and vacuum

respectively. Physically, the effect of refractivity could be divided into two ways: the
first one is altering of velocity magnitude, usually called signal delay. And the other
one is changing of direction of velocity vector, usually called signal bending. From
previous study, the bending part could be neglected when signal zenith angle less
than 87° even in extreme refractivity (Bean and Dutton, 1968). Then delaying is, in
nearly all cases, the only effective atmospheric refraction effect in microwave signal
transmission if without special discrimination in later context.

According to above analysis of atmospheric structure and refractivity,
neglecting insignificant effect on refractivity by other air trace elements such as
clouds, aerosols, volcanic ash and etc. (Li Z.H. 2005), refractivity N can be generally
decomposed as: (1) dry refractivity; (2) wet refractivity; (3) ionospheric refractivity;
(4) refractivity induced by liquid water. Here, refractivity by liquid water in rainy

weather conditions is additional considered.
N=N,+N_ +N, +N, (2.15)
Correspondingly, the microwave propagation delay due to such atmospheric

refractivity could be composed of following four parts: dry delay, wet delay,

ionospheric delay and delay induced by liquid water.

L=, +1, 41, +1, (2.16)

2.2.3 Radar Interferometric Atmospheric delay
Returning to phase measurements of SAR interferometry, following the

- equation 2.15 and 2.16, the atmospheric delay of interferometric phase in zenith
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could be correspondingly represented by four major components of refractivity in

equation 2.17 as follows:
;arm = IIZH.!’J +IZ\|-n" + Ifou + lﬂq (2 1 7)

Based on principle of Doppler, atmospheric radar phase is proportional to
distance delay induced by refractivity wﬁen radar signal transmitted through the air.
Radar atmospheric delay is doubly counted since SAR sensor sends the signal and
receives the returning signal backscattered from the ground. Similar with equation
2.4 and 2.6, atmospheric phase ¢ due to delayed distance [ could be:

4
am = — —== lnrm
@ 2 ({atm)

i (2.18)

- ‘_A_ (IZHD + szd + ‘{mn + lhq )

In equation 2.17, we can ignore the ionospheric delay since the locally uniform
ionosphere scenario gives no inhomogeneity on SAR interferogram in less than
50km. Liquid water delay can also be neglected because the amplitude is less than
Imm under usual atmospheric circumstances (Hanssen 2001). With above
simplification atmospheric delay in equation 2.17 only contains zenith hydrostatic
gielay ZHD, and water vapor induced zenith wet delay ZWD. With consideration that
Mapping Function for ZHD and ZWD are required to transform atmospheric delay in
Zenith into radar atmospheric delay in line of sight, atmospheric phase can be

rewritten as follows by incorporating simplified equation 2.17 into 2.18.

4r ZHD ZWD
alm — — —— + 2 l 9
¢ A (MPH M‘IP;?) ( )

Mapping functions in equation 2.19 are differs for ZHD and ZWD, but both are

only dependent on signal incident angle. Interferometric atmospheric phase is
represented as differential atmospheric phase of two image acquisitions. Since
interferometric baseline (no more than 1000m) is far less than distance (more than
100km) between satellites and ground, without changes of incident angle, Mapping

Functions during two epochs could be supposed unchanged:
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fom = 4z ZHD:— ZHD: _ ZWDi—ZWD:
T MAPH MAPw

Because that the phase in unwrapped interferogram is the phase difference with

) (2.20)

respect to reference point of unwrapping and that ground deformation is also
referenced to ground stable point (reference point). Only spatially & temporally
relative tropospheric delay (by the tropospheric heterogeneity) between two SAR
image points and between two SAR image acquisitions will distort the
interferometric phase in InSAR. Considering that ZHD is homogeneous in different
echoes (accuracy of most ZHD models is better than 1mm), the atmospheric phase
induced by hydrostatic part could be neglected in SAR interferogram and

deformation signal retrieval. From equation 2.20, atmospheric interferometric phase
could be represented as gam with only wet part.

4 ZWDh—ZWDn

¢amn = —7(—W) (221)

It has been demonstrated that Precipitable Water Vapor (PWV) has linear
relationship with ZWD.

PWV =[1xZWD (2.22)

[1is scale factor (ot conversion factor). PWYV linear scale factor[I, though

varying mildly in different zones of world, would keep stable regionally (Li Z.W.

2007). Then the atmospheric interferometric phase could be represented by PWV as

follows:

4 PWV -~ PWV:
ot — — 223
¢ 7 CTiaary @29

2.2.4 Water Vapor sensitivity

Previous published research papers have demonstrated that how Repeat-pass
InSAR measurement are affected by atmospheric delay (Zebker 1997; Li Z.H. 2006).
In this section we deduce the sensitivity of water vapor accuracy on uncertainty of
interferogram phase as well as in deformation in Line of Sight. Then we
quantitatively study the sensitivity analysis of PWV with typical SAR imagery and

working mode considering atmospheric signal.
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For analysis of atmospheric effect on InSAR, we trace back to equation 2.13 in
section 2.2. In equation 2.13 for focus of atmospheric component, we ignore
interferometric phase error due to inaccuracy of satellite orbit baseline, thermal noise
and signal decorrelation, while combine the reference interferometric phase and
topographic interferometric phase into an integrated constant term  go, which can be
accurately modeled from Earth ellipsoid and external DEM (or height derived from
topographic interferometric pair). Then equation 2.13 can be rewritten as follows:

b = o+ fugo + (2.24)

To substitute component of interferometric phase in equation 2.24 by equation

2.12, and 2.23 then we get:

PWV, - PWV,
[1-MAPw(E)

¢ =—%(fn—Ap+ ) (2.25)

As pointed out, the observed interferometric phase is practically referred to one

reference point, and then interferometric phase is spatially relative as:

PWVia—PWV 2
[1-MAPw(G)

dn = —47” (los— Aps+ ) (2.26)

In equation 2.26, Aps is ground deformation in LOS relative to reference point,
PWV. is spatially differential PWV in epoch of i. MAPw(f) is function of &
incident angle.

If PWV in different spatial location observed in different acquisitions are

independent with same standard deviation o, , according to law of error

propagation, we can deduce the effect of PWV deviation on the uncertainty of SAR

Interferometric phase.

8 1
LI SE—' 2.27
A AP " (2:27)
With transformation of equation 2.26, Aps could be represented as:
ApﬁzPl'fVVm--I’W'Vm_i__fl._‘;'ﬁh_'_!M (2.28)

[1-MAPw(6) ar
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Then effect of PWYV deviation on the uncertainty of deformation retrieval is:

2
TI-MAPw(E) *™

Oap =

(2.29)

From equation (2.27) and (2.29), standard deviation error on interferometric
phase and retrieved LOS deformation signal by PWV (water vapor in atmosphere)
for currently typical SAR imagery including: ENVISAT ASAR, ALOS PALSAR,
RadarSat 2, TerraSAR-X and Cosmos Sky-Med SAR are exemplified. In this
exemplification, we take linear scale factor as constant of 0.162 in Hong Kong (Li
Z.W. 2007). Additionally, we select cosine of incident angle as approximate mapping
function to simplify our prediction. The PWV affected standard deviation error could

be referred fo table 2.2.

Tabie 2.2 Standard deviation error on interferometric phase and deformation
induced by PWYV for typical SAR Imagery.

PWY RMS (1mm) Average STD (rad). STD(mm)LOS
SAR imagery incidence angle Interferometric phase | Deformation
Envisat ASAR(Swath 2) 23.0°(19.2°~26.7°) | 3.00 13.40

ALOS PalSAR(FineMode) | 34.3°(8°~60°) 0.79 14.95
RadarSat2(Standard,

Wide,ScanSAR mode) 34.5°(20°~49°) 3.39 14.99
TerraSAR-X 32.5°(20°~45°) 591 14.63
COSMO-SkyMed 40.0°(20°~607) 6.53 16.11

From Table 2.2, we can theoretically conclude that the observation accuracy of
1.0mm (rms) PWV would bring uncertainty (STD) with level of 15 mm of retrieved
deformation signal in LOS detected by InSAR with typical SAR imagery (sensors).
The conclusion on one hand declares the great magnitude of atmospheric signal on
InSAR, e.g., influence of water vapor on interferometric phase and deformation
signal, and on the other hand clearly shows the importance of water vapor modeling

in atmospheric mitigation in traditional InNSAR monitoring technology.
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2.3 Water vapor from Interferometric Radar

SAR interferometric Water vapor retrieval, compared to DEM reconstruction
and earth surface deformation monitoring, is quite a virgin area but promising
research filed. Meteorological knowledge (e.g. water vapor) can be obtained from
InSAR technology by compensating the topographic and deformation induced phase
and identifying the atmospheric contributive phase component. The concept is called
Interferometric Radar Meteorology (IRM), which was firstly invented by Hanssen
(Hanssen 1999; Hanssen 2001). And an exploratory water vapor study based on JRM
concept has been firstly carried out by Hanssen in Delft. Hanssen and his group
(Hanssen 2003) then proposed a methodology solving the acquisition ambiguity
caused by double differential of radar retrieved water vapor. Based on huge amount
of data set, Pierdicca, Rocca etc. from POLIMI compared the water vapor from NWP
(Numerical Weather Prediction) model and SAR APS (Pierdicca 2009).

Compared to InSAR in topographic mapping and deformation monitoring, SAR
interferometric water vapor retrieval has being less recognized in a long time. The
water vapor study with this technology is only at preliminary exploratory stage.
While compared to wide spatial coverage and extremely high resolution, water vapor

from SAR Interferometry has profound significance and promising future.

2.3.1 Interferometric water vapor from DInSAR

The concept of Interferometric Radar Meteorology (IRM) was firstly invented
by Hanssen (Hanssen 1999; Hanssen 2001). Based on IRM concept, an exploratory
water vapor study has been firstly carried out in Delfl. In the years before and around
2000s, Differential InSAR (two tracks with DEM, three tracks, four tracks and
multiple tracks) strategy is the common mode in data processing. So during the
period of first several years after birth of IRM, this technique is studied based on

DInSAR processing strategy.
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At the beginning of InSAR developing stage, Interferometric  Radar
Meteorology was implemented by DInSAR strategy. There are some common modcs
within this technique to study atmospheric effect in conventional InSAR techniques.

l) Tandem interferogram, i.e. ERS1 and 2 interferogram with | day interval.
2) Short Interval interferograms with the assumed ground motion model.

For the first casc. since the temporal interval is only 1 day. the deformation of
ground can be neglected and the interferometric coherence was usually high.
Removing the topographic contribution with external DIEM, the residual phase can
be regarded as atmospheric phase and noises. The principle of different contributive
components to interferometric phase could be referred to the mathematical model in
scglion 2.2. The left one of figure 2.3 shows the differential water vapor signal with
peak to peak variation of +/- 3mm retrieved from one Tandem SAR interferograms
with DInSAR strategy. The signal has been proved to be informative and coherent
with precipitation rate observed by temporally synchronous and spatially overlapped

weather radar images (fig. 2.3, right) in the region near Netherland (Hanssen 2001).

O
: — 01 03 1 3
2 5 km rain rate [mm/hr]

Figure 2.3 Water Vapor from radar interferometric meteorology in DInSAR
mode. Left: Differential Integrated Precipitable Water Vapor (mm) from DInSAR in
Netherland. Right: Precipitation observed by weather radar, courtesy of Hanssen.

For the latter case, an assumption is given that the concerned spatial area is

endured with no deformation, while this could be accepted in most area of worldwide
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territories. The alternative choice is to model the deformation trend with external
surveying data, e.g. Leveling and GPS Real Time Kinematic (RTK) positioning,.
With above assumption and to neglect or remove such deformation signal in a given
period, the atmosphere contributive signal can be obtained with removal of the
topographic contribution. -
With the retirement of ERS 1, tandem interferograms with | day temporal
baseline cannot be used for atmospheric identification. So up to now, the first mode
of DInSAR meteorology is not available. Mean while, the atmospheric noise in
DInSAR are mixed with other model errors, as introduced in hanssen (Hanssen 2001).
Orbital inaccuracy, small unmodeled deformation signal and noises cannot be clearly
distinguished from total signal. There for, even with the second mode of DInSAR
strategy, the water vapor from InSAR for meteorological use confronted much

difficulty due to the stability and accuracy.

2.3.2 Water vapor from Atmospheric Phase Screen (APS)

After 2000s, Permanent Scatters (PS) InSAR has gained more advantage than
traditional DInSAR technology. PS InSAR technique was first developed to detect
isolated coherent pixels and estimate (and remove) the atmospheric effects at the
expense of a large number of required images (at least 25-30 images) and a sparse
pixel-by-pixel based evaluation by Ferretti et al in 2000 (Ferretti 2000; 2001). With
the theoretical innovation and practical development of PS InSAR, which is
representative of advanced InSAR processing techniques and marks the recent
milestone of InSAR technology, water vapor retrieval based on Atmospheric Phase
Screen (APS) from PSInSAR implicates that IRM has moved into new stage. In
theory, the local water vapor in urban area could be modeled with dense PS points by
mm level. Though the full potential and limitation shall be studied in chapter 3 to 5,
the principle of APS base IRM is briefly reviewed in this section.

1) PSInSAR
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Permément Scatterers (PS) InSAR was developed in 2000s, as most typical
advanced InSAR technique compared to conventional D-InSAR. PSInSAR was
firstly proposed by Freretti at al. in POLIMI presenting a complete algorithm for the
identification and exploitation of stable natural reflectors or permanent scatterers
(PSs) starting from long temporal series of interferometric SAR images to overcome
the previously unsolved problems of signal decorrelation, atmospheric disturbance
and DEM residual effects (Freretti 2000, 2001).

Though with different handling techniques in realization, such as policies of
graphic interferogram combination from SAR series, criteria of selection of stable
points, algorithm of triangle network generation from stable points, and retrieving
techniques of deformation from phase models, subsequent SBAS (Berardino 2002)
and CT (Mora 2003) techniques have same mathematic model of interferometric
phase series with PS on spatial network of spatial scatterers. If we take ¢ as
interferometric phase matrix on PS points, the function model could be given as

(Ferretti 2001):
p=al" + P& + Py’ + By + TV + E (2.30)
In equation 2.30, a is constant, P;, P» are linear phase coefficients in
azimuth ¢ and range 7, B is perpendicular baseline, q is residual phase term
induced by DEM, T is temporal differences between master and salve images, v is
deformation velocity in LOS of PS points, E is residual phases, including non-linear
atmosiaheric phase, non-linear deformation phase and noises.

The k* interferometric phase of PS point i relative to stable reference PS point

0, giving with Agw", could be expanded as follows (Ferretti 2001):

Agi* =[Co-B* - Aqio+ Co-T* - Avio]+ pume+ " +n (2.31)
In equation 2.31, Ageoand Aweo are spatially relative residual DEM and

deformation velocity respectively between two PS points, Cs and C. are design

matrix for unsolved variable: residual DEM and deformation velocity. um+a* +n,
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which is differenced from in equation 2.30, is a relative term of residual phase mixed
with non-linear deformation, atmospheric phase and noise. Afier linearization, the
equation 3.2 can be solved (i.e. each unknown variable: residual DEM, deformation
velocity can be estimated) under provision that: 1) high PS SNR; 2) the constant
velocity model; and 3) estimation in small area (Ferrite 2001).

2) Water Vapor from APS

One of the main differences between conventional InSAR and PS InSAR is the
capability to estimate the atmospheric contribution, generally referred to as
Atmospheric Phase Screen (APS) (Ferretti 2005). APS is newly named after
development of PS-InSAR to nominate the atmospheric phases screened in
interferometric phase model. Colesanti et al showed that in the estimated APS, i.e.
the sum of two-phase contributions, including atmospheric effects and orbital error
terms, the latter part do not change the low wave number character of the
atmospheric signal since it only corresponds to low-order phase polynomials
(Colesanti 2003). Therefore, in practice, APS estimated by the PS technique gather
all phase delays that independent on the target elevation and on the modeled
deformation. Thus, APS include not only pure atmospheric phase, but also phase
terms due to orbital errors or unknown spatially-dependent phase terms.

The whole algorithm to inversely retrieve the water vapor by means of PS
InSAR is implemented through three main steps (Ferretti 2001; Perissin 2010).

First, height and deformation trend of targets are estimated by reducing as much
as possible the humid contribution. The goal is achieved by analyzing neighboring
targets that have good probability to be coherent. An a-priori index (usually the
amplitude stability index (Ferretti 2001)) is used for the initial selection of the PS
Candidates (PSC). Then an ensemble of cannections between neighboring PSC’s is
created (a spatial graph where the vertex are the PSC’s). The temporal phase series
associated to each connectio.n is inverted searching for the relative height and

deformation trend. The variance of the phase residuals is used to quantify the
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estimate. The phase residuals depend on noise and slight atmospheric changes
between the analyzed neighboring targets.

The second step of the algorithm is then the integration of the small atmospheric
contributions through the spatial graph. The problem relates to the spatial
unwrapping of phase residuals in presence of noise (Ghiglia 1996) and it is solved
due to the high over-determination given by the redundancy of connections of the
graph (many connections for each PSC). The result of the spatial phase unwrapping
is thus a sparse estimate of the atmospheric phase delay in the analyzed area for each

interferogram, commonly called Atmospheric Phase Screen (APS).
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Figure 2.4 Water Vapor retrieval chain from SAR interferometry based on
PSInSAR strategy.

The third step of the algorithm is re-sampling the APS on a regular grid and
transforming APS into differential water vapor. Kriging process is implemented in
this operation (Wackernagel 1998), in which the distance between the spatial data are
taken into account and the APS are recalculated by fitting form original samples.
With a mapping function of local incidence angle, APS in two way radar line of sight
in radiance is then transformed into zenith delay (differential between two epochs),
and then into differential water vapor by a local linear scale factor (conversion factor
from wet delay to water vapor), as explained in equation 2.22. Figure 2.4 illustrate
the processing chain of water vapor from above PS InSAR strategy.

But though APS in these years could be stably obtained as by product form PS
InSAR technique, there is still unelectable gap between water vapor form this
technology for water vapor study and meteorological application. The main
drawbacks of the technique for above purpose lie in: (i) Firstly, the decomposition of
the atmospheric signal of InSAR into meteorological parameters such as water
vapour is still lagged. Although at least 90% of the observed signal is due to the
water vapour distribution, other factors still play contributive roles in water vapor
distribution and variation. (ii) Second, atmospheric signal from interferometric
technique represents the temporal difference of atmospheric stages and hence cannot
directly interpreted into or compared with absolute observed values. Therefore,
though PSInSAR technology has been developed with ten years and widely applied
in various geophysical applications, the water vapor study and meteorological
application of PSInSAR still stay at a preliminary stage. More experiments and

efforts for speeding up its development are required.

2.4 Summary

Typical independent water vapor observations are reviewed in section 2.1. The

section 2.2 briefly reviews the principle of atmospheric signal in SAR interferometry.
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in section 2.3, concept of water vapor from Interferometric Radar Meteorology, in
DINSAR working mode and PS InSAR mode are reviewed.

Water vapour is one of the most important variables for meteorological studies.
It is one of the most important meteorological parameters, which plays important role
in could formation and precipitation, and also gives critical limitation in high
precision microwave satellite observation. Therefore water vapor is the direct target
of this research.

Conventional means for collecting water vapour data include radiosondes,
surface-based radiometers, satellite radiometers, and GPS networks. Each of these
systems has limitations, ranging from spatial sampling, spatial extent, vertical
sampling, temporal sampling, data accuracy and to the cost of operation.

Spaceborne Interferometric Radar Meteorology would introduce an incredibly
high spatial resolution, extremely accurate water vapor data, against relatively low
costs as a spin-off product. Compared to DInSAR strategy, PSINSAR meteorology
conquers the sensitivity to land cover changing and technical difficulty over
vegetated and humid areas as well as over longer time intervals. It can be concluded
that it is a complementary water vapor source that are impossible to observe with any
other means.

As discussed in last section, the limitation of Permanents Scatterer SAR
interferometric meteorology is objectively existent. This technology for water vapor
studies requires more efforts in two aspects: (i) the signal components model of
water vapor (ii) Second, reasonable interpretation or linking to absolute water vapor
observations. Therefore in this thesis, focusing on the study of water vapor, and
taking advantage of SAR interferometric meteorology, the water vapor spatial and

temporal statistical properties in fine scale have been studied.
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Chapter 3 Model and differentiation of water vapor
components

A component model of water vapor is introduced in this chapter. In the mode,
acquired water vapor is regarded as the superimposition of four signal components,
i.e. water vapor terms: Spatial linear trend, height dependent stratification, ground
feature related stationary part and mixing turbulence. This model is given with
primary purpose for comparison of water vapor from SAR APS, but it is also
applicable for water vapor data from other independent technologies. Based on this,
one complete approach for differentiation of four water vapor components was
proposed. In the approach, mixing between spatial linear trend and stratification is
divided by a joint least squares estimation, and then remained mixture of stationary
part and turbulence is suggested to differentiate with temporally periodic averaging
or spatially spectral filtering. With acquired MMS data, spatial and temporal
correlation law of the estimated water vapor turbulence are studied, based on the

approach given above.

3.1 Introduction

In previous studies, two major terms -stratification and mixing turbulence-were
carefully considered and modeled in atmospheric signal in SAR Interferometry
(Hanssen 2001, Li Z.H. 2006, Onn, 2006; Cavali€, 2007, Doin 2009). The systematic
error of spatial linear trend was less covered though its influence was mentioned by
Hanssen (Hanssen 2001). While at the same time, after the modeling of spatial linear
trend and stratification, turbulence is not the only residual signal in the remained
water vapor and suggested to include ground feature related stationary part (Perissin
2010). In our assumed component model of water vapor, as represented in equation
3.1, spatial linear trend, stratification term, stationary term and mixing turbulence

term are superimposed and mutual influential in water vapor maps. The reasons for

39



above consideration of spatial water vapor lie in following aspects. Firstly, the spatial
linear trend is introduced by inaccuracy of SAR satellite orbit (Hanssen 2001).
Secondly, temporally stationary term caused by ground feature such as water body,
centralized vegetation would inevitably co-exist in InSAR atmospheric effect
(Perissin 2010). Thirdly, when above compositions in water vapor mixed together,
the discrimination of each water vapor effect confronts difficulty and the endeavor of
correction of atmospheric effect turned hopeless. All in all, in more general and
widespread cases, InSAR atmospheric effect not only contains the turbulence and
stratification, but also mixes with other physical originals, e.g. the spatial linear trend
and stationary terms.

Two target goals are set up in this chapter. 1) To propose a reasonable strategy
to decompose the different components of water vapour. For this goal, two sub
objectives can be then divided. The first one is to distinguish between spatial linear
trend and stratification. And the second one is to distinguish between stationary term
and mixing turbulence. 2) As turbulence terms are separated from above strategic
approach, to study the statistical characteristics of its variation in space and time.

‘So in this chapter, we proposed methodology to extract each composition of the
atmospheric water vapor signal. 1) In the proposed methodology, spatial linear trend
and linear stratification has been synchronously modeled with joint least squares
fitting. 2) And then stationary term and turbulence was distinguished with introduced
two approaches, temporal periodic averaging with large amount of hourly MMS5
IWV maps, or spatial spectral filter at spatial frequency threshold for each
independent map. 3) Spatial and temporal variation in different scales of extracted
mixing turbulence was studied by obtaining of its spatial temporal correlation image.

The founding in this chapter firstly provides evidence that spatial linear trend
and ground feature related stationary term are superimposed and mutual influential
with stratification & turbulence terms in water vapour. It improves the theoretical

understanding of water vapor signal in atmosphere, being potentially significant for
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improving of water vapor modeling. This improvement of water vapor modeling
would then generate engineering significance for correction of InSAR atmospheric

noises in ground geophysical applications.

3.2 Component model of water vapor

Though the concept of mixing turbulence and stratification in atmosphere has
been proposed in theory and studied with regional cases in last decades, a complete
view and their relationship of all related factors in radar interferometry is stil! not
available. The primary reason is that purposes of the previous concept are to remove
dominated atmospheric noise in SAR interferograms. While for study of water vapor
obtained from Radar Interferometric Meteorology, spatial linear trends and ground
feature related terms can be mixed with above terms and difficult to distinguish. For
a solid study understanding of the water vapor from radar, we proposed a component
model of water vapor to improve the conceptual understanding and practical
differentiating of water vapor from Interferometry.

Continuing to the theory of atmospheric water vapor in SAR Interferometry
reviewed in section 2.2, ignoring the ionospheric signal and the hydrostatic
atmospheric effect, expression of absolute integrated vertical water vapor in single
SAR data can be written as a function of space coordinates x and y (in range and

azimuth directions) as follows mathematic model (Perissin 2010):

a‘(x’y)z P‘(x&y)+€f(x’y)+k1 -h(x,y)+W,Z(x,y)

3.1
=ai+bx+ey+e{x,yy+k -h(x,y)+wz(x,y) G-

In equation 3.1, ,(x, y) is the atmospheric water vapor in temporal epoch / at

spatial point(x, y) in radar coordinates. P«(x, y) means spatial linear trend modeled

as a 1* order 2D plane, expressed as a:+bax+cy, which is bilinear function of
latitude and longitude (or north and east after projection, or range and azimuth in

image). & (x,y)is the spatially correlated perturbation term, in which most of signal
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are from the atmospheric turbulent processes. £ -A(x,y)is height dependent

stratified term, in which % is height dependent stratification ratio or slope. The last

part w,z(x,y)stands for the ground feature dependent term, e.g. the land cover,

water body etc. Here, w means the weight of influence by ground feature. The above
model of water vapor components is originated from SAR, but also applicable for
other spatial water vapor data.

As far as atmospheric water vapor in SAR interferograms or SAR APS, the
observed signal owns the spatially and temporally differential characteristics. With a
double difference from above equation 3.1, then we can get the differential water
vapor model for only SAR APS water vapor as equation 3.2. Compared to absolute
values, the constant term and nominal term of all components are ail cancelied out in

observed differential signal in equation 3.2.

Aawm(x, y) = [o(x, y)— adxy, o)) =y (x, y) — am{xg, y,)]
= b ax+com-ay + £, (ax,ay) (3.2)
+ 0k, - A(ax,ay) + 0w, z(ax, sy)

Model given by eq. 3.2 is differential form of that in eq. 3.1. While, the model
given in equation 3.1 is regarded as water vapor component model in this chapter,
which would be taken as a basis of data analysis in this thesis. The physical
interpretation of each component of the given model is stated as following:

1) Spatial linear trend

Spatial linear trend of water vapor from Radar could be possibly caused by
following one or more reasons: a) a spatial trend as a systematic error inevitably
introduced due to inaccuracy of satellite orbit for current platforms, such as
ENVISAT, etc. (Hanssen 2001} b) Water vapor variation with spatial scale larger
than the water vapor coverage concerned by RIM c¢) lonospheric delay horizontal
linear trend if more than 50 km. 4) removal of spatial linear trend enables water
vapor characteristic of statistical stationarity, under which frequency processing and

variogram calculation meet statistical preconditions.
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2} Mixing turbulence

Turbulent Mixing results from atmospheric turbulent processes. It causes three
dimensional heterogeneity of the refractivity in both horizontal and vertical direction
during both SAR acquisitions, affecting flat terrain as well as mountainous terrain.
Turbulent mixing is a result of different tropospheric processes such as solar heating
of the earth’s surface which can cause convection, differences in wind direction or
velocity at different layers, frictional drag and large scale weather systems (Hansen
2001). Turbulent Mixing results from atmospheric turbulent processes and causes
both horizontal and vertical heterogeneity in the refractivity.

3) Stratification

Stratification is caused by vertical refractivity profiles in two epochs and highly
correlated with topography. This signal affects only mountainous terrain area if no
turbulent mixing occurring. Such effect is called vertical stratification (Hanssen,
2001). Atmospheric stratification only considers vertical variation of the refractivity
along height. For hilly or mountainous terrain, refractivity difference of the vertical
profile during both acquisitions will affect the phase difference between two arbitrary
resolution cells with different topographic height, and then cause an erroneous
interpretation in the phase measurements for geographical parameters inversion.

4) Ground feature related water vapour

[t is believed that land use/land cover changes induced by anthropologic
activities have resulted in the change in land surface albedo, vegetation cover
fraction, and greenhouse gases emission. Simulated models, satellite and in-situ
observations have evidenced that these land cover changes affect the interaction of
atmospheric, land surface process and hydrological process, in global scale,
continental scale, and regional scale (Song 2010). Through the conversion of forests
and grasslands to croplands and pastures, humans have affected the exchange of

water between the atmosphere and land surface (Twine 2004).
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Atmospheric precipitable water vapor mainly comes from two sources: land
surface vapor -transpiration and water vapor transport from ocean, atmospheric water
vapor content primarily depend on the land surface feature when the other weather
conditions are the same (Song 2010). So the land surface characteristic will at some
extent affect the precipitable water content and its spatial distribution. Thought the
underlying mechanisms of water vapor variation (distribution) at local scale {(with in
100*100 Km?) cannot be accurately modeled as being coupled by multiple related
factors, It has been proved with various cased studies that water vapor can be
remarkably affected by ground features (Song 2010). As investigated, usually, the
water body area and forest land have most positive contributions on water vapor
content as a whole (though a temporal lag exists).

We pay our attention neither on the mechanism of relationship between ground
feature ahd water vapor signal, nor on the mathematical model of water vapor
determined by ground feature. In this thesis, we determinately adopt the assumption
of ground feature related signal in water vapor component model, which is
paramount for later data comparison, as well as spatial pattern analysis on different

scales in next chapters. '

3.3 Data and Implementation

As represented in equation 3.1, spatial linear trend, stratification term, stationary
term and mixing turbulence term are integrated in water vapor maps. Before
analyzing spatial and temporal behavior of each basic signal, each component shall
be clearly and independently separated in advance. The study in this section focuses
on detection (or separation) of four basic signal compositions in water vapor which
would be precondition of spectral analysis of each basic water vapor signal
component.

Compared to limited data spatial coverage, unevenly distribution, sparse

sampling restricted by radar coherence, temporally differential characteristics for

o
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SAR APS water vapor signal. MMS data was employed o validate the rational off
water vapor component model becanse o good range of spatial scale (from Tk 1o
129 k) and wide temporal scale (1 hour 10 25 hour) are provided as perspective
window for pereeiving water vapor signals.

MMS Integrated Water Vapour (IWV) data in this rescarch experiment are
simulated products of Numerical Weather Predication (NW1?) model. generated on
two-dimensional surface centered at Roma. Itaby, referving to Figoure 3.1(a). More
detail of MMS5 madel operations and input& output data cguld refer o official
website of National Center for Atmospheric Research (NCARYPennsyivania Stale
University or related references (Grell 1995 Kistler 1999) and the review in section
2.1.4. More than 775 simulated TWV hourly maps on 32 dates are acquired during
2002 to 2008, as shown in Table 3.1 and Figure 3.1(b). MMS5 Integrated water vapor
(IWV) data have been kept in analysis cham only if IWV maps with 25 continuous

hours arc available. The day with less than 25 hourly WV maps is discarded.
Table 3.1 Dates ol ail acquired MMS IWV maps.
Dates of acquired MMS TWV

20051001 20070414 20050723 20060127
20081003 20080516 20070623 20050527
20031206 20021116 20070323 20071228
20040807 20041016 20040424 20060429
20040110 20051118 20060825 20080829
20071110 20080920 20081025 20050129
20031010 20021221 20050827 20080329
20070112 | 20030823 | 20040227 | Jotal 31

Nurmber ol Hourly IWV maps In eech day

{b)

L3 10 15 20 25 k1] 35
Date No.




Figure 3.1 (a): Geo-location of simulated MMS5 IWV at Rome in Italy shown on

Google Earth, marked with red rectangular; (b): Number of maps of MMS WV
hourly in each day.

The research experiment is carried out with MM3 Integrated Water Vapor (IWV)
data, which are simulated products of Numerica! Weather Predication (NWP) model,
with spatial coverage of 129*129 km?®. These water vapor maps are highly suitable
for spatial and temporal analysis of water vapor signal because they have sufficient
detail of dynamic characteristics both in space and in time. With multiple-nested
capability with increasing resolution in spatially horizontal domain, spatial scale of
modeled MM5 IWYV could vary from 27 km to as high as km, the water vapor maps
employed in this expel:iment own spatial resolution of 1km. Besides the spatial scale
of 1km, the temporal scale of MMS5 water vapor is as high as ©h or half an hour.

But the limitation of MMS5 water vapor we have to mention is that the prediction
of water vapor field rely the numerical model, the initial observations or reanalysis
data. So absolute synchronization of water vapor to given epoch and given point is
difficult, and also the accuracy of predication depends on the beginning time and the
span of running model (Perissin 2010).

DEM data is required for estimation of stratification signal of water vapour. In
oﬁr experiment, DEM is firstly read from 3 seconds resolution SRTM DEM products,
then resampled into 2D grid with spatial coverage (129*129km?) and grid size (1km)
as same as that of MM5 [WV.
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Figure 3.2 DEM in experimental area. (a) DEM grid (Ikm*1km) with blank
arca due to missing values from 3 seconds resolution SRTM DEM: (b) DEM grid.
two dimensional triangle-based linearly interpolated on blank area. (¢) DEM grid, by
a median filtering with window size of 3*3 on interpolated DEM (d) Filtered DEM
with window size of 5*3.

However, there are still missing values at regions in the 2D DEM grid as shown
in Fig. 3.2 (a). For this reason, DEM grid is then interpolated with a triangle-based
. linear interpolation on blank area. as Fig. 3.2 (b). Besides this, the median filtering
with window size of 3*3 and window size of 5*5 on interpolated DEM were
operated to avoid possible artificial errors in modeling of height dependent
stratification duc to small sudden fluctuation of DIEM.

IFrom above Fig. 3.2, DEM of experimental area in Northeast is higher than that
in the South west. A spatial pattern can be visibly perceived that height is gradually

decreased from mountainous Northeast to oceanic Southwest.

3.4 Stratification and spatial linear trend

As stated at the beginning of this chapter, one reasonable way shall be fixed to
separate cach composition of water vapor according to their characteristics for the
purpose of validate the water vapor component model. The terms in first group we
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dealing with are re stratification and lincar trend, because both terms are directly

correlation with geography or clevation.

3.4.1 Linearity of stratification

In this sub section, the strz&iﬁcaliun effect in IWV is studied. The question to be
answered is that the height dependent stratification is linear or non-lincar. And how
much modeled residuals there are if a simple linear assumption is adopted.

With aéquireni MMS5 data described in previous section, height dependent
stratifications of IWV in six random days are shown in iig;n'c 3.3. The adopted IWV
are daily stacked data from multiple hourly maps to increase samples for analyzing
stability. In each sub graphy of figure 3.3, more than 400, 000 samples are divided
into different groups according to their heights. Each group is determined by evenly
spaced and increased height with experiential step of 100m. Then the statistical
means and standard deviations of grouped IWV are drawn with error bar to represent
the trend and its uncertainty. With elevation range close to 2000m, the approximate
height arc clearly observed in all cases.

inverse linear relationship between IW
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Figure 3.3 Height dependent stratification of MMS IWV (in six random days).
IWV are daily stacked from multiple hourly maps to ensure stability. Statistical mean
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and standard deviation of grouped IWYV are drawn with error bar. Each group is
determined by evenly spaced and increased height. Increasing step of 100m for
centered height in each group are chosen.

To mathematically judge the linearity, following three models are compared to
test the linearity of stratification in this section. Linear model are simple but widely
used as assumption of stratification effect. 3" order polynomial function model are
chosen for comparison to answer whether the high order nonlinear effect bg
influential or not. As claimed to be advantageous to model stratification at lower
attitudes, advanced exponential model given by Onn was adopted in comparison to

answer the questions given in this section.

a{h)=a+bh (3.3)
a(hy=a+bh+ch’ +di’ (3.4)
a(h) =1, +Ce™™ + h3Ce ™" (3.5)

The equation (3.3), (3.4) and (3.5) respectively stands for linear model, 3-order
polynomial model and Onn’s Exponential model for stratification of integrated water
vapor (IWV). In all three equations, a(h)and # means IWV and local elevation. In

equation (3.3) and (3.4), a, b, ¢ and d are polynomial coefficients. In equation

(3.5),I,,C and {3 are model parameters (Onn, 2006).

With stacked daily IWV data, modeled IWV values versus their height on given
six days are drawn in Fig. 3.4. The performances of above three models can be
observed together in each sub graph. At moderate height, i.e., from 100m to 1600m,
curve of linear model highly close to that of non linear model. While at lower height
and extremely larger height, curve of nonlinear model would partially departure from
linear model. Even nonlinear model performs instability in individual cases, i.e. 3™
order polynomial model and Onn exponential model departure from each other with
remarkable contrary trends on 20081003,

The table 3.2 gives the Standard deviation of 1WV residuals with above three

models. The statistical numbers can prove the above judgment. Residual of Onn’s
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exponential model on 20081003 and 20071010 are slightly higher than that ol simple
linear model. With general perspective of statistical numbers of table 3.2, nonlinear
model keeps a Jittle higher performance than linear model, but the difference

between them are not distinet.
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Figurc 3.4 The modeled IWV values versus height given by stratification
. . f v
models. Curves with red, blue and black color represent the linear model. 3™ order
polynomial function mode!l and Onn’s exponential model (Onn 2006).

Table 3.2 The STD of IWV residuals of modeled slraliﬁcalipn.
Std of modeled | 20051010 | 20081003 | 20031206 | 20040807 | 20040110 20071010
1WYV residuals

Lincar mode! 4.070 3.292 1.702 2.501 2.188 2,791
3rd polynomial | 4.044 3.268 1.700 2,420 2.186 2.791
model _

Exponential 4.046 3.343 1.703 2,420 2.185 2.795

model (Onn)
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Figure 3.5 The IWV residuals of modeled stratification from total MMS5 waler
vapor and histogram of dilference of IWYV residuals. For the first six sub graphs.
IWV residuals of Onn's exponential model versus that of linear model are given by
scatter points in red color. IWV residuals of 3" order polynomial model versus that
of linear model are plotted in blue color. For the last six sub graphs, differences of
modeled IWV residuals between Onn modcl and linear model are plot in red, and
that between 3" order polynomial model and linear model are plot in blue.

Besides the macro-view of performance difference for data collection. the micro
-view of performance difference for individual samples are detected. The information
of performance difference for above models was included in figure 3.5. WV
residuals of modeled stratification and histogram of difference of such IWV residuals,
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for nonlinear compared to linear model, are plotted in figure 3.5. Firstly, the IWV
residual coincide well among three with positive linear relationship. Secondly,
except individual samples in one case (20051001), the difference of IWV residuals of
modeled stratification between above three models are small than 1.2mm. While
difference among three models less than 0.6 mm is applicable for majority of
individual samples.

Therefore, our suggestion on stratification is as follows. For map based water
vapor comparison and spatial statistical study of water vapor field, the linear model
for stratification can be competent with uncertainly of 0.6 ~Imm. For point based
water vapor comparison or water vapor induced delay, especially at area with highly

variable elevation, nonlinear model are preferential with better performance.

3.4.2 Spatial linear trend of IWV and DEM

As discussed in the model in section 3.2, besides topography correlated
stratification term, 2D spatial linear trend would also coexist in integrated water
vapor and affect partition of other terms, e.g. ground feature related stationary term
and mixing turbulence. As discussed in section 3.4, the reasons of carefulness on
spatial linear trend lies in two points: 1) the spatial trend in SAR products are
systematic error due to satellite small instability; 2) the spatial trend in non SAR
products are due to the distribution in scale larger than target area, which is not the
study focus from statistical view.

This mentioned spatial linear trend was clearly validated with our data, as
shown in Fig. 3.6. The figure 3.6 shows observed typical spatial linear trend in
acquired MMS WYV data. The st column plots three original IWV maps in three
different days (20051010, 20041016 and 20060825). The corresponding spatial
linear trends are remarkable visible and modeled in 2nd column. Such spatial trend
can be in random directions, depending on water vapor distribution at larger scale.
The 3rd column plots daily averaged IWV maps on these three days. From the

averaged IWV maps with more than 24 hours, spatial linear trend is decreased but
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still can be observed. The modeled spatial lincar trends from such daily averaged

IWV maps are drawn in last column in Fig 3.6
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Figure 3.6 Observed typical spatial linear trend in MMS IWV. The 1™ column
plots three IWV maps in three different days (20051010, 20041016 and 20060825).
The corresponding modeled spatial linear trends are drawn in 2™ column. The 3"
column plots daily averaged IWV maps on these three days. Similarly. spatial lincar
trends modeled from such daily averaged IWV maps are drawn in last column.

" While, making the problems more complicated, spatial linear trend not only
exits in WV maps, the trend can also be observed in clevation in target area, e.g..
DEM in our experimental arca. DEM data in experimental arca and spatial
distribution of signal intensity of clevation in different angles were drawn in Fig. 3.7.
This signal intensity was obtained by Radon transformation and projected to rotated
dircctions. Radon transform is a tool to project intensities of image into a transect
line at given angles. A mapping of an image from two dimensions to one dimension
through Radon transform is significant to investigate spatial anisotropy or patterns of
intensity variations (Bracewell 1995; Ding 2008). In our case, from the Fig. 3.7,
viewing at the center of DEM map and taking eastward direction as reference, most

strong signals of elevation are located at +40~60 km at angles between -20~+20
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degrees. On the contrary. nearly no signals of elevation are located at -40--90 km at
angles between +40~+90 degrees. These numbers are direct evidence to prove the

correlation between height dependent stratification and spatial linear trend.

DEM DEM Radon Transformation

Lat [deg]

Projected Dist {m)

NI asom——— e - — i i i A
1.8 12 122 124 126 128 13 13.2 Hel[m) o 20 40 60 B0
Lon [deq)

100 120 140 160 180
o (degrees)

Figure 3.7 Dem in experimental area and spatial distribution of signal intensity
of height in different angles by Radon transformation. The origin of radon
transformation is geometric center of DEM map, directions in degrees are
anticlockwise rotated and relative to eastward direction (0 degree).

The case that target clevation has strong spatial linear trend can be applicable in
most global land area with coverage larger than 100* 100km. Under such cases. the
separation of stratification and spatial linear trend shall be carefully considered to

avoid misinterpretation due to partially correlation.

3.4.3 Joint retrieval with least squares fitting

In last section, it has been point out that the separation of stratification and
spatial linear trend shall be carefully considered if that clevation in cxperimental area
has certain extent of spatia) trend.

The truth is that the spatial linear lrr‘:nd.s are less concerned. If concerned. it is
commonly modeled with a simple 2 dimensional linear model and then removed
from water vapor maps. In the section. we highly suggest a joint lcast squares fitting
strategy to synchronously retricve spatial linear coefficients and stratified
coefficients. Synchronous retrieval of all above parameters can effectively avoid

misinterpretation of individual terms due to partially correlation between both.
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The principle of parameter retrieval by least squares fitting is as following,.
From equation 3.1, water vapor signal can be rewrite into equation 3.6. Since other
terms, e.g. turbulence and stationary signals are neither correlated to latitude or
longitude, are nor correlated to elevation. To focus on the target parameters we
concerned, the water vapor signals can be regarded as integration of only spatial
Jinear trend, height dependent stratification and other random terms, as illustrated in

equation 3.6.

ai(x,y)=Pix,y)+k -h(x,y)+¢

=atbx+cy+k h, , +¢ (3.6)

For an observed water vapor map at given epoch, all spatial pixels observed
above equation. The function model in matrix form can then be constructed as

equation 3.7.

D=4 X+¢

Mxl Nxd 4} Nx)

1 x ok ]
1l x, » h
A= (3.7)
11 xy vy Ay

Based on the principle of minimum of error squares in least squares fitting, to

meet £’ € = min, the target parameters can be uniquely determined as equation 3.8 if

no special weights for observations are specified.
X=(A-A)7" (4 D) (3.8)
The parameters mode! can be iteratively resolved and above four coefficients, a,
b, ¢ and k can be retrieved. With the coefficients, the spatial linear trend and
stratification term can then be reconstructed. Figure 3.8 shows separated spatial

linear trend and stratification term from MMS5 IWV by join least squares fitting. The

illustration example is given at UTC hour 23 on 20071010. Remained signal (Fig.
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3.8d) is the ortginal water vapor (Fig. 3.8a) after removal of modeled spatial linear
trend (IFig. 3.8b) and modeled stratilication (Fig. 3.8¢).

To better demonstrate the necessity of least squares titting, we compared the
difference of results between joint lease square fitting strategy and scquential
separation strategy. For the sequential separation way. two choices are both adopted
for better comparison. Choice A retriesal and remosal of stratilication is at first step.
and retrieval of spatial linear trend is at second step. Choice B: retrieval and removal
of spatial lincar trend is at first step, and retrieval of stratification is at second step.
Four paramcters a. b, ¢ and k are retrieved for cach hourly WV map. 775 WV maps
in 31 days provided sulficient slatistical samples of retrieved parameters, improving
statistical signiticance of comparison. In figure 3.9 and 3.10. the tour coelticients
retrieved between least squares fiting. choice A and choice 13 of sequential

separation are plotied with scatter points for comparison.
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[Figure 3.9 Retricved parameters in sequential separation way versus that from
joint least squares fitting. In this sequential way. retrieval and removal of
stratification is at first step, and retrieval of spatial linear trend is at second step. The
tines with slope of +1 are drawn in red for reference.

The results of the choice A for sequential separation way are shown in Fig.3.9,
In this way, modeling of stratification has priority than modeling of spatial linear
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trend. Then the spatial lincar trend. varying with intensities and directions in
different maps. would inevitably bias the retrieved stratification slopcs, strongly or
slightly. positively or negatively. Therefore, the retrieved stratification coefficients
have increased random error, as validated in last sub graph of Fig. 3.9. Mcanwhile,
after the modeling of stratification with its maximum and then removal of biased
stratification. the retricved spatial trends are sligh'lly deercased in magnitude, though
keeping the sign (positive or negative). This can also be validated by 2" and 3" sub
graphs in Fig. 3.9.
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Figurc 3.10 Retricved parameters in sequential separation way versus that from

joint least squares fitting. Retrieval and removal of spatial linear trend is at first step.

and retrieval of stratification is at second step. The lines with slope of +1 are drawn
in red for reference.

Inversely, Fig.3.10 presents the results of choice B for sequential separation
way. In the choice B of sequential separation way. spatial linear trend is modeled
with priority than stratification. Then a bias with constant sign but varying scaling
from spatial pattern of DEM would be compulsively imposed on the retrieved spatial
linear coefficients in latitude, longitude. Therefore, negatively overestimation of
spatial linear coefTicients and distinct underestimation of stratification coefficients
can be validated in sub graphs in Fig. 3.10. Compared to least squares fitting.
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estimated stratification slope in choice B of sequential way is quite special. The
biased stratification effects due to spatial linear trend are kept straight in linear
scaling relationship, thought underestimated.

In summary, based on above analysis in this section, we point out height
dependent stratification can be correlated with spatial linear trend if the DEM has
spatial pattern. In such cases, a strategy of synchronous retrieval for parameters in
both terms by a least squares fitting is quite better than the strategy of sequential
separation way.

As far as the case of our experimental area, the topography owns a spatial trend
from northeast to southwest. So the founding and recommendation are also

applicable and significant for other maps based water vapor data, e.g. MERIS and

SAR APS.

3.5 Stationary term and turbulence

As proposed in the water vapor component model in section 3.2, the acquired
watefvapor is regarded as the superimposition of four signal compositions, i.e. four
different water vapor terms: Spatial linear trend, height dependent stratification,
ground feature related stationary term and mixing turbulence term. According to the
discussions and suggestions given in last subsections, we carefully considered the
influence of elevation dependent stratification and spatial linear trend and reasonably
removed the two water vapor terms for each IWV map with least squares fittings
strategy. Then remained water vapor signal after removal of stratification and spatial
trend, according to water vapor component model, can be regarded as the
combination of mixing turbulence and ground feature related stationary term.

The objective of this subsection is to distinguish between such stationary term
and turbulence term. In the following context of this subsection, water vapor then
means remained water vapor after removal of stratification and spatial trend as

illustrated in section 3.4. Before any implementation of differentiating between two
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terms, the differences of statistical characteristics between stationary term and
turbulence term are claimed as followings based on the theory of the model:

1) SPATIALLY: The Stationary term would be generally correlated to local
ground feature, e.g., small Lakes, linear watersheds, picces of forests or shaded area
of mountains, so the spatial scale of this signal is coincident with that of ground
feature. Experientially speaking, the spatial scale of such kind of stationary terms is
equal to or less than tens of kilometers. But turbulent term is randomly distributed
and spatially independent. In most cases, the spatial scale is larger than that of
stationary term, usually from tens of kilometers to thousands of kilometers.

2) TEMPORALLY: Generally, since above mentioned natural ground features
always keeps high stability in the period from months to several years. Therefore the
factorial signal of stationary term is assumed to be temporally unchanged, though the
weights of signal for each IWV map is dependent of overall intensity of vapor.
Inversely, as discussed in the model, the driving force of mixing turbulence is
complicated with multiple factors including: solar heating, temperature, pressure,
wind, frictional force, monsoon and etc. Therefore, mixing turbulent term varies
quiclily in time domain, usuaily keeping higher correlation within less than 3 hours
and turning to uncorrelated in 24 hours.

. The above statistical characteristics between stationary term and turbulence
term can be adopted as the principle of differentiating between both terms. In this
section, the designed approaches to impiement the goal are in following two ways. 1)
Temporal technique: periodic averaging; 2) Spatial technique: Spectral filtering. The
two techniques in detail will be described in following contexts. Lastly, spatial and
temporal decorrelation law for turbulence signal shall be studied after successful

differentiating of above two terms.

3.5.1 Temporally periodic averaging
According to the above discussions, the remained water vapor signal after

removal of stratification and spatial trend, based on water vapor component model,
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can be regarded as the combination of mixing turbulence and ground feature related
stationary term. Figure 3.11 presents maps of remained water vapor after modeling
and removal of spatial linear trend and stratification in continuous 12 hours on
20050723. As shown in the figure, generally turbulence signal behaves in larger
spatial scale and shorter temporal correlation time than the stationary term. though

the intensity of stationary term varies in different maps.
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Figure 3.11 Maps of remained IWV after modeling and removal of spatial lincar
trend and stratification in continuous 12 hours on 20050723,

In equation 3.1, stationary term is expressed inw z(x. ) . w, is lincar coefficient
(or weight) of ground feature z at ground location (x. y). But this linear coetficient
is difficult to directly estimated, because that up to now no determinate relationship
between the stationary term and ground feature has been reliably built. In addition,
how to transform different classification of land cover in 1o comparable scalar of
ground feature is still unresolved.

Restrained by above two reasons, we adopted a statistical approach instead of
deterministic approach in this subsection. The way we adopt is to use periodic
averaging to restrain temporally varied turbulence signal and treat global average of

remained signal in extremely long time as factorial signal of stationary term. This
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factorial signal of stationary term is used as independent variable to linearly fit the
scaling factor (not weight) of stationary term in each IWV map. Then individual
stationary term in each water vapor map could be statistically recovered. The whole

principle can be illustrated as following equations.
o (%, y)=w,z{x, ¥) + £,(x, y) (3.9)

ar (x, y)=yi-[wz(x, y)]
W (3.10)

In eq. (3.9), a: (x,y)is remained water vapor signal, 1w, is weight of stationary

term, &, is turbulence term. Eq. (3.10) is rewritten from eq. (3.9), in whichw,z(x, )
means factorial signal of stationary term, and y:means the scaling factor (not the
weightw ). The Eq. (3.10) is adopted in periodic average as estimation of stationary

term estimation instead of Eq. (3.9). The practical operation is implemented by
following steps:

1) Daily average of water vapor maps

At first step, we calculate daily average of remained water vapor map within 24
hourly. The whole region of experimental area, including both Land and water area is
involved in calculation. Maps of daily averaged remained IWV signal after removal
of spatial linear trend and stratification on eight random days are presented in the
Figure 3.12. From the eight daily averaged maps, turbulence signal have been highly

constrained after 24 hours averaging, but still detectable in specific cases, e.g.

20070414, 20041016.
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Figure 3.12 Maps of daily averaged remained IWYV signal after removal of
spatial linear trend and stratification on 8 random days. The globally averaged map

ol such remained IWV signal was zoomed in and drawn at last sub graph.

2) Global averaging of daily averaged water vapor maps

To turther restrain the turbulence signal in daily maps. global averaging on daily
averaged water vapor maps was operated. In Fig.3.12, the globally averaged map of
such IWV signal was drawn at last sub graph which has been was zoomed in. Since
the global averaging is taken across several years. this globally averaged map then
can be regarded as stationary term.

3) Retrieving of scaling factor of each stationary term

The stationary term obtained in global view is only factorial signal of stationary
term, asw,z(x. y) illustrated in equation 3.10. This factorial signal of stationary term
is then employed as independent variable to linearly fit the scaling factor of

stationary signal in each IWV map.
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Figure 3.13 Separated ground feature related stationary term and turbulence
signal by approach of temporally periodic averaging. Maps in three consecutive
hours on 20051001 are shown in the figure.

4) Recovering of stationary term and turbulence

Continuing to last step, individual stationary term in each IWV map can be
modeled with factorial signal of stationary term and retrieved individual scaling
factor. The turbulence term is then subtracted from remained water vapor signal by
stationary term. Figure 3.13 presents one example of separated ground feature related
stationary term and turbulence signal with above temporally periodic averaging
approach. Maps are drawn in three consecutive hours on 20051001, Figure 3.14
present another case of such separation by this approach. Maps in three different

days are shown in this figure.
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Figure 3.14 Séparated ground feature rclated stationary term and turbulence
signal by approach of temporally periodic averaging. Maps in three difterent days
(20050723, 20051001 and 20051118) are shown in the figure.

Comparing the result examples in two figures. some assumption in spatial
domain can be well proved by such implementations in temporal domain).‘ The first is
that the stationary signals are in quite small scale, with the pixel resolution of 1km,
stationary signals in maps can be perceived with scale of 2~10 km. The sccond is
that turbulence terms behave sin large scale, e.g. 30~100 km. In given cases, the

temporal variation of turbulence across three hourly still keep high correlation. while -

turbulence signals across days are fully unrelated.
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3.5.2 Spatially Spectral Filtering

In this section, we provide another approach to distinguish between stationary
term and turbulence term from remaincd water vapor. As discussed at the beginning
of section 3.5. stationary term and turbulence term behaves in dilferent spatial scales.
Then the dividing of both terms is feasible i’ we transtorm the spatial signal into
frequency domain and separate the two terms by low/high pass spectral [iltering with

experiential spatial frequency threshold.
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Figure 3.15 Spatial power spectrum of remained IWV signal after removal of
spatial trend and stratification, two hourly cases on 20051010 are shown. X and Y
axis represents signal spatial frequency with unit of cycle/129km. The signal power
was saturated with range from 107 to 10%,

Fig. 3.15 presents the signal power in different spatial scales in two hours on
20051010. The stationary terms and turbulence terms are both included and
contributive in the intensity maps. From experiential observing of multiple spatial
power spectrum density maps, the signal power intensity beyond 10° dominates in
spatial scale larger than 8 cycles/129Km, i.e. 16Km; while the signal power intensity
beyond 10° dominates in spatial scale larger than 16/129Km, i.c. 8Km. These maps
provide us experiences of choosing appropriate bandwidth ol spectral filter n
frequency domain to distinguish between two target terms. Finally. half bandwidth of
spectral filter with 8 in frequency domain (spatial scale of 16 Km) is chosen to

balance the signals of turbulence terms and stationary terms.
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Figure 3.16 Separated ground feature related stationary term and turbulence
signal by approach of spatially spectral filtering. Maps in three consecutive hours on
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20051001 are shown in this figure as Fig. 3.13.

The power spectrum ol remained water vapor signal in frequency domain is
divided into two parts, the spectrum in low frequency and that in high frequency.
Corresponding low/high pass frequency filters were divided at frequency boundary
of 16 Km. This experiential threshold was analyzed from power spectrum map. as
discussed before. Then the stationary term signal was recovered from high frequency.
while the mixing turbulence signal was recovered from low frequency part by
inverse Fast Fourier Transformation. The figure 3.16 shows onc cxample of

separated results of stationary term and turbulence signal by approach of such spatial

spectral filtering.
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Comparing the result in Fig. 3.16 (temporal periodic averaging approach) and
results in 3.13 (spatial spectrum filter), following points can be summarized. Firstly,
the spatial distributions of turbulence term for common IWV map from two
independent approaches are almost coherent. Secondly, the turbulence estimated
from spatial spectral filter is slightly underestimated, while stationary terms behaves
with some artificial error, compared to that from temporal periodic averaging.
Thirdly, the boundary at IWV maps cannot be well handled by spatial spectral
filtering; this is the intrinsic limitation of spatial spectrum transformation and signal
recovery from frequency domain.

One important point should be seriously stressed is the problem of stationary
term extracted from above two approaches. From figure 3.13, 3.14 and figure 3.16,
you could observe that the dominated signal in assumed stationary term still has
relationship with local topography, though being linearly modeled and removed. This
signal is supposed as not the genuine stationary terms but the systematic artifacts
caused by discrepancy of resolution of DEM data between that in MMS5 models and
that we resampled from SRTM. While, further removing such systematic artifacts is
difficult but possible if DEM be firstly modeled from globatly averaged MM5 WV

maps and then be employed in stratification estimation.

3.5.3 Spatial Temporal Correlation of Turbulence

With the approaches introduced in section 3.5.1 and 3.5.2, the turbulence term
and ground feature correlated stationary term in water vapor can be distinguished.
Therefore, the statistical characteristics of turbulence signal can be further studied,
which is included as one of objectives of this chapter. To serve this purpose, the
correlation analysis too! was used to study the spatial temporal characteristics of
turbulence of water vapor. The correlation analysis can be referred to appendix B.3

As we previously mentioned, atmospheric turbulence is highly important in
meteorological study. In addition, inhomogeneous delay induced by water vapor

turbulence plays the critical limitation in SAR interferometry for ground detection
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and deformation monitoring. While the turbulence signal in water vapor, compared
to other terms covered in the component model, dominated the spatial and temporal
variability and confronted the most difficulty of observing and modeling.

The objective limitation of this problem lies in following two reasons. 1) The
turbulence term is always mixed with other terms and conventionally difficult to
distinguish; therefore previous studies only deal with the law of total water vapor,
but not turbulence. 2) The highly spatial and temporal data to model atmospheric
water vapor are usually not available and reliable.

Based on analysis and discussion in previous two sections, the above mentioned
problems were well resolved in our experiment. The implementations of our
approach to serve target goal can be described as following steps: 1) Obtaining of

power spectrum on spatial frequency with 2D FFT transformation for each hourly

turbulence map. 2) Obtaining of 1D spatial spectrum projected from 2D spectrum in

all rotated directions. 3) Forming different time series of spatial power spectrum with
different lagged time, from more than 24 hourly maps. 4) Calculating of correlation

of signal power of turbulence in different spatial scales and temporal lagged hours.
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Figure 3.17 Extracted water vapor turbulence signals in 24 hours and calculated
spatial temporal correlation coefficient image (last sub graph) on 20040807. The
correlation coefficients were saturated in +/-1,

As bhm\n in Fig. 3.17, extracted water vapor turbulence varied spatially within

~ 7 . g . . .
the range of 129*129 Km® and temporally in total 24 hours. The intensity of such
variability in different spatial scales and temporal scales was illustrated in correlation

coefticient image as shown in last sub graph of Fig. 3.17.
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Figure 3.18 Spatial temporal correlation coefficient images on total 31 days.
The meaning of X axis is lagged time in hours. The meaning of' Y axis is spatial scale
(or frequency) with unit of cycle/129Km. Number 1 to 64 means increased resolution
from 130Km to 2 Km. The correlation cocfficients were saturated in +/-1,

As illustrated in Fig. 3.18, spatial temporal correlation cocflicient images on
total 31 days were drawn to statistically represent spatial temporal decorrelation law
of water vapor turbuience signal. In the ligure, lagged time in hours is shown in X
axis is, and the meaning of Y axis is spatial frequency (or scale) in the unit of
cycle/[29Km. The numbers from 1 to 65 marked in Y axis means the increased
spatial resolution (from large scale to fine scale) from 130km to 2Km.

The result shows that 1~2 hour of turbulence in all scales, and even 3--4 hour of
large scale turbulence are highly correlated. The result is significance that it provide
evidence of linking of different water vapor sources with 1~3 hours of temporal gaps,
for application of data synergy or mutual comparison and calibration,
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3.6 Conclusion

To validate the water vapor component model proposed in this chapter, more
than 775 maps of MMS IWV data are collected to differentiate different
compositions of water vapor. Three major parts being probed in this chapter are
summarized as conclusion.

Firstly, spatial linear trend and stratification have been distinguished.

1) All TWV maps in mountainous area (Zkm in experimental area) exhibits
height dependent stratification. With three modeis being tested, in map based water
vapor study, instead of individual comparison or atmospheric delay analysis, there
are neglectable difference between linear model and nen linear model.

2) Spatial linear trend can be remarkable in most IWV maps. Such kind of
spatial trends can be mitigated but partly left in averaged maps within 24 hours. This
law can be simply observed from drawn figures and shall be carefully considered in
spatial analysis of water vapor.

3) The diffcrentiating between spatial linear trend and stratification is important,
especially if the topography of experimental area has some extent of spatial trend.
This precondition holds in our experimental area, which is observed from spatial
distribution of signal intensity of height in different angles by Radon transformation
of DEM data.

4) Joint parameter retrieval with least squares fitting is recommended if
topography is correlated with spatial trend. After the comparison between this
approach and the sequential separation ways, retrieved parameters in sequential
separation ways shows instability (dispersion of parameter distribution) and bias
(underestimation) than that obtained from least squares fitting shows.

Secondly, stationary term and mixing turbulence term have been distinguished.

1) Assumption on difference of characteristics between both terms was taken.
Spatially, the stationary term was assumed correlated with scale no more than tens of

kilometers. The spatial scale of turbulence can be regarded as from tens of kilometers
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to thousands of kilometers. Temporally, the stationary term is assumed to be
correlated in the period from months to years. Inversely, mixing turbulent is
supposed to keep correlation within less than 3 hours and turn to uncorrelated in 24
hours.

2) Based on above assumption, periodic averaging is adopted as first approach
to separate both terms. With large number of stacked WV maps, turbulence signal
can be restrained, and stationary term in each map then can be modeled on globally
averaged signal with a linear fitting.

3} Spatial spectral filter is adopted as second approach to differentiate between
two terms. This approach is realized with implementation that we transform the
spatial signal into frequency domain and separate the two terms by low/high pass
spectral filtering with experiential spatial frequency threshold. Such spatial spectral
filtering is valuable to discern turbulence in individual maps, which can be applicable
for other spatial data.

Thirdly, with reasonable differentiation of four components (spatial linear trend,
height correlated stratification, stationary term and mixing turbulence), the spatial
temporal decorrelation of water vapor turbulence has been studied with MM5 IWV
maps using frequency spectrum and correlation analysis. The result shows that 1~2
hour of turbulence in all scales, and even 3~4 hour of large scale turbulence are
highly correlated. The result demonstrates that it provide evidence of linking of
different water vapor sources with 1~3 hours of temporal gaps, for application of
data synergy or mutual comparison and calibration.

The deficiency of the experiment in this chapter lies in the missing of validation
for ground feature related water vapor sighal. Though theoretical reasons can be
explained for this signal, only validation can provide strong and persuadable
evidence for such assumption. The external validation of ground feature related
stationary term is suggested to be operated using fine scale land use classification

map or coinstantaneous high resolution Remote Sensing Images. For instance, as a
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further study, to validate the stationary term detected in this chapter with MMS5 IWV,
coinstantanecus 1 Km MODIS multispectral images in cloud frec conditions can be
collected to obtain updated reliable ground feature classification map and to detect
possible correlation between stationary water vapor signals and following special
features: smalier water body, vegetation area, shaded area in large slopes etc.

The founding in this paper provides first evidence that spatial linear trend and
ground feature related stationary term are superimposed and mutual influential with
stratification and turbulence terms in water vapour. It improves the theoretical
understanding of water vapor signal in atmosphere, being potentially significant for
improving of water vapor modeling. This improvement of water vapor modeling
would then gencrate engineering significance for correction of InSAR atmospheric

noises in ground geophysical applications.
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Chapter 4 Pointbased Comparison between APS and
GPS delay

With mm precision, water vapor from GPS meteorology was widely employed
in various applications. Besides the previous discussions of water vapor from SAR
APS, however, reliable comparisons of atmospheric delay between GPS and InSAR
are never studied. In this chapter we proposed a complete comparison methodology
between GPS delay and SAR Atmospheric Phase Screen (APS) in’P_gth differential
and pseudo-absolule mode. ENVISAT ASAR APS and synchronous GPS campaign
measurements in Como, Italy are collected for agreement analysis. Furthermore, for
the purpose of clearly distinguishing turbulence signal from total delay of APS, APS
has been divided into even groups according to their height. Stratified slopes of APS
are then retrieved from grouped APS after the removal of ‘Head effect’ (influenced
by turbulence) and *Tail effect’ (small number of Samples). Finally, based on above
stratification analysis, the stratification terms and assumed turbulent terms from SAR

APS and GPS have been compared in the differential mode.

4.1 Introduction

In the past decades various approaches were proposed to model and correct the
artificial phase due to atmospheric effect in SAR interferometry. The one approach
models such effect (mainly due to water vapor) with external water vapor
measurements, e.g., GPS Precipitable Water Vapor (PWV) (Bevis, 1992; Williams,
1998), MODIS/MERIS (near) infrared water vapor product, predicted water vapor
products from the Numerical Weather Prediction (NWP) models, Radiosonde
profiles, etc. Among them, the most widely used data is independent GPS zenith
delay or water vapor retrieved from the regional Continuous Observation Reference

System (CORS) (Li Z.H. 2006; Xu C. 2006; Cheng 2009).
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Several studies have introduced how GPS derived Zenith Wet Delay (ZWD) or
Precipitable Water Vapor (PWV) can be used in atmospheric correction in InSAR.
Williams et al. assessed the possibility of reducing atmospheric effects on SAR
interferograms using Southern California Integrated GPS Network (SCIGN) GPS
data through simulation (Williams 1998). A comparison between GPS zenith delays
estimated from a 14 station continuous GPS (CGPS) network and InSAR
measurements was performed over Mt. Etna, the result of which shows that the
equivalent values for INSAR-GPS gave a RMS value of 19 mm with a mean of +12
mm {(Wadge 2002). Li et al. employed GPS data in SCIGN to develop the GTTM
model for INSAR atmospheric mitigation, especially the height dependent and long
wavelength atmospheric terms (Li Z.H. 2006). However, a fully investigated result
on the' agreement of accurate InSAR atmospheric phasc and GPS derived
atmospheric measurcments and reliable demonstrative conclusions of correction
performance are missing for previous case studies.

To make up for the deficiency of previous studics, agreement analysis between
GPS and SAR is at first time conducted. In which a comprehensive experimental
comparison between GPS zenith delay and SAR Atmospheric Phase Screen was
carried out with a novel comparison methodology. In this chapter, the data set values
are compared in zenith delay instead of water vapor due to two following reasons.
Firstly, the zenith wet delay is positively linear with water vapor for regional case.
Secondly, the results demonstrated in zenith delay are closer to the InSAR
atmospheric mitigation from GPS. In Section 2, both spatial and temporal coverage
of EN'VISAT ASAR data (both ascending and descending) and GPS ca‘upaign data

_in Como are described. Section 3 introduces the methodology of comparison with
consideration of the different characteristics of SAR APS and GPS delay. Height
sensitive stratification in APS and the determination of stratified ratio have been
specifically studied in Section 4 for following comparison of the turbulence signals.

Based on the methodology in Section 3 and stratification sensitivity analysis in
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Section 4, the total atmospheric delay, the stratification slope and the turbulence
signal (after removal of the spatial linear trend and stratification) in both differential
comparison mode and pseudo-absolute comparison mode from GPS and SAR APS

(ascending and descending) are compared in section 5. The conclusion and

discussion are presented in the last section.

4.2 Experimental data

In order to quantitatively analyze the agreement between GPS atmospheric
measurements and InSAR correspondents, we have designed an experiment of
comparison between GPS zenith delay and SAR atmospheric phase. The data
collection in this experiment is realized as one part of METAWAVE project funded
by ESA (European Space Agency). SAR time series imagery and local GPS
continuous observations have been collected in Como, Lombardy, in the northern
part of [taly for the experiment.

In the experiment, SAR time series stacking images have been collected in both
COMO and ROME, northern part of Haly. The whole SAR dataset haw‘a been
acquircd from the ESA satellite Envisat and cover the time span between 2002 and
2009.

The ENVISAT ASAR images were acquired in two selected tracks, ascending
track 487 and descending track 480. The map of each track and the overlapping
coverage of the two tracks are shown in Figure 4.1, The dates of data acquisition for
the two tracks are shown in Figure 4.2, In total, 38 and 28 ENVISAT ASAR datascts
are available for this experiment during the period 2003-2008 for track 487 and track
480, respectively. The image on date 20070715 is adopted as master in the PS InSAR
analysis for both tracks. In this experiment, the Atmospheric Phase Screen (APS) for
each SAR acquisition is estimated from SAR time series imagery with PS InSAR

technique (Ferretti 2001) and the developed Matlab tool SARProz (Perrisin 2007;
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Perrisin 2008). APS in two SAR tracks are processed independently. Table 4.1 marks
all the dates of available SAR data in two tracks.

GPS observations were coliected throughout the GPS campaign in Como. a
local GPS network with an arca smaller than the SAR coverage. and shown by the
black rectangular box in the left figure of Figure 4.1. Eight GPS stations were
installed in the Como test site at different scales (in the order of from about 3 km. |
km to 100 m). The right figure in Figare 4.1 sketches the location and distribution of
the GPS sites in Como. In the GPS campaign in Como. however. d;llElSL‘.l.\‘ were
collected on six days, which were partially synchronous with SAR acquisitions. as
marked by black circles in Figure 4.2.
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Figure 4.1 Map of SAR imagery and GPS data. Left: Red and blue rectangular

boxes give the spatial coverage of SAR imagery for

ascending and descending tracks.

respectively. Right: Locations of GPS stations in Como, Naly. which are marked with
black triangles.

Table 4.1 SAR Dataset of Track 487, ascending pass. Track 480. descending
pass. over Como.
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. Dates of Track 487

20030706 | 20050327 | 20060521 20070506 | 20080420
20030810 | 20050710 | 20060625 | 20070610 20080525
20031019 [ 20050814 | 20060730 | 20070715 20080629
20040307 20050918 20060903 20070819 20080803
20040411 20051023 20061008 20070923 20080907
20040516 | 20051127 | 20061217 | 20071028 20081012
20040620 | 20060101 20070121 20071202
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Figure 4.2 Time series of ENVISAT ASAR imagery and GPS datasets. Filled
circles indicate that synchronous data are available on the listed date. Circles in black,
red and blue stand for datasets of GPS. ascending SAR and descending SAR,
respectively.

Table 4.2 Temporal list of GPS dataset at all stations for Como, ltaly. Available
hourly samples per day for each station are given in the table. NaN means that data
values are unavailable on that day for the station.

: Stations\Date| 20081116( 20081012 20080907 20080803 | 20080629| 20080525

" ANZA 25 25 25 25 25 25
BRUN 25 25 25 25 25 25
CAST 25 25 25 25 25 25
DANI 25 25 NaN NaN NaN NaN
LAPR 25 25 25 25 2 25
MGRA 25 25 NaN NaN NaN NaN
NAND NaN 25 NaN NaN NaN NaN
PRCO 25 25 25 25 25 NaN

For the stations operating well, hourly GPS zenith delays were retrieved under

picce-wise lincar model from GPS phase observations at 5 minutes intervals with
precise 1GS orbits. GPS data was processed with the BERNESE package. However,

during the whole campaign three of the eight stations were inoperative on four of the
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six days and then corresponding observation data are not available for providing

zenith delay for comparative analysis. Table 4.2 gives the available dataset samples

of GPS zenith delay per day in this experiment.

L

4.3 Implementation for comparison

To compare GPS and SAR APS for testing of their consistency and agreement,
differences of atmospheric corfespondence from both should be stated, then
comparison framework with consistent spatial & temporal characteristics shall be
constructed and correspondingly several implementations are conducted to derive
comparable values of atmospheric delay.

PWYV retrieved from GPS meteorology the following properties of should be
clarified as follow. More detail of GPS retrieval can refers to section 2.1.2.

1) Spatially averaged PWV within an inverted cone

GPS water vapor is the averaged quantity in an inverse cone, the boundary of
the inverse cone is dependent on the maximum zenith angle of the GPS observation.
The water vapor amount in each slant direction was converted into zenith through a
projection model to obtain the final PWV with a least squares fitting. Neil Mapping

Function (NMF) with 1 order horizontal gradient is adopted in our data preparation
(Niell 1996; Herring 2006).

2) Absolute PWV

PWYV is the total amount of physical water vapor along a vertical profile from
ground to the upper air for a given point, with the unit of kg/m? or mm. PWV
estimated from GPS observations are spatially absolute values, This can be realized
either by a Precise Point Positioning (PPP) strategy with standalone dual frequency
dual code receivers, or by a differential positioning strategy with incorporation of the

International GPS Service (IGS) stations into the regional Continuous Operational

Reference Stations (CORS).

3} Temporal independent PWV
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GPS water vapor is also temporally independent, which means water vapor
content retrieved in different epochs (time beyond interval) have no correlation with
each other. Each node of PWV time series is significant and independent in
adjustment or statistics; this provides a tool to analyze the variation law of water
vapor in the time domain.

For APS in our comparison, we regard spatial atmospheric water vapor signal as
a composition of following four parts: spatially linear plane trend, height dependent
stratification term, spatially correlated perturbation term, and ground feature

dependent part, as proposed in chapter 3. This model is adopted in our analysis based
on following reasons: firstly, turbulence term and stratification in the total
atmospheric delay are the most important components being concerned (Hanssen
2001); secondly, spatial liner trends would inevitably bring errors in comparison due
to imperfect of satellite orbits, which cannot be neglected. Though in this paper we
do not dig much in ground feature related water vapor effect, we try to compare
between GPS and SAR APS for specific signal components, instead of mixed signal

As APS derived from InSAR are differential measures with an interferometric
way and are relative to a master image, while water vapor estimated with
non-interferometric techniques (in situ observations, remotely sensed measurements,
as well as model simulations, such as microwave radiometers, radiosondes, GPS,
MERIS, MMS5, etc.) are spatially and temporally absolute measurements. The
difference in such characteristics blocks the direct comparison between SAR APS
and absolute water vapor in our experiment. In order to obtain reliable comparison
results, we must resolve the characteristics difference from two datasets and only rely
on comparable values within comparison.

Then in this chapter we propose a comparison methodology to transform the
GPS delay into differential values or to recover the SAR APS in absolute values, and
then to compare them in two ways: differential and absolute-pseudo way. According
to the domain of comparable values, we classify the comparison between GPS and
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1

APS correspondences into two modes: the differential mode and the absolute mode.
The differential mode of comparison was implemented by subtracting GPS ZTD at
master time of APS from the original GPS delays. Usually, with the differential
characteristic, APS do not require the corresponding differential operation. However,
if the original APS master chosen in PS-InSAR processing was not covered by the
GPS data series, then a differential operation between corresponding pairs
(synchronized to GPS) was required. In this case, the differential operation cancelled
out &he< common unknown atmospheric delay of the original master date and then
comparable values are kept with exact consistency of physical meanings. The
concept of absolute comparison is to estimate the SAR master APS from GPS time
series and then to compensate all SAR APS for atmospheric delay of master time
with approximately estimated ones. The comparable values of both SAR APS and
GPS ZTD are finally compared in the absolute domain. Because that comparison is
in the absolute domain and atmospheric delay of the SAR master time could not be
genuinely recovered from the GPS time series, this mode can be called the
pseudo-absolute comparison.

Besides the implementation of temporal interpretation ambiguity, as discussed
in section 3.3, in order to enable the two datasets into comparable values, four
additional disagreements must be specified and correspondingly implemented before
comparison.

1) The link between SAR APS phase and SAR zenith delay should be built to
compare with GPS. Considering that the GPS Zenith Tropospheric Delay (ZTD) is
calculated in the one-way vertical direction while the radar signal transmits with an
incidence angle (e.g., 23°, swath 2 of ENVISAT ASAR} in two-ways, the Mapping
Function of the incidence angle must be accounted for. Simplifying the model, a

cosine Mapping Function was adopted to project the radar phase in the line of sight

into vertical delay as in equation 4.1 (Cheng 2009):
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In above equation, A is wavelength of radar, and 6, indicates the local

incidence angle. With the given link between SAR APS phase and SAR zenith
atmospheric delay, the comparable atmospheric delay is expressed in mm in the
following context of this paper if no additional specifications are given.

2) The relationship between PWV, ZWD and ZTD from GPS shall be stated.
With a locally constant factor, ZWD keeps a directly linear relationship with PWV.
And through a spatial temporal difference operation, there would be no difference
between ZWD and ZTD when comparing with SAR APS. Therefore, though PWW
from GPS is theoretically introduced in last section, considering above two factors,
ZTD directly retrieved from GPS are practically used for comparison and analysis.

3} It is also required to geo-code SAR APS to a common geographic system
and to resample APS into GPS overlapped locations to keep the signals comparable.
In the following part, the SAP APS have been transformed and resampled into the
WGSS84 grid, and interpolated into the same geographic locations as GPS before
poini-based comparison. In our experiment, if the data of one GPS station are
unavailable for a given day, the interpolation on this location on the given day 1S
neglected.

4) Spatial linear trends should be carefully considered and removed from APS,
if required. The residual orbital phase due to inaccuracy of orbit products cannot be
distinguished from APS in PS processing, so a linear phase trend should be removed
from APS. To keep consistency, we intended to estimate and remove spatial linear
trends from GPS too, but we gave up this intention when considering following two
reasons. The first one is that the GPS atmospheric delays on Como stations are
spatially independent because synchronous observations from a wide GPS reference

network are introduced in processing. The second is that it can highly possibly lead to
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instability in estimation of the spatial trend with the limited number of GPS stations
in our case.

5) Removal of mean values in space for GPS. SAR APS are spatial differential
signals, which are referred to one reference point adopted in PS processing. in order to
keep consistency between GPS and SAR APS, we removed the spatial average of

same samples to cancel out the unknown bias existing between the GPS absolute delay

and the spatially differential APS.

4.4 Height sensitive stratification of APS

It was mentioned that height dependent stratification was one influential factor
of the atmospheric effect on InSAR in comparisons in previous studies (Hanssen
2001), but detailed analyses of such stratification had not been performed and
compared with correspondence from other sensors. In this experiment, we compare
the correspondence of atmospheric delay for GPS and SAR APS, not only total delay,
but also stratification terms and the assumed turbulence. But as stated before, the
spatial linear trend, the stratification term, and turbulence terms co-exist in SAR APS;
different terms must be clearly discriminated before comparison.

In this section, we firstly extract the height dependent stratified term for both
SAR APS and GPS; the Phase to Height ratio is regressed from scatter points. As
given in statements above, delay caused by the spatial linear trend, stratification and
turbulence are mixed together on APS. Then reliable estimation of the stratified ratio
from APS cannot be directly established, and instead requires special analysis. In the
analysis we divide APS into even groups according to APS height and then calculate
the mean value and standard deviation of the APS within each group.

The mixed effect of turbulence and stratification can be observed in Figure 5.3,
in which the one-way zenith delay against height is plotted. From Figure 5.3, we can
find a clear linear trend of APS delay on APS height, especially in the ascending

cases. This linear trend is directly caused by the stratification effect on SAR
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interferometry, which we focus on and analze for comparison in the experiment.
However besides the lincar trend, unexpected notses and an abnormal trend of APS
defay at fower heights can also be observed. c.p.. in the 20080629 ascendimg and
descending Jdata. Besides this, the noise of APS in the descending pass is Targer than
that of the ascending pass.
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Figure 4.3 One-way zenith delays of SAR APS against APS height for the dates
svnchronous with GPS. Top: Ascending track. Bottom: Descending track. The red
vertical lines in all graphs show APS at a height of 250 m. for ascending and
descending. Blue scatter points stand for original AP’S: Black points represent APS
after removal of the spatial linear trend.
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From Figure 4.3, a critical height of APS at 250 m, represented by a red vertical
line in both ascending and descending cases, can be observed. APS points under the
height have a reversed tendency compared to those of higher APS. In most cases, the
standard deviation and range of APS under this critical height are remarkable larger
than average. We can assume that the abnormal line in the original APS (in blue color)
is mainly caused by the spatial linear trend effect.

Then this could be partly validated by the scatter points of APS after the
removal of the spatial linear trend, given in black color. In the scatter points, the
standard deviation of APS decreased, but the trend of APS at larger heights is kept
unchanged. In addition, the trend of APS under the critical height has been rectified
(e.g., in date 20080907 of the ascending track).

We divided APS into even groups based on the APS height with experiential
steps. The purpose of this operation is to differentiate the different effects in mixed
signal and to better observe the whole curve from each group. Considering that the
range of APS height for the ascending track is 2400 m, larger than that in the
descending track of 1400 m, the experiential steps we take are increasing from 100,
160 to 250 m for ascending, and increasing from 60, 100 to 160 m for descending.
Through our experiment, the curves of the mean slope keep close to each other. In
Figure 4.4, we only show the case for ascending with step of 160 m and descending
with step of100 m for grouped APS. The mean delay, STD and samples for each

group are given in Figure 4.4.
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Figurc 4.4. Mcan, standard deviation error (in black) and a quarter of range (in

blue) of grouped APS delay after removal of spatial lincar trend. Each group is

determined by APS height. which increased n steps ol 200 m for ascending and 100

m for descending. The solid black dotted line is added in the last sub-graph to

represent the total sample numbers in each APS group.

In the Figure 4.4, we calculate the mean, standard deviation and quartered range

(25% of difference between Max. and Min.) of APS in each group after removal of

the spatial linear trend, beginning at the height of 250 m. FFrom Figure 4.4, with the

increase of APS height, the range and standard deviation of grouped APS decreased.

and the APS samples in each group also exponentially decreased for both tracks.
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From Figure 4.3, the large variation at the head of the curve of APS scatter
points and high sparsity at the tail of the curve can be observed. Same phenomenon
could be evidenced in grouped APS curves in Figure 4.4. The range and deviation of
grouped APS in lower heights (from 250 to 850 m for ascending and from 250 to 550
m for descending) is higher than that at the larger heights, primarily affected by
mixing turbulence in lower ground elevations. We take this phenomenon in mixed
APS signals as ‘Head effect’. While, the APS beyond larger heights (2050 m for
ascending and 1150 m for descending) have samples of under 100 and are not
accepted as reliable APS in stratification analysis, referring to the last sub-graph in
Figure 4.4. this phenomenon in mixed APS signals can be taken as “Tail effect’. In
order to obtain a reliable stratification term, we must neglect Head effect (turbulence
effect) and remove the Tail effect (small samples at large heights) in the comparison

analysis in next section.

4.5 Point-based Comparison Results

In this section, besides a comparison of absolute zenith delay between GPS and
SAR APS, standard deviations of GPS, of SAR APS delay, and of the difference
between both are also listed to show individual dispersion and mutual consistency
between GPS and APS in different comparison modes and at different comparison
stages when neglecting several APS terms. At the beginning of the comparisons, the
sensitivity of the stratified ratio on the height threshold in polynomial fitting under a
mixture of turbulence and stratification are analyzed. The estimated slope of delay to
height between GPS zenith delay and SAR APS is also compared under the linear
assumption of the stratification term. In addition, correlation coefficients of zenith
delay and of estimated stratified ratio between both data sets are listed in a table to

index their agreement.
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4.5.1 Differential Mode

In differential comparison mode, we transform absolute GPS delay into spatial
and temporal differential values and then make comparison with SAR APS in the
differential domain. 10 differential APS are generated by randomly selected pair
from 5 SAR images for each track. Differential delay values have been implemented
on GPS as’introduced in section 3. In the differential mode, stratified slope is
compared firstly, followed by total delay and assumed turbulence delay.

1) Comparison of stratified ratio

In Section 4, we analyzed the height sensitive stratification under a mixture of
spatial linear trend, turbulence and stratification. In this differential mode, we first

plot the scatter plots of both datasets on height.
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Figure 4.5 Atmospheric delay against height for original SAR APS and original
GPS ZTD. Ascending (Left) and descending (Right). In both sub-graphs, the black
color is for original SAR APS values, blue symbols stand for the interpolated APS
points geographically overlapped with GPS stations, while the GPS delay are plotted
in red. Fitted lines by linear regression are plotted to represent their estimated
stratified ratios.
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Figurc 4.6 Cross plot of estimated stratified ratio from the original GPS ZWD

and the original SAR APS. In the upper sub-graphs. the stratified ratios are estimated
from the original SAR APS. (Left) ascending and (Righty descending pass. Unit of
the stratified ratio 1s mm/Km.

Table 4.3 The statistics ol Stratification Ratio from GPS delay and SAR APS,

Unit: mm/Km

APS  wvs.| Corr. Bias STD S'Iope fntercept
GPS Coef [Diff.

Ascending | 0.81 3.39 7.73 .76 -5.29
Descending 0.74 -6.11 13.92 0.96 |5.73

Figures 4.5 and 4.6 provide one direct perspective of atmospheric delay against
ground height. From the statistics in Table 4.3, calculated trom Figure 4.5 and Figure
4.6, we find that APS and GPS have comparable stratification: the cstimated
stratification ratios from both datasels coincide with each other with a corrclation
coefficient of more than 0.7, but the ascending track performs better than the
descending one. The bias and standard deviation ol differences of stratification ratio
between GPS and SAR APS in ascending (3.4 and 7.7) are much smaller than that in
descending (6.1 and 13.9).

2} Comparison of atmospheric delay

In this section, we compare the atmospheric delay, including the total delay and
delay after removal of the spatial lincar trend, as well as height dependent
stratificaiton that was estimated in the last section. According to the assumption in
our model, the residual delays are mostly caused by turbulence elfect; then we

simply take the residual signal as turbulence delay. The comparision results are given
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in Figures 4.7-4.9. From the figures, we integrate all samples of comparable values

on cach date pair and-calculate the following global statistics: STD of GPS. STD of

SAR APS, STD of difference between both, correlation of both series, slope of APS

delay on GPS. The above statistics in different stages are listed in Table 5.3.
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Figure 4.7 Cross Plot of zenith atmospheric delay (Total delay) between GPS

and SAR on all temporal pairs in the differential comparison. (I.eft): Ascending track.

(Right): Descending track. Individual spatial averages at available overlapping

stations for both datasets are removed for comparative demonstration.
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Figure 4.8 Cross Plot of zenith atmospheric delay (after removal of spatial linear
trend) between GPS and SAR on all temporal pairs in differential comparison. (Left):
Ascending track. (Right): Descending track. Individual spatial averages at available
overlapping stations for both datasets are removed for comparative demonstration.
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Figure 4.9. Cross Plot of zenieth atmospheric delay (turublence delay) between
GPS and SAR on all temporal pairs in differential comparison. (Top): Ascending
track. (Bottom): Descending track. Linear spatial trend and stratification effect are
removed from the original APS, stratification on GPS stations are removed for
comparable demonstration. Individual spatial averages at available overlapping
stations for both datasets are removed.

Table 4.4. Statistics of differential comparison between GPS and SAR APS at
two stages. Unit: mm.

Atmospheric delay Ascending Descending
(10 Pairs) STD | STD | STD | Corr. | Slope | SID | STD | STD | Corr. | Slope
GPS | APS | Difl. | Coefl. | (APS | GPS | APS | Difl. | Coel.
V.
- GPS)

Total delay 302 544 | 399 | 0.69 1.25 | 3.5813.86|3.16 | 0.64 | 0.69

Turbulence delay | 3.02 | 4.99 | 3.09 | 0.81 1.34 | 3.58[3.62 299 ] 0.66 | 0.66

and stratificaiton

Turbulence delay | 1.39 | 295 | 2.60 | 047 | 099 [ 1.71}2.12 294 |-0.16 | -0.20

From Figure 4.7,4.8 and 4.9 and 'l“abl‘c 4.4, we can found following detain from

scatter points and index:

1) As shown on the stage of total delay in the first row, after the removal of
individual averages, and without any additional operations, the GPS delay
and SAR APS agree with each other in differential mode with the standard
diviation of the difference being less than 4 mm and the correlation

coefficient being higher than 0.6.

92




2) As shown on the stage of turbulence and stratification delay in the second
row, after removal of the spatial linear trend in the original APS, the
agreement between the two datasets is stronger, with higher corrlation and
smaller standard deviation.

3) As shown in the third row, after removal of both linera trend and height
dependent stratification term, the assumed atmospheric turbulence term
from GPS and SAR APS is moderately correlated with a coefficient near to
0.5, while the standard deviation of difference decreased to less than 3 mm
for the both tracks. l

Some general law can be drawn from figure series and corresponding numbers
in Table 3, as our summary of comparison in differential mode. Agreement between
GPS delay and SAR APS generally holds in most cases. For the original total delay
(or only including stratification and turbulence), dispersion of GPS are smaller than
that of APS it seif. With the help of GPS zenith delay, APS noises can be reduced at a
certain extent by a differential (between GPS and APS) operation. Even for only
assumed turbulence, with the height sensitivity analysis of stratification in section 4,
turbulence delay from GPS can still be possibly employed to mitigate the turbulence
signal from APS, which could be evidenced by the change of STD (2.95 for STD of
APS to 2.60 for STD of difference) in SAR ascending track.

For the ascending track, the reasons for the ciecrease in correlation are: 1) The
stratification ratio estimated from GPS and SAR APS has a standard deviation of
more than 7 mm/km, as shown in the last section; 2) Most (7 of 8) GPS stations are
located at lower heights, but the stratification term on APS are removed on all the
APS scatter dataset. When APS are interpolated on GPS stations, the removal of the
linear trend on all APS may introduce artificial model error on interpolated APS
points because that 7 of 8 stations are at lower height. The decending track shows no

correlation for the turbulence term between both; this is because of the large RMS
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error in the APS data itself, and the uncorrelated stratification ratio-the STD

differences in ratios are at about 14mm/ Km.

5.4.2 Pseudo absolute mode

The first implementation of this pseudo-absolute comparison is to estimate the
SAR atmospheric delay of master time as an average of all GPS temporal series data
(all hours within all days). Then one following step is executed in this
pseudo-absolute comparison: either to add the estimated master delay onto APS or to
subtract it from GPS. The second implementation steps of the pseudo-absolute
comparison include that of extracting GPS ascending and descending time series
(synchronous with SAR APS) respectively, according to their passing time, and then
to estimate the SAR atmospheric delay of master time with the average of the
synchronous GPS tempora! series. Similar to operations in the last approach, two
choices could be made on data in this implementation: to add the master onto APS or
to subtract the master from GPS.

Figures 4.10 and 4.11 illustrate the comparable atmospheric delay between GPS
and SAR APS at different stages as well as in different implementation approaches;
different colors stand for different available stations. Generally, a good correlation in
total delay can be observed in both figures and the correlations in turbulence delay
are decreased. Similar to the differential comparison, we give statistics to

quantitatively describe the relation of atmospheric measurements between GPS and

SAR APS (referring to Table 4.5).
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Figure 4.10 Cross plot of zenieth atmospheric delay between GPS and SAR in
pseudo-absolute comparison. While different from Figure 4.8, the SAR master delay
was estimated with the average of all GPS data and subtracted from the GPS series.
(Left): Ascending case. (Right): Descending case. Individual spatial average at
available overlapping stations for both datasets is removed for corfiParative
demonstration.
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Figure 4.11 Cross plot of zenieth atmospheric delay between GPS and SAR in
pseudo-absolute comparison. SAR master delay was estimated with the average of
synchronous GPS data and subtracted from the GPS series; individual spatial means
were both removed. (Left): Ascending case. (Right): Descending case. Individual
spatial averages at available overlapping stations for both datasets were removed for
comparative demonstration.

Table 4.5 Statistics of pseudo-absolute comparison between GPS and SAR APS
for total zenith delay. Statistics for two implementation approaches of SAR master
delay estimation are included.

Absolute mode Ascending Descending
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Total delay STD | STD | STD | Corr. | STD | STD | STD | Corr.
(all 5days) | GPS| APS| Diff. | Coef | GPS | APS | Diff. | Coef
All GPS 2.03| 465 | 426 | 040 |2.36 {3.91}3.28 ] 0.55
Synch. GPS | 2.33 | 4.65 | 4.37 | 037 | 2.31 | 3.91 13.94 | 0.28

Table 4.6 Samples of GPS in SAR master estimation in pseudo-absolute
comparison between GPS and SAR APS.

Average on station ANZA | BRUN | CAST | DANI | LAPR | MGRA | NAND | PRCO

Average of | Asce. | 150 150 150 | 50 150 | 50 25 125
all GPS Dsce. | 150 150 15¢ | 50 150 | 50 25 125

Average of | Asce. [ 5 5 5 1 5 1 1 4
synchr.
GPS Dsce. | 5 5 5 1 5 1 1 4

From Table 4.5, we can summarize the following points:

1) Correlations in the pseudo-absolute comparison mode are not as high as
those in the differential comparison mode because the recovered master is
not the genuine SAR master delay but approximately estimated from the
average of GPS series.

2) STD of GPS data are evidently smalier than STD of APS. STD of difference
between two datasets in pseudo-absolute comparison mode are slightly
smaller than that of APS it setlf in most cases. Though with different
implementation, deviation of difference between two datasets are kept at the
same level with STD being less than 5 mm in all cases.

3) Master delay estimation with the average of all GPS provides a better
comparable resuit than average synchronous GPS, because the GPS
samples for averages in our comparison are extremely plentiful (referring to
table 4.6), enabling reliable average values as a substitute of the SAR

master delay, while the case of averaging synchronous GPS does not.

4.6 Conclusion and discussion

In this chapter, the stratification effect of APS with a mixture of turbulence as

well as spatial linear trend is analyzed and two comparison modes between GPS and
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APS are implemented for the first time. The first significant finding in this paper is
that GPS ZWD is directly proved to be comparable with SAR APS in our
investigation. With height determined grouped APS, after removal of the spatial
linear trend and neglecting mixed turbulence at lower heights, the stratification ratio
of APS derived in this experiment coincides well with that of GPS. The slopes from
both correlate with a coefficient higher than 0.8 with bias (GPS-APS) of 3.4 mm/Km
as well as a STD of difference of 7.7 mm/Km in the ascending case in the differential
comparison. Though with more noise and a larger STD of difference, slopes for the
descending case still gain correlation with coefficients of 0.74.

The differential comparison mode is physically representative of difference
between the two data sets. In the differential comparison mode, the original delay
from APS and GPS in 10 differential pairs have correlations higher than 0.6 in both
tracks. The correlation increased and the STD of difference decreased afier the
removal of the spatial linear trend. When considering and removing the stratification
term, agreement between the residuals of GPS ZWD and SAR APS is distinctly
decreased; this could be acceptable because of additional inconsistency of the
stratification between both. Though the performance varies, the atmospheric delay
between GPS and SAR APS coincides with the STD of difference smaller than 4 mm
(~ 0.65 mm PWYV) in different stages in the differential comparison.

A second significant finding is that it is possible to restrain atmospheric noises
in SAR interferometry with high precision GPS meteorological products, which is
directly evidenced by the fact that the STD of delay difference {between GPS and
SAR APS) are mostly slightly smaller than STD of SAR APS itself in both
comparison modes. STDs of differenced are reduced compared to APS when GPS is
introduced, except for the turbulence term in the descending track.

Pseudo-absolute comparison results are also provided. Comparatively,
pseudo-absolute comparison is only approximately implemented, which inevitably

brings implementation errors, but it still provides an alternative vision in comparison.
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The agreement of atmospheric delay in pseudo-absolute mode was slightly worse
than that in differential mode, which could be accepted because the nominal term and
master delay are just approximately estimated. For two implementations of the
pseudo-absolute mode, taking the master delay as the average of the entire GPS
temporal series can enroll more data samples, providing a stable estimation. Due to
the different physical nature of GPS and SAR, we cannot expect the stratification
from GPS and APS to be totally correlated.

Another point from our results is that the ascending track provides reliable and
comparable results and good evidence for our motivation, while the descending track
does not. The first reason for this is the large noise in the APS data itself (refer to
Figure 4.3); the second reason is that the height range of the descending track is
much smaller {only 1100 m).

As previously studied, GPS data only provides the possibility of such
atmospheric mitigation; however, the performance of such mitigation still depends
on other factors: 1) Strategy and accuracy of zenith delay retrieved from GPS, 2)
Spatial separation and distribution of GPS stations, 3) Statistical model for predicting
every interferometric spatial pixel and known GPS atmospheric delay, and 4) Other
factors bringing sensitivity of atmospheric effect on InSAR e.g., local topography,
local ground feature, ionospheric activity (intensity and abnormity), which can be

more influential on long wavelength SAR interferometry.
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Chapter 5 Map-based comparative spatial analysis of
synchronized water vapor

In this chapter, with the primary motivation of enhancing the understanding of
spatial characteristics of water vapor, we employ water vapour data from MERIS
images, MM5 simulated products and from SAR Meteorology to analyze the spatial
stochastic law of each water vapour component, especially the effect of stratification
and turbulence. Spatially overlapped and temporally synchronized data are compared
with implementation of differential comparison mode and pseudo-absolute mode, as
same as that in chapter 4. In differential comparison mode, isotropic variograms and
rotated 1D spectrum for three data sources are given. Besides, anisotropic
characteristics with 2D variogram from water vapor are observed. In pseudo absolute
mode, differential water vapor from APS was recovered with MERIS values at SAR
master time. Water vapour spatial behavior studied in this research would be
significant to construction of fine scale (equal or smaller than 1km) 2D water vapour
field, and also understanding of spatial stochastic law toward the final solution of

InSAR atmospheric artificial fringes.

5.1 Introduction

Water vapour, strongly varied in space and time, is worst modeled with current
observation data and retrieving technology up to now. The true law of spatial
temporal variation of water vapour in different space and time scales are still
challenging and unsolved to scientific communities (Hanssen 2001).

With the development of satellite observing techniques, increased satellite data
are available for retrieval of water vapour and its spatial analysis. The typical
map-based water vapor products are including: NIR water vapor images retrieved
from double channel (one of which is water vapor absorbing channel) by split

window method (e.g. MODIS and MERIS) (Li. Z.H. 2004; 2005), Numerica}
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weather prediction mode) products. In latest ten years, SAR interferometry have also
been developed providing large coverage and fine scale differential water vapour
maps (Hanssen 2001; Ferretti 2005; Perissin 2009)

With recent paramount amount of SAR interferograms and above kinds of
external independent water vapour dataset, many previous studies are focused on
spatial stochasticity discovery for further modeling of atmospheric signal. The
typical results can be reviewed as follows. Kolmogrov turbulence theory was firstly
proposed to describe the atmospheric turbulence process, with the assumption of
conservation of turbulent atmospheric energy, he proposed the spatial power law of
atmospheric processes (Tatarski 1961). Goldstein firstly obtained the power spectra
of atmospheric signals in one SAR interferogram. The derived spectra followed a
power law distribution with a power exponent of -8/3, which agreed the nature of
scale invariance proposed by Kolmogrov Turbulence theory (Goldstein 1995).
Hanssen analyzed the spectra of atmospheric signals in 26 SAR interferograms over
Netherland. He found though uniformly following the power law, power exponent of
atmospheric spectrum varied from -5/3, -8/3 to -2/3 in different three spatial scales or
regions (Hanssen 1998). While Li., etc. proposed a GTTM model to consider both
turbulence signal based on above laws and ground elevation correlated stratification
in SCIGN with GPS data (L1 2006).

But look through all above results, only turbulence and stratification are
considered. While as suggested by previous study (Hanssen 2001) and discussed in
chapter 3, spatial linear trend effects and also ground feature correlated stationary
term shall also be inctuded and differentiated carefully. With the motivation of better
understanding of water vapour variation law for atmospheric modeling and
mitigation in InSAR as well as other meteorological applications, the spatial law of
water vapour in aspect of decorrelation, power spectrum and structure function with

kinds of synchronous experimenta) data are deeply studied in this study.
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In this chapter, the author firstly introduces different independent water vapor
products, including water vapor dominated atmospheric phase derived from SAR,
MMS5 simulated water vapour products from Numerical Weather Prediction model
and EVISAT boarded MERIS near Infrared Water vapour images, spatially
co-located and temporally synchronous in Rome at the center of ftaly. Secondly, we
propose the methodology to do decorrelation analysis of water vapour with following
tools: Power Spectral analysis, Variogram analysis. With an enhanced water vapour
signal model illustrated in Chapter 3, classification of water vapour effect into spatial
linear trend, stratification, mixing turbulence term and ground feature related term,
we then characterize the spatial spectrum and signal structure function as well as
direction determined inhoemengenity.

Water vapour stochastic behavior studied in this research would not only be
significant to discern the potential of fine scale (equal or smaller than lkm) 2D water
vapor field, significant in regional climate model synergy and local weather
predication, but also be significant in enhancing of water vapor modeling toward the
final solution of InSAR atmospheric effects, which is critical in various geophysical

applications.

5.2 Water vapor data

25 MERIS water vapor images, 31 days (more than 24 hourly per day) MM3
simulated water vapor images, 27 SAR Atmo;phcric Phase Screen (APS) maps
processed from ENVISAT ASAT track 351 in ROME are collected for this research
within the METAWAVE project funded by ESA.

5.2.1 Spatial and temporal coverage of data

MERIS Water vapor maps in this experiment are ENVISAT MERIS level 2
products estimated with a quadratic model of water absorption band provided under
the METAWAVE project funded by ESA (ESA 2006). The acquired MERIS water

vapor images are in Full Resolution (FR) mode with 360m* 250m patial resolution
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with declared accuracy of 10% of relative water vapor amount about [.6mm under
cloud free conditions (Bennartz and Fischer 2001; Albert 2001). Water area and
cloud area (which is not constant for each image) are masked from MERIS water
vapor map, because water vapor values in those areas are not reliable and unsuitable
for further spectral analysis. The spatial coverage and temporal range of MERIS data
is referred to figure 5.1 and 5.2. The available pixels in each acquired image after
cloud mask are plot in figure 5.3.

MMS5 Integrated Water Vapor (IWV) data in this research experiment are
simulated products of Numerical Weather Predication (NWP) model, generated on
130*130 km? surface centered at Roma, Italy, referring to Figure 5.1. More detail of
MMS35 model operations and input& output data could refer to official website of
National Center for Atmospheric Research (NCAR)/Pennsylvania State University or
related references (Grell 1995; Kistler 1999). More than 775 simulated IWV hourly
maps on 32 dates are acquired during 2002 to 2008, as shown in Figure 5.2. These
water vapor maps are highly suitable for spectral analysis of water vapor signal
because they have sufficient detail of dynamic characteristics both in space and in
time, With multiple-nested capability with increasing resolution in spatially
horizontal domain, the water vapor maps employed in this experiment, own spatial
resolution of 1km and temporal interval of 1hour.

The ENVISAT ASAR images were acquired from ESA in one selected track,
descending 351. The spatial coverage of the track is shown in Figure 5.1. Totally 29
descending ENVISAT ASAR imagery during the period 2003-2008 are preferred as
interferometric analysis and selected to retrieve Atmospheric Phase Screen (APS).
APS for each SAR image are estimated by PS-InSAR technique with Matlab tool
‘SAR PROZ’ (Perissin 2007; 2009). SAR APS derived from PS-InSAR are
temporally differential values relative to master reference, and spatially differential
referring to one reference point. From figure 5.1, we can find some blank area in

APS map because that no APS could be retrieved in those area, e.g. water body,
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vegelation or forest area where SAR signal in different epochs arc decorrelated and

unable for interferomeltric analysis.
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FFigure 5.1 Spatial coverage of MERIS images (in black), MMS5 water vapor
maps (in red) and SAR APS maps (in blue) in our experimental area, Rome, ltaly.
The unit is degree (For better illustration of geospatial coverage, you'd better plot
projected coverage)
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Figurc 5.2 Temporal coverage of experimental data: MERIS images (black),
MMS5 (red) and SAR APS maps (blue). The dates are listed in abscissa, the filled
circles mean selected from all empty circles for spectral analysis for each kind of
data.
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Figure 5.3 bar figure of available pixels from collected MERIS images after
cloud mask.

The figure 5.1 and 5.2 draw exact spatial & temporal coverage of each kind of
above data acquired in this experiment for spectral analysis. The figure 5.3 plots the
number of available pixels in cach MERIS image after cloud mask. From figure 5.2,
cight synchronous dates from all candidates arc obtained. but three of them
(20060825, 20080516, 20081013} are extremely contaminated due to small number
of available pixels and therefore abandoned. Then data on only five days (20031010,
20070112, 20070323, 20071228, and 20080829) are selected as data samples for
synchronized comparison. I'rom above 5 synchronous days. data from whole three
kind of dataset, we plot their water vapor in different stages. with considering the

water vapor componcnt model proposed in chapter 3.

5.2.2 Spatial properties of Data

In this section, each of three d;gpand its individual spatial prosperities in
different stages are plot. Some related statistical concepts, moments and statistical
stationarity arc bricfly reviewed, for better illustration and explanation of water
vapor variation in spatial field in this chapter, given in appendix A. Power spectrum
analysis and spatial structure function has been employed to detect the spatial
statistical properties of compositions of water vapour in this part. Powcr spectrum

analysis and spatial structure function are described in detail in appendix B.
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1) MERIS

Figure 5.4 to 5.6 depict the MIERIS water vapor in three stages and their spatial

variogram and spectrum. Spatial lincar trend and stratification are jointly estimated

with lcast squarcs fitting and then removed one by onc: the dominants in residual

signal could be regarded as turbulence term if neglecting the small stationary term.

From this set of three figures, the stratification is much stronger than the spatial

linear trend: the turbulence signal after removing both is about 1 mm or also.
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Figure 5.4 MERIS water vapour, all vapor maps with cloud free pixels larger
than 40,000. For the arrangement of 15 sub-graphs, first column represent MERIS
original water vapour. The second column represents water vapour after removal of
spatial linear trend. And the third column represents water vapour after removal of
both stratification and spatial linear trend. For better visualization, water vapour
maps in same date under different stages are mapped after removal of individual
average, keeping same color range (+/-4.2mm stands for difference between 5" and

95™ percentile).
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Figurc 5.5 MERIS variograms in different stages, which of original water vapor
is given in red, that of water vapor after removal of spatial linear trend is given in

and the turbulence signal is given in black. -

2) MMS Water Vapor
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Figure 5.6 MERIS spectrum in different stages, which of original water vapor is
given in red, that of water vapor after removal of spatial linear trend is given in blue,

Figure 5.7 to 5.9 depict five days cases of MM5 simulated water vapor and
spatial properties with isotropic variogram and 1D rotated spectrum. The operations
in this set of three figures are same as that in MERIS. The spatial linear trends in

these figures are distinct within a larger coverage, and the strength of residual




turbulence signal close to that of MERIS. In spectrum curves. as similar as in that of
MERIS, the spectrum at scale smaller than 10Km gradually converges at exponential
spectral curve with power slope of -5/3.
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Figure 5.7 Water vapour maps simulated from MM5. Only 5 dates from total 32
‘ones are selected for comparable demonstration and spatial analysis. MMS5 water
vapour data are downwards arranged in column with increase of dates. Water vapour

data are mapped in the same way of MERIS. The stratification was modeled with
DEM after 2D median filtering with window of 7*7 and then removed.
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Figure 5.8 MMS3 spatial variogram in different stages. which of original water
vapor are given in red, that of water vapor after removal of spatial lincar trend is.
given in blue, and the turbulence signal is given in black. The stratification was
modeled with DEM after 2D median filtering with window of 7*7 and then removed.
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Figure 5.9 MMS5 spectrums in different stages, which of original water vapor are
given in red, that of water vapor after removal of spatial lincar trend is given in blue,
and the turbulence signal is given in black. The stratification was modeled with DEM
after 2D median filtering with window of 7*7 and then removed.

3) Water Vapor from APS X
Figure 5.10 to 5.12 depict water vapor maps from SAR APS and its spatial

properties in different stages. From this set of three figures, since the nominal terms
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of spatial linear trends in differential maps are cancelled out. the signal strength in
APS at large scales is much smaller than that of MERIS or MMS5. The exceptions are
signals on three dates 20031010, 20070112 and 20070323 that remarkable spatial
artifacts due to inaccuracy of satellitc orbits arc existent. While for all five cases, the
stratification terms in these APS maps are extremely tiny. i.e.. the variograms and
spectrums of turbulence signal with or without stratification term nearly coipcide
well between each other.
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Figure 5.10 APS water vapour maps from ENVISAT ASAR T351 around Rome,
transferred from phase in to integrated water vapour in mm. SAR APS in increasing
date are arranged as that of MERIS. Water vapour data are mapped in the same way
of MERIS. Among these, APS of master image is date of 20071019.
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Figure 5.11 APS Variogram in different stages, which of original water vapor is
given in red. that of water vapor after removal of spatial linear trend is given in blue,
and the turbulence signal is given in black.
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Figure 5.12 APS spectrum in different stages, which of original water vapor is
given in red, that of water vapor after removal of spatial linear trend is given in blue,
and the turbulence signal is given in black.

5.3 Spatial stochasticity of Differential Water vapor

As studied on water vapor signal compositions in Chapter 3, the spatial

temporal law of different water vapor signals should also be distinguished and

L3
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individually observed. The most important among all are height dependent
stratification term and spatially correlated mixing turbuience.

After the successful separation of four basic signal of water vapour, we do
spectral analysis for integrated water vapor and also for each basic signal.
Turbulence, which is varied strongly both in space and time, are analyzed in detail.
For the detail that how to decompose water vapor into spectra in different temporal
frequency and the method to revert spatial (2D and 1D) spectrum of turbulence term,

the readers can refer to Chapter 3.

5.3.1 Implementation of Differential Mode

With the water vapor components model described in chapter 3, atmospheric
water vapor in SAR APS can be regarded as superimposition of four compositions:
spatial linear plane, height dependent stratification, mixing turbulence and ground
feature related term. In addition, APS derived from PS-InSAR are differential
measurements in an interferometric way and relative to a master image, while water
vapor estimated with non-interferometric techniques (such as MERIS, MM5, etc.)
are spatially and temporally absolute measurements. To demonstrate reliable and
comparable results, we must resolve the characteristics difference from different
dataéets.

Then in this chapter, as similar with the approach in chapter 4, we transform the
absolute water vapor maps into differential values, and then to compare them in
differential domain. Since the original APS master chosen in PS-InSAR processing
was not covered by the external data series in MM5 and MERIS, then a differential
operation between corresponding synchronized pairs as well as SAR APS water
vapor were implemented. In this case, the differential operation cancelled out the
common unknown atmospheric water vapor of the original master date and then
comparable values are kept consistently well with physical meanings.

Besides the above unification of temporal reference four additional operations

are implemented to enable the two datasets into comparable values. 1) The link
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between SAR APS phase and WV should be built for comparison. A Mapping
Function of incidence angle must be accounted for to transform radar signal delay in
two-ways at an incidence angle into IWV in one-way vertical dircction (Cheng 2009).
2) Geo-code SAR APS into a common geographic system, i.c. WGS84 grid. 3)
Spatial linear trends should be carefully considered and removed from APS, if
f‘cquircc'i. 4) Removal of mean values in space for Absolute Water Vapor. Since SAR
APS are spatial differential signals, in order to keep consistency, spatial averages of

absolute water vapor maps are required to remove to cancel out the unknown bias.

5.3.2 Spatial and temporal data synchronization

After the differential mode (described in section 5.3.1) implemented on water
vapour data, steps for spatial and temporal synchronization are taken before spatial
analysis. Spatially, in order to keep the analyzed data with same geographical
sampling, we segmented MM5 and MERIS images from original coverage by APS
spatial samples, and then resampled both data into APS sample points. Isolated APS
clusters in the North West are also removed to avoid instability. A nearest neighbor
interpolation has been performed to generate resampled data with tens to hundreds of
meters resolution from original 1 km spatial resolution. No extrapolation is required
because that coverage of MMS and MERIS totally contains all SAR APS samples, as
shown in figure 5.1. All interpolated samples with non null values are taken into the
variogram calculation. Before spectrum calculation, one rectangular grid centered at
and bordered by APS scatter points with resolution of 0.2 km has been predefined.
Valid values on the grid have been searched within the nearest neighbors from sparse
APS (or resampled MERIS, MM5) points within .2km and resampled by
triangle-based linear interpolation. Spectrums are obtained based on valid values of
generated grid.

Temporally. SAR APS are processed from FNVISAT ASAR descending track
351 in Rome with the acquisition tme at UTC 9:28 am. MERIS water vapour

images are temporally simultancous with ASAR images with the passing time at
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MER:Q70112-021010

MERQT0323-031010

MMEO70112-031010  MMSO70323D31010  APS070112031010  APS.070323-031010
im . " - w
B Wy o gy &
el SR _ > : St A et - “gﬁ )
b e & : t
MERO71228-031010  MER030829-031010  WME0T1220-031010  MME0S0829-011010  APS:071228031010  APS:0BO8Z8-031010
- B . b
v . ﬁ»r Do BsAmon
o ¥ = o - TS
MERD70320-070112  MEROTIZ20-070112  MAS070323-070112  MMS071228-070112  APSOT0323-070112  APS0T1228-070112
" r an " b
- -,._.;\t"".‘,_ ? el Tk, ; .;':_-- 5 o , _‘& e A
MER-000829-070112  MERO71228-070323  MMASOI0S29-070112  MUMBDTIZHE070325  APS.0S0M28-070112  APS0Y1228-07031
4 . ¥ e oW LA, . T £ s
T ; : X A
i " = 'i 3 z !
MEROSOI25-070323  MERDSOS2S07T1228  MMEOSOEZI-0T03T}  AMB.0B0SZ9-071228  APS.OS0829-070320  APS:030829.071218 4
Lo . O, £ 6‘;* : p L7 arE. ., "™
b A TLN § e g ,!’; . *y 3% - o 4 E T
Bro Spe D Sa By W
’ ~ - g < adis i pLERt ]

Figure 5.13 Original Differential Water vapor, pairs are randomly combined
from 5 synchronous days. For the arrangement of sub-graphs. first two columns
represent MERIS water vapour; the second two columns represent MMS5 water vapor;
the third two columns represent SAR APS interpreted water vapor. 10 differential
maps in each set are column-wisely arranged in the same sequential. For better
visualization purpose, the individual average of MERIS and MMS3 are cancelled, and
then the variations of water vapor are saturated to +/-3.0 mm.

In figure 5.13, original differential water vapor maps are plotted for
demonstration, 10 differential maps in each dataset are column-wisely arranged in

the same sequential and the variations of water vapor are saturated to +/-3.0 mm.
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From the figurc, MERIS and MMS5 observes similar spatial pattern. while SAR APS

behaves finer spatial disturbulence with a strong spatial lincar trend.

AP$:070323-031010

Figure 5.14 Differential Water Vapor with removal of spatial lincar trend.
combined pairs and arrangement of sub-graphs, are as same as figure 14. For better
visualization purpose, the variations of water vapor are saturated 1o +/-2.0 mm,

After removal of spatial linear trend and stratification. we plot the differential
water vapor turbulence from three dataset in figure 5.14. In this figure. MMS5
behaves smoothly, while the MERIS and APS water vapour presents similar
roughness (strength of dislurbulelice.) Overall. the general patterns are in some

extent coherent with each other, while the details are analyzed in next sub-scction.

5.3.3 Omni-directional analysis

In this Omni-directional analysis. we calculatc the spatial spectra and
variograms in two dimensional and average those into direction-independent values,
i.e. averaging in rotated all directions. In this chapter, MERIS, MMS5 and SAR APS
have all provided the spatial variation and structure as map-based water vapour. For
comparatively demonstrate the spatial stochastic propertics, spatial and temporal
synchronized data from last section are taken for advanced spatial statistical analysis.
Figure 5.15 describes the spatial variograms from difterential water vapour data after

removing of spatial linear trend, which are averaged from various directions based on
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isotropic assumption. Spauial linear trend are removed to leave out possible artificial

errors and enable water vapor signals statistically stationary.
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Figure 5.15 Semi-Variance of diflerential water vapor after removal of spatial
linear trend from three dataset.

In order to derive their spatial spectrum, as briefly described in last subsection. a
regular grid with 0.2 km resolution are produced from original sparse water vapour
of all datasets. With the FFT transformation into spatial frequency domain and
averaging of signal power spectrum from two dimensional into one dimensional, one
dimensional spatial Power Spectrum Density (PSD) of water vapour for MERIS,
MM35 and SAR APS can be derived. Figure 5.16 plot derived Power Spectral Density
from all three data source, typical power spectral slope of -5/3 (Hanssen 2001) for

water vapour have been plot as reference together with derived PSD.
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Figure 5.16 Spectrum of differential water vapor after removal of spatial lincar
trend from three dataset.

After removal of spatial linear trend, we obtained the variogram curves as figure
5.15 and spectra curves as figure 5.16. Following laws can be perceived from 10
pairs of cases from three dataset.

1) After removal of spatial linear trend. the isotropic variograms from MERIS
close to that from SAR APS in most cases. The variogram curves between MERIS
and MM5 have much coherence, though smaller (larger or smaller case by case)
differences of semi-variance between MERIS and APS arc existent.

2) After the removal of spatial liner trend, semi-variance of differential water
vapor for all three data in space varies from 0.5 mm’ to 1.5 mm®. The number of
such semi-variance is not so much in water vapor study, but it could be strongly
influential if regarded as atmospheric delay (from 20 mm? to more than 50mm?).

° 3) MMS5 shows lower variogram, with smallest nugget and smallest sill

compared to other two data. This means variation of MM5 water vapor is smooth,

which is determined by 1km resolution of simulation. While MERIS and SAR APS
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water vapor data provide stronger spatial variations in smaller scale. This could be
significant in fine scale meteorological applications or atmospheric studies.

4) Spectra from MERIS are highly coherent with that form SAR APS. On the
contrary, MM35 spectra are much lower than that from SAR APS. The signal power
spectra for MERIS and SAR APS have wider spectral window, extended to scale
smaller than lkm. The information provided by spectra in figure 5.16 additionally
support the evidence founded from variograms in figure 5.15. Generally, MMS3
spectra follow the Kolmogorov turbulence theory as spectral slope of -5/3, while
spectral slopes from MERIS and SAR APS water vapor data (about -1.6) are lower

than this number.

5.3.4 Directional analysis

Anisotropic properties of atmospheric signals have long been regarded. Hanssen
firstly used Radon transform to examine the anisotropy of atmospheric signatures in
SAR interferograms in Netherland (Hanssen 1998). Ding used radon transformations
to study the anisotropy of atmospheric signatures in four SAR interferograms over
shanghai (Ding 2008). Such anisotropic properties of water vapor have much
significance in geophysical parameter retrieval, e.g. ground deformation.

Knospe fits anisotropic variogram model employing Matérn- and Bessel-family
correlation functions to represent complex DInSAR covariance structures, and use
anisotropic covariance information to weight DInSAR measurements, achieving
improvement of accuracy of geophysical parameter estimations (Knospe 2010). The
directional statistical properties are applied in anisotropic modeling of atmospheric
phase in the sparse-grid point-target DInSAR applications. An improvement in the
performances of kriging reconstruction with sufficient sampling densities is observed
(Refice 2011).

To detect the possible anisotropic characteristics of water vapour in our
experimental area, in this section, directional variograms in evenly separated angles

calculated from synchronized water vapor data (from SAR APS, MERIS, MM3) in
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differential mode. Then isotropic spatial structures from different water vapor data
are compared.
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Figure 5.17 Directional variogram from spatially interpolated (overlapping
MERIS and MM5 on APS) and temporally synchronized MERIS, MM5 and SAR
APS differential water vapour after removal of spatial linear trend. Semi-variograms
at 7 directions from 0 to 180 degrees with averaging interval of 30 degrees are
calculated.

In figure 5.17, we plot the directional variogram of water vapor from the water
vapour after removal of spatial linear trend, [rom three kinds of synchronized data.
Spatial linear trend are removed to leave out possible artificial errors and enable
water vapor signals statistically stationary. The 4 cases from 10 are sclected, which
has strong intensity of atmospheric signal and directional effect. Several laws could
be observed from the figure: -

1) Isotropic assumption generally holds in spatial scales small than 30 km. In
figure 5,17, except MERIS 080829-031010, the variograms in different directions
under small spatial scale are overlapping on each other;

2) In spatial scale larger than 30 km, anisotropic properties shall be carefully
considered and modeled. E.g. direction of 60, 150 deg. (0 degree as eastward) larger
than 30 km arc stronger than other directions in figure 5.17, the difference of

variogram could be as high as 1~3 mm”.
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3) MERIS, in this thesis, with spatial resolution of 360m*250m. providing
highly similar subtle change of anisotropic variogram with that for APS in most
cases. While MMS3, with forever available and regular sampling but lower resolution,
provides smooth and stable anisotropy prosperitics in all scales. The coherence of
their variogram performance in different directions at different scales are moderate,

the reasons of difference need more cases for checking.

5.4 Pseudo absolute Water Vapor

In this pseudo absolute mode, our purpose is to rccover the differential SAR
APS water vapor by water vapor MERIS maps at SAR master date. The recovered
absolute APS water vapors arc intended to compare with MERIS and MM35. Since
MERIS and SAR sensors are both equipped and simultaneously operated on
ENVISAT satellite. MERIS water vapor images with could mask products can
possibly provide spatially lost information of water vapor at SAR master acquisition
_ epochs. With this idea, temporal ambiguity of APS water vapor could be partially
recovered. The figure 5.18 and 5.19 shows our approach and recovered water vapor
maps. From figure 5.18(a), MERIS water vapor values at 9:30am on 20071019 after
cloud mask are 2D linearly interpolated, 5*5 filtered and resampled into water vapor

of APS coverage, as APS water vapor of mater reference, shown in figure 5.18(d)
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Figure 5.18 The water vapor at 9:30 am on 20071019 (epoch of SAR master)
from MERIS data. (a): original MERIS water vapor map. pixel are valued with nana
under cloud mask. (b): Gridded map with valid pixels; (¢) Filtered gridded map by
median filtering with window of 5*5; (d): The interpolated water vapor values
overlapped with SAR permanent scatterers. Unil ol water vapor is mm.
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Figure 5.19 Synchronous water vapor values in absolute mode for three data
source. Water vapor values from SAR APS are recovered by adding absolute water
vapor at master epoch on differential APS water vapor. For visualization, the
variation range of MERIS and MM35 was saturated by +/-3mm. The median value of
each pair was extracted for comparison and neglected in vapor plotting. APS water
vapor varied from 4 to 18mm with full color scale.

In figure 5.19, the recovered absolutc SAR APS water vapor maps according to
above approach as well as original MERIS, MMS5 water vapor data on synchronous
dates are¢ demonstrated. As shown in figure 5.19, except the date 20080829, the
magnitude and spatial pattern of recovered SAR APS on other four cascs has certain
similarity and correlation with synchronous MERIS and MM§ water vapor maps. We
acknowledge that this similarity between SAR and non SAR are not as high as that

between MERIS and MMS5, but regional inhomogeneity still can be perceived from
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synchronized maps. The tigure can provide more confidence on recovery of absolute
water vapor from differential APS. as promising and useful technique to lead SAR
APS water vapor maps for meteorologicai applications.
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Figure 5.20 Median values of absolute water vapor maps for MERIS vs. MM3,
and MLERIS vs. APS.

Figure 5.20 plots the median of absolute water vapor maps for MM5. SAR APS
and MERIS. A good positively linear coherence from scatter peints can be observed
between MERIS and MMS35. While median from recovered APS are not genuine
values. dependent on the average of waler vapor in MERIS adopted as master of
SAR data.

As illustrated in water vapor component model in section 3.2. The lost
information in differential water vapor from SAR are not only including temporal
reference, but also including nominal terms of spatial linear trend, stratification and
stationary term. So watcr vapor at SAR mater epoch alone is not sufficient to recover
the genuine absolute water vapor for each SAR image.

More robust way is to retrieve nominal terms (e.g. linear trend in spatial low
frequency) from other external data (e.g. MERSI. or simulated models) for SAR
imagery, and then to recover original nominal componenis which are lost in
differential APS products. As introduced in section 3.4, when retrieving and
compensating of spatial linear trend, DEM data and its modeling of stratification

121



with joint least squares fitting to avoid mixing is also required if local elevation has

spatial distinct pattern.

5.5 Conclusions

Based on proposed water vapor model in chapter 3, mixture of spatial linear
trend and stratification can be better discriminated, and the target of spatial analysis
is water vapor components, instead of total water vapor. Furthermore, differential
and pseudo absolute implementations were implemented to compare the spatial
stochasticity between APS and synchronous absolute water vapor maps from MERIS
and MMS5. With these two operations, new water vapor retrieval products- water
vapor from APS can then be linked to the conventional water vapor products, i.e.
MERIS, modeled water vapor.

More important, we use power spectrum and semi-Variogram to represent the
spatial stochastic properties of water vapor components based on overlapped and
synchronous data, Water Vapor from MERIS, MM5 and APS. Spatial spectrum and
variogram (structure function) with isotropic assumption is derived to measure the
spatial stochastic law of water vapour, for total noise and only turbulence. Following
this, we detect the anisotropic characteristics of water vapour by calculate the
directional variogram with even spaced direction degrees.

The main highiighted points in the experimental analysis we draw include
following:

a) From the derived spatial structure function and spectrum of total water
vapour and assumed turbulence based on isotropic assumption, APS water
vapor usually has stronger spatial pattern (trend), with removal of such
spatial pattern, the magnitude of variance of water vapor are approaching to
MERIS and MM5.

b) Overall, in the assumed turbulence term, APS is overestimated than MERIS

and MMS in variogram, while compare to MM35, MERIS are more close to
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APS in the performance of spatial isotropic variograms.

¢) Based on anisotropic assumption, the derivation of directional variograms for
water vapour turbulence provides some new insight of spatial variogram in
large scale. In spatial scale of 30 Km or more, anisotropic properties shouid
be considered, compared to MERIS, then MMS5 can be advantageous to help
APS.

The above water vapour signal characteristics in different perspectives being
deeply studied have much significance. Only sound analysis of water vapour data
and spatial/temporal varying law are conducted, the model of water vapor in different
components for mitigation on InSAR could be accurately buiit. Water vapour
spectral behavior studied in this research would be significant to construction of fine
scale (equal or smaller than 1km) 2D water vapour field, and also understanding of
spatial stochastic law toward the final solution of InSAR atmospheric artificial
fringes. The research here also provide possible insight for satellite based microwave
atmospheric delay correction, e.g., Point stand-along GPS positioning, costal satellite

laser almery.
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Chapter 6 Conclusion and Recommendation

Comparative study of water vapor between Interferometric SAR images and
synchronized data in this thesis serves following two motivations: 1) to study the
atmospheric effect in SAR interferometry and it's compensating. 2} to demonstrate

the preferential capability of water vapor map from Interferometric Radar in spatial

domain.

6.1 Conclusions

1) Reasonable differentiation of Water vapour components

We in this paper proposed water vapor component model to serve for
comparative analysis between SAR APS and absolute water vapor data. The
Proposed model, can applicable in both SAR interferometric water vapor and
independent WV data, was validated with paramount amount MM5 maps with 1km
resolution and 1 hour interval.

A) The spatial temporal decorrelation of water vapor turbulence signal has been
studied with MM5 TWV maps using frequency spectrum and correlation analysis.
The result shows that 1~2 hour of turbulence in all scales, and even 3~4 hour of large
scale turbulence are highly correlated.

B) Stationary term and mixing turbulence term have been distinguished with
two approaches-temporal periodic averaging and spatial spectral filter-based on
spatial and temporal difference of characteristics between both terms.

C) The differentiating between spatial linear trend and stratification shall be
careful if the topography of experimental area has some extent of spatial trend. Joint
parameter retrieval with least squares fitting is recommended instead of the common
sequential separation ways in this case.

2} Point-based Comparison
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The stratification effect of APS with a mixture of turbulence as well as spatial
linear trend is analyzed and two comparison modes between GPS and APS are
implemented for the first time. With height determined grouped APS, after removal
of the spatial linear trend and neglecting mixed turbulence at lower heights, the
stratification ratio of APS derived in this experiment coincides well with that of GPS.

A) GPS ZWD is directly proved to be comparable with SAR APS in differential
mode. The slopes from both correlate with a coefficient higher than 0.8 with bias

(GPS-APS) of 3.4 mm/Km as well as a STD of difference of 7.7 mm/Km in the
| ascending case in the differential comparison. Though with more noise and a larger
STD of difference, slopes for the descending case still gain correlation with
coefficients of 0.74.

B) Pseudo-absolute comparison results are also provided. Comparatively,
pseudo-absolute comparison is only approximately implemented, which inevitably
brings implementation errors. The agreement of atmospheric delay in this mode was
slightly worse than that in differential mode, but it still provides an alternative vision
in comparison.

3) Spatial stochasticity of water vapor based on map-based comparison

We use power spectrum and semi-variogram to represent the spatial stochastic
properties of water vapor components based on overlapped and synchronous data,
water vapor from MERIS, MMS5 and APS. Spatial spectrum and variogram (structure
function) with isotropic assumption is derived to measure the spatial stochastic law
of water vapour, for both total signal and turbulence only.‘ Following this, we detect
the anisotropic characteristics of water vapour by calculate the directional variogram
with even spaced direction degrees. The main summarized points in this part are as
following.

A) From the derived spatial structure function and spectrum of total water

vapour and assumed turbulence based on isotropic assumption, APS water vapor
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usually has stronger spatial pattern (trend), with removal of such spatial pattern, the
magnitude of variance of water vapor are approaching to MERIS and MM5.

B) Overall, in the assumed turbulence term, APS is overestimated than MERIS
and MMS5 in variogram, while compare to MMS5, MERIS are more close to APS in
the performance of spatial isotropic variograms.

C) Based on anisotropic assumption, the derivation of directional variograms for
water vapour turbulence provides some new insight of spatial variogram in large
scale. In spatial scale of 30 Km or more, anisotropic properties should be considered,

compared to MERIS, then MMS can be advantageous to help APS.

6.2 Contributions of this research

The Innovation and contribution in this thesis research are as following:

1) Exploratory study in a in a comparative perspective for water vapor from

Permanent Scatters Radar Interferometry and synchronous data sel.

a) The research perspective is innovative among similar studies in this topic. In
our research, credible SAR APS in form of transformed water vapor is compared
with external synchronized data to study the compensating feasibility of InSAR
atmospheric effect. b) The research data supporting this study is innovative and
comprehensive. More than 100 APS maps from 3 tracks, 777 MM3 water vapor
maps, 25 MERIS images and synchronous GPS campaign data were collected for the
research analysis. ¢} Results demonstrated in this research also point out newly
promising insight. Water vapor from InSAR presents unparalleled superiority with its
highest spatial scale, e.g. tens of meters, which would be highly valuable in regional
water vapor study or meteorological service.

2) Precision of water vapor measurements from SAR APS and the statistical law
of water vapor maps from SAR APS are studied using comparison with synchronous

data.
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A) Point-based comparison results provide us the individual precision of water
vapor from APS. It then implies the potential and limitation of atmospheric
compensating of SAR interferometric measurements with external water vapor data.
B) Map-based comparison results provide us the coherence and difference of spatial
temporal statistical characteristics of water v;lpor field from multiple sources. This
would provide valuable predictions in water vapor mutual calibration or data synergy,
especially when employed data have spatial resolution discrepancy or tempora! gaps.

3) A logical strategy of differentiation of water vapor components and
implementations for comparison were introduced as useful reference in atmospheric
probing in interferometric SAR.

We in this paper firstly proposed water vapor component model to serve for
comparative analysis between differential water vapor signal from SAR APS and
absolute water vapor. Based on this model, components in total water vapor can be
discriminated and the analyzing target can be focused on each component instead of
mixed signal.

The proposed rational strategy to differentiating of water vapor components and
the implementation of comparison way (differential mode and pseudo-absolute
comparison) between SAR and non SAR data can be taken as valuable reference in

technical operations of atmospheric compensating in SAR interferometry.

B

6.3 Recommendations on future work

In the thesis, some aspects are covered, e.g. water vapor component model,
water vapor signal decomposition, data comparison between GPS and InSAR, spatial
& temporal statistical analysis. But we have to objectively confess, the following
aspects have been only partly or weakly involved in this thesis up to now. These
items are still open for deeper investigation in future research, which would be

significant in the InSAR atmospheric study for geophysical applications.
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As a summary, the work continuing to our results-water vapor study from
Interferometric SAR images and synchronized data-includes following aspects.

1) Ground feature related signal validation

Though ground feature related water vapor signal are demonstrated to be
slightly existent, but the exact influence on InSAR have not been quantitavely given,
and how to model such water vapor signal composition still need more work. The
external validation of ground feature related stationary term is suggested to be taken
using fine scale Land use classification map or coinstantaneous high resolution
Remote Sensing Images, e.g. as a further study, to validate the stationary term
detected in this chapter with MM5 IWV, coinstantaneous 1Km MODIS multispectral
images in cloud free conditions can be collected to obtain updated reliable ground
feature classification map and to detect possible correlation between stationary water
vapor signals and following special features: smaller water body, vegetation area,
shaded area in large slopes etc.

2) GPS data is valuable to provide point-based atmospheric information. But
such GPS data only provides sparse samples for atmospheric compensating in
map-based SAR interferograms; The performance of mitigation using GPS data only
still depends on other factors: 1) Strategy and accuracy of zenith delay retrieved from
GPS, 2) Spatial separation and distribution of GPS stations, 3) Interpolation model
for predicting every interferometric spatial pixel from known GPS locations, and 4)
Other related factors sensitive to atmospheric effect on InSAR e.g., local topography,
local ground feature, ionospheric activity (intensity and abnormity).

3) The understanding of water vapour spatial temporal characteristics in
different scale and for each component still requires more effort to improve. Water
vapour behavior described by variogram, specirum or decorrelation would be
significant to predict that with which data atmospheric signal component can be

mitigated and in which extent such mitigation can be achieved. Though important in
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practical applications, this kind of advises on atmospheric mitigation strategy are not
given in this thesis,

4) Recovery of absolute water vapor form SAR differential APS is promising in
meteorological application in the future. As illustrated in water vapor component
model in section 3.2. The lost information in differential water vapor from SAR are
not only including temporal reference, but also including nominal terms of spatial
linear trend, stratification and stationary term. So water vapor at SAR mater epoch
alone is not sufficient to recover the genuine absolute water vapor for each SAR
image. More robust way is to retrieve nominal terms (e.g. linear trend in spatial low
frequency) from other external data (e.g. MERSI, or simulated models) for SAR
imagery, and then to recover original nominal components which are lost in
differential APS products.

InSAR atmospheric effect and its compensating is a radical problem in this field
and an essential purpose of this research. As far as our understanding, the following
two aspects related to our work and serving the same purpose can in significant in
this field. 1) Coupling of deterministic physical mode! or simplified statistical model
with one or two water vapor data, as shown in GTTM modei with GPS data (Li, Z.H.
2006) and *frozen flow’ GPS mode!l (Onn 2006). Better understanding of turbulence
Isignal in smaller scale (e.g. less than 10 Km) from statistical modeling with current
available water vapor data (e.g. fine scale MMS5) still have significance in this field. 2)
Water vapor observations shall be closely working together with typical advanced
tong time series InSAR techniques, e.g. PSInSAR, SBAS, etc. though the former one
provide more information, while the latter one is rather robust and quite applicable in

practical applications.
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Appendix A Review of geo-statistics of water vapor

A.1 Moments in geo-statistics

1) Expectation - First-order moment

Giving random variable ¢(X) with probability density function of pdf{g)at

geospatial location X in an image (X, y), the expectation of this spatial random

variable p(X) is as follows:

E{p(X)y=pu(X) =" ¢ pdf(p)-dx (A1)
The expectation of random variable is also called first order moment.
2) Variance - First Second-order moment
The dispersion of random variable on expectation value is described by the
second-order moments. Three second-order moments are the variance, the covatiance

and the structure function or variogram.

0% oy = E{[9(X) — pCOT} = | 19— #QOY - pdf(9) - dx (A2)
3) Covariance - Second Second-order moment

Covariance is statistics of variance of random variable within two spatial

locations.
C (X, X, ) = E{lop( X))~ i( X))o X, ) — (X)) (A3)

Autocorreiation function p is a standardized covariance function, ranged

between [-1, 1] as follows (Box 1994):

_ E{[p(X,)— p(X)][p(X,) - s X, )1}
JE(@(X) - (X )P YE{[@(X,) — (X))}

£, (X, X,) (A.4)

In equation A.4, we can know autocorrelation is independent of magnitude of

data values. @(X,)is random functions at location X,

4) Variogram -Third Second-order moment
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The third second-order moment is the structure function or (semi-) variogram.
Structure function is a term used in atmospheric turbulence, while (semi-) variogram
originates from geo-statistics. Variogram is defined as the variance of the increment

of random variable between two spatial locations as follows:

Dg(Xan) = Uza@ = zr‘w(Xl‘XI) = E{[Ap(X, _Xz)“ﬂ(Aﬂo)]z}

(A.5)
A@(Xl "'Xz) = [¢(X1)—ﬂ(X2)]

In equation A.5, D, is structure function or variogram andI', is semi-

variogram (Journel and Huijbregts 1978).

A.2 Statistical Stationarity

Statistical stationary is the precondition of spatial analysis, time series analysis
and also power spectrum deviation (Huang E. 1998), so Statistical Stationarity is
shortly reviewed in this appendix.

Random function is always perceived as the spatial variable, which performs
random statistical characteristic in each given spatial point, but behaves with
deterministic law among points in certain spatial distribution. Physical variable,
Water vapour, the research target in thesis, exactly performs these two characteristics
simultaneously, both statistically and deterministically. Based on first and second
’order moments of random function reviewed above, concepts about stationarity of
random function are further shortly reviewed.

Contained in the general set of random functions, terms of nested set of
statisticaily stationary from larger to smaller are as following (Houmel and huijbregts
1978; Chiles and Delfiner 1999):

1) Intrinsic stationary

A random function is intrinsic stationary when (1) the expectation value is
constant and exists for every location, as equation 4.6; (2) for all vectors r the

increment, A@(X +r,X)=@(X+r)—@(X) has a constant finite variance, as
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equation 4.8. Therefore, these functions are also named as random functions with

stationary increments.
E{@p(X)} = m, VX (A.6)

With equation 4.6, it equals to 4.7 as:

E{@(X +7,X)} =0,VX (A7)
Dw(?‘) = Jéwz

= E{{A@(X +r,X)—E(Ap(X +r, X))}, VX (A.8)
= E{[Ap(X +r, X)]")

2) Second-order Stationarity
A random function is second-order stationary when first two moments are

stationary, i.e. expectation and all second-order moments are stationary.
oeixy =n VX (A9)

Cotry = E{@(X +p(X)} — E{@p(X + )} E{p(X)}, VX (A.10)

Do(r) = one’ = 2(Opte)’ — Tots + 1), 9ix))

(A.11)
=2(Ce(0)—Co(r)), VX

In this case, not only hypothesis of intrinsic stationary holds, but also for each
pair [@(X), (X +r)] the covariance is only dependent on the increment vector r.
Under second-order stationarity, the covariance and structure function are in fact
equivalent (Journel and Huijbregts 1978).

3) Strict Stationarity

A random function is strictly stationary if the probability density function is
invariant under translation. Strict stationarity is a severe requirement for random
function. Usually the simple term stationarity refers to second-order stationarity.

4) Homogeneity and Isotropy

Besides above three terms of stationarity, homogeneity and are also common
terms used for random function. Homogeneity is equivalent term of second-order
stationarity in especially 2D and 3D random fields (Balakrishnan 1995). A random

field is isotropic if it is not only homogeneous but also with that the covariance
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function only depends on the length of increment r and not on its orientation (Chilés

and Delfiner 1999; Balakrishnan 1995).
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Appendix B Spectrogram, variogram and correlation

1)} Power spectrum analysis

The spectrum is the most basic method in signal analysis. Spatially, power
spectrum is spectrum of power intensity of signal from spatial domain into frequency
domain. Temporally, power spectrum is distribution of power or energy on time or
frequency, obtained by Fourier spectral transformation with a limited time window
and by sﬁccessivcly sliding the window distribution along the time axis.

Two dimensional (2D) Fast Fourier Transformation (FFT) is generally used to
estimate the 2D power spectrum of signals. The one dimensional rotationally
averaged power spectrums are calculated from 2D power spectrum to degrade the
spectra noise. The derivation of power spectrum can help reveal in which spatial
scale the signal energy dominates and can be mitigated. It also can be useful for
variogram model optimization with experimental variogram.

Atmospheric signal power spectrum can be formulated as the amplitude of fast
Fourier transform from unbiased estimation of autocorrelation of ZWD time series

itself. If we give that ZWD index ranges from 0 to N-1 (N means ZWD Time Series

Number), then:
] N-m-|
—— > ZWD,,,» 720
C g i M) =4 N =] 13 me[-(N-1),N-1]
C oo snbtased (~m) m<0
(B.1a)
Pow= Afip FET)) (B.1b)

In equation B.1, C has length of 2N-1. From equation B.1, the power intensity
could be estimated from autocorrelation of ZWD, represented in frequency domain.
.2} Structure function analysis
Structure function represents variance between two spatial points, also called

spatia! (semi-) iariogram, it quantitatively describes the correlation of signal
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separated with a spatial vector. As a typical geo-information analytical approach, the
structure function analysis describes the spatial variation or variance of two spatial
signal with separated distance. This provides the basis of spatial modeling of water
vapour and interpolation of water vapour using spatially spaced known values.

e
Py = 5= D (2() - 2, + Y (B.2)

LS
In the equation B.2, z(x,)is value of random function at spatial vectorx,, n.is
the number of samples in each distance bin. In isotropy case, A is the separated
distance of two spatial vectors. In anisotropy case, it stands for the vectorized
distance, using symbol .. instead.

3) Correlation analysis
Correlation describes the similarity of signal with certain spatial or temporal

baseline. The correlation could be calculated by the moments, described in detail in

appendix. The population correlation coefficient p, , between two random variables

X and Y with expectation #, and g, and standard deviations o, and o, is defined

as following equation:

cov(X,Y)
T xOy
_ El(X = p )Y — )]
OxOy

Pyy=corr(X,¥)=
(B.3)

In equation B3, p,, is standard correlation coefficient, E is the operator of

expectation, and cov means covariance.
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