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Abstract of thesis entitled: 
Markov Modulated CSMA Protocols with Backoff Scheduling Algorithms 
Submitted by Pui King WONG 
For the degree of Doctor of Philosophy 
at The Chinese University of Hong Kong in August 2011 
Advisor: Prof. Tony T. LEE 

Medium Access Control (MAC) protocols have been continuously updated to keep up 

with the emerging new services and QoS requirements. Despite of the rapid changes of 

MAC protocols, a comprehensive performance analysis of any MAC protocol remains 

an open issue for over several decades. 

Most of existing analysis of MAC protocols focused on the network throughput and 

packet access delay under the assumption that the network is saturated which is not 

realistic. We know very little about the stability of MAC protocol under the normal 

network operation for lack of a systematic model that can be adaptively applied to 

various MAC protocols with different service requirements and backoff scheduling 

algorithms. 

In the light of the concern, we propose a queueing model of the general CSMA 

protocol with probability-based backoff scheduling algorithm. The input buffer of each 

node is modeled as a Geo/G/1 queue, in which the service time distribution of each 

individual head-of-line (HOL) packet can be described by a Markov chain. By means of 

this queueing model, we can obtain the characteristic equation of throughput, the packet 

queueing delay as well as the stable conditions with admissible input traffic. We also 

specify stable throughput and bounded delay regions with respect to the retransmission 



factor and input rate. 

Furthermore, we show that geometric retransmission algorithm is intrinsically 

unstable for large population sizes. On the other hand, exponential backoff algorithm is 

more robust and scalable. Even for infinity population sizes, the stable throughput and 

bounded delay region still exists under certain conditions. 

Other than the probability-based backoff algorithm, this thesis also includes the study 

of window-based backoff algorithm. It is shown that the probability-based and window-

based backoff algorithms are equivalent to each other. Moreover, we find that the 

characteristic equation of network throughput is invariant to backoff scheduling 

algorithms. 

Last but not least, the proposed queueing model can be systematically generalized to 

investigate various types of MAC protocols, such as ALOHA, CSMA protocols, IEEE 

802.11 protocols. Specifically, we illustrate the methodology by full analyses of the non-

persistent CSMA and 1-persistent CSMA protocols in this thesis. 
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隨著網絡服務的日新月異，媒體存取控制協議亦必需同步更新，才能提供服 

務質數的保証。儘管媒體存取控制協議的發展迅速，但是對其性能分析的技術與理 

論卻沒有很大的突破。研究學者們在這幾十年來一直希望能夠創造出一個能對媒 

體存取控制協議進行全面分析的方法論，可惜，迄今為止遣沒有得出這麼一個全 

面的方法論。 

過往，大部份的研究集中討論飽和網絡中的吞吐量和封包輸送延遲。而現實 

生活中，飽和網絡的情況其實極少出現。而我們對於正常網絡系統的穩定性等均 

沒有深入的認知。主要原因是由於網絡系統的性能是取決於用戶的流量與及補償 

調度演算法，這些都不是飽和系統所能準確銓釋。 

建基於以上原因，在這篇論文裏我們為媒體存取控制協議建立了一個排隊模 

型。這個排隊模型最大的特點便是周詳地考慮了用戶流量和補償調度演算法對系 

統性能的影響，這正正已往研究所欠缺的。我們將每個用戶的輸入緩衝器模擬為 

一個Geo/G/1排隊系統，當中我們用了馬爾可夫鏈來描述每一個隊頭封包的服務 

時間分佈。透過這個排隊模型對非飽和網絡的演釋，我們導出網絡吞吐量的代表 

方程式、封包排隊的延遲、系統穩定性的條件等。我們更闡述了穩定吞吐量和有 

界延遲的區間，發現這與重發因子和輸入速率有著密切的關係。 

除此以外，我們還研究了幾何重發和指數補償兩種演算法。在一個無限用戶 
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的環境下，我們証明了幾何重發是不穩定的。相反地，在滿足特定條件下，指數 

補償卻能提供穩定的網絡流量與及可接受的延遲保証。我們得出指數補償這種演 

算法絕對適合腐大用戶量的網絡。 

這裏所提出的模型除可應用於概率式的補償演算法之外，還可實踐在窗口式 

的補償演算法上。透過對它們的模型的研究，我們証明了這兩種不同的形式其實 

是等同的。與此同時，我們亦揭露了網絡流量的公程式是不受任何的補償演算法 

所影響。 

最後，論文所提的方法論更可被擴展到其他的媒體存取控制協議上，例如： 

ALOHA、CSMA、 IEEE 802.11等協議。而在這論文裏，我們則利用這個方法論 

來對non-persistent和1-persistent CSMA協議的性能進行全面和深入分析。 
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Chapter 1 

Introduction and Historical Background 

The Medium access control (MAC) protocol defines a standard that allows multiple 

users to share a common transmission channel, such as the 802.11 protocol for wireless 

local area networks (WLANs) and the 802.15.4 protocol for wireless sensor networks 

(WSNs), It plays an ever increasing important role in wireless communication systems, 

and has been continuously updated to keep up with the emerging new services and 

quality of service requirements. However, despite of the rapid changes of MAC 

protocols, a comprehensive performance analysis of MAC protocol remains an open 

issue. In this thesis, we focus on the study of CSMA protocols. 

In section 1.1, we use a multi-queue single-server model to generalize the 

methodologies in literatures; indeed, the existing methodologies can be classified into 

three categories considering different aspects. A survey on these three categories of 

works is given in section 1.2. Through the review of literatures in section 1.1, we figure 

out the major difficulties in analyzing the performance of MAC protocols. And it turns 
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out that the employed backoff scheduling algorithm which is briefly discussed in section 

1.3 highly affects the performance of a MAC protocol. In addition, we show our 

contributions of this thesis in the section 1.4. A dissertation overview is given in section 

1.5. 

1.1 Multi-queue Single-server System 

In this section, we are going to summarize the literatures by using a simple two-stage 

queueing model. Besides, this two-stage queueing model also reveals key ideas in 

performance analysis of MAC protocols. 

The property of M A C protocols can be considered as a multi-queue single-server 

system with n number of nodes, as shown in Fig. 1.1. We assume that the arrival of 

A 

packets to each node is a Bernoulli process with rate A; hence, the aggregate input rate A 

is equal to nX . Suppose the input buffer of each node is a first-in-first-out (FIFO) queue, 

then only the head-of-line (HOL) packets have ability to access the channel/server. 

According to the theorem on the superposition of point processes proved in [1] and [2], 

the aggregate attempts of all HOL packets form a Poisson process for large population. 

In other words, HOL packets form a fictitious queue with attempt rate G which is the 

rate HOL packets try to access the server. Once collisions happen, the collapsed HOL 

packets are backlogged and rescheduled for retransmission in which the waiting time is 

governed by the backoff scheduling algorithm. 

Since the multi-queue single-server system is a special case of the input-buffered 
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packet switches with single output channel, it can be described by this two-stage 

queueing model as mentioned in [3] and [4]. The first-stage queue is the exactly the 

input buffer, while the second-stage queue is the fictitious queue consisting of all HOL 

packets, as shown in Fig. 1.1. The two-stage queue brings us some important 

information: 

1) The network throughput only depends on attempt rate G of the second-stage 

queue. 

2) The attempt rate G is an implicit function of the packet input rate X and the 

backoff scheduling algorithm employed in the first-stage queue. 

3) The performance of input buffer depends on the packet input rate I and the 

backoff scheduling algorithm. 

For item 1, the server can be accessed by HOL packets only, and hence the network 

throughput is determined by the activities of Head-Of-Line (HOL) packets in the entire 

network. 

The attempt rate G can be interpreted as the rate that HOL packets try to access the 

channel. An empty node accesses the channel with rate equals the input rate 义,while the 

rate that a backlogged node sends packets is governed by the backoff scheduling 

algorithm. Hence, the attempt rate G is dependent on both the input rate X and backoff 

scheduling algorithm, i.e., the item 2. 

On the other hand, the service time distribution of the HOL packet depends on the 

backoff scheduling algorithm when collision occurs. It is the reason that the packet 
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access delay, which is the time a HOL packet to complete its service, is governed by the 

backoff scheduling algorithm. According to the Little's law, the packet queueing delay 

which is defined as the time for a newly arrived packet to complete its service depends 

not only on the backoff scheduling algorithm but also the packet input rate. As a result, it 

is impossible to achieve a comprehensive analysis of the system without considering the 

impact of the input traffic and the backoff scheduling algorithm on the input queueing 

behavior. 

Offered load p 

Input rate i o o # -o 

o o t -o 

Aggregate input 
A 

rate X = 

HOL Packet 

O O 0 -o 

Server o 
Network 

A 

Throughput ； 

1® stage queue 
Input FIFO buffer 

2nd stage queue 
Fictitious queue 
of HOL packets 

Fig. 1.1. A two-stage queueing model of multi-queue single-server systems. 

Based on the two-stage queueing model, literatures can be classified into the 

following three categories: 

Category I : consider on channel behaviors (the second stage queue) only; 

Category II: consider backoff scheduling algorithms employed in the first stage queue, 
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but ignore the input traffic pattern. 

Category I I I : consider both backoff scheduling algorithms and input traffic. 

The results obtained from these categories are summarized in the TABLE 1. 

Most existing studies [5] - [17] focused on the channel behaviors, that is, the second-

stage queue. These belong to the category I. Although an overall network throughput 

was easily obtained, the stability and bounded delay conditions of each individual input 

queue cannot be comprehended by those simplified models. This point was also clearly 

stated in [49] that focusing on aggregate attempt rate G only is not enough to study the 

effect of retransmission policy. 

Examples 

[ 5 ] - [ 1 7 ] 

[ 19 ] - [ 37 ] 

Categories 

Category I 

Category I I 

Results 

Network throughput 

Network throughput 

Packet access delay 

Category III [38] — [49] Packet access delay 

Packet queueing delay 

Table 1.1. A summary of the three categories of researches. 

The category II greatly improved the methodology in the category I by modeling the 

backoff scheduling algorithm. However, the works of this category (sees [19] - [37]) do 

not include input traffic pattern by assuming a saturated traffic situation. Under the 

saturation assumption, the first-stage queue of input buffer can be ignored because each 
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input node always has an active HOL packet. In other words, these throughput analyses 

can be considered as a special case of our second-stage queue, while the first stage 

queues are all busy. This assumption substantially simplifies the maximum throughput 

analysis, but the queueing behavior of each individual node is missing in the model. 

Since the backoff scheduling algorithm is included, the packet access delay can be 

derived too. In practice, these results may not be very useful because the queueing delay 

in each input buffer could be unbounded i f the network is saturated. In a nutshell, any 

models of the network that ignored either the queueing behavior of the input buffer or 

the input traffic pattern were unable to completely tackle the stability and delay issues of 

the protocol. 

The category I I I focuses on the backoff scheduling algorithm and input traffic pattern 

at the same time. Even though some existing studies of this category [38] - [49] obtained 

the queueing delay of MAC protocols by considering the input traffic, the stability issues 

remain open problems. More importantly, we do not have a systematic approach which 

gives us network throughput, queueing delay as well as stability analysis. 

In this thesis, we are going to introduce a novel model for Markov modulated MAC 

protocols, which allow us to conduct a comprehensive queueing analysis by modeling 

the first stage input buffer. Before going to the details of our work, the following is a 

survey of related works. 
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1.2 Carrier Sense Multiple Access CSMA protocols 

The Carrier Sense Multiple Access (CSMA) protocol is one of the most widely 

deployed M A C protocols that allow multiple users to share a common transmission 

channel. It can be implemented in various areas, such as IEEE 802.11 WLANs and 

Ethernets. The CSMA protocol includes two kinds of collision resolving schemes, 

namely the collision detection (CD) and collision avoidance (CA). For the collision 

detection scheme, terminals can stop transmissions i f collision occurs. For the 

counterpart, collisions can be noticed i f there is no acknowledgment message received. 

The collision detection scheme is suitable for wired networks, while the collision 

avoidance scheme is applied in wireless networks. 

Basically, the CSMA protocol is a set of rules for resolving collisions when two or 

more nodes attempt to use a transmission channel simultaneously. The network stations 

governed by CSMA check the busy/idle status of the transmission channel before 

attempting to transmit. I f either the channel is detected busy or the packets involved in 

the collision, the corresponding station attempt to retransmit after a random time interval 

which is governed by the backoff scheduling algorithm. 

Category 1 

The complete analysis of a buffered random-access network has long been considered 

to be a challenging problem even for the simplest case. Since Abramson's landmark 

paper on the ALOHA systems [5] embarked on the throughput analysis of multiple 

access channels in 1970, many researchers have followed his approach in studying 

7 
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CSMA protocols. Their approaches mainly based on the renewal theory, sees [6] ~ [14]. 

The analysis o f slotted CSMA can be traced back to Kleinrock and Tobagi's paper [6] 

in 1975. Under the assumption o f infinite numbers of nodes and Poisson distributed the 

aggregate transmission (including new and backlogged packets), they derived the 

throughput o f various CSMA protocols by using an approach based on renewal theory. 

Although the characteristic equation o f throughput can be easily obtained by using this 

elegant method, the ability to guarantee a stable throughput o f the entire network and to 

bound the mean delay of packets are still open problems when analyzing the 

performance of CSMA protocols. 

Almost all foilow-up researches on the performance analysis of CSMA protocols [7] 

- [ 1 1 ] have been based on the network model originally proposed in [6]. For example, a 

finite population system with the slotted /^-Persistent CSMA (/ jP-CSMA ) protocol, 

which can also be extended to infinite population cases, was analyzed in [7]. Network 

throughputs o f various CSMA-typed protocols were studied in [8], in which the 

transmission channel was considered as three cases: idle, collision and successful 

transmission. By using a state-transition diagram of the transmission channel, the 

characteristic equation of network throughput of the CSMA was re-devised in [8]. 

Authors o f [9] used a similar approach to find the capacity of the 802.11 M A C protocol. 

The saturation throughput for Non-Persistent CSMA (NP-CSMA) protocols was 

deduced in [10] from the semi-Markovian property o f the protocols. A l l these 

approaches [5] - [11] focused only on the aggregate transmission, the results obtained 

8 
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were limited to network throughput. 

Researches of [11] - [12] extended the above principle to analyze the performance of 

CSMA-typed protocols in terms of various aspects, such as the network throughput and 

energy consumption. Authors of [11] proposed an alternative CSMA protocol with an 

adaptive array to improve the network throughput. The analytical method based on the 

attempt rate G only; the study was limited to network throughput. The system 

performance with respect to energy consumption was given in [12], based on renewal 

theory. 

As reported in [13] that different input traffic patterns could lead to different network 

behaviors. Approaches with modeling input traffic patterns were provided in [13] - [17]. 

The references [14] and [15] evaluated the transient dynamic behavior of CSMA 

protocols with impulse traffic. A performance analysis of a buffer-less CSMA protocol 

was given in [16] by a simple Markov chain, in which the state-space was the number of 

idle and backlogged nodes in the system. In [17], the authors gave a throughput 

evaluation of asynchronous data transfer protocols in the present of hidden terminals [6]. 

It is arduous to study the delay issues without taking care o f the service time 

distribution that incorporates the scheduling algorithm. In the past several decades, 

researchers focused on the network throughput analysis (sees [5] - [17]), but ignored the 

impact of backoff algorithms. We classify these works as the category I. 

Category II 

The works of category I I were started from an analysis o f the 802.11 distributed 

9 
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coordination function (DCF) [18], which is one of the most popular implementation of 

CSMA. The 802.11 protocol includes specifications for both MAC and physical layers. 

The DCF defines two access mechanisms, namely the Basic access mechanism and the 

request-to-send/clear~to-send (RTS/CTS) access mechanism. The Basic access 

mechanism is simply a two-way handshaking scheme, in which the destination node 

acknowledges the successful receipt by sending an ACK frame. On the other hand, the 

RTS/CTS access mechanism uses a four-way handshaking method to eliminate the 

hidden node problem. Before sending the packet payload, the source node broadcasts a 

request-to-send (RTS) short message to request channel resources. I f no collision occurs, 

the destination node sends a clear-to-send (CTS) short message to indicate that the 

channel is reserved. The source node starts to transmit the packet payload after receiving 

the CTS. The source node also receives an A C K frame i f the packet payload is 

successfully transmitted. 

A two-dimensional Markov chain that described the binary exponential backoff 

algorithm [19] was proposed by Bianchi in 2000. It was a groundbreaking work in 

analyzing M A C protocols. This drastically different approach which belongs to the 

category I I provided extensive throughput analysis of a saturated 802.11 DCF network in 

which nodes always have packets to transmit. This saturation assumption substantially 

simplified the analysis by ignoring packet arrival processes, but failed to comprehend 

the complete queueing behaviors of a single node, such as stability and delay, issues 

concerning regular network operation under non-saturated condition. 

10 
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Abundant published works on the performance of CSMA protocols under different 

scenarios (see [20] - [30]) were stimulated by Bianchi's two-dimensional Markov chain 

model [19]. In [20], the authors used the same model to derive the network throughput 

with retry limit. The saturation throughput for a fading channel by considering the 

probability that packets collapsed due to frame error was studied in [21], which resulted 

in smaller network throughput as expected because of the larger probability of collapsed 

transmissions. Moreover, the authors in [22] and [23] applied Bianchi's two-

dimensional Markov chain model to analyze the network throughput of an alteration of 

the 802.11 protocol. 

Access delays of slotted ALOHA and CSMA with various backoff scheduling 

algorithms are given in [24]. A frame delay analysis on the 802.11 DCF protocol was 

introduced in [20], [25] and [26], which only covered the mean service time under the 

network saturation condition. Under the same saturated assumption, [27] - [30] studied 

the access delay of the 802.11 protocol in cooperation with the exponential backoff 

scheduling algorithm. In particular, the access delay for the 802.11 with binary 

exponential backoff (BEB) was studied using a bottom-up approach in [29]. Furthermore, 

the access delay of the 802.11 DCF protocol has been studied in [30] by considering the 

generating function of packet service time distribution. 

Various modified backoff schemes of 802.11 protocols were considered in [31] and 

[32] to enhance system performance. An exponential increase and linearly decrease 

backoff algorithm was proposed for the 802.11 DCF in [31] to enhance the saturated 
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throughput. An advanced version of the exponential increase and linearly decrease 

backoff algorithm has been integrated into a new collision resolution mechanism (called 

GDCF) which was proposed in [32]. Both algorithms did not resume the backoff stage to 

the initial zero stage after a successful transmission. The algorithm in [31] only allows 

the corresponding station to reduce its backoff stage after a single successful 

transmission, while the GDCF in [32] requires the station to reduce its backoff stage 

after c consecutive successful transmissions. These modified backoff algorithms can 

improve network throughput in a saturated condition, but their performances in a non-

saturated 802.11 network are still unknown. 

Other than the 802.11 protocol, the throughput analysis of the IEEE 802.15.4 protocol 

was given in [33] by using a modified 2D Markov chain [19]. Some cross-layer 

analytical approaches for CSMA/CA protocols were proposed in [34] — [37], which gave 

us the insight into the network throughput in terms of physical and M A C layers. 

Although these works o f category II [19] - [37]，have revealed the connection 

between the maximum throughput and the underlying backoff algorithm, issues on 

throughput stability and bounded delay remain open under the saturation assumption. 

Category 111 

To support real-time applications such as video streaming, queueing delay issues 

should be taken into account. With this aim, researchers were interested in modeling an 

unsaturated traffic system [38] - [49]. 

A buffer-less system was studied in [38], in which the unsaturated environment was 

12 
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described by an extra idle state. The buffer-less property can help to avoid complicated 

queueing analysis, but this simplified assumption is not useful in practice. An analytical 

model with small buffers for 802.11 DCF in the presence of unsaturated heterogeneous 

conditions was proposed in [39] and [40], in which the characteristic equation of 

network throughput was found to be the same as that under the saturated condition. The 

above of results [38] - [40] are consistent with the results in this thesis that network 

throughput equation is the same in saturated and unsaturated environments. 

Furthermore, a model with finite load sources to evaluate the fairness and throughput 

for a multi-rate system was presented [41]. Similar as the approach in [38], authors of 

[42] — [45] studied the performance (in terms of throughput, access delay, and energy 

consumption) of an unsaturated 802.15.4 system by adding an extra idle state into the 

Markov chain introduced in [33]. Due to the relaxation the input traffic restriction, 

queueing delay of the 802.11 wireless networks was obtained in the paper series [ 4 7 ] -

[49]. A l l these analyses for unsaturated networks [38] - [49], however, did not address 

stability issues. 

In facing the difficulty of precisely modeling the system, many simulation results on 

the performance of CSMA were reported in [50] — [55], which obtained the simulated 

network throughput, packet transmission delay and etc under various system situations. 

As the MAC protocol is being continuously updated to meet the requirements of 

different types of emerging new services, a model of the MAC protocol should be 

flexible enough to cope with the changes of QoS requirements. Issues on the throughput 

13 



CHAPTER 1 
INTRODUCTION AND HISTORICAL BACKGROUND 

stability and bounded delay conditions remain open problems. In this thesis, we show 

that stability and queueing delay issues can be resolved by our model under a non-

saturated condition. 

1.3 Backoff Scheduling Algorithms 

Collisions are unavoidable in a shared environment, and a contention resolution 

algorithm is an essential mechanism in any MAC protocol to resolve contention among 

active nodes. However, category 1 in [5] 一 [17] did not take the scheduling of collided 

packets into consideration. 

Exponential Backoff algorithm is a widely adopted collision resolution scheme in 

most M A C protocols. Retransmission probability of the collapsed packet decrease 

exponentially with number of encountered collision times. A packet is in backoff phase i’ 

i f and only i f it has encountered collision i times. When a packet is successfully 

transmitted, all follow-up packets are immediately able to access the channel. In other 

words, any follow-up packet starts in the initial phase. 

It was shown in [56] that Exponential Backoff for MAC protocols was unstable for an 

infinite number of nodes. The authors of [57] claimed that i f the arrival rate of the 

system is sufficiently small, the Exponential Backoff can still be stable. Despite these 

unfavorable observations, it was proven in [58] 一 [61] that a stable throughput can be 

achieved by the Exponential Backoff even i f the number of nodes goes to infinity. 

Currently, a consensus on the stability issue of the Exponential Backoff scheme cannot 
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be concluded from these controversial results. 

Other researchers were also interested in comparing the characteristics of different 

backoff algorithms, such as linear, polynomial, binary exponential, exponential increase 

and linear decrease (EILD), exponential increase and exponential decrease (EIED) 

backoff algorithms and etc. As the name suggests, retransmission factors of the linear 

and polynomial backoff algorithms increase with collision times in linear and 

polynomial manners respectively. The binary exponential backoff is only a special case 

of the exponential backoff algorithm, in which the retransmission factor equals 1/2. On 

the other hand, EILD and EIED are same as the exponential backoff; except the starting 

phase of follow-up packets is not the initial phase. When a successful transmission 

happens, the backoff phase of the follow-up packet decreases linearly and exponentially 

for EILD and EIED respectively. 

In [31] - [32] and [62] - [65], the authors claimed that the proposed backoff 

algorithms out-performed the binary exponential backoff algorithm. The basic principle 

of the proposed backoff algorithms was to reduce the packet traffic rate in a saturated 

traffic condition which is not realistic. It has been discussed in [43] that a smaller 

retransmission probability is suitable for the saturated network. However, an unsaturated 

network requires a larger retransmission probability for better performance. 

Although a lot of existing paper claimed that their modified backoff algorithms were 

better than the binary exponential backoff. However, the evidences provided were based 

on a saturated traffic condition. Another reason is that complicated backoff algorithms 
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are diff icult to implement. In this thesis, we are going to consider an exponential backoff 

algorithm which is more general than the binary exponential one. 

1.4 Contributions 

We propose a generic queueing model which gives a comprehensive queueing 

analysis of the non-persistent and 1-persistent CSMA protocols with backoff scheduling 

algorithms under an unsaturated traffic environment. We assume that the input to each 

node is a Bernoulli process with rate X packet/timeslot and each input buffer is modeled 

as a Geo/G/1 queue. The service time of HOL packets is described by a Markov chain, 

from which we obtain the service time distribution of HOL packets. 

Based on the probability theory and the Markov chain, we obtain the characteristic 

equation of network throughput as a function of the attempt rate G of HOL packets. In 

particular, we prove that the throughput equation in saturated and unsaturated conditions 

remains the same. 

The service time distribution of HOL packets from the proposed Markov chain gives 

us the moment generating function of packet service times. The packet access and 

queueing delays are immediately derived by the use of Little's Law and Pollaczek-

Khinchin (P-K) formula of Geo/G/1 queue. 

Furthermore, we also determine stable throughput and bounded delay conditions. The 

stable throughput condition is based on the characteristic equation of network 

throughput and the first moment of service time (or the offered load of each node). 
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While a bounded mean delay requires a bounded second moment of service time. The 

two conditions enable us to specify the stable regions of both throughput and bounded 

mean delay in terms of the retransmission factor for given input traffic. This reveals that 

stability of a system is highly dependent on the backoff scheduling algorithm as well as 

the input traffic. 

Our results indicate that the stable throughput region with Exponential Backoff exists 

even for an infinite population, which agrees with the presentation in [58] - [61]. Hence, 

this scheduling scheme is robust and can scale to large number of nodes. However, the 

bounded delay region is only a subset of the stable throughput region, and the maximum 

achievable throughput of the network within this region is slightly smaller than the 

absolute maximum throughput. For network operating inside the stable throughput 

region but not within the bounded delay region, we show that a stable throughput of the 

entire network can be achieved with a large delay variance due to the "capture effect” 

described in [61] and [67]. Thus, the maximum throughput of the network within the 

bounded delay region is slightly smaller than that achievable in the stable throughput 

region. 

We find that the 1-persistent CSMA protocol is more suitable for network with little 

input traffic; while the non-persistent CSMA protocol is more outstanding in higher 

input traffic situation. 
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1.5 Dissertation Overview 

In chapter 2, we give a comprehensive performance analysis of non-persistent 

CSMA/CD and CSMA/CA protocols. The characteristic equation of network throughput, 

packet transmission delay and stability issues of the non-persistent CSMA protocol are 

all included in this chapter. In addition, we extend the model in chapter 2 to study the 

performance of 1 -persistent CSMA/CD and CSMA/CA protocols, as given in chapter 3, 

A window-based binary exponential backoff scheduling algorithm is modeled in chapter 

4, in which we show that window-based algorithm is equivalent to the probability-based 

one. The last chapter is the summary and future development. 
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Chapter 2 

Non-persistent Carrier Sense Multiple 

Access Protocols 

We introduce queueing models o f input buffer to work out a comprehensive performance 

analysis of non-persistent carrier sense multiple access protocols (NP-CSMA). The 

queueing model considers employed scheduling algorithms under a non-saturated traffic 

environment. 

2.1 Basic principle of the Non-persistent CSMA protocol 

The NP-CSMA protocol is a kind of MAC protocols used in many communications 

networks. The major property of the carrier sensing protocol is that every node takes 

action after sensing the channel status. I f the channel is in an idle state, the packet is sent 

immediately; otherwise, the packet is delayed for a random amount of time before 
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sensing the channel again. Collisions may occur when two or more packets are 

simultaneously transmitted. There are several assumptions we made in this chapter: 

1. The system is slotted into mini-slots in which activities can be taken only at the 

beginning of mini-slots, 

2. The network is well synchronized. 

3. Packet collapsed only due to simultaneous transmission. 

The NP-CSMA protocol contains two different schemes, namely the collision 

detection (CD) and collision avoidance (CA). The CSMA/CA protocol is widely used in 

wireless communications. The collision avoidance scheme does not allow nodes to 

detect interference among transmissions. In other words, source nodes notice collision i f 

there is no acknowledgement (ACK) message. For sake of simplicity, we assume the 

time for receiving an ACK message is negligible, that is, the time required for successful 

transmission is same as that for unsuccessful transmission in the case of the CA scheme. 

Traditionally, the collision detection scheme is applied in wired network, in which nodes 

can monitor the transmission progress. Nodes can then stop transmissions when a 

collision is detected. Hence, the collision duration of the collision detection scheme is 

less than the successful transmission duration. 

2.2 Channel Model 

In a slotted NP-CSMA network, the time axis is slotted and the network is 

synchronized. Packets can be sent only at the beginning of a timeslot, and each packet 
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transmission takes one slot time. The ratio of propagation delay to packet transmission 

time is a\ hence, the timeslot can be further divided into mini-slots of slot size a. 

According to the channel status, the time axis can be considered as a sequence of 

alternating busy periods and idle periods as shown in Fig. 2.1. 

As shown in Fig. 2.1(a), the duration o f a busy period for the collision avoidance 

scheme is 1 + a timeslots because no packets w i l l attempt to transmit in the last mini-

slot o f a busy period. The successful transmission time o f the collision detection scheme 

is the same as the counterpart. However, the collision time o f CD scheme is shorter, 

because nodes can stop transmissions i f collision is detected, as shown in Fig. 2.1(b). Let 

y be the time required to detect and abort the collision (y is less than 1), then the duration 

o f the corresponding busy period is y + 

(a) 
Collision 
avoidance 

^ Busy period 

Successful Transmission 

丨 period 
+ a 

Collision 

(b) 
Collision 
detection 

< -

Successful Transmission 

Idle 尖 ” " - > 
I period 

Collision 

Stop 

Fig. 2.1. Busy and idle periods of the NP-CSMA with (a) collision avoidance; (b) collision detection. 
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For both schemes, the length of an idle period is a random variable with geometric 

distribution. In each busy period, either a packet is successfully transmitted or a collision 

occurred. Therefore, the channel w i l l be in one of three states: idle (Idle), successful 

transmission (Sue), and collision (Col). The state transitions of the channel can be 

described by the Markov chain shown in Fig. 2.2. 

Idlejdle 

1 Pcoljdle 
'P Idk,Suc 

Pldle,Col 

PcolSiic ^^K^Col.Col 

Col 
Psuc,Col 

Fig. 2.2. Markov Chain of NP-CSMA channel. 

The limiting probabilities tTj^；^, ir^^^, and of the Markov chain satisfy the set of 

equations: 

~ Pidle Jdle )‘ �兀 Idk ~ ^Sue Jdle ‘ ^Suc+^Co. IJdIe '兀 Col 

—Psuc ，Sue ) • 兀 Sue • -^Idle,Sue • 兀 Me+Pcol \Suc • 兀Col • (2.1) 

-PcoJ ’Col ) • 兀Col : “Pid丨e’Col . 冗 M e + Psuc X'ol ‘ 兀Sue 

Since packets attempt to access the channel only when the channel is detected as idle, 

the attempt rate in any busy period is zero. According to the theorem on the 
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superposition of point processes proved in [1], the aggregate attempts form a Poisson 

process for large population. During an idle period, the aggregate attempts generated by 

all fresh and re-scheduled HOL packets is a Poisson stream with rate G, and the 

probability that no attempts is generated in a mini-slot is In the channel point of 

view, a transmission period is successful only i f there is exactly one attempting packet in 

a mini-slot with the probability aGe一. Hence, the transition probabilities of the Markov 

chain are given by 

^Idlejdk ~ ^Sucjdle ~ ^Co 

^Si(c\Siic = Pklle,Suc = Pc( 

^ColCol ~ ^MeXol = Psi 

die 

IK =aGe 

^l-e-""--aGe-

(2.2) 

It is straightforward to show that the limiting probabilities are given as follows: 

几丨,‘;, TT彻一Ge-“Gand ;r(,。, = 1 -e-"。-aGe, (2.3) 

The time-average probabilities of each state can be easily obtained from sojourn times 

of Idle. Sue, and Col states 

'Idle ^Suc 1 + a: 
1 + u for CA 

y + a for CD 
(2.4) 

Corresponding to the difference of the collision duration between CA and CD schemes, 

we define a variable x as below, 

X = 
for CA 
for CD 

(2.5) 

3
 

2
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Of particular importance, the probability that the channel is in Sue state is given by 

^ — I Sue 兀Sue 
''\Siic ‘-Sue^Stic h'ol^Col ^Idle^Me 

— (l + a)aGe-'''' 

\ ) . (2.6) 

Since the successful transmission o f a packet only takes - J — of the time in a busy 

\ + a 

period, the throughput of the network is defined by the fraction of the time that the 

channel is productive: 
£ = ^Suc 

l + (2.7) 

By substituting (2.5) and (2.6) into (2.7), we have the characteristic equation of network 

throughput with respect to the CA and CD schemes, 

aGe""" 

A aGe 

for CA 

for CD 
aGe—a(; + — aGe 一 ) 

• (2.8) 

The throughput of the CA scheme is consistent with Kleinrock and Tobagi's results 

[6], while that of the CD scheme agrees with Rom and Sidi's results [8]. 

Although the network throughput can be obtained from the above model, it is by no 

means a comprehensive performance analysis o f the system, because this model does not 

consider the re-scheduling of collided HOL packets. The next section describes a more 

detailed queueing model of the input buffer in which the service time distribution is 
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derived in cooperation with the backoff scheduling scheme. 

2.3 Queueing Modd of Input Buffer 

The input buffer of each node is modeled as a Geo/G/1 with Bernoulli arrival process 

of rate I packets/timeslot. In the NP-CSMA protocol, we consider a general backoff 

scheme, called the ^^Exponential Backoff algorithm, for contention resolutions. The K-

Exponential Backoff algorithm allows an HOL packet in phase i to retransmit with 

probability , for i = 1, K, where 0 < ^ < 1 is the retransmission factor and K is the 

cut-off phase. A backlogged HOL packet is in phase i i f it has encountered collisions i 

times. That is, the retransmission probability decreases exponentially with the number of 

collisions, up to ^ times, experienced by the HOL packet. 

The activities of an HOL packet with this backoff algorithm are illustrated as a flow 

chart shown in Fig. 2.3. A fresh HOL packet is sent only i f an idle channel is detected; 

otherwise, it waits for a waiting time to sense the channel activity again. A transmission 

is successful and returns to phase 0 i f no other packet is sent at the same time. A l l 

collapsed packets are backlogged and increase its phase by one. These backlogged 

packets are re-scheduled to access the channel at a random later time which depends on 

the current backoff phase. 
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Backoff: 
Random waiting time 
is determined by 

^^rrent backoff phase 

Sensing 

Backoff phase is 
increased by 1 

，r 
No 

1 
Yes 
r 

Transmission 

f 

Wait: 
The waiting time 
is assumed to be 1 

Return to phase 0 

Fig. 2.3. Flow chart of access behaviors for HOL packets of the NP-CSMA. 

Let a be the probability that the channel is being sensed idle. Besides idle periods, an 

idle channel is also detected in the last mini-slot of each busy period because of the 

propagation delay. Therefore, the time-average probability that the channel is sensed idle 

can be calculated from the limiting probabilities given by (2.3) as follows: 

“•兀Idle + a .兀如c + a . 71 Co! 

兀Col 
(2.9) 

a 

As shown in Fig. 2.4, the signal received by a node is shifted one mini-slot due to the 

propagation delay. Thus, the idle mini-slot immediately following a transmission period 
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is still considered to be a part of the busy period by HOL packets. Also because of the 

propagation delay, a transmission can be successful only i f all other nodes do not attempt 

to send packets in the first mini-slot of the busy period. Thus, the probability of a 

successful transmission is 

p = e 

The equation (2.9) can be expressed in terms o f p as below. 

a - a 
-p\n p a + x{\-p + p\np) 

(2.10) 

(2.11) 

(a) Channel's view 
Transmission 

(b) HOL packet's 
view 

a 
Transmission 

( I d l e • > 
period 

A node senses channel "busy' 
a 

Due to the propagation delay, a A node senses the channel "busy" 
node senses the channel "idle" at at the end of a transmission 
the beginning of a transmission 

Fig. 2.4. Busy and idle periods of NP-CSMA protocol viewed by (a) the channel; (b) the HOL packet. 

In the NP-CSMA protocol, the duration of successful transmission is the same for 

both CA and CD schemes, then a successful transmission (Sue) is used to represent this 

activity. Besides, an HOL packet in phase i can be in one of the three states: sensing (S,), 

collision (C,), and waiting (W,), i = 0, 1，...，I at any time. The state transition diagram is 
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shown in Fig. 2.5. I f a busy channel is sensed, the packet is in waiting state W,. I f an idle 

channel is detected in the sensing state S, with probability a, then the packet wi l l be 

transmitted with probability q'. With probability p, it is successfully transmitted in the 

state Sue. After successful transmission, a fresh HOL packet starts with the initial 

sensing state So. On the other hand, collision occurs with probability 1 — p, the collided 

packet in the state C, is moved to phase i + 1 and the above process repeats starting from 

the sensing state S,+i. 

We assume that a new packet arrived at an empty buffer w i l l be delayed for one slot 

time in the waiting state i f the channel is busy. The duration o f this waiting time is not 

specified in non-persistent CSMA protocol. In fact, the sojourn time of the waiting state 

does not affect our analysis. Different waiting time may result in different delays, but the 

analyses of the stable throughput region and bounded delay region remain the same. 

Hence, the waiting time is assumed to be 1 slot time for the sake of simplicity. 

Fig. 2.5. Markov chain of HOL packet of the NP-CSMA. 
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Let b如c, bs , be , and 〜 b e the limiting probabilities of states Sue, S„ C；, and W,, 

respectively. From the Markov chain described in Fig. 2.5, we obtain the following set of 

state equations: 

hue = ap(b�+ + …+ qk bs) 

\ = a { \ — q K � b s A + b ( “ + � 

bs =«(l-g')Z)s，+〜+办(、， for / = 

bf^ = (1 - a) b�’, for / == 

(2.12) 

be, =aq'{\-p)b‘ s‘ for i = …,K 

It can be observed from (2.12) that i f p + q> 1 then all states of the Markov chain are 

positive recurrent and aperiodic. Thus, the time-average probabilities of those states can 

'1 for CA 
be determined from (2.12) with the sojourn timer Sue a, X = 

r for CD 

and tjy, 二 1 of states Sue, Q, and W,, respectively, for / = 0,,..，欠 as follows: 
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Sue 

ap 
D 

^ ap 
q'D 

K = 

q'D 

( 1 - a ) 

(1-/7)' for/ = 0 ” . J： —1 

{l-pf for i = K 

{ \ - p ) forz' = 0,…足—1 
( 1 - a ) 

q'D 

apx 

( l - p f for i = K 

D 
ax 

f o r / = 0 , . . X - l 

D (1-尸) for i = K 
(2.13) 

D = q 
l + a-a 

P + q-^ 
p-i^-q) •P 

q 
+ a 

(2.14) 

The offered load p of each input queue is the probability that the queue is non-empty, 

in which p < 1 is a basic requirement for a stable input buffer. The input rate X of the 

Bernoulli arrival process can be interpreted as the probability of finding a packet arrived 

at input in any time slot. Each input packet wi l l eventually become a fresh HOL packet, 

and visit the successful transmission state (Sue) for one slot time. Therefore, the input 

rate X should equal the probability of finding an HOL packet in the successful 

transmission state in any time slot. With the time-average probability of state Sue given 
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in (2.13), the expression of the offered load can be obtained as follows: 

P = 
•^Suc 

ap{p + q-\) 
P 

./f+i A +— 
p 

for CA 

(2.15) 

+ ;t + 々 i z Z for CD 
P 

From (2.15), we can observe that the mean service time of each HOL packet E[X\ is 

equal to i讲广 .We show in the next theorem that the network throughput derived from 

the queueing model of input buffer is the same as (2.7), which was obtained from the 

channel model Although the service time is obviously dependent on the retransmission 

factor q of the backoff scheduling algorithm, the fact that the throughput is invariant 

with respect to q implies that the stability of the system cannot be determined by the 

characteristic equation of throughput alone; it is mainly related to the queueing behavior 

of each input buffer. 

Theorem 1. For buffered non-persistent CSMA/CA with K-Exponential Backoff, the 

throughput in equilibrium is given by 

-p\n p aGe_"G 

^ • (2.16) 
1 

Proof: For NP-CSMA protocol, a node is ready to send an HOL packet only i f an idle 

channel has been detected. The probability of successful transmission from a desired 

node is the conditional probability that none of other nodes access the channel given that 

all nodes sense the channel idle. 
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p = Pr{none of other n -1 nodes access the channel | channel is sensed idle} 

Pr{none of other n -1 nodes access the channel} 
(2.17) 

——…丨 ‘ • 

Pr{channel is sensed idle} 

I f no one access the channel, it means that all other n - 1 nodes are either empty, or in 

sensing states but not accessing the channel. Thus, we have 

Pr{none of other n~\ nodes access the channel} 

Prjnode is empty} + Pr{node is in sensing but not scheduled to send packet} 

for large n r 

二 exp j -wp I
 

1
1
 

/
/
v
 o

 
z
 

(2.18) 

The probability that the node senses an idle channel is given by 

Pr{channel is sensed idle}=[Pr{node is empty}+ Pr{node is in sensing state} 

( 1 - 小 

for large n ( 

(2.19) 

Qxp\-np 

Substituting (2.15) into (2.18) and (2.19), then the probability of successful 

transmission p defined by (2.17) can be expressed as 
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- e x p 

二 exp 

ak 
ap 

aZ 
ap 

(2.20) 

After substituting the expression of a for the CA scheme from (2.9) into (2.20), we have 

p = exp 
i(\ + a- p) 

P 
(2.21) 

A 

At equilibrium, the aggregate input rate X should equals the network throughput 2仙,. 

Hence, it is easy to show from (2.21) that the network throughput in equilibrium is given 

by (2.16). • 

Corollary 1. For buffered non-persistent CSMA/CD with K-Exponential Backoff, the 

throughput in equilibrium is given by 

(2.22) 
^ouf = aGe-"G +a + r{\'-e'"'' 一aGe-"�) 

Proof: Substituting the corresponding expression of a from (2.11) into (2.20), we have 

p = exp -p{n p a Y (\ - p + ph\ p) (2.23) 

The network throughput of the CSMA/CD in (2.22) is immediately obtained. 
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A generalized characteristic equation of throughput displayed below comes from 

(2.16) and (2.22), in which x 二 1 or = y for the CA and CD schemes respectively. 

aGe-二 

(2.24) 

义 _ 
""‘~ x + a-xe'"'' +{\-x)aGe 

It should be noted that the throughput given by (2.16) also agrees with that obtained 

by Kleinrock and Tobagi in [6] and our channel model in section II. The network 

throughput can be derived either from the first-stage (input buffer) or second-stage 

(channel activities) queues of the two-stage queueing model mentioned in chapter 1. 

Whatever the value K is, the same network throughput can be derived from the queueing 

model of input buffer. The consistency between these approaches indicates that it is 

appropriate to adopt the independence assumption among input buffers. This is because 

the correlation among n input queues becomes weak in a multi-queue system when n is 

large [3]. 

Compare (2.20) and (2.23), it should be noted that the network throughput of the CD 

scheme is larger than that of the CA scheme due to the shorter collision time. Examples 

are shown in Fig. 2.6 which plots the network throughput 义卯,against the probability of 

successful transmission p for the CA and CD (with / 二 0.5) schemes under different 

values of mini-slot a. The only difference between the CA and CD scheme is the distinct 

collision duration. This is the reason that the curves of the two schemes approach each 

other for the values of p near 1 because collisions seldom occur. 
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Fig. 2.6. Network throughput verses probability of successful transmission. 

Furthermore, let random variables Sue*, C: and W* be the service completion 

time of an HOL packet, starting from the states Sue, S,, C/, and W；, respectively, until it 

is successfully transmitted. We assume, without loss of generality, that M = a'^ and 

‘ M for CA 
X 

ra—i for CD 
integers. It is easy to show from the Markov chain of Fig. 2.5 

that the generating functions Si(c(z), Si(z), C,(2), and of these service completion 

times can be found by solving the following set of equations: 
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X 

=a pq'zSuc{z) + a 

WXz) = E 

Suc{z)二 E 

CXz) = E 

X = z^S (z) for 

Sue 
.(2.25) 

M 

^ ' S A z ) 

Let X denote the service time of a HOL packet. Since the service of each H〇L packet 

starts from state So, therefore the first and second moments of service time, E{X\ and 

can be derived from the generating function So{z) and the expressions of them are 

given in Appendix A. Note that the mean service time E{X\ derived from the generating 

functions So{z) is same as that observed from the expression of offered load (2.15), that 

is the inverse of the time-average probability ^̂ 淑. 

Based on the queueing model of the input buffer, we wi l l investigate various stability 

issues of NP-CSMA concerning throughput and delay in the following sections. 

2. Stable Regions 

The aim of this section is to specify the stable throughput region as well as the 

bounded delay region with respect to the retransmission factor. Firstly, through the study 

of the relationship between the attempt rate G, input rate X, and retransmission factor q, 

we can obtain an expression of the retransmission factor q. After that, we state the stable 
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conditions in the coming sub-sections. With the expression of retransmission factor q 

and the stable conditions, we can work out the stable regions. 

2.4.1 The expression of attempt rate G 

Considering the NP-CSMA network with n nodes, a desired HOL packet can be 

transmitted successfully with probability e—a。, when all other nodes are inactive in the 

mini-slot prior to its transmission. Suppose that there are a total of HOL 

packets in a mini-slot, in which rii packets are in the sensing state of phase i, for i = 0,..., 

K. The following HOL packets may desire to transmit during the mini-slot of a sensing 

state: 

1) A n empty node may send a newly arrived packet with probability al; 

2) A n HOL packet in phase 0 w i l l be transmitted immediately; 

3) A backlogged HOL packet in phase i wi l l be transmitted with probability q\ for i = 

1 K 

Hence, the attempts rate per mini-slot, aG, can be expressed as 

Let (j)丨=b̂  be the probability that an HOL packet is in the sensing state of 

phase i, for i - . The following attempt rate per mini-slot can be obtained from 

(2.13) and (2.26): 
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aG=^n{\-p)al + " p j ] 二 M 

叩 Y!lJ�,q' 

=aX{\-p) + np 
[p^q - 1 ) 

、火+1— 

•p) _ 

pq 1 一 

I q ) 

-

(2.27) 

For Exponential Backoff {K —> oo), the expression of G can be further simplified into 

(̂ G = 义(l — p ) + (2.28) 

Equivalently, the retransmission factor q can be formulated as a function of attempt rate 

G as follows: 

q = h{G) 

A[p) + 2aXp 

= ( 1 - / 0 -

\-x + 
P 

aaX^p^ (\ + a-a f 
1 叉 
1 - X + — 

P 
(2.29) 

2A{p)^2iap 
P 

1 aX^p^ 、 
- 2 — — ^ [ \ + a - a ) 

where 

A{p) = aap^ (X - G\ + ip{\ + a- a) -aaX^p^ (l - x + xp' (2.30) 

In addition, the expressions of the retransmission factor q for both CA and CD schemes 

are easily obtained by substituting (2.5) into (2.29). 
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2.4.2 Stable throughput region 

Intuitively, i f the attempt rate G is too high, the probability o f successful transmission 

p = e—aG w i l l be too small; i f it is too low, then the channel may not be fully utilized. 

A 

Similar to the Aloha system discussed in [4] that the maximum throughput can be 

expressed in terms of the Lambert W function WQ(z), which was first considered by J. 

Lambert in 1758, and later studied by L. Euler [66]. Taking the differentiation of the 
/V 

throughput equation (2.16), the maximum throughput ；1麵 for the CA scheme can be 

derived from the corresponding attempt rate G* and expressed as below, 

1 
K 

r 1 、 +1 exp 丨 - w , 
/ 、 

1 、 
- 1 K I +1 exp 丨 - w , 1 (1 + … 〜 

- 1 

l + a- exp 
“ / 

_ V 

1 、 

- 1 

(2.31) 
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As plotted in Fig. 2.7 and Fig. 2.8, for any attempt rate G < G*, the network 

throughput increases with attempt rate G; otherwise, the throughput decreases with G. 

Therefore, for any throughput smaller than the maximum throughput, the characteristic 

A 

equation (2.24) has two roots: the smaller G^ (A) and larger roots as given below, 

G, ( i ) - _—[-L {a + x) e-'' ) + x I (232) 

and 

Gj (i)=—丄「ff_i (-L (a + x) e " ' ) + xL 
Q L 

(2.33) 
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Fig 2 8 Network throughput verse attempt rate with a = 0 01 

Considering the tradeoff between G and p, we know the attempt rate G should be 

A 

bounded in the range between G^ (A) and G! (A) to ensure a stable network throughput 

A 

义卯,=X . For example shown in Fig. 2.7, the network has a stable throughput of 

=1 = 0.3 when G is within the range [0^-0.45, G l ~ 18.9] and [Gs~0.45, Gi^25.6] 

for CA and CD with y = 0.5 schemes. Specifically, a necessary condition of stable 

throughput of the entire system can be stated as follows: 
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；炉o(力 and (z) are the Lambert W function defined in [66]. 
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Stable Throughput Condition: 

A A 

STC. For any aggregate input rate A < , the attempt rate G should satisfy 

G , ( i ) < G < G , ( i ) _ (2.34) 

In general, the attempt rate G is an implicit function of the retransmission factor q 

associated with the underlying scheduling algorithm as shown in (2.27). For 

retransmission factor q in the range 0 < ^ < 1, this function is monotonically increasing 

with respect to the attempt rate G. This functional relationship, together with the 

inequality (2.34), determines a stable region of q. For the NP-CSMA protocol with 

exponential backoff scheduling algorithm, it is easy to show that the function q = h{G) 

monotonically increases with respect to G. Thus, a region of the retransmission factor q, 

called the stable throughput region Rt, can be specified by the combination of (2.34) and 

(2.27) as follows: 

q^R,=[hiG,),h{G,)]. (2.35) 

A � A 
The network throughput is defined by 义冊,=min{7i办咖.，义}and the stable throughput 

A /V A 

condition STC ensures that = A . It follows that the STC implies nb瓶'>?i = nX, that 

is, the offered load p < I . On the other hand, it can be shown from that the offered load p 

is a monotonically increasing function of the retransmission factor q i f the attempt rate G 

is bounded in the range [Gs, Gl], or equivalently q e Rj. =[h(G^Xh(G^)]. In particular, 

the attempt rate G wi l l reach Gl when the offered load p ^ Therefore, i f the 
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retransmission factor q is chosen from the region ), ) ) , the offered load of 

Geo/G/1 queue for each input buffer should be strictly less than 1, which is the stable 

condition of any queueing system that the arrival rate is less than the service rate. 
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Rj- A = 

13…uj<lt、d (If'iay r 
/?/> A = IK 

0.04 0.2 0,4 0,6 0,8 0 9： 

Ilvi rausmissioii j)iH。r (i 
0 04 0,： 0.4 0.6 0,8 0 9： 

ranMuishioii tat'tor (/ 
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Fig. 2.9 shows stable regions of Exponential Backoff with a = 0.1 for the CSMA/CA 

and CSMA/CD (y = 0.5) when n = 10 and 50. Areas under the lower bound h{G^) and 

upper bound are the stable throughput regions. In Fig. 2.9 (a) and (b) with given 

A 

aggregate input rate 义=0.3，the network throughput can be stabilized when the 

retransmission factor q is selected within the range [0.04, 0.85]. On the other hand, [0.04, 
A 

0.92] is the stable region for the CSMA/CD when /I = 0.3. It can be observed from this 

figure that the stable throughput region of the CSMA protocol less depends on the 

population size n, but more depends on the types of collision schemes and the value of y. 

This can be explained by the expression (2.29) that values of terms containing variable n 

are very small. 
04 
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Our analysis agrees with simulations result as shown is shown in Fig. 2.10 wi th n -

A A 

50. For aggregate input rates 1 = 0.1 and 义 二 0.3, simulation results match perfectly 

with the analytical one when the retransmission factor q is within the stable throughput 

region. Outside the stable regions, network throughputs drop gradually. 

Furthermore, the dependence o f collision duration y is illustrated in Fig. 2.11 wi th 
A 

simulation results for aggregate input rate 义=0.3 and n = 10. The smaller the value y 

we choose, the larger the stable throughput region we have. Our stability analysis is 

confirmed by the simulation results which depict that a stable throughput can always be 

achieved i f the retransmission factor q is properly chosen from the stable throughput 

region Rt. Fig. 2.10 and Fig. 2.11 demonstrate that the network performance is 

predictable by our analysis i f it is operated within the stable region. 

For an extreme case that the population size n goes to infinity, the expression o f 

retransmission factor q in (2.29) can be further reduced to 
(2.36) 

Hence, from (2.35), we immediately obtain the fol lowing non-empty stable throughput 

region for infinity population: 

(2.37) 

which coincides with the existing results on Exponential backoff reported in [58] - [ 60 ] 

that the network throughput can be non-zero even when the number o f nodes goes to 

infinity. The stable throughput region in (2.37) is true for both CA and CD schemes, but 
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2.4.3 Bounded delay region 

As mentioned before, the stable throughput condition (2.34) is not sufficient to 

guarantee a bounded mean delay of packets queued in each input buffer. To complete the 

analysis of stable regions, we deduce the following additional constraint from our 

queueing model of the input buffer. 

Bounded Delay Condition: 

BDC. The Pollaczek-Khinchin formula for mean delay E\T\ of Geo/G/1 queue [68] 

• = (2.38) 

requires bounded second moment of service time 0 < E[X^ ] < oo. 

The condition BDC is more restrictive than the condition STC. A region of the factor 

q, denoted as RD, that guarantees bounded mean delay can be determined by the second 

moment of service time E[X^]. In fact, the bounded delay region is a subset of the stable 

throughput region. 

The second moment of service time of the Exponential Backoff scheme is given by 

(A2) in Appendix A as follows: 

h — V^ 一 1 
E[X'] = B{p,q) lim +C{p,q), (2.39) 

where B{p,q) and C(p,q) are two polynomials given by (A3) and(A4), respectively, in 

Appendix A. It can be observed from the second moment of service time that the 
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retransmission factor q should satisfy the following condition to ensure a bounded 

second moment of service time 

q'>l-p, (2.40) 

or equivalently, 

p V l - • (2.41) 

Since bounded delay implies stable throughput, thus the bounded delay region of 

Exponential Backoff can be specified by the combination of condition (2.41) and the 

stable throughput region RT excluding the point of upper bound, and given as follows: 

(2.42) 

Suppose the bounded delay condition is satisfied, the mean access delay E[X\ and 

queueing delay E\T\ are given: 

— + g — + P (2.43) 

and 

可 巧 , 坏 幻 I a^l 2q{\-p)X{M + \-aM) otqM 
2{\-XE[X]) 2{\-XE[X]y a{p + q-\f oc{p + q~\) 

p{M + \ ) { M + p){X + \){X -2) + 2 2{\-p)X(pM + X-pX) 
_j I 2 

P P 

+ -
2 ? ( M + 1 - a M ) 2 q{M - aM){？>pM + 2X -2pX -2p) 

[p + q"-\){p + q-\) ap{p + q-\) 

(2.44) 
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As shown in Fig. 2.9, the shaded bounded delay region RD is a subset o f the stable 

throughput region RT. Outside this bounded delay region when q^Rj \ i?,), the system 

may still have a stable throughput but the mean delay w i l l quickly jump up to an 

unacceptable level. This phenomenon is as demonstrated in Fig. 2.12 and Fig. 2.13, 

which exhibit the queueing delay o f the packet versus retransmission factor q for a fixed 

A 

aggregate input rate 1 = 0.3 when = 50 and 10 respectively. 
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From Fig. 2.12, it can be observed that i f 0.21 < q < 0.84, within the region of 

bounded delay, the mean queueing delay of the packet in the network can always be kept 

small. However, i f the retransmission factor q is outside the bounded delay region, the 

mean delay of the packet would become considerably larger; especially when q is greater 

than the upper bound of the delay region, the queueing delay increases rapidly. Moreover, 

the simulation results also confirm that the analytical lower bound of the region RD given 

in (2.42) is much more conservative than the upper bound. 

Other simulation results with smaller population size n = 10 are shown in Fig. 2.13. 

A l l these results show that the queueing delay E[T\ keeps small when the retransmission 

factor q is selected from the bounded delay region. The CD scheme with smaller value 

of y has larger bounded delay region. 
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Since the bounded delay region RD specified by (2.42) is a subset of the stable 

A 

throughput region RT, the maximum throughput 义墮 may not be achievable i f q G RD. 

As shown in Fig. 2.9, the network throughput increases wi th the lower bound of the 

bounded delay region ( ), and decreases with the upper bound h(G^ ) . 

Therefore, the maximum throughput within the bounded delay region R。can be 

achieved when the lower bound and upper bound o f the retransmission factor q given by 

(30) are equal. That is, 

^ l l - e - ‘ 、 ( 2 . 4 5 ) 

In the case of infinite number o f nodes, the above equation becomes 

V w ^ = l-e—。G, , (2.46) 

or equivalently, 

G. - - - I n ( e " " " ' (2-e一。。【)). (2.47) 
a 

In Fig. 2.14, we plot the maximum throughput within the stable throughput region 

and bounded delay region for the NP-CSMA protocols. For n — cc and 0 < a < 1, the 

A 
maximum throughput 义！腦 always larger than that obtained from the bounded delay 

A 

region. In other words, the absolute maximum throughput in the stable throughput 

region cannot be achieved with bounded mean delay guarantee. 
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In a nutshell, the Exponential Backoff has two types of stable regions as shown in Fig. 

2.9. The first type is the bounded delay region RD, in which the network throughput is 

stable and the mean delay is bounded. The second type is the region R^ \ R^ that only 

guarantees stable throughput but with unacceptable large mean delay. In the Exponential 

Backoff, it is possible that predominating backlogged packets are pushed to deep phases 

with very low retransmission probabilities when the network becomes congested. I f a 

node tries to send its HOL packet, the successful probability wi l l be very high. Once the 

backlogged HOL packet is cleared, then the channel may be "captured" by subsequent 

packets in the input buffer, which are all in phase 0, until the queue is cleared. During 

this time, it appears that the network throughput is still stable, but the variance of the 

service time of each individual packet can be infinitely large due to this unfairness of 

services caused by the capture effect mentioned in [67]. Nevertheless, the Exponential 

Backoff is robust and can scale to a larger population. 

2.5 Conclusion 

A multi-queue-single-server model is proposed in this paper to explore the stability 

and delay issues of multiple access networks with NP-CSMA/CA and NP-CSMA/CD 

protocols. We studied the throughput of the entire system and the performance of each 

individual input buffer. The Exponential Backoff scheduling algorithm is considered in 

the analysis of the service time of HOL packets. Based on this model, we formulated 

conditions on stable throughput and bounded mean delay according to the basic principle 
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of queueing theory. Stable throughput region and bounded delay region of the 

retransmission factor are established for the Exponential Backoff scheme. Our method is 

mainly based on the construction of Markov chains of the transmission channel and the 

service time of HOL packets; they can be easily generalized to investigate other MAC 

protocols, such as IEEE 802.11, in the future. 
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Chapter 3 

1-persistent Carrier Sense Multiple Access 

Protocols 

Chapter 2 gives a complete queueing analysis of non-persistent carrier sense multiple 

access protocols (NP-CSMA). In this chapter, we generalize the queueing model to 

study the performance o f the 1-persistent CSMA protocol (IP-CSMA). The queueing 

model in this chapter also considers the backoff scheduling algorithm and admissible 

traffic characteristics. 

3.1 Basic principle of the 1-persistent CSMA protocol 

The IP-CSMA protocol is a special case of the -persistent CSMA protocol with p = 

1. The /7-persistent CSMA protocols try to maximize the channel utilization by 

continuously monitoring the transmission medium. An active node with a packet ready 

to transmit constantly checks the channel status. I f the channel is sensed idle, the node 
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transmits the packet with a probability p. Otherwise, the node persistently monitors the 

channel until it becomes idle. At this time, it transmits the packet with the same 

probability p. This process repeats until the packet is dispatched. Collisions may still 

occur when two or more packets are simultaneously transmitted. In other words, the 

node sends packet immediately i f the channel is idle. There are several assumptions we 

made in this chapter: 

1. The system is slotted into mini-slots in which activities can be taken only at the 

beginning of mini-slots, 

2. The network is wel l synchronized. 

3. Packet collapsed only due to simultaneous transmission. 

The IP-CSMA protocol also contains two different schemes, namely the collision 

detection (CD) and collision avoidance (CA). The CSMA/CA protocol is widely used in 

wireless communications. Source nodes notice collision i f there is no acknowledgement 

(ACK) message. For sake of simplicity, we assume the time for receiving an A C K 

message is negligible，that is, the time required for successful transmission is the same as 

that for unsuccessful transmission. For the collision detection scheme, nodes can detect 

collision during packets transmission and then stop the transmission. In this way, the 

collision time is less than the successful transmission time. The collision detection 

scheme can be applied in wired network which allow users to keep monitoring their 

transmission, such as the Ethernet. 
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3.2 Channel Model 

In a slotted IP-CSMA network, suppose the ratio of propagation delay to packet 

transmission time is a\ the time axis consists of mini-slots with size a. Packets can be 

sent only at the beginning of a timeslot, and each packet is identical and takes one slot 

time for transmission. 

For the CA scheme, the duration o f a transmission period is 1 + a timeslots because 

no packets w i l l attempt to transmit in the mini-slot immediately after a transmission. The 

successful transmission time o f the CD scheme is the same as the counterpart; while the 

collision time of the CD scheme is shorter, because transmissions can be stopped during 

the collision, as shown in Fig. 3.1. Let y be the time required to detect and abort the 

collision (y is less than 1), then the duration of the corresponding transmission period is y 

+ a. For convenience, we define a variable x with the following expression: 

f l for CA 
. (3.1) 

[ r for CD 

A busy period is defined as a series of transmission periods, and a pure idle period is 

the time in which the channel is idle and no packet presents awaiting transmission. 

Hence，the time axis can be considered as a sequence of alternating busy periods and 

pure idle periods, as displayed in Fig. 3.2. 
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(a) 
Collision 
avoidance S u c c e s s f u l T r a n s m i s s i o n 

1 + I 

\ Collision 

(b) 
Collision 
detection 

> 
S u c c e s s f u l T r a n s m i s s i o n \ Collision 

• 
S t o p t r a n s m i s s i o n s 

F i g . 3 . 1 . T r a n s m i s s i o n p e r i o d s o f t h e I P - C S M A w i t h ( a ) c o l l i s i o n a v o i d a n c e ; ( b ) c o l l i s i o n d e t e c t i o n . 

Busy period 

Transmission _ 
^ period 令 

Transmission 

\ 
Transmission 

^ Pure i d l e 〉 

period 

Transmission 

F i g . 3 . 2 . A l t e r n a t i v e r e n e w a l p r o c e s s o f t h e I P - C S M A p r o t o c o l . 

The IP-CSMA protocol contains two types of transmissions wi th different 

probabilities of success. As shown in Fig. 3.3, the leading transmission period in each 

busy period is called Type I transmission period, in which the packet is sent successfully 

i f and only i f no one is scheduled to access the channel in the previous mini-slot. A l l 
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subsequent transmission periods are defined as Type I I transmission. Due to the 

persistent property of IP-CSMA, packets scheduled to access the channel in any 

transmission period accumulate at the end of the transmission period; hence, the second 

type of transmission is successful i f and only i f no one attempts to access the channel 

during the previous transmission period. 

( p e r i o d 〉 | < 
Busy period 

a 
Type I 

a 

\ 

^Transmission 
period 

… Type I I 
a 

Type I I 
a \ 

1 1 \ 
Type I is successful: 
no node attempts to send packet in 
the preceding mini-slot. 

Remarks: 

CA: duration of transmission period =l + a 

CD: duration of transmission period = x + \ = 

Type I I is successful: 
no node attempts to send packet 
during the preceding transmission 
period. 

14- <3 for successful transmission 
y + a for collision 

Fig. 3.3. Properties of the Type I and Type II transmissions. 

The length of a pure idle period is a random variable with geometric distribution. In 

each transmission period, a packet is either successfully transmitted or collided. 

Therefore, the channel has three fundamental states: pure idle (Idle), successful 

transmission (Sue), and collision (Col). The successful transmission state should be 
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divided into two sub-states Sucl and Suc2, corresponding to the success of Type I and 

Type I I transmissions respectively. The state transitions of the channel can be described 

by the Markov chain shown in Fig. 3.4. 

Idle.Idle 

SuclJdle ColJdIc 

PSiicl.Siic2 
Col.Col 

P SI Id, Col 

Fig. 3.4. Markov Chain of IP-CSMA channel. 

The limiting probabilities 冗威，兀suc , and 兀。。! of the Markov chain satisfy the 

following set of equations: 

(1 _ Pldlejdle ) •冗Idle ~ ^Suc\,ldk . ^Suc\ + ^SucZJdk ‘兀Sucl + ^Coljdle .兀C o l 

兀 S u c l - ^Idle,Suc\ .兀Idle 

(1 — Psucl,suc2 ) . ^Suc2 = ^Suc\,Sucl .兀Su<A + ^CoUSucl . ^Col 

(1 一 ^Col,Col ) •冗Col ~ Pldle，Col ’ 兀 M k + ^Suc\,Col • ^Sucl + ^Suc2,Col .冗Sucl 

while sojourn times of Idle, Sucl, Suc2, and Col states are given below, 

(3.2) 
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hdle = « 

二 1 + 〃 • 似 

' l + a for CD 
[r + a for CD 

The aggregate attempt, which is defined as the collection of all HOL packets trying to 

access the channel, is generated by all fresh and re-scheduled HOL packets. The 

corresponding attempt rate G is Poisson distributed, therefore the probability that no 

attempts is generated in a mini-slot is e-�.Similarly, the probabilities that no node 

attempts to access the channel in ( l + a) and + slots are 已令…。and ^七+水‘ 

respectively. Therefore, the transition probability from the four states of the Markov 

chain in to the Idle state is given as below, 

P丨die Ml =。 

^Sucl Idle ~ ^Sucl Idle ~ ^ ) . (3-4) 

p —厂 

厂Co/ Idle — ^ 

In the channel's point of view, the Type I transmission is successful only i f there is 

exactly one attempting packet in a mini-slot with the probability aGe—。。. Hence, 

(3.5) 

A l l packets scheduled to access the channel in any transmission period are 

accumulated at the end of previous period and then attempt to access the channel at the 

same time. For the CA scheme, the transition probability to the Suc2 state is equivalent 
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to the case that there is exactly one scheduled packet within (] + a) slots, i.e., 

+ For the CD scheme, the transition probabilities from the Col to Suc2 

states are different due to the shorter duration of the state Col, i.e.,(厂+ <3) e—(,+“)('. The 

transition probabilities to the Suc2 state can be generalized as follows: 

• (3.6) 

尸 (卿如和例 G 

With (3.4), (3.5), and (3.6)，the remaining transition probabilities of the Markov 

chain are obvious as below, 
PMe，c�丨�Ge-a〔； 

4u、。/ =42，r。/ =1 —召-(吟—(l +。)Ge—(1+水. （3.7) 

We obtain the following limiting probabilities from (3.2), (3,4)，(3.5), and (3.6) in a 

straightforward manner: 
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^SucX = 
aGe—饥 

1-e" 

Ge 
TT 

\a + x ) { \ - ) + ( l - x ) aG召-〜 

Slid aG I -(r+a)0 l-e-'^'+e 

^Col = 

• G 它 ) + ( “ + X - xe 〜 ) G e 

8
.
 

With the sojourn time given in (3.3), the time-average probabilities o f each state 

—Ge—(】+++Gxe-(�+a)G) 
兀Mk 

(1 + 小 G e 一〜 

Dch 

aO -(x+a)0 

兀 Sucl = 

A 

( I + a) Ĉ e 十 [ ( « + X) (1 — e-dj ) + ( l - x ) (一( ' 

(1 + x) 

A . (3.9) 

where 
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Since the successful transmission of a packet only takes —^― of the time in a 

transmission period, the following network throughput is defined by the fraction of the 

time that the channel is productive: 

元 。 + 元 、 0 — 〜 ‘ '"Sue! 
儿<M — 

From (3.9) and (3.10), we have the expression of network throughput 

fc�…•V 元 、 — + 以 … 

(3.10) 

Km = 
_ "-SucX ‘ '"Sue! _ (3.11) 

(1+a) A 

which is consistent with the results in [6] and [8]. The familiar characteristic equation of 

throughput is immediately given by putting x = that is, 

产)Gfl + 口- •aG 

"々‘二 (叫(1 — • ’ (3.12) 

The characteristic equation of network throughput can be derived from the channel 

model, but it is not sophisticated enough to give a comprehensive analysis of the IP-

CSMA protocol due to the ignorance of the re-scheduling of collided HOL packets. In 

the next section, we describe a more detailed queueing model of the input buffer which 

considers the backoff scheduling algorithm as well as the input traffic characteristic. 

3.3 Queueing Mode! of Input Buffer 

The behavior of each HOL packet in the IP-CSMA protocol with the iC-Exponential 

Backoff algorithm is described by a simple flow chart shown in Fig, 3.5. A fresh HOL 
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packet is initially in phase 0 and is sent only when an idle channel is detected. I f the 

channel is busy, it waits until the channel becomes idle and then transmits the packet 

immediately. I f the transmission is successful, a new fresh HOL packet starts from phase 

0. Otherwise, the packet is in backoff mode in which the random waiting time is 

determined by the current backoff phase. 

Fig. 3.5. Flow chart of access behaviors for HOL packets of the IP-CSMA. 

Based on the flow chart of the IP-CSMA protocol shown in Fig. 3.5, the 

corresponding state transition diagram with the iT-Exponential Backoff algorithm is 

shown in Fig. 3.6. An HOL packet is in one of the three fundamental states: sensing (S,)， 
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successful transmission, collision (C,), and waiting (W,)，i = Q,…,K，at any time. Note 

that the successful transmission state is split into two sub-states: Sue and Sue'， 

corresponding to the two types o f successful transmissions, respectively. 

M ' P I 

Fig. 3.6. Markov chain o f H O L packet o f the IP-CSMA. 

I f an idle channel is detected in the sensing state S, wi th probability oc, an HOL packet 

is sent w i th probability q\ With probability the packet is successfully sent in Sue state; 

otherwise, collision occurs in the collision state C,. I f a busy channel is detected, the 

corresponding node continually monitors the channel activity until an idle channel is 

sensed. This persistent sensing action is represented by the waiting state W,. When the 

channel turns idle, the node sends the packet as the Type I I transmission with probability 

q\ I f the packet is successfully sent with probability p2 in the Sue' state，a fresh HOL 
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packet starts with the initial sensing state So； otherwise, the collided packet in the C/ 

state moves to phase /+1 and repeats the above process starting from the sensing state 

Moreover, for the sake of simplicity, we assume that a new packet at an empty buffer 

arrives at the beginning of the transmission period i f the channel is busy, so that the 

waiting time is 1 slot time for any phase i. The transition probabilities of the Markov 

chain are derived below. 

The parameter « is a probability that the channel is available for transmission, that is, 

the channel is in pure idle state. Then it can be calculated from the limiting probabilities 

given by (3.8) as follows: 

a = 
.71 idle 

a •兀!• +(! + «) {^Sucl + 兀 Suc2 ) + (太 + …^col 
. (3.13) 

ae 

Dch 

It is illustrated in Fig. 3.3 that the Type I transmission is successful only i f all other 

nodes do not attempt to send packets in the first mini-slot of the busy period. Thus, the 

probability of a successful Type I transmission is 

一 . (3.14) 

On the other hand, the success of the Type I I transmission requires that no other nodes 

attempt to send packets in the previous transmission period including successful 

transmission and collision. Hence, the probability of a successful Type II transmission 
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a conditional probability which conditions on the kind of the previous transmission. The 

probability that a transmission is success ps is expressed as, 

0 + + 、 ，、--- ‘"iiicl 
A 二 (1 + (冗 s肌 1 + 兀suci ) + {x + a)7r, 

, 、 … \ .(3.15) 

(1 + a ) 忍 小 + • 。 ( " + X — x e ‘ ) + (；^ + 以) [ 1 — - ( 1 + 以—e-�G) 

Based (3.15), the probability of successful Type II transmission is given by, 

(3.16) 

The Type I transmission lead the busy period; therefore, the probability that a 

transmission period is Type 1 is equivalent to the probability a given by (6) that the 

system is in a pure idle period. It follows that the probability of successful transmission 

of IP-CSMA is given by 

p 二 Pr{Type 1 transmission}pi + Pr{Type 2 transmission}p^ 
(3.17) 

Substitute (2.9), (3.14) and (3.16) into (3.17), and the probability of successful 

transmission can be expressed by the following function of the attempt rate G: 

二 ^ )-. (3.18) 
^CH 

It should be noted that the probability of success given by (3.18) is consistent with 

A 

(3.12) , because p = — by definition. With x = the probability of successful 
G 
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transmission p o f the IP-CSMA/CA can be simplified into the fol lowing expression, 

水） (3.19) 

Let b^，be，Zy, b^批,and 办沿,。，be the respective l imit ing probabilities of states S„ C,’ 

fV„ Sue, and Sue' of the Markov chain shown in Fig. 3.6，from which we obtain the 

fol lowing set o f state equations: 

hue +huc’. 

be, = aq' ( 1 - A ) h i^-Pi) K, ’ for 

〜 二 f o r z = 

K 

Kc 二 ph 

for i = 0 

f o r i = 1，…，尺-1 

+ Z)(’人，for i = K 

=0 …�K 

(3.20) 

Kc =艺 

It can be proven from (3.20) that i f p + q > 1, then all states o f the Markov chain are 

positive recurrent and aperiodic (i.e. an ergodic system). Thus, the time-average 

probabilities o f those states can be determined from (3.20) with the sojourn time = a , 

t̂ . = X , tjjf,̂  = \ , = 1，and t、、’ = 1 o f state S,, C, , W, , Sue, and Sue', respectively, 

for i = 0 , … ’ I as follows: 

70 



where 

CHAPTER 3 
1 -PERSISTENT CARRIER SENSE MULTIPLE A CCESS PROTOCOLS 

aD^(儿， f o r i ~ 0 

K = 

a{l~p) q"D舰-1, for / = 1,…，尤-1 

f o r /二0 

HOL for i ~ — 

x{\-pY for z = K 

( 1 - 舰 一 1, f o r / = 0 

(\-a){l-p)'q"D,,,r\ for /二 

( l - « ) ( l l ) 《 Z , i Z V - > r 

厂 ( 1 - « ) 广 2 , 1 ^ / 0 广 ， 

K 

(3.21) 

D 
q(\ + a-a 

HOL 
p+q- p q 

X 
+ 1 - X 

p 
(3.22) 

The offered load p o f each input queue is the probability that the queue is non-empty. 

Since the input rate X o f the Bernoulli arrival process is the probability of f inding a 

packet arrived at input in any time slot and each input packet w i l l visit the successful 

transmission states Type I or Type I I for exactly one slot time, the input rate I should be 

equal to +&&<；’)• With the time-average probability o f states sue and sue ‘ given in 

(3.21), the expression o f the offered load p can be obtained as follows: 
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P 
A 

K c 

XD HOL (3.23) 

p+q p 
i-p 

Q + A — + 1 - X 
�P 

We show in the next theorem that the network throughput derived from the service 

time o f HOL packets is the same as (3.10), which was previously obtained from the 

channel model shown in Fig. 3.4. Obviously, the service time is dependent on the 

retransmission factor q of the backoff scheduling algorithm; but the network throughput 

is invariant with respect to q. This gives evidence that the stability of the system cannot 

be analyzed by the characteristic equation of throughput alone. 

Theorem 1. For buffered 1-persistent CSMA wi th【Exponent ia l Backoff, the 

throughput in equilibrium is given by 

；L 
A 

(3.24) 

Proof: A particular HOL packet is ready to be sent only i f an idle channel is detected. 

The probability of successful Type I transmission p] for a desired node is the conditional 

probability that none of the other nodes accesses the channel, given that all nodes sense 

the channel is idle, which is given by 
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= Pr{none of other n -1 nodes access the channel | channel is sensed idle} 

Pr{none of other n — 1 nodes access the channel} 
(3.25) 

Pr{channel is sensed idle} 

I f no one accesses the channel, it means that all the other n - 1 nodes are either empty, or 

in sensing states but not accessing the channel. Thus, we have 

Pr{none of other n - 1 nodes access the channel} 
Pr{node is empty}+ Pr{node is in sensing but not scheduled to send packet} 

1-nA(w 
(3.26) 

(3.27) 

The probability that the node senses an idle channel is given by 

Pr{channel is sensed idle}=[Pr{node is empty} + Pr{node is in sensing state}]" 

= _ ( i - 小 广 2 ] 二 4 , ] " 1 』 — 卜 厂 ( 1 — ； ^ 二人)}• 

Substituting (3.21) into (3.26) and (3.27), the probability o f successful transmission pi 

defined by (3.25) can be expressed as 

Pi 
expj-zi/：' [1-rA(w)]l 

1 (3.28) 

exp 
anp 
D HOL 

Then, substituting (3.23) into the above expression, we have 
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Pi = exp 
—aA 

P 
(3.29) 

In equilibrium, the network throughput 又 s h o u l d be equal to the aggregate input rate 1 . 

It is easy to show that the network throughput in equilibrium (3.24) can be obtained from 

(3.29). • 

Corollary 1. For buffered 1-persistent CSMA/CA with K-Exponential Backoff, the 

throughput in equilibrium is given by 

-{\+a)G 

. (3.30) 

A 
(1 + " ) ( 1 - 1 

Proof: Substituting x = 1 into (3.24), the equation (3.30) is immediately obtained. • 

Corollary 2. For buffered non-persistent CSMA/CD with K-Exponential Backoff, the 

throughput in equilibrium is given by 

(丨碑； 

(3.31) 

Proof: Substituting x = y into (3.24), we get (3.31). 
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We obtain the same characteristic equation of network throughput whatever values of 

cut-off phase K we choose. Moreover the throughput equation given by (3.24) also 

agrees with that derived by our channel model in section 2 (3.10). For the CA scheme, 

the throughput expressed in (3.30) is consistent with that of Kleinrock and Tobagi [6]; 

while the throughput equation in (3.31) for the CD scheme coincides with the result of 

Rom and Sidi [8]. The consistency between these approaches indicates that it is 

appropriate to adopt the independence assumption among input buffers, as mentioned in 

[3] that the correlation among n input queues becomes weak for large n. 
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Fig. 3.7. Network throughput versus probability of successful transmission. 
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Fig. 3.8. Network throughput versus probability of successful Type I and Type II transmissions. 

The characteristic equation o f network throughput given in (3.24) describes the 

relationship between network throughput and probabilities of successful transmission (pi, 

pi, and p), as shown in Fig. 3.7 and Fig. 3.8. For CD scheme, the probability of 

successful transmission is larger than the counterpart. Moreover, the network throughput 

and the probability o f successful transmission increases with the value of mini-slot size a. 

It can be explained by considering an un-slotted CSMA system = 0. In this continuous-

time system, the probability of successful transmission is equal to one, because the 

probability that two or more packets transmit simultaneously is equal to zero. 
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Fig. 3.9. Network throughput versus attempt rate G for IP-CSMA and NP-CSMA. 

Due to the persistent property o f the IP-CSMA, the rate that nodes access the channel 

is higher than that of NP-CSMA. For low attempt rate G, the network throughput of IP-

CSMA is larger than the NP-CSMA, because of the better channel utilization. When we 

increase the attempt rate, the probability o f collision is also increased. As a result, the 

NP-CSMA is out-performed under a situation with higher attempt rate. This tradeoff is 

illustrated in Fig. 3.9. 

Furthermore, let random variables S* , C* , W*，Sue*，and Sue'' be the service 

completion time of an HOL packet, starting from the states state S,, C,, W,, Sue, and 

Sue' respectively, until it is successfully transmitted. We assume, without loss of 
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generality, that M = oT^ and X = are integers. It is straightforward to show from 

the Markov chain of Fig. 3.6 that the generating functions S^{z)，C,(z)，W丨(z) , Suc(z)， 

and Sue '(z) of these service completion times can be found by solving the following set 

of equations: 

= a[\~q')zS,(z) + aq'p^zSuc{z) + aq' (1 — A ) z C , ( z ) + (z), for V/ 

WXz) = E 

=q'p.z''Suc(z) + q'{I-p,)z^'C,(z) + ( l - ) S , 0 ) , for V/ 

CXz) = E 

CoL_, (z), for i = K 

Suc{z) = Suc\z)=^E zS'c* 

(3.32) 

Since the service of each HOL packet always starts from the state So, the first and 

second moments of service time can be derived from the set of generating functions in 

(3.32) and are given in Appendix B. Note that the mean service time derived in 

Appendix B is consistent with the expression { ^ i 如 。 ) given in (3.21). 

Based on the queueing model of the input buffer, we wi l l investigate various stability 

issues of IP-CSMA concerning throughput and delay in the following sections. 
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3.4 Stable Regions 

In this section, we are going to find the stable throughput region and the bounded 

delay region with respect to the retransmission factor q. Through the study of the 

relationship between the attempt rate G, input rate A, and retransmission factor q, we can 

obtain an equation of the retransmission factor q. We also define the stable conditions in 

the coming sub-sections. With the functional relationship obtained in sub-section 3.4.1 

and the stable conditions, we can determine the stable regions. 

3.4.1 The expression of attempt rate G 

For a IP-CSMA network with n nodes, suppose that there are a total of n̂  = 工 : n ; 

HOL packets in a mini-slot, in which n! packets are in the sensing state of phase i, for i = 

0,..., K. The following HOL packets may desire to transmit in the mini-slot: 

1) An empty node may send a newly arrived packet with probability a l ; 

2) An HOL packet in phase 0 wi l l be transmitted immediately; 

3) A backlogged HOL packet in phase i w i l l be transmitted with probability q\ for i = 

Hence, the attempts rate per mini-slot, aG, can be expressed as 

= ( 3 . 3 3 ) 

where E[n 一 nb\ and E[n^ are the expected numbers o f empty nodes and nodes in 

sensing state phases i respectively. The mean number of empty nodes in the system is 
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while the mean number of backlogged nodes in phase i is 

(3.35) 

It follows from (3.21) that the attempt rate in mini-slot defined in (3.33) can be given as 

follows: 

“ G = 却 - p 广 
r bs 

1 
1—尸 

(3.36) 

By solving equation (3.36), the retransmission factor q can be expressed as a function 

o f the attempt rate G, denoted asq = h{G). For any finite cut-off phase K, this function 

h{G) is on the order 1/", i.e.，q - 0{\/n), which implies that the network is intrinsically 

unstable when the number of nodes n is large. This point can be explained by 

considering the saturated case of Geometric Retransmission {K = 1) when all nodes have 

backlogged HOL packets. In this worst-case scenario, the probabilities of successful 

transmission for the Type I and Type I I are p�= e_雖】and pj = e一(】切. Consequently, 

either the retransmission factor q or the probabilities o f successful transmission pi and p2 

approach zero when the number o f nodes n — co. This inherently instable property of 

Geometric Retransmission has also been previously reported in [58] — [60]. 
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On the other hand, Exponential Backoff {K GO) mitigates the contention problem by 

pushing packets to deeper phases. This is the reason that the retransmission factor q 

expressed in terms of h{G) is on the order of 0(1), which suggests that the network can 

be stabilized even for an infinite population. For Exponential Backoff without cut-off 

phase {K — oo), the expression of G can be further simplified to 

aG^aii\-p) + np ”厂【. (3.37) 
pq 

The retransmission factor q can also be formulated as a function of attempt rate G by 

substituting (3.23) into (3.36) as follows: 

q-KG) 

where A{p) = ap' [i-G] +Xp[\ +a-a)-^^ + 
^ ^ n 

(3.39) 

Obviously, the expressions of the retransmission factor q for both CA and CD 

schemes are easily obtained by substituting (3.1) into (3.38) and (3.39). It is easy to 

show that the function q = h{G) in (3.38) monotonically increases with respect to G, as 

illustrated in Fig. 3.10 for several cases when population size n = 10. 
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Retransmission factor q versus attempt rate G. 

3.4.2 Stable throughput region 

The characteristic equation of the throughput (3.24) versus attempt rate G is a curve 

that first increases and then decreases with G as plotted in Fig. 3.11 for the IP-

CSMA/CA, in which /f薩 denotes the maximum throughput o f equation (3.24). This 

indicates that to have optimal throughput, the attempt rate G cannot be too small or too 

A 八 

large. For a throughput smaller than the maximum throughput, A < , the throughput 

A 

equation (3.24) has two roots; the smaller and larger roots are denoted as Gg (X) and 

A 

Gj (A), respectively. Similarly, examples plotted in Fig. 3.12 also illustrate that the 
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Fig. 3.11. Network throughput versus attempt rate G for 1P-CSMA/CA. 

Considering the tradeoff between G and p, we know that G should be bounded in the 

A A A A 

range between G^ (1) and G^ ( l ) t o ensure a stable network throughput where 义卯， 

A 

Examples in Fig. 3.11 illustrate this point. For a given aggregate input rate X = 0.3 and a 

=0.1 , the network has a stable throughput 人 = 2 = 0.3 when G is within the range 
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characteristics equation of network throughput contains two roots for any given 

/V 

aggregate input rate X less than the maximum throughput 义隐• 

0.5 

0.4 

0.3 

0,2 
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Fig. 3.12. Network throughput versus attempt rate G for IP-CSMA/CA and CD. 

As mentioned in previous chapters, the attempt rate G is an implicit function of the 
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0.347, ~ 1.981]. In Fig. 3.12 for CD scheme y = 0.5, /I = 0.3 and a = 0.1, the required 

range of attempt rate G is 0.345, ~ 4.22], which is larger than that in Fig. 3.11. Thus, a 

necessary condition of stable throughput of the entire system can be stated as follows: 

Stable Throughput Condition: 

A A 

STC. For any aggregate input rate A < 义， the attempt rate G should satisfy 

GAX)<G<GAX) (3.40) 
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retransmission factor q associated with the underlying scheduling algorithm, the 

expression is given in (3.38). This functional relationship, together with the inequality 

(3.40), determines a stable region o f q. Since the function (3.38) is a monotonic function 

with the attempt rate G, the stable throughput region Rt o f the retransmission factor q 

corresponding to the stable throughput condition STC can be defined as 

q&R^=[h{G,\h(Gj)]. (3.41) 

A / ~ ~ \ A 

Furthermore, the network throughput is defined by 义仰, = m i n { w l + /。'),/i} and the 

A, A 

Stable throughput condition STC ensures t h a t I t follows that the STC implies 

" ( / o + /o ’) - i = "A，which means the offered load /? < 1. It is able to show the offered 

load p in (2.15) is a monotonically increasing function o f the retransmission factor q i f 

the attempt rate is bounded in the range Gs<G < Gl- When the offered load p 二 1, the 

attempt rate G w i l l reach Gl. AS a result, i f the retransmission factor q is chosen from 

q G [h(G^) ,h(Gj )), the offered load p of Geo/G/1 queue o f each input buffer is strictly 

less than 1, which is simply the stable condition o f any queueing system, that the arrival 

rate should be strictly less than the service rate. 

The stable regions o f Exponential Backoff with 77= 10 and a = 0.1 are shown Fig. 

3.13 under different situations. The area under the lower bound h{G^) and upper bound 

/V 

is the stable throughput region. For aggregate input rate2 = 0.3，the network 

throughput can be stabilized when the retransmission factor q is selected within the 
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ranges [ -0.135, -0.894], [-0.127,动.973]，[~0.129, -0.929], and [-0.131, -0.897] for 

Fig. 3.13 (a), (b), (c)，and (d) respectively. The sizes of stable throughput regions are in 

the fo l lowing ascending order: (b) > (c) > (d) > (a). This implies that a shorter collision 

period y gives a greater network throughput and a larger stable throughput region. 
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Fig. 3.14. Simulation results of stable throughput region for the IP-CSMA/CA. 
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Our stability analysis is confirmed by the simulation results shown in Fig. 3.14 with n 

= 1 0 and a = 0.1, which closely follows the protocol details for 1 -persistent CSMA. The 

95% confidence intervals are shown for all the simulations points. For fixed aggregate 

A 

input rate A = 0.3, Fig. 3.14 displays that stable throughput can be achieved i f the 

retransmission factor q is properly chosen from the stable throughput region Rr = 

[-0.135, -0.849]. The simulation results match exactly with the analytical one when the 

retransmission factor q is within the stable region. While outside the stable region, the 

throughput immediately drops and the size of the confidence intervals increases due to 

the unstable queueing behavior of the input buffers. 

0.4 

CHAPTER 3 
1 -PERSISTENT CARRIER SENSE MULTIPLE A CCESS PROTOCOLS 

•• 10 and 
• Analytical Results 

王 Simulation Results (95% confidence interval) 

r
L
L
 

-
-

幸
 

-
T
 

J
 
T
 

-
T
 

—

 I
T
 

.Stable throughput region 
when i - 0 3 

135 849 

o
 o
 

l
y
 
复
 M
s
i
q
l
 



0： (n 0 4 OS 0 6 0 “ OS 
R( h lllMillsMOll t H toi <j 

0 0 1 0 2 m 0 4 OA 0" Ob 0 9 
!{( 1} ID l̂Ul̂ MOlj t H “)1 <j 

ir) ( D 二 1(1 11x1 a = 0 • I) ( 1) =07 /； = iU (lu 
0 4 

• A.iial\Tictl iesiilT<, 
Simulation lê ult'̂  
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Other simulation results are given in Fig. 3.15 with various values of y, where the 

simulated network throughput agrees with our predicted one when the retransmission 

factor q lies inside the stable region. 
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When n goes to infinity, the expression (3.38) of retransmission factor q can be 

further reduced to 

q = \~p. (3.42) 

Hence, from (3.41), we immediately obtain the following non-empty stable throughput 

region: 

Rf = [1 _ ), 1 — P(Gl ) ] , (3.43) 

which coincides with Song et al.'s results on Exponential backoff reported in [58] - [60] 

that the network throughput can be non-zero even when the number of nodes goes to 

infinity. This is also demonstrated in Fig. 3.16 that the stable throughput regions are 

similar for different values of n. 

3.4.3 Bounded delay region 

The stable throughput condition (3.40) cannot give us any insight about the packet 

queueing delay. We deduce an additional constraint from our queueing model of the 

input buffer and the Pollaczek-Khinchin formula to guarantee bounded queueing delay. 

Bounded Delay Condition: 

BDC. The Pollaczek-Khinchin formula for mean delay E[T\ of Geo/G/1 queue [68] 

Em = E[X] + 1 取 ” - 刷 (3.44) 

requires hounded second moment of service time 0 < E[X^ ] < qo . 
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The condition BDC is stronger than the stable throughput condition STC. We define a 

bounded delay region Rd the retransmission factor is a region with of guarantees 

bounded mean queueing delay. This region can be specified by the second moment of 

service time E[X\ and it is a subset o f the stable throughput region Rj. 
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The second moment of service time of the Exponential Backoff scheme is given by 

(B2) in Appendix B as follows: 

.、尤一 1 

E{X^] = B{p,q)Y\m i z 尸 (3.45) 

where B{p,q) and C(p,q) are two polynomials given by (B3) and (B4), respectively, in 

Appendix B. Thus, the retransmission factor should satisfy the following condition to 

guarantee a bounded second moment of service time E[X^]: 

(3.46) 

The bounded delay region Rd of Exponential Backoff can be determined by the 

combination of the above condition (3.46) and the stable throughput region Rt excluding 

the point of upper bound, and given as follows: 

Ro = (3.47) 

From Appendix B, we can derive the mean access delay E[X] and queueing delay 

E[T]: 

E[X] = M —X + l + f 
(3.48) 

and 
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Em 二 尉 幻 - " “ “ 义 啊 + —""""[(2X-M)(M + 1-aM) + aM' 

{X-\)X + 2{\-a)p^[M-X)M 2q' {M + l-aMf 
I • + , w + X 

[-2p + 2apM + pM-2pX + 2X){M + l-aM)-apM 

p{p + q-\) 
+2[X + p{M~X-aM)~{\-a)p^M' 

pM-pX^X q{M + \-aM) 

. ？ + (P + 『 l ) 2 

(3.49) 

Although access delay E{X\ in (3.48) is same as that of the NP-CSMA in (2.43), the 

probability of success p of the IP-CSMA in (3.48) contains pi and p2 which is different 

from that of the NP-CSMA. A t equilibrium, the maximum achievable throughput of the 

NP-CSMA protocol is larger than that of the IP-CSMA as illustrated in Fig. 3.17. This 

can also be observed by comparing the stable throughput regions of the two protocols in 

Fig. 2.9 and Fig. 3.13. 

The bounded delay region Rd of exponential backoff is a subset o f the stable 

throughput region Rt- AS shown in Fig. 3.13, the shaded region is a bounded delay 

region; outside this region, i.e., RT \ RD, the system has stable throughput but cannot 

guarantee bounded delay. In this undesired region, predominating backlogged packets 

are pushed to deep phases with very low retransmission probabilities. I f a node tries to 

send its HOL packet, the successful probability w i l l be very high. Once the backlogged 

HOL packet is cleared, then the channel may be "captured" by subsequent packets in the 
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Fig. 3.17. Packet access delay verses aggregate input rate for the IP-CSMA and NP-CSMA. 
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input buffer, which are all in phase 0, until the queue is cleared. During this period, it 

appears that the network throughput is still stable, but the variance of the service time of 

each individual packet can be infinitely large due to this unfairness of services caused by 

the capture effect described in [67]. 
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Fig. 3.18 and Fig. 3.19 demonstrate the packet-queueing delay E[T\ of the IP-CSMA 

versus the retransmission factor q for the IP-CSMA/CA and CD protocols respectively. 

Our analysis is confirmed by simulation as shown in both figures. I f the retransmission 

factor q is chosen within the region o f bounded delay Rd, then the mean packet queueing 

delay keeps small. However, i f the retransmission factor q lies outside the bounded delay 

region, the packet queueing delay becomes larger even though it is still within the stable 

throughput region. For any retransmission factor q outside the stable throughput region， 

the queueing delay immediately jumps to an unacceptable level. It also shows that the 

bounded delay region of the IP-CSMA/CD with smaller value y o f is larger than that of 

the CA scheme. 

CA A 二（} •；./; = i(f and rr = 0 
50 
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Fig. 3.18. Packet queueing delay verses retransmission factor q for the IP-CSMA/CA. 
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Fig 3 19 Packet queuemg delay verses retransmission factor q for the IP-CSMA/CD 

On the other hand, Fig. 3.20 exhibits the mean packet queueing delay E{T\ versus 
A 

aggregate input rate Pi for fixed retransmission factor q = 0.5. It can be clearly seen that 

A 

when aggregate input rate X lies inside the bounded delay region, the analytical results 

match with simulation. The queueing model of input buffers becomes unstable outside 

the stable region, and we cannot expect the system behavior to be accurately predicted 

by any analysis, because the Markov chain that describes HOL packets is only valid 

when the queueing process is stationary. Moreover, from the figure, we can observe that 

the queueing delay increases and eventually becomes unacceptably large when aggregate 

input rate is outside the stable region. This result coincides with [58] in which the 

authors claimed that the exponential backoff scheme can be stable i f the aggregate input 

rate is sufficiently small. 
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Since the bounded delay region Rd specified by (3.47) is a subset of the stable 

A 

throughput region Rt, the maximum throughput 义隱 may not be achievable i f q g R^. 

As shown in Fig. 3.13 for the IP-CSMA/CA, the network throughput increases with the 
lower bound of the bounded delay region and decreases with the upper 

bound 1 — p (GL ) . Therefore, the maximum throughput within the bounded delay region 

RD can be achieved when the lower bound and upper bound of the retransmission factor 

q given by (30) are equal. That is, 

(3.50) 

In Fig. 3.21, we plot the respective maximum throughput within the stable throughput 

A 

region and bounded delay region. For 0 < o < 1, the maximum throughput 八耀 given in 

(3.24) is always larger than that obtained from the bounded delay region. In other words, 
A 

the absolute maximum throughput 义腿 in the stable throughput region cannot be 

achieved with bounded mean delay guarantee. 

3.5 Conclusion 

We have analyzed the stability conditions in terms of stable throughput and bounded 

delay for slotted 1 -persistent CSMA/CA networks. The queueing model of input buffer 

with the ^-Exponential Backoff collision resolution algorithm is proposed to conduct the 

throughput analysis of the entire system and the performance of each individual input 

buffer. Based on this model, the exponential backoff scheduling algorithm has been used 
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to establish the stable throughput region and bounded delay region with respect to 

aggregate input rate and retransmission factor q. It is shown that the network throughput 

of the exponential backoff scheme can always be stabilized with the proper selection of 

q; while the region shrinks remarkably subject to the bounded delay requirement. 

Consequently, the maximum achievable throughput of the network within the bounded 

delay region is slightly smaller than the absolute maximum throughput. The proposed 

methodology can also be applied to other CSMA-based networks, such as IEEE 

802.14.5, in the future. 
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Chapter 4 

A Generalized model of NP-CSMA 

Protocols with Window-based Binary 

Exponential Backoff 

We focus on the window-based backoff scheduling algorithm of NP-CSMA protocols 

and show that the window-based algorithm and the probabilistic-based algorithm in 

chapter 3 and 4 are equivalent. 

4.1 Window-based verse Probability-based Exponential Backoff 

Scheduling Algorithms 

In practical, any collapsed packets are backlogged to alleviate the traffic loads and so 

as to increase the probability of successful transmission. For exponential backoff 

scheduling algorithm, packets encounter collisions / times are in backoff phase i. The 
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backlogged packet wi l l be scheduled for retransmission in which the waiting time 

depends on the current backoff phase. 

In probability-based backoff scheduling algorithms (e.g. in chapter 3 and 4)，the 

backlogged packet in phase i has retransmission probability q\ where q is the backoff 

factor with value between 0 and 1. While the window-based backoff scheduling 

algorithm consists of backoff timer with uniformly distributed from a range of (0, CW-1), 

where the window size CW, called the Contention Window. The contention window in 

phase i is equal to 

= (4.1) 

For the binary exponential backoff, the contention window in phase i is expressed as, 

W丨省, (4.2) 

where JVis the minimum contention window with value larger or equal to 1. 

4.2 Queueing Model of Input Buffer 

Due to the similarity between window-based and probability-based backoff algorithms, 

we adopt the notations in chapter 2 as listed in TABLE 4.1. To consider the window-

based backoff algorithm, the one-dimensional Markov chain introduced in chapter 3 and 

4 is no longer suitable here. Instead, we use a two-dimensional Markov chain to describe 

the behavior of the HOL packet including the backoff phase and also the backoff counter. 

We consider the NP-CSMA protocol with binary exponential backoff. The input 

buffer of each node is modeled as a Geo/G/1 with Bernoulli arrival process of rate X 
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packets/timeslot. A fresh HOL packet is sent only when the idle channel is being sensed, 

and the packet is scheduled for retransmission at a later time i f a collision occurred. A 

backlogged HOL packet is in phase i i f it has encountered collisions i times. Collapsed 

packets in phase i are pushed into the next phase with backoff time randomly chosen 

from a range of (0, W,+i _ 1)，where is expressed in (4.2). Let K be the cut-off phase, 

then the contention window size increases exponentially with the number of collisions, 

up to Wif, experienced by the HOL packet. 

a 

y 

X 

k 

G 

n 
A 

A 
p 

A mini-slot size 

Duration of collision for CD scheme 

Duration of collision, in which x 

Packet arrival rate in a node 

Aggregate attempt rate 

Number of nodes in the system 
A 

Aggregate input rate ？i = nX 

Offered load of each node 

TABLE 4.1. Notations 

1 for CA scheme 

Y for CD scheme 

It is demonstrated in the previous chapters that the packet service distribution highly 

depends on the employed backoff scheduling algorithm; however, it does not affect the 

channel activities. Therefore, both probability-based and window-based backoff 

algorithms have the same probability in finding an idle channel a and probability of 

successful transmission p which is derived in chapter 3: 
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a = TTT, (4.3) 
aGe-"�+a + x{\-e—* — aGe-"�) 

p = e""'. (4.4) 

The Markov chain of HOL packet should also contains the four fundamental states: 

successful transmission (Sue), waiting, sensing (S,), and collision (C,) states, where i = 0， 

1, . K . In order to represent backoff phases and backoff time, the waiting state should 

be two-dimensional {i,j}, where i is the backoff phase = 0, 1，…’ K and j is the backoff 

time = 1, 2, W, - 1. The state transition diagram is shown in Fig. 4.1. 

I f a busy channel is sensed, the packet is delayed for a random time uniformly chosen 

from the interval [0, Wo — 1]. In other words, after facing a busy channel, the fresh 

packet wi l l be equally likely in phase 0 sensing or waiting state. I f an idle channel is 

detected in the sensing state S；, then the packet w i l l be transmitted. With probability p, it 

is successfully transmitted in the state Sue. After a successful transmission, a fresh HOL 

packet starts with the initial sensing state So. On the other hand, collision occurs with 

probability 1 — p, the collided packet in the state C, is moved to sensing state or other 

waiting states phase i + 1 with equally likely probability, that is, fV广.After collision, 

the above process is repeated in the next phase. 
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Waiting states 
r. backoff phase = 0, • •. X 

/; backof f couuter = i •••.W, - 1 

"u here 

rr = 2'rr. for, = o’....K. 

Fig. 4.1. Markov chain of HOL packet with binary exponential backoff. 

Let bsuc, bg , b。, , and Z),, be the l imiting probabilities o f states Sue, S,, Q, and 

waiting state { i j } respectively. From the Markov chain described in Fig. 4.1，we obtain 

the following set of state equations: 
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for K 

\ 釈。-,=(1-仅)『0—1 办‘ 

for i = 

fory•二 …,Wq—2 

for i = 

f o r / = 1 , … , 1 - 1 and j = 1,..., W, —2 

It can be observed from (4.5) that i f 

(4.5) 

(4.6) 

all states o f the Markov chain are positive recurrent and aperiodic. From (4.6), the 

ergodic condition is independent o f the minimum contention window size W. The time-

average probability o f each state can be determined from (4.5) with the sojourn time 

tsuc = 1 , 、 = « , t(�= X, and ( , =aof states Sue, S„ C„ and { / , / } , respectively, for 

i = 0,1 …’K and J = - I as follows: 

104 



CHAPTER 4 
A GENERALIZED MODEL OF NP-CSMA PROTOCOLS 

WITH WINDOW-BASED BINARY EXPONENTIAL BACKOFF 

I

I
 

J
 

ap 

D 

b -

HOL 

ap 
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D 

( l l 

( 1 - p 

HOL 

h = 

xap / 

( l - p 

DHOL 

xa 

D 

h = 

HOI 

D 
(1 — 

HOL 

ap 

D HOL 

a 

Dhc 
(1-

for i = 

for i = K 

+1 

K+\ 

f o r / = 0 , . . X - l 

for i = K 

W 

J 
2'W 

IL 

for i = 0，andj = - 1 

for / = l ” . X - l ， a n d = l,...，fF̂  - 1 

for i = K, and j = - 1 
(4.7) 

The offered load p o f each input queue is the probability that the queue is non-empty. 

It is the basic measurement for analyzing the performance o f each input buffer. The input 

rate 义 of the Bernoulli arrival process can be interpreted as the probability o f finding a 

packet arrived at input in any time slot. Each input packet w i l l eventually become a fresh 

HOL packet, and visit the successful transmission state (Sue) for one slot time. 

Therefore, the input rate X should equal p石访。the probability o f finding an HOL packet 

in the successful transmission state in any time slot. With the time-average probability o f 

105 



CHAPTER 4 
A GENERALIZED MODEL OF NP-CSMA PROTOCOLS 

WITH WINDOW-BASED BINARY EXPONENTIAL BACKOFF 

state Sue given in (4.7)，the expression of the offered load p can be obtained as follows: 

P 
A 

1 + ^ - + + aW V ， 

AT+l 

P lap l a p ( l p - \ ) 
(4.8) 

The offered load can be also regarded as XE[X\, in which E[X] is the mean service time 

of each HOL packets. Then E[X\ should be equal to i ; � . 

Furthermore, let random variables Sue*, S*, C* and B:丨 be the service completion 

time o f an HOL packet, starting from the states Sue，S„ C„ and {/’_/}，respectively, until 

it is successfully transmitted. We assume, without loss of generality, that M = a'^ and 

X = are integers. It is easy to show from the Markov chain of Fig. 4.1 that the 

generating functions Suc(z), Si(z), C,{z), and B,j{z) of these service completion times can 

be found by solving the fol lowing set of equations: 

SXz) = E X 

a pzSuc(z) + a{\-p)zCXz) + {\~a) (z) 

+ (1 — a ) ( z ) + …+ B,,「\⑴)， for / = 0,...,K 

Suc{z)二 E Sue =Z M 

C,(z) 二 E 
(4.9) 

for i = K 

B丨‘丨（z) = E 
zSXz), forJ = \mdj = 0,...,K 
z B 丨 f o r J = 2,...,W, - 1 and i = Q,…,K 
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Let X denote the service time of a HOL packet. Since the service of each HOL packet 

starts from state So, therefore the first and second moments of service time, E[X\ and 

can be derived from the generating function So{z) and the expressions of them are 

given in Appendix C. It is confirmed by the equation (CI) that the expression of mean 

service time E[X\ is same as the expression 各肌厂】given by (4.7). By means of the 

queueing model of the input buffer, we wi l l investigate various system performance of 

the NP-CSMA concerning throughput and delay in the following sections. 

4.3 System Performance 

4.3.1 Network Throughput 

The characteristic equation of network throughput for the NP-CSMA protocol with 

window-based binary exponential backoff scheduling algorithm can be obtained from 

the queueing model of input buffer presented in section 4.2. Since a node is ready to 

send an HOL packet only i f an idle channel has been detected, the probability of 

successful transmission p from a desired node is conditioned on an idle channel, that is, 

p _ Pr(none of other n - 1 nodes access the channel} ^。) 

Pr{channel is sensed idle) 

I f no one access the channel, it means that all other n - 1 nodes are either empty, or in 

sensing states but not accessing the channel. Thus, we have 
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Pr{none of other n — 1 nodes access the channel} 

Pr{node is empty} + Pr{node is in sensing but not scheduled to send packet} 

Tormrgen ( / 尤 ~ 

= e x p 卜 ( 1 么 】 

The probability that the node senses an idle channel is given by 

Prjchannel is sensed idle}=[Pr{node is empty}+ Pr{node is in sensing state} 

(1-小广 

(4.11) 

(4.12) 

Substituting (4.7) into (4.11) and (4.12), then the probability o f successful transmission p 

defined by (4.10) can be expressed as 

p = exp 
a p 

(4.13) 

After substituting the expression o f a from (2.9) into (4.13), we have 

p = exp 
P 

(4.14) 

A network is in equilibrium when the aggregate packet input rate equals the departure 

^ /V 

rate: X -义他,.Then from (4.14), the network throughput in equilibrium is given as below, 

= 
-pa In p aGe 

(4.15) 
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It should be noted that the throughput given by (4.15) is the same as that derived in 

the theorem of chapter 2. The consistency between these approaches indicates that the 

backoff scheduling algorithm is independent of the network throughput. 

0.7 
MS 

义mn: 

n 

G, - 0.5 O" Gz-8.2 (7广 S.6 30 

Attempt rate G 

Fig. 4.2. Throughput versus the attempt rate for NP-CSMA. 

As network throughput is independent of backoff algorithms, the stable throughput 

condition for the window-based backoff scheme is the same as that in the chapter 2. 

Considering the tradeoff between G and p, we know the attempt rate G should be 

A /V 

bounded in the range between G^ {X) and (A) to ensure a stable network throughput 

A A A A 

义洲,-A.As plotted in Fig. 4.2, the network has a stable throughput of A。"，=义=0.3 

when G is within the range [Gs ^ 0.5, Gi ~ 18.9]. We have the following stable 
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throughput condition. 

Stable Throughput Condition: 

A A 

STC. For any aggregate input rate X < , the attempt rate G should satisfy 

We can derive the expression of the attempt rate G from the queueing model of input 

buffer, as below: 

Considering the NP-CSMA network with n nodes, a desired HOL packet can be 

transmitted successfully with probability when all other nodes are inactive in the 

mini-slot prior to its transmission, that is, they are either in sensing or waiting states. 

Suppose that there are a total of 1% = / HOL packets in a mini-slot, in which n、 

packets are in the sensing state of phase i, for i = 0,..., K. The following HOL packets 

may desire to transmit during the mini-slot of a sensing state: 

1) An empty node may send a newly arrived packet with probability aX; 

2) An HOL packet in sensing states wi l l be transmitted immediately; 

Hence, the attempts rate per mini-slot, aG, can be expressed as 

" M m W + Z : � （4.17) 

Let (f)^ be the probability that an HOL packet is in the sensing state of phase i given that 

the channel is idle, where for i = 0,1,...,^ . The probability 命丨 is expressed as 
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I I 。 ( 民 

The fo l lowing attempt rate per mini-slot can be obtained from (4.7) and (4.17): 

aG 二 n{\ - p)ca + n 

叩 H A 

(4.18) 

aX{\-p) + 

aX{\-p) + 

yK r y ^ y f ^z - i r 

2np{2p-\) 

\-ap{W-\)\{2p-\)-^pW-W2'{\-py (4.19) 

For Exponential Backoff {K — oo), the expression of G can be further simplified into 

aG = a i (1 — p ) + , 、 ， 2 中 - 1 ) . (4.20) 

From the above expression, we show that the attempt rate G is formed from newly 

arrived packet and all re-scheduled packets which are backlogged packets but ready for 

retransmission. It agrees with the literatures [19] - [23], the minimum contention 

window size W affects the system performance due to the functional relationship of the 

attempt rate G and Win (4.20). 

4.3.2 Packet Transmission Delay 

The packet transmission delay consists of two types, namely packet access delay and 

packet queueing delay. The access delay is the time for an HOL packet to complete its 

service; while the queueing delay is the time for a newly arrived packet to complete its 
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Fig 4 3 Packet access delay versus aggregate input rate for NP-CSMA 
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service. 

The packet access delay is simply the first moment of service time distribution E[X\ 

which is obtained from (4.9) as given in appendix. For the exponential backoff (K— oo), 

we have 

2 2 p lap 2a{2p~\) ^ 

A. 

Examples of the packet access delay E\X\ against the aggregate input rate X for 

different value of x are plotted in Fig. 4.3 with a = 0.1. The access delay grows with the 

aggregate input rate and becomes unbounded i f the ergodic condition is not satisfied. 
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To find the packet queueing delay, we always have to consider situations that the 

delay is bounded. From the Pollaczek-Khinchin formula, we have the following 

condition. 

Bounded Delay Condition: 

BDC. The Pollaczek-Khinchin formula for mean delay E{T\ of Geo/G/1 queue [68] 

义 取 ( 4 . 2 2 ) 
2{\-XE\_X\) 

requires bounded second moment of service time 0 < ] <oo. 

The condition BDC is more restrictive than the condition STC. The second moment 

of service time of the Exponential Backoff scheme is given (C2) by in Appendix C as 

follows: 

] = 5 ( p , r ) lim 2 '欠（1 1广 ' + C ： F ) ， (4.23) 

AT—>00 

where Bip, W) and C{p，W) are two polynomials given by (C3) and (C4) in Appendix C, 

respectively,. Thus, the retransmission factor should satisfy the following condition to 

guarantee a bounded second moment of service time 
2'{\-p)<\. (4.24) 

From the above condition (4.24)，it is observed that the bounded delay condition is 

independent of the minimum contention window size W. 

With the above bounded delay condition, we can find the packet queueing delay 
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based on the P-K formula in [68] and the expressions of first and second moments of 

service time distribution in appendix. For K co, the packet queueing delay can be 

reduced to 

n A aW(\+a) 
E[T] = E[X]+- ‘ \ ) 2{\-XBlX\)ap{2p-\) 

ap a 
2 la 

2a^W\\-ap) ax{\+a] 
？ ) a ( A p - 3 ) ap 

-2ax-x~—+ — 
P ap 

ap+ax{\-p) + ap a' 
2 2a 

^S+ap a{a+x2a)W{l+a-2ap) aW[2x(l+a-2ap)+4ap+3a+aa 
+\—G h. -6ap 2a\2p~lf 2a{2p-\) . 

(4.25) 

Fig. 4.4 plots the packet queueing delay against the aggregate input rate for different 

values of collision duration x. In equilibrium (that is, network throughput equals 

aggregate input rate), the smaller values of x we choose, the larger the maximum 

throughput it supports. 

In chapter 2, we have shown that the local maximum throughput in bounded delay 

region is smaller than the global maximum throughput. Here we further demonstrate this 

fact by comparing the packet access and queueing delay. From the ergodic condition, 

bounded access delay requires the probability of successful transmission p > 0.5. Based 

on the condition (4.24), the required probability of successful transmission p for 

bounded queueing delay i s p > 0.75 which is stronger than the counterpart. As illustrated 

in Fig. 4.3 and Fig. 4.4, the maximum achievable throughput with bounded queueing 

delay is smaller than that with bounded access delay (bounded service time). 
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Fig 4 4 Packet queuemg delay versus aggregate input rate for NP-CSMA 

4.4 Similarity between Probability-based and Window-based 

backoff scheduling algorithms 

The equivalence between probability-based and window-based backoff scheduling 

algorithms is summarized in TABLE 4.2. For the probability-based algorithm in chapter 

2，the retransmission probability is represented by a factor q When q =0.5, the backoff 

algorithm is exactly the binary exponential backoff algorithm. In this case, the ergodic 

and bounded delay conditions of both algorithms are the same as in TABLE 4.2. Since 
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WITH WINDOW-BASED BINARY EXPONENTIAL BACKOFF 

the network throughput is invariant to the backoff algorithms, the two algorithms have 

the same network throughput as well as the stable throughput condition. More the 

constraint of bounded queueing delay is stronger than that of bounded service time; 

therefore, the bounded delay region is a subset of stable throughput region. 

Ergodic 
condition 

Stable 
throughput 

condition 
Bounded 

delay 
condition 
Network 

throughput 

Window-based 
1 1 < 1/2 

G , ( i ) < G < G , ( i ) 

1 - p < 1/4 

aGe—政' 

Probability-based 
1 —p<q 

G�(i)<G<G,(i) 

aGe -aG 

aGe-"�+a + x(\-必-aGe""'') aGe-��+ 以 + x(1 — ⑷一aGe •aG 

TABLE 4.2. Properties of window-based and probability-based algorithms. 
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Chapter 5 

Summary and Future works 

The first part in this chapter is a short summary which describes our achievements in 

single-hop networks. We believe that the proposed methodology can be extended to 

multi-hop networks, which is exactly our future works as given in section 5.2. 

5.1 Summary 

This thesis mainly concentrates on evaluating the performance of media access 

control (MAC) protocols. The MAC protocol plays an important role in wireless 

communication systems, but a comprehensive performance analysis of MAC protocol 

remains an open issue. We show that backoff scheduling algorithms and input traffic 

characteristics are key ideas in studying MAC protocol. With consideration of these 

issues, we develop a generic queueing model to completely analyze the performance of 

MAC protocols. The model is well demonstrated by focusing on unsaturated non-

persistent and 1 -persistent CSMA protocols with exponential backoff scheduling 
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algorithm. 

By modeling the service time distribution of each individual head-of-line (HOL) 

packet as a Markov chain, we obtain the characteristic equation of network throughput, 

the packet transmission delay as well as the stable throughput and bounded delay 

conditions with admissible input traffic. 

Based on the stable conditions, we specify the stable throughput and bounded delay 

regions with respect to the retransmission factor and input rate. In particular, the 

bounded delay region is only a subset of the stable throughput region. The achievable 

maximum throughput inside the bounded delay region is slightly smaller than the 

absolute maximum throughput. For networks operating inside the stable throughput 

region but outside the bounded delay region, the variance of service time is very large 

due to the capture effect. With the stable regions, the network performance can be 

substantially improved by properly selecting the value of retransmission factor. 

A consensus on the stability issue of the exponential backoff scheme cannot be 

concluded from controversial results reported in previous studies. We proved that the 

exponential backoff scheme is stable under some specific conditions even for infinite 

populations. While other algorithms with finite backoff phase are intrinsically instable. 

We also study the binary exponential backoff algorithm in window-based manner. The 

stable throughput and bounded delay conditions of the window-based scheme is 

equivalent to that of the probability-based scheme. 

Last but not least, this queueing model can be systematically generalized to 
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investigate various other types of MAC protocols, such as the 802.11 DCF and 802.15.4 

protocol. We have already extended our work to the 802.11 DCF protocol in [* ] , which 

is very popular in the field of wireless communications. To sum up, the proposed model 

is useful to design a more robust M A C protocols for future development. 

5.2 Future Works 

In this thesis, we only focus on the analysis of single-hop network. Extending the 

works to multi-hop networks is a challenging task. Ad hoc Networks which is a type of 

multi-hop networks, it can be applied in various areas, such as wireless sensor networks 

(WSN), mobile ad hoc networks (MANET), VANETs (Vehicular Ad hoc Networks) and 

etc. 

The ad hoc network is decentralized, infrastructure-less and highly dynamic, in which 

users can join the network anytime anywhere. Although the decentralized property 

makes ad hoc network attractive, it is not feasible for far-distance communications due 

to power limitation. Since users can jo in the ad hoc network anytime anywhere; it is 

rather difficult to guarantee system performance in this unpredictably changing topology. 

To tackle these problems, most of the present researches are focused on developing 

efficient routing algorithms for ad hoc networks, for instance, the dynamic source 

routing (DSR) and ad hoc on-demand distance-vector (AODV) protocols [72]. Despite 

that abundant routing algorithms have been proposed, the efficiency of these algorithms 

is still unknown due to the lack of a suitable methodology in analyzing the system 
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performance. 

For performance analysis, researchers so far played little attention to devote to this 

issue. It takes several decades to tackle the single-hop problem, but the problem in multi-

hop ad hoc networks is much more complicated. There are plenty studies of multi-hop 

networks available [73] - [78], but none of them can give a complete story of multi-hop. 

To achieve better performance in ad hoc networks, there is a need for a 

comprehensive analysis of the system. For example, it is essential to decide how to 

allocate channel resources to achieve better throughput; likewise, the system should be 

able to help schedule connections between users; but at the same time, it should also 

guarantee the delay of each user. These concerns may look similar to those encountered 

in single-hop networks, but they are not. Indeed, the size of the network, the infeasible 

far-distance communications, the unpredictably changing topology, and the unavoidably 

slow deployment make the problem very novel and challenging. 

Our future work is to develop a model for performance analysis of multi-hop ad hoc 

and mesh networks. Although this is an open problem for several decades, we believe 

that it is feasible to develop a generic model based on our previous works in the field. 

Based on this model, we expect to generate the following results: We wi l l complete a 

comprehensive performance analysis of multi-hop networks, which includes the 

characteristic equation of network throughput, link capacity, mean number of travelled 

hops (packet transmission delay) and mean packet queueing delay. Moreover, the model 

can also be generalized to various other types of multi-hop networks, such as the WSB 
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and MANET networks. A comprehensive analysis can provide us not only the useful 

information of implementing existing routing algorithms, but also shed some light on the 

deployment of future networks. 
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APPENDIX 

APPENDIX A . SERVICE TIME DISTRIBUTION FOR N P - C S M A PROTOCOL 

For the Exponential Backoff scheme, the actual first moment E[X] and second 

moment of service time of HOL packets can be derived from (2.25) as follows: 

iq{M + l-Ma) aX + ap{M-X) 

where 

and 

C(p.q) 

E[X] 
a(p + q-l) 

E[X'] = B{p,q)\im 

P 

P 

a pq 

1 \ - p + q 

pq p+q^-^ 

_p{M-\-\){M-2) + (\-p){X + \){X-2) + 2 aqM 

P a{p + q-\) 

+ 
2q{\-p)X{M + \-aM) 2{\-p)X{pM^X~pX) 

+ • 
P 

(A26) 

(A27) 

(A28) 

(A29) 
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APPENDIX 

APPENDIX B . SERVICE TIME DISTRIBUTION FOR N P - C S M A PROTOCOL 

For the Exponential Backoff scheme, the actual first moment and second 

moment of service time of HOL packets can be derived from (3.32) as follows: 

E{X] = a 
X qiM + \-aM) 
p 

(B l ) 

E{X^]^B{p,q) lim (B2) 

where 

and 

C{p,q) = E{X] + “2{{2X ~M)(M + 1-aM) + aM' + 

{X-\)X •^2{\-a) - X)M 2q' {M + l-aMf 
+-

P {p + r~\){p + q-\) 

{-2p + 2apM-\- pM-IpX + 2X){M + \-aM)-apM 

p{p + q-l) 

+2\x + p{M-X-aM)-{l-a) p,M' 

(B3) 

pM-pX + X q{M + \-aM) 

P' 

(B4) 
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APPENDIX 

APPENDIX C. SERVICE TIME DISTRIBUTION FOR N P - C S M A PROTOCOL WITH 

WINDOW-BASED BINARY EXPONENTIAL BACKOFF 

For the Exponential Backoff scheme, the actual first moment and second 

moment of service time of HOL packets can be derived from (6.15) as follows: 

X(\-p) 1 W 1 W ( 1 _ ; ? 广 1 

p 2 2 lap 2a{2p-\) 2ap{2p-\) 
(CI) 

E[X'] = B{p,W) Hm 2狄(l-pf+C(p,W) (C2) 

where 

P,， 2a'p{4p~3) 
(C3) 

and 

2 i - p (l + a)x 5 + ap 2W' {\-ap) C(p, q) - a' ——�X' — 2MX 
P ap 6a p 3«(4^-3) 

+ 
l + 2aX 

ap 2 2a 
+ 

I {\ + laX)W{\ + a-2ap)丨 W{\ + a 

W 

2a\2p-\y ap{2p-\) 

2(1 + A - + 4«/7M + 3 + 

2 2a 

2a(2p-l) 

(C4) 
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