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Abstract 
Nowadays, broadband applications, such as interactive video and mult imedia scrviccs, 

have further increased the demand o f bandwidth, and thus make high speed 

mult i -wavelength optical access network highly desirable. Wavelength division 

mul t ip lex ing passive optical network ( W D M - P O N ) is a promising candidate to realize 

the next generation optical access networks due to its dedicated bandwidth for each » 

subscriber and more f lexible bandwidth management. As the network traffic is 

becoming more data-ccntric, more networking capabilities are required to provide Ihc 

data service in a more f lexible and reliable way. In this thesis, wc have proposed and 

‘ investigated several interesting optical multicast overlay schemes and network 
( 

protection architcctiircs for WDM-PONs . Optical multicast overlay technique can 

support the addit ional multicast transmission on the existing point-to-point data 

scrviccs, whi le network protection architcctiircs can assure network availabi l i ty with 

short traff ic restoration time. We w i l l brief ly discuss our work in the lb 1 lowing 
r 

sub-topics. ’ 

Optical multicast overlay in WDM-PON: Tradit ional W D M - P O N s support only 

two-way point-to-point data transmission between ihc optica! line terminal (OLT) and 

the individual subscribers, via the respective designated set o f wavelengths. To 

cnhancc the network f lex ib i l i ty , it is more desirable to support various different modes 

o f data or video del ivery such as broadcast and multicast, in addit ion to point-to-point 

Iransmissions. In this thesis, we systematically investigate the problems and propose 
,•？ 

our several feasible schemes to overlay multicast transmfssion onto the existing 

point-to-point traff ic in a W D M - P O N . In the first approach, the control o f the 

multicast iransjii ission is achieved by a simple polarization-assisted scheme at ihc 



OLT. By the cross-use o f wavelengths, a separate path is provided for the multicast 
； , ‘ 

differential phase shift keying (DPSK) data f rom downstream point-to-point 

ampli lude shif t key ing ( A S K ) data without additional l ight sources, which guarantees 

the transmission performances in both directions, since the upstream A S K signal is 

imposed on the multicast DPSK signal. We have also demonstrated ils variant, in 

which an optical switch replaces the polarization-assisted control for multicast 

transmission. The second approach is based on the optical carricr suppression (OCS) 

technique at the OLT so as to generate the optical subcarricrs or sidebands for 

multicast A S K data modulation. The downstream unicast data is modulated in DPSK 

format, wh ich w i l l be re-modulated w i th the upstream A S K data at the respective 

optical network unit (ONU) . As the downstream unicast signal and the upstream 

signal arc carricd on different fiber feeders, whi le the upstream signal and the 

multicast signal arc carried on different subcarricrs，though on the same fiber feeder, 

the possible Raylc igh backscattering effcct is much alleviated. In the third scheinc, by 

using subcarricr modulat ion technique, we have first successfully overlaid two 

independent multicast data streams simultaneously onto a W D M - P O N , which is 

believed to further enhance the network capabil ity for mult ip le destination traff ic and 

improve the cost cffcctivcness for the future network. Finally, we w i l l provide a 

comprehensive comparison on all the proposed schemes in this topic. 

Survivabic network architectures for WDM-PONs: A survivable W D M - P O N 

architecture wh ich can provide self-protection is attractive to avoid enormous loss in 

data and business due to f iber cuts. To facilitate the network management, Ihc 

protection swi tching is realized at the OLT. In this thesis, a simple ccntrally controlled 
* 

survivabic W D M - P O N architecture employing OCS technique is proposed. Protection 

switching at the OLT employs electrical switches to control the clock signal for the 

iii 



protection sub-carrier generation, via optical carrier suppression. Both distribution and 

feeder fibers arc protected simultaneously. By employing inverse-RZ ( IRZ) format for 

the downstream transmission and non-reti im-to-zcro (NRZ) for the upstream 

re-modulatcd signal, the optical network units arc kept colorlcss and simple. On the 

other hand, wavelength division mult ip lexing/ l ime division mult iplexing 

( W D M / T D M ) hybr id network, which combines T D M technology and W D M 
• f 

technology, can further increase the network reach, transmission capacity, and reduces 

Ihe cost per subscriber. Al though the bandwidth per subscriber in a W D M / T D M PON 

is less than that in a W D M - P O N , it is sti l l considered as a smooth migration from 

T D M - P O N to W D M - P O N . In this thesis, we have proposed a novel W D M / T D M 

PON architecture which can provide self-protection using a r ing topology to connect 

the subscribers. Finally, we w i l l provide a comprehensive comparison on all the 

proposed schemes in this topic. 
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mm 
近年來，彳象交互式视頻逭.樣的寬帶服務增長了對網絡#宽的需求，而is速多波t^ 

光接入網路技術為這様的需朵增長提供了一種有效地解決方案。波分復用無緣光 

網絡（WDM-PON.)由於K為用戶提供獨亨式帶寬和更靈活的帶宽符理，使贫.成 

爲并屮--種很具發展前景的光接入網絡結構。由於網絡傅輸以败摅傅輸為核心，‘ 

這就要求網絡打更強的網際能力，以增強败據服務的靈活性和可靠性。木文提出 

並研究了多種支援多播败據傳輸和具符保護功能的WDM-PON網絡結構。光多 

播技術可以在支援哄播傳輸的雄礎上支援組播数據傳輸，網絡保護結構可以確保 

網絡的迪通性》我們將在下面介紹這兩种技術。 

WDM-PON中支援多播的光接入技術：傳統的WDM-PON結構僅傲支持光終端 

(OLT)到用广之問的點到點的琳播败據傳輸。爲了 i f?強網絡的靈活性，希塑在 

並在繼承了其堆播傳輸特性的雄礎上，也支援其他形式的败據或視频傳蝓，例如 

點到多點的多播或欣播類型的败據傳愉本文將系統地分析在Vv^DM-PON網絡中 

的光多播問题，並在保招其単播特性的稱礎上，提出了多秘新型的光多播解決方 

案。第一种光多播通過在OLT屮控制光的極性來货現。由於波長的交叉使用， 

采•用差分頻移鍵控碼（DPSK)的多播数據和釆用振幅鍵控（ASK)的單播败據 

在不同的綫路上傅輸，從而保證了兩者的傳輸®•。冋時，上行的ASK信號被 

加載到下行的DPSK多播信號之上，由於兩种信號的正交特性:，上下行之問的影 

键也被降到了最小。我們同時演示了這種的結構的一種變換：在OLT中爪光開 

_取代邀於光極性的控制。•笫二种方案通過光載波抑制技術（OCS)產生了Hi於 

傳輸ASK多播信號的負載波。由於下行的琳播信號和上行的信號在不同的光缔 

鏈路上傳輸，而下行的多播信號和上行信號在不同的负載波上傅輸，大大減调了 

可能發生的Rayleigh后向散射效應。由於副載波調製技術的使用，我們的第三种 

方案，可以同時支援兩路相互獨立的光多播数據。這種在WDM-PON中可以同時 



支援路扣瓦獨立的光多播败據的方衆，可以進一步糟強網絡的網際能力，並且 

降低網絡的運笞成本。最後，本文將綜仓地分析和比較在本節中提到的一些光多 

播解決方案。 

具有自恢復功能的W D M - P O N網絡結構：•-個有0我保避功能的可存沾的 

WDM-PON網絡結構，可在網絡出现斷路時避免败據的拟失。爲了管理和控制 

的方便，ra於自我保護恢很的開關應該位于OLT。木文提出.了基於OCS技術的 

可鬼中控制的一嵇丨恢復的WDM-PON綱絡結構。自保護通過OLT中的由范開 

關控制的一個時鐘信號贸現。常時种開俾時，用於自保護的副戟波將會產少。這 

m結m可以同時餓錢和配綠部分的光纖通過在下行傅輸釆m反恍歸零碼 

(IRZ),在上行傅輸中釆丨1』非S零碼（NRZ)，光網絡單元(ONUS)沒有使用額外的 

光源，從而使整個結描更加簡堪。i/〗一方而，結众了波分復用和時分復用技術的 

-族於波分復用和時分復用的混合型無源光網（WDM/TDM PON)可以摭展網絡範 

•提高網絡容 f t並降低用戶成本儘宵單位用戶的網絡帶宽相對于W D M - P O N 
\ 

了。木文提出了一個S於環結構的可窗現r：丨我保護的WDMHIDM PON網絡 

'糸 I構，並通過货驗輸證了其快速的自我恢復功能。最後，本文將綜合地分析和 -、/ 

比較i本節中提到的一钱提供保護功能解決方东。 
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Chapter 1 
Introduction 



C.hapter / ]titrodnction 

1.1 High speed optical access networks 
In the cur rent Information Age, optical communication has played an important role in 

the telecommunication networks, because it can transmit ultrahigh speed data over 

extremely long distance, due to the broad bandwidth and low transmission attenuation 

provided by optical fibers. A typical telecommunication network can be divided into 

three parts [1]: long-haul transport networks, metropolitan area networks and access 

networks. The long-haul transport networks, also known as backbone networks, 

usually span thousands o f kilometers connecting major network hubs in different 

countries across different continents. Optical fibers have been the dominant media to 

SLipporl such long distance and high speed transmission systems. Metropol i tan area 
networks, serving as feeder networks between the access networks and the long-haul 

networks, usually cover a range f rom 10-km to lOO-km, which adopt a circuit-based 

synchronous optical network (SONET)/synchronous digital hierarchy (SDH) as its 

major technique to provide a high-speed data transmission. Access networks, covering 

a range o f only tens o f kilometers (0 - 20-km), provide connections for end users. 

They have to deliver the end-user data and applications to a large number o f 

subscribers. This thesis w i l l focus on access networks. 

Access network, which is also called “ f i rst-mi le network" , connects service providers 

at ccntral off iccs to the end subscribers. Wi th the rapidly increasing bandwidth 

demand mainly driven by the development o f advanced broadband mult imedia 

application, such as video-on-demand (VoD), interactive high-defini t ion digital 

television ( H D T V ) and video conferencc, novel broadband access network solutions 

that provide high capacity is highly desirable to satisfy these IP-based services. 

Several technologies including digital subscriber line (DSL) , hybr id fiber coax (HFC), 



Clhdpter 11ntroduction 

Wi-Fi， Fiber to the home (FTTH) , have been proposed to solve the bandwidth 

bottleneck exist ing in access networks. Given the cost-sensitivity o f access networks, 

the copper w i re based access network technologies, such as D S L schemes, are 

currently the predominant access network solutions. However, they are not considered 

as future-proof solutions, because these copper w i re based infrastructures have been 

approaching their own fundamental speed l imitat ion. For instance, the most rcccnt 

DSL [2] scheme, veiy-high-bi t -ratc DSL, version 2 ( V D S L 2 ) permits the transmission 

o f asymmetric and symmetric aggregate data rates up to 200 Mbi t /s but w i th severe 

distance l imitat ions shorter than 〜300 meters. Thus, it can nol always accommodate 

the future bandwidth demand imposed by the broadband scrviccs such as 

high-def in i t ion television ( H D T V ) . On the contrary, optical access networks, which 

used 10 be abandoned in 1980s due to their immature technology and prohibi t ively 

high costs, have again been discussed and considered as a promising solution, since 

the deployment cost has been steadily reduced thanks to the remarkable progress o f 

photonic and fibcr-optic components in recent years. Fiber based optical access 

network can deliver extremely high bandwidth over a distance beyond 20 k m and 

meet the requirements o f current and predicted future voice, data and video scrviccs. 

Passive optical network (PON) is v iewed as an attractive solut ion to realize optical 

acccss networks, becausc they are capablc o f very high speed transmission wi th a 

distance as long as 20 km. Furthermore, the cost o f the network deployment and 

maintenance can be effect ively reduccd bccause they employ only passive optical 

components in outside plants. 
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Fig. 1.1 The architecture o f a passive optical network 

Fig. 1.1 is a typical architecture o f passive optical network (PON), which comprises 

o f three main network components: the optical line terminal (OLT), the remote node 

(RN), and the optical network unit (ONU). In a PON, the OLT located at the network 

operator's premises, delivers the downstream data to the RN via a long fiber l ink, 

named as feeder fiber. The downstream data are then de-multiplexed at the RN, before 

destined to the ONUs located at end user premises，via pairs o f shorter fiber links 

named distribution fibers. A t the ONU, the downstream data is received by users, 

wh i le the upstream data, such as users' request information w i l l be forwarded to the 

OLT after being collccted and mult iplexed at the RN. Bccause the RN is shared by all 

ONUs in the network and the required fiber length is much less than the ease o f direct 

connections between ONUs and the OLT, the network deployment cost is significantly 
r 

rcduced [1]. Besides, in a PON, the network between the OLT and the ONUs arc 

passive, i.e., it contains only passive network components wi thout any power-supply 
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components, such as electronic amplifiers or regenerators. This reduces the 
* 

deployment di f f icul ty and enhances the maintenance convenience. Moreover, the 

network can benefit the network operators to allow easy upgrade to higher speeds, 

since upgrade has to be done only at the network operator's central office, where the 

relevant activc components arc hosted. However, sincc the PON is a 

point-to-multipoint network, mechanisms to control the shared media acccss for end 

subscribers may be needed, in order to avoid any coll ision in transmissions. 

According to different mechanisms used in PONs to control ihe shared media access, 

PONs can be sub-divided into several types. Time-division-muUiplcxed PONs 

(TDM-PONs) and wavelength-division-multiplexed PONs (WDM-PONs) ' arc two 

most popular and representative PON technologies employed nowadays. 

1.2.1 TDM-PONs 
ONUi 

OLT 
1480-1550 nm 

1310 nm 

Fig. 1.2 The architecture o f a T D M - P O N 

ONUz 

ONU3 

ONU, 

ONUN 

When time-clivision-multiplexing technology is adopted in a PON to control the 

shared media access, the network is known as a t ime-division multiplexed PON 

(TDM-PON) or power splitt ing PON (PS-PON) [3]，whose architecture is shown in 

Fig. 1.2 [4]. In a TDM-PON, downstream and upstream data are carried on diflerent 
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optical carriers, i.e. 1480nm 〜1550 nm for downstream and 1310 nm for upstream, to 

avoid their interference and both the downstream and the upstream carriers are 

time-shared among ali ONUs by time division mul t ip lex ing technique. The 

downstream data arc power-spl i t into mult iple replicas v ia a tree splitter at the RN, 

before being broadcast to all ONUs. A t cach ONU, the desired downstream signal can 

be f i l tered out by its designated time slots. In the upstream transmission, in order to 

avoid data Uansmission col l is ion, only one O N U is permitted to transmit data at one 

time in its allocated time intervals. The way to allocate or schedule the l ime intervals 

between al l Ihe ONUs is known as a point-to-mult ipoint inedia access control ( M A C ) 

protocol, wh ich is necessary in a typical T D M - P O N . 

T ime-d iv is ion-mul t ip lex ing based schemes arc now ihc preferred solutions lor PON 
丨 i t 

networks, because each O N U is al lowed to transmit data in the allocated t ime slots 

dictated by the OLT. This lowers the relevant costs as only a single upstream 

wavelength is needed and a universal type o f O N U can be deployed in every site. 

There are currently three main T D M - P O N schemes, including Broadband PON 

(BPON) [5 ] /E therne t PON (EPON) [6], and Gigabit PON (GPON) [7]，which have 

been standardized and deployed by network operators for access network applications. 

The latest version o f BPON provides speeds up to 1244 Mbps and 622 Mbps for 

downstream and upstream respectively, whi le GPON can provide a symmetric 

downstream/upstream data rate up to 2488 Mbps, compared w i th EPON which are 

wc5rking tq>vards a bi t rate up to 10 Gb/s recently. A l l the three standards employ 

T D M technology to share the transmission bandwidth among all ONUs. The power 

splitter used at the R N l imits the number o f ONUs that a T D M - P O N can support due 

to the power budget as wel l as the shared bandwidth. In order to avoid any possible 

col l is ion at the R N in upstream data transmission among dif ferent ONUs, bandwidth 

. 6 
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has to be allocated among ONUs ut i l iz ing T D M technology, wh ich needs media 

access control ( M A C ) protocol to assign difl'ercnt ONUs w i th different t ime intervals 

for transmission, known as dynamic bandwidth allocation ( D B A ) [8]. There is also 

another problem about the security in such a network architecture, since the 

downstream data arc always broadcaslcd to all ONUs which may leak some sensitive 

information to others, such as your banking accounts. Therefore, an extra encryption 

mechanism is needed. Moreover, the variation in transmission distance between each 

G N U and the OLT may cause the variation in signal power as wel l as phase alignment 

o f received upstream signals at the OLT, which requires upstream traffic 

synchronization. Besides, burst mode receivers are necessai'y ai tlic OLT to adapt their 

gain according to the received peak intensity so as to rccovcr the clock and phase o f 

the received upstream signals. lOG-PON，also known as X G - P O N [9J, was proposed 

as the next generation lOG standard compatible wi th GPON using new wavelength 

bands. Al though it can provide higher speed than a conventional GPON w i th 

improved transmission security and power saving, its lOG capacity is shared by all the 

users connected to the same PON. Therefore, it sti l l has bandwidth l imitat ion tbi" 

single subscriber and suffers f rom the problems in a typical T D M - P O N . 

The l imitations and problems existing in a T D M - P O N can be alleviated by 

inlroclucing wavelength division mult ip lexing technology ( W D M ) into PONs, which 

used to be considered a high-cost solution. However，with the ever-incrcasing 

bandwidth demand in acccss network and the availabi l i ty o f low cost optical 

components thanks to the development o f photonic and f ibcr-optic components and 

mass production process, the wavelength division mult iplexed PON ( W D M - P O N ) has 

recently attracted much attention f rom both researchers and scrvicc providers. 
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1.2.2 WDM-PONs 
Fig. 1.3 demonstrates typical architecture o f a W D M - P O N f 10-1 2], which has been 

viewed as a promising solution for PONs to bring truly enormous bandwidth to the 

end subscribers by fu l ly ut i l iz ing fiber transmission capability. 

OL I RN 

Fig. 1.3 The architecture of a W D M - P O N 

111 a T D M - P O N , upstream and downstream transmissions use only one wavelength for 

each dircctionai transmission, whose bandwidth is inherently shared among all end 

users. However, in a W D M - P O N , each O N U uses separate dedicated wavelengths to 

communicate wi th the OUT. Tt has a similar architecture wi th T D M - P O N , cxccpt that 

a W D M mult iplexer or de-multiplexer replaces the power splitter at the RN. The 

W D M mult iplexer or de-multiplexer usually made o f an array waveguide grating 

(AWG) [13] or th in- f i lm fi lter, routes different wavelengths to their destined ONUs. 

At cach O N U , the downstream data canicd on the destined downstream wavelength 

are detected, whi le the upstream data arc modulated onto the designated upstream 

wavelength before being transmitted back to the OLT’ via the RN. Since the 

connection between the OLT and an O N U is realized by a set o f dedicated 

wavelengths, a W D M - P O N is inherently a point-to-point network and requires no 

point-to-mult ipoint M A C . Moreover, there is no sharing o f bandwidth among the 
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ONUs, which enhances the privacy and indcpcndcncc o f the ONUs. Bccause o f the 

independence and privacy o f an ONU, the data rates lor the wavelengths can be 

different, leading to the f lexible bandwidth scalability for cach O N U , for different 

kinds o f sci-viccs. 

Since the a W D M - P O N can provide a "mi l i mi led" bandwidth although wi th expensive 

ONUs, many leading network operators or scrvicc providers in the wor ld, such as 

m r in Japan [14], Verizon [15] and SBC [16] in USA have paid a lot of attenlion to 

the deployment o f WDM-PONs. Meanwhile, many novel technologies have been 

uti l ized in the W D M - P O N system, such as "colorless" ONUs [ 17J, advanced 

modulation formats [ 18], multicast overlay [19J and survivahle architectures [2()J. 

With the development o f all these novel technologies, a more f lexible and scalable 

W D M - P O N system supporting longer distance, higher bit-rate wi th much rcduced 

cost can be expected in the foreseeable future. 

1.3 The challenges to enrich the networking 
capability of WDM-PONs 

With the development o f Internet based application, such as IPTV and video 

conference, a large amount o f data arc transmitted through the access network, which 

not only requires broadband transmission but also a f lexible and reliable transmission 

to cnrich its networking capability. Traditional W D M - P O N s support only 

point-to-point transmissions between the OLT and ONUs by employing dedicated 

wavelength for each ONU. Therefore, a basic W D M - P O N suffers f rom the sole data 

delivery mode and l imits the networking capability when different modes o f data or 

video delivery such as broadcast and multicast are necessary to cope wi th more 
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diverse mult imedia and data services available for broadband access. Moreover, the 

point- to-m\ i l t ipoint tree architecture further l imits the network ing capabil ity since it 

lias l imi ted protection fealure, which may cause enormous loss o f data or even 

business during any fai lure o f component or fiber. 

1.4 Major contributions of this thesis 
> 

As mentioned above, a traditional W D M - P O N is cuncn l l y faced w i th the challenge to 

increase its network ing capabil ity which comes f rom its sole point-to-point data 

del iver ing mode and the lack o f protection mechanism. Tl i is thesis w i l l cover iwo 

technologies to enrich the networking capabil i ty, including optical multicast overlay 

and network protection architecture. Optical multicast overlay technique can support 

the addit ional multicast transmission on the existing point- to-point data services， 

whi le network protection architectures can assure network avai labi l i ty wi th short 

traff ic restoration time. 

1.4.1 Optical multicast overlay in WDM-PONs 

Mult icast technology employed in a W D M - P O N can signif icant ly enhance the 

network ing capabi l i ty by provid ing addit ional multicast transmission on the existing 

point- to-point data services, which improves the resource ut i l izat ion eff iciency for 

mul t ip le destination traff ic and improves the cost effectiveness. Optical multicast can 

be realized by establishing onc-to-many l ight paths on the optical layer, and thus 

rcdiiccs the loading o f the c lcc lmnic network processors or routers on the network 

layer and achieves much higher processing speed. In order to realize optical multicast 

overlay on a W D M - P O N , two crucial features have to be careful ly designed, namely 

how to overlay the multicast traff ic to the exist ing network infrastructure wh ich is 

10 
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carrying the two-way point-to-point traff ic, as wel l as l l ic overlay control technique 

for connection reconfiguration. In this thesis, we have proposed our three feasible 

schcmcs to overlay multicast transmission onto the exist ing point-to-point traff ic in a 

W D M - P O N . 

In the fust approach, the control o f the multicast transmission is achieved by a simple 

polarization-assisted scheme at the OLT. By the cross-use o f wavelengths, a separate 

path is provided for the multicast di f ferential phase shift key ing (DPSK) data f rom 

dowtistream point- to-point amplitude shift keying ( A S K ) data wi thout addit ional l ight 

sources, wh ich guarantees the transmission performances in both directions, since the 

upstream A S K signal is imposed on the multicast DPSK signal. We have also 

demonstrated its variant, in which an optical swi tch replaces the polarization-assisted 

control for mult icast transmission. 

The sccond approach is based on the optical carricr suppression (OCS) technique at 

the O L T so as to generate ihc optical siibcarricrs or sidebands for mult icasi A S K data 

modulat ion. The downstream unicast data is modulated in DPSK format, wh ich w i l l 

be re-modulated w i th the upstream A S K data at the respective optical network unit 

(ONU) . As the downstream unicast signal and the upstream signal arc carried on 

different fiber feeders, whi le the upstream signal and the multicast signal are carried 
V 

on different si ibcaniers, though on the same fiber feeder, the possible Rayleigh 

backscattering efTect is much alleviated. 

In the third scheme, by using subcarrier modulat ion technique, wc have first 

successfully overlaid two independent multicast data streams simultaneously onto a 

WDM-PON，which is believed to further enhance the network capabi l i ty for mult ip le 

destination traff ic and improve the cost effectiveness for the future network. The 

11 
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control o f the mult icast transmissions is achieved by contro l l ing the clock signal for 

optical tone generation as we l l as an optical switch at the OLT. 

1.4.2 Survivable network architecture for WDM-PONs» 
A survivable W D M - P O N architccturc wh ich can provide sclf-protect ion is attractive 

to avoid enormous loss in data and business due to f iber cuts, wh ich is another 

technology apart f rom multicast to enhance the network ing capabi l i ty discussed in this 

thesis. To facil i tate the network management, the restoration switch used for self 

protection is realized at the OLT. 

We have proposed and investigated a simple, ccntra l ly-contml led, survivable 

W D M - P O N architecture w i t h colorless ONUs. The proposed protection switching 

mcchanism is based on alternate path rout ing o f -opt ica l subcarriers generated by 
m 

means o f apply ing OCS technique to the l ight source in each transmitter at the OLT. 

No addit ional dedicated l ight source for protection swi tching is needed. Only 

electronic switches, instead o f optical ones, are required at the O L T to tr igger the 

control clock signal in the OCS process, thus guaranteeing a fast traff ic restoration 

time. Both the distr ibut ion and feeder fibers arc protected against the possible f iber 

cut fai lure. Besides, by employ ing invcrse-RZ ( IRZ) format for the downstream 

transmission and non-rctum-to-zcro ( N R Z ) data for the upstream rc-modulat ion, the 

O N U s remain colorless and simple. ‘ 
« 

On the other' hand, wavelength d iv is ion mul t ip lex ing/ t ime d iv is ion mul t ip lex ing 

( W D M / T D M ) hybr id network, wh ich combines T D M technology and W D M 

technology, can further increase the network reach, transmission capacity, and reduces 

the cost per subscriber. A l though the bandwidth per subscriber in a W D M / T D M PON 

- 12 . 
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« 

is less than that in a W D M - P O N , it is sti l l considered as a sihooth migrat ion from 
4 -

T D M - P O N to W D M - P O N . In tliis thesis, we have proposed a novel W D M / T D M 

PON aichitectuie wh ich can provide sclf-protecl ion using a r ing topology to-connect 

the subscribers, wh ich can successfully protcct both the distr ibut ion and fcccicr parts 
* % 

o f the network w i t h a fast rccovcr ing time. 

1.5 Outline of this thesis 
、， i 

The organization o f the remaining chapters o f this thesis w i l l be as fo l lows: 

Chapter 2 reviews the typical architectures and novel technologies employed lor W D M 

PONs. 
* / 

I 
t 

Chapter 3 reviews previously proposed multicast enabled W D M - P O N archilcclures 

and proposes our novel optical multicast overlays in W D M - P O N s . The operation 
4 

principles are explained and experiments are cicmonstraled. 

/ 

< Chapter 4 first reviews several survivablc architectures for W D M - P O N s . Af ter that, 

we proposed a novel survivable architecture for W D M - P O N s using optical carricr 

suppression and another survivablc for W D M / T D M PONs. The experiments for both 

architectures are demonstrated to ver i fy their fast recovering t ime. 
« 

Chapter 5 gives a summary o f this thesis and suggests possible future work . 

13 
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2.1 Introduction 
Recently, T D M - P O N schcmcs, such as RPON, EPON, and GPON, have been 

standardized and deployed by network operators for broadband access network 

applications inc luding video, data and voice. H o w e v e r，T D M - P O N s have a 

mul t ipoint- to-point (MP2P) connection between ON Us and the O L T and the 

bandwidth is shared among O N Us, which not only l imits the transmission capacity fbr 

per O N U but also causes the problems o f security and rccjuires burst mode rcccivei s. 

In order lo break (he bandwidth l imitat ion provided for per subscriber and to alleviate 

the problems exist ing in T D M - P O N s , wavelength div is ion mul t ip lex ing technology 

was introduced into PONs, known as W D M - P O N s , in wh ich each O N U uses 

clcdicatcd separate wavelengths to communicalc w i th (he OLT. The connection 

between Ihc OLT and an O N U is realized by a set o f clcdicalcd wavelengths, imply ing 

a W D M - P O N is a poin i - to-poin l network, which requires no sharing o f bandwidth 

among the ONUs. Thus large transmission capacity can be provided to a single O N U 

wi th enhanced pr ivacy and independence, sincc the bandwidth rcsoii icc o f a single 

wavelength is no longer shared and can be dcdicatcd lo specific O N U . In addition, 

good scalabil i ty o f the bandwidth is shown for cach O N U , sincc the data rates for 

different wavelengths can be different, which can be employed to support dilTerenl 

kinds o f services in nowadays network applications. Therefore W D M - P O N s have 

regarded as a promis ing approach to deliver high speed services to both business and 

residential subscribers and attracts much attention in recent years. In this chapter, wc 

w i l l review the architccturcs for W D M - P O N s as wel l as some employed enabling 

Icchnologics for the network. 

15 
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2.2 WDM-PON architectures 
Scveial W D M - P O N aichitectiircs weie proposed by incoipoiat ing wavelength 

dependent devices in the conventional PON systems based on ticc topology The 

earliest tree-shaped W D M PON was known as the passive photonic loop (PPL) 

[21-22], as shown in Fig 2 1 

r • • 、 n • 

/ 
DDODO 
DDDDD 
DODDD 

v GDDDO 
3 1 m 

AT C E N T R A L OFFICE RT N S U B S C R I B E R S 

Fig 2 1 The Passive Photonic Loop architecUiie p iovid ing independent, two-way 
tiansmission foi N subscribers [21J 

In the architecture accommodating N subsmbers oi ON Us, 2xN different 

wavelengths weie employed to construct 2xN independent transmission links between 

the OLT and subscribeis, both in downstieam and upstieam iiansmissions, say "K、^n 

for the upstream and downsticam tiansmission o f s u b s c i i c s p e c t i v e l y The N 

downstieam wavelengths (Xnu X.2n) were collected at wavelength division 

mult iplcxci at the ccntial off icc before being dcl ivcicd to the remote node, which 

loutcd the wavelengths to the destined subsciibcrs The upstream wavelengths 

{X\ 入N) wcie destined to ihe central office via the tiansmission links In this way, the 

two-way transmission between the OLT and each subsciiber was realized on only one 

16 
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piece o f feeder fiber and one piece o f distr ibution fiber. However， total ly 2xN 

different wavelengths were required when only N subscribers were supported, which 

lowered the resources ut i l izat ion cf f ic icncy and increased the cost o f the schcmc. 
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Fig. 2.2 Schcmatic o f a single-f iber CPON [23] 

I n ^ r d e r to increase the bandwidth ut i l izat ion cf f ic icncy in PPL, a W D M - P O N callcd 

composite PON (CPON) was proposed in [23-24] as shown in Fig. 2.2. In the system, 

W D M technique was employed for the downstream traff ic in the 1550 nm band, whi le 

a single wavelength in the 1300 nni band was shared by the upstream traff ic via T D M 

technique. A t the RN, both a W D M demult iplexer and a power splitter were needed to 

route the downstream wavelengths and combine the upstream data respectively. By 

using T D M for the upstream traff ic, only {N-\ 1) wavelengths were needed to support 

N ONUs, but T D M required M A C protocol for upstream transmission and burst mode 

receivers at the OLT. 

The local acccss router network ( L A R N E T ) was proposed to work about the 

l imitat ion brought by T D M in the CPON [25] as shown in Fig. 2.3. Instead o f using a 

single wavelength in the upl ink for all ONUs, a broadband l ight source (BLS), e.g. 
« 

l ight-emit t ing diode (LED) , was employed at an O N U . The BLS, carrying the 

upstream data, was fed into ihe waveguide grating router ( W G R ) at the RN, where its 

spectrum wou ld be sliced and selected. Therefore, dif ferent ONUs wou ld have 

17 
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different wavelength components to carry the upstream data after the RN, although 

they had the same BLS at the ONUs. T D M technique was no longer necessary for the 

upstream transmission in the LARNET. Moreover, the low cost o f BLS, such as 

edging-emitt ing LEDs, can reduce the cost o f the O N U . 
•/ 

Headend《HE) or 
Central Office (CO) 

MFL 

10 km 

1xN waveguide 
grating router 
(WQR) 

Fig. 2.3 Schematic o f architecture o f L A R N E T wi th N wavelength channels [25] 

Another architecture called remote interrogate o f terminal network (RITENET) , 

which was similar to the L A R N E T , was proposed to avoid transmitters at the O N U by 

rcmodulat ing the downstream wavelength for upstream transmission [26]. A t the 

O N U , part o f the downstream power was used for data reception, whi le the rest 
\ 

unmodulated power was modulated by the upstream data and sent back to the OLT. A t 
1 

the OLT, a tunable laser and a tunable receiver were used for all O N U channels, which 
f 

required T D M both for upstream and downstream traff ic. When an array o f 

transmitters and receivers replaced the tunable components as in [27], T D M technique 

was needed neither in upl ink nor downl ink. However, two different f iber links were 
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Fig. 2.4 A l l example o f a multistage AWG-bascd W D M - P O N wi th 32 ONUs [28] 

.Besides the architectures employ ing tree topology, W D M - P O N s can also be 

constructed in r ing topology. Fig. 2.5 shows a W D M network featuring shared vir tual 

rings, in wh ich a network node ( N N ) and mult ip le access nodes (ANs) are connected 

into a form o f r ing [29]. In the architecture, the network node sent out mult ip le 

wavelength channels to the ANs . A t an A N , the pre-assigned wavelength channel was 

selected via the Waveguide Grat ing Router ( W G R ) both for downstream data 
ii. 
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necessary to separate the upstream and downstream transmissions on the same 

wavelength channel. 
、 

In order to increase the scalabil i ty o f the network to support more ONUs, a multistage 

AWG-based W D M - P O N was proposed in [281. By exploi t ing the periodic routing 

property o f the AWG» a given wavelength could be reused by more lhan one O N U . 

The architecture had good scalabil i ty to accommodate more O N U s either by 

employ ing more wavelengths at Ihe OLT or cascading more stages o f AWGs. Fig. 2.4 

has shown an example o f multistage AWG-bascd W D M PON support ing 32 ONUs 

using 16 wavelength values, generated by two laser sources. 
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detection and upstream data remodulation. Due to the W G R used at the AN, an A N 

could support mult iple end stations attached to it either in a star topology when 

employing different wavelengths for different end stations or in a sub-ring topology 

when a single wavelength was shared among end stations via T D M technique. 

Network Node Detail Access Node Detail 

Fig. 2.5 The architecture o f a W D M network featuring shared virtual rings [29J 

Al though a W D M - P O N has been considered a promising solution for broadband 
» 

optical access network, the number o f the supported O N U is l imited by the available 

wavelengths even in a dense W D M - P O N , and the cost for per subscriber is also high 

as it can not be shared by other subscribers, which has hindered its application in an 

access network. Moreover, one subscriber may not need the whole tens o f Gb/s 

bandwidth o f a single wavelength for most o f present acccss applications. Therefore, a 

PON combining W D M and T D M technologies to optimize network performance and 

resource uti l ization, known as W D M / T D M hybr id PON, has attracted more and more 
0 

attention nowadays. In a typical W D M / T D M PON, a number o f wavelengths are 
1 

deployed and each wavelength can be shared among a group o f ONUs or subscribers 

via T D M technique instead o f allocated to a single ONU. Thus, a W D M / T D M hybrid 

network can increase ihe network capacity by enlarging the number o f subscribers a 
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single wavelength can accommodate, whi le keeping the cost per subscriber much 

lower than that in a traditional W D M - P O N , since the cost for a single wavelength 

transmission can be shared among a group o f ONUs or subscribers. Besides, the 

W D M / T D M hybrid PON also increases the resources ut i l izat ion cf f ic icncy by 

allocating the wanted bandwidth to other subscribers. In this way, W D M / T D M hybrid 

PON has been considered as a smooth and economical migrat ion f rom T D M - P O N to 

W D M - P O N by offer ing large network capacity wi th a low cost per subscriber and 

attracted much attention recently. 
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Fig. 2.6 Schcmatic diagram o f SUCCESS [30]. (a) Architccturc and topology, (b) 
Design schcmatics o f remote node wi th capability o f protection and restoration, (c) 
Design o f O N U w i th Polarization-insensitive V C S O A is used for its better coupl ing to 
fiber and higher degree o f system integration, (d) Design o f transceivers at OUT. 

A W D M / T D M hybr id optical access network based on a collector r ing and 

distr ibution star networks, named as SUCCESS, was proposed in [30] to support both 

existing T D M - P O N s and WDM-PONs , which is shown in Fig. 2.6. In the SUCCESS, 
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a collector r ing connects the OLT and all the remote nodes (RNs), which were served 

as the star centers for ONUs, and kept a point-to-point connection to the OLT in logic, 

sincc no wavelength was reused on the ring. The RN had passive optical splitter or 

A W G as wel l as a 2x2 optical switch in it, as shown in Fig. 2.6(b). When there was a 

passive splitter in the RN, one dedicated wavelength on D W D M grid was used to 

broadcast the downstream data for the attached ONUs, wh ich had Fabry-Perot (FP) 

lasers for up-stream data on C W D M grids. On the other hand, i f an A W G in the RN, 

each G N U had its own dedicated wavelength on a D W D M gr id to communicate with 

OLT. The optical 2x2 switch in the RN could provide a better protection and 

restoration capability. When a fiber cut occurred in the r ing, the power loss of the 

downstream wou ld trigger the 2x2 optical switches embedded in the affected RNs, 

and the state change o f the switches could restore the transmission o f the RNs by 

n ipping its orientation. In order to reduce the cost o f network deployment and 

management by relax the stringent specification o f the stabil ity o f the upstream 

wavelength, a possible configuration o f ONU, demonstrated in Fig. 2.6(c), employed 

vertical cavity semiconductor optical amplifiers (VCSOAs), which had easy on-wafer 

testing and lower polarization dependence [31], [32] as wel l as a gain o f more than 10 

、 

dB. Fig. 2-6(d) has shown the basic structure o f the OLT, in w h i c i ^ W D M coupler 

was used to separate the upstream C W D M channels f rom D W D M channels. The 

separated upstream traff ic could then be demultiplexed by a C W D M demultiplexer 

made by th in- f i lm fi lters, whi le the D W D M channels employed fast tunable lasers and 

tunable filters to min imize transceiver counts and cased some operations o f IPS. This 

ring-star based architecture kept backward compatibi l i ty for T D M - P O N s wi th an 

upgrade to new D W D M - P O N s . The transceiver account could be reduced by using 

tunable lasers and receivers at the OLT, which were shared by all ONUs in the 

network. Besides, the fast tunable lasers generated downstream data traffic as wel l as 
22 



Chapter 2【扩/)A/-/)()Nj 

upstream data transmission for D W D M - P O N ONUs. 

2.3 Novel technologies employed in a WDM-PON 
In order to increase the cost eff ic iency and network ing capabi l i ty in the network, 

several novel technologies arc employed in a W D M - P O N , inc lud ing colorless ONUs, 

virtual private network, optical multicast and survivable architeclure design for 

protection. 

2.3.1 Colorless ONUs 
The simplest way to achieve the upstream transmission in a W D M - P O N is lo employ 

wavelength-specif ic ONUs or colored ONUs, wh ich means the lasers incorporated in 

different O N U s have di f ferent work ing wavelengths for the upstream traff ic. However, 

these colored ONUs greatly increase the cost o f deployment, administrat ion and 

maintenance, as wavelength-specif ic source is needed and wavelength al ignment is 

required at each O N U . Therefore much research efforts have been foci iscd on how to 

realize colorlcss O N U s in a W D M - P O N in order to lower the cost o f the network by 

standardizing ONUs w i th one specification. Incorporat ing a tunable laser in an O N U 

is a simple way to realize colorless ONUs, but the key challenge exists in how to 

reduce the cost o f a wavelength-tunable laser sourcc to be commerc ia l ly available for 

acccss network applications. Some low-cost wavelength-tunable transceivers have 

been proposed in [33-34]. Spectrum-sl icing is another typical way to realize colorless 

ONUs, in wh ich the central ized broadband l ight source at the OLT，is spcctrally-sl iced 

at the R N before being distributed to cach O N U as upstream carriers for data 

modulat ion. In such schemes, no l ight sources are required at the ONUs , but only one 

cost effective broadband l ight source is needed for upstream transmission instead, 
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which can be L E D [17，35-38], Fabry-Perot (FP) laser「37], or supercontiiiuuni-baseci 

broadband l ight source [17]. However the centralized broadband l ight source usually 

have l im i ted system performance due to its incoherent nature. In order to improve the 

system pcrfoiTnancc, injection-locking and wavelength seeding schemcs have been 
proposed, in wh ich Fabry-Pcrot (FP) laser diodes [38-39] , rcf lcct ive semiconductor 

optical ampl i f iers (R -SOA) [40-43] or vcr l ical-cavi ty surface-emitt ing laser (VCSEL) 

[44] were employed at the ONUs and injected by the spectrum-sl iced seeding 

wavelengths f rom a broadband l ight source based on the ampl i f ied spontaneous 

emission ( A S E ) at the OLT. However, the data rates o f such schemes were l imi ted to 

around 1.25 Gb/s. The remodulat ion schemcs proposed in [45-47J was anothcr 

approach to realize colorless ONUs, and could provide higher data rates for upstream 

traff ic. In such architectures, the downstream data carried on the dedicated 

downstream wavelengths were delivered to their destined ONUs , at wh ich the 

downstream power was split into two parts. One par i was used tor downstream data 

reception, wh i le the other part was used as the l ight source tor the upstream 

transmission and rcmodulated by the upstream data via an optical modulalor. Since 

the downstream carrier was reused for upstream transmission, the downstream data 

should be erased at the upstream transmitter so as not to affect the upstream traff ic. 

The downstream data could be erased f rom upstream transmission either by 

prc-coding upstream data w i t h downstream data [45] or u t i l i z ing the orthogonalit ies 

between dif ferent modulat ion formats, such as O O K versus DPSK [46] , O O K versus 

FSK [47] , O O K versus invcrse-RZ [48], and DPSK versus dark ( invcrsc)-RZ [49] 

2.3.2 Virtual private network 

W D M - P O N s can realize h igh speed point- to-point transmissions between the OLT 
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and the ONUs, but it has not considered any private communicat ion between O N Us 
* 

. > 
wi thout relayed by the OLT. Vir tual private network ( V P N ) is a network service 

overlaid on other networks to provide a group o f subscribers in dif ferent sites w i t h . 

private and scciirc communications. Therefore an optical V P N in W D M - P O N , which 

realizes all-optical intcr-conncctions among ONUs, i灿 i g h l y desirable, bccausc it can 

greatly increase the network ing capabil i ty and rcducc the transmission latcncy by 
m. , 

enabling inter communicat ions among ONUs. Some feasible schcmcs were proposed 
' . . . 

to overlay all optical V P N onto a WDM，either by employ ing A W G [50-53], RSOA 
、 

[54], DPSK modulal ion format [55] or OCS-DPSK modulat ion formal [56]. 

2.3.3 Optical multicast 

W D M - P O N s support two-way point-to-point data transmission between the OLT and 

the individual subscribers, via the respective designated set o f wavelengths. _ t 

However, w i th more diverse mult imedia and data services available for broadband 

access, the access network has to be f lexible enough to cope w i th various diliferent 

modes o f data or video delivery such as broadcast and mult icast, in addit ion to 

point-to-point transmissions. Hcnce, the same data or video scrvicc can be delivered 

to a designated subset o f subscribers or ONUs, and the connections can also be 

f lex ib ly reconfigured at the OLT. Mult icast transmission in a W D M - P O N signif icant ly 
* 

enhances the network resource ut i l izat ion eff iciency for mul t ip le destination traffic 

and improves the network ing capabil ity. Optical mult icast can be realized by 

establishing one-to-many lightpatl is on the optica丨 layer，and thus reduces the loading 

o f the electronic network processors or routers on the network layer and achieves 

much higher processing speed. Several interesting schemes have been proposed to 

overlay optical mult icast onto a W D M - P O N , either by using addit ional l ight sources 
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[57 ] , subcanier mu l t i p l ex ing technique [58-60] , or the characteristics o f specif ic 

modula t ion formats [61-63] , 

2.3.4 Survivable architectures for traffic protection 
• 

W D M - P O N is an attract ive solut ion to realize opt ical broadband access. However , the 

P O N architecture employed in a W D M - P O N l imi ts its protect ion characleristics. In 

order to avo id enormous loss in data and business due to any possible fiber cuts, 

survivable network architecture is h igh ly desirable. The surv ivable archi ieclure can be 

designed into a tree topo logy and ut i l ize group protect ion mechanism [64-68] or the 

cyc l i ng property o f an A W G [69-71] for t raf f ic protect ion. Besides, r ing structure is 

also considered when designing survivable architectures for W D M - P O N s [72-79] , 

since a r ing structure can provide a good property o f protect ion by dupl icat ing 

protect ion f ibers to of fer redundant paths, and locat ing path protect ion swi tch ing at 

both the C O and the subscribers. 

In this thesis, we w i l l focus on the optical mult icast real iz ing and survivable 

architecture design in W D M PONs w h i c h can enrich the ne twork ing capabi l i ty o f the 

network. In chapter 3, w c w i l l introduce our opt ical mult icast over lay schemes either 

by con t ro l l i ng the polar izat ion and the opt ical power o f the downst ream mult icast data, 

or by opt ical carr ier suppression to generate subcarriers for mul t icast t raf f ic . In 

chapter 4，we w i l l introduce our surv ivable W D M - P O N architecture, w h i c h is simple 

and centra l ly -contro l led, w i t h colorless O N U s by emp loy ing opt ical carrier 

suppression technique. Besides, we w i l l also propose a surv ivable architecture for 

W D M / T D M hybr id P O N emp loy ing r ing topology to connect end users in chapter 4. 
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3,1 Introduction 
W D M - P O N is regarded as a promis ing approach to del iver high speed services to 

both business and residential subscribers. Common W D M - P O N s support two-way 

point- to-point data transmission between ihc OLT and the indiv idual subscribers, via 

the respective designated set o f wavelengths. I lowevcr, w i th more diverse 

mul t imedia and dala services available for broadband acccss, the acccss network has 

to be f lex ib le enough lo copc w i t h various ciifTcrcnl modes o f data or video delivery 

sucii as broadcast and mult icast, in addit ion to point- to-point transmissions lo enrich 

the network ing capabil ity. 

Broadcast transmission in a W D M - P O N [80] increases the network ing capabil i ty by 

del iver ing copies o f in fonnal ion to al l subscribers wi thout tlic requirements o f the 

subscribers. Thus scrvice providers may have to use much bandwidth resource lo 

del iver ijnncccssar>' in format ion to certain customers jnci some sensitive in fbni ia i ion 

may be' leaked lo others. On the contrary，in a multicast transmission [57J the same 
t 

data or v ideo service can be delivered lo a designated subset o f subscribers or ONUs, 

、 
and the connections can also be f lex ib ly reconfigured at the OLT, which signif icant ly 

enhances the network resource ut i l izat ion eff ic icncy for mul t ip le destination traff ic 

and improves the cost effectiveness whi le keeping the security o f informat ion wi th in 
the designated subset o f subscribers or ONUs. 
* » 

Mult icast transmission in a W D M - P O N can be realized in an clcclr ical method, but 

loading the electronic network processors or routers on the network ing layer and the 

processing bandwidth o f electronic components w i l l l im i t the processing speed. 

T i l ere fore, optical mult icast realized by establishing one-lo-many l ight paths on the 
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optical layei, wh ich can achieve much higher pioccssing speed by ieducing the 

loading o f the elcct ionic netwoik components, is very att iactive In oidei to lealize 

optical multicast overlay on a W D M - P O N , two cruciai fcati i ics have to be caicful ly 

designed, namely how to ovci lay the multicast traff ic to the exist ing nctvvoik 

mfiaslructurc wh ich is carrying ll ic two-^^vay poin i - to-poin l liafTic, as wel l as the 

overlay control technique for connection rcconnguration 

In this chaptci, wc w i l l fust review several typical sclicmcs pioposcd lo optical ly 

overlay the multicast data onto the existing poinl- lo-point or unicast wavelengths in 

W D M - P O N s Then we w i l l pioposc oui own schemes to ovei lay multicast oiuo a 

W D M - P O N 1) A W D M - P O N wi th polarizalion-assistcd multicast overlay contiol 

and its vanant，2) A n optical multicast ovci lay schemc using optical sub-carncis for 
r 

W D M - P O N s , 3) Optical overlay o f two independent multicast sticaiiis on a 

W D M - P O N Final ly, we w i l l provide a comprehensive compai ison on all the 

proposed sclicmcs in this lopic 

3.2 Previous WDM-PON architectures with 
multicast capability 

Several interesting schemes [57-63] have been proposed lo opt ical ly ovei lay the 

multicast data onto the exist ing point-to-point or unicast wavelengths m W D M - P O N s , 

using vanous feasible and practical optical signal processing techniques The common 

pr inciple is to sclcct ivcly enable or disable the broadcast scivice supeiimposed on 

each downstream wavelength at the OUT、such thai only the designated subset o f 

ONlJs can p iope i l y ic t i icve the bioadcast service But the mechanisms to ovci lay the 

muUvcast signal onto ihe exist ing point- lo-point aichilecturc oi ihc realizations o f the 
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additional multicast funct ion can be quite different, accoidmg to which we have 

sorted the pievious schemes into thiee categoncs overlay scheme based on additional 

l ight sourccs [57], ovci lay schcmes ut i l iz ing subcan icr mul t ip lex ing [58-60], ovei lay 

schcmcs using the characteristics o f specific modulation fonnats [61-63] 

3.2.1 Overlay scheme based on additional light sourccs 
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f i g 3 1 A multicast enabled aichitectine based on additional light souices [57] 

Fig 3 1 shows a W D M / T D M PON architecture w i th multicast capabil i ty based on 

additional l ight sourccs [57], in which W D M was used foi traff ic rout ing and T D M 

tbi tunable lasci shaiing A fixed lasei stack composed o f N f ixed lascis was util ized 

foi multicast dala transmission, whi le a tunable lasci source shaicd among ON Us 
* 

based on t ime div is ion mul t ip lexing performed unicast data transmission Multicast 

and unicast traff ic could be simultaneously wavelength mult ip lexed using the free 

spectral range (FSR) pcr iodici ty o f the two stages o f AWGs Since there was no light 

generation in ONUs, the O N U was kept colorless and simple The tunable laser used 

heie could ieduce the system cost and al lowed dynamic bandwidth allocation, as l ime 

slots could be dynamical ly assigned depending on the transmission lequircmenls 
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Fig. 3.2 Mul t icast enabled system ut i l i z ing subcarrier mul t ip lex ing [58] 

Fig. 3.2 shows a W D M - P O N architccti irc w i th mult icast capabi l i ty using subcamcr 

mul t ip lex ing technology [58]. In this scheme，a set o f direct ly-modulated distributed 

feedback ( D F B ) lasers locatcd at the OLT earned the downstream point-to-point 

(unicast) N R Z - A S K signals, wh i le the subcarricr mul t ip lexed ( S C M ) downstream 

multicast BPSK video signals generated by a common radio frequency (RF) video 

transmitter were superimposed onto the unicast channels, v ia an optical modulator 

( O M ) , e.g., Mach-Zchnder modulator ( M Z M ) . A l l downstream channels from the 

O L T were fed into a feeder f iber before being delivered to the dedicated ONUs. A t llie 

O N U , the combined multicast S C M BPSK signal and the unicast N R Z - A S K signal 

were converted into electrical signals, via a wide-band photo detector, before being 

separated by di f ferent electrical fillers. The multicast control was realized by 
31 
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However, addit ional l ight sources wou ld incur high cost for both subscribers and 

operators. Subcarrier mul t ip lex ing technology could overlay multicast data 

transmission onto a typical W D M - P O N system wi thout addit ional l ight sources. 

3.2.2 Overlay schemes utilizing subcarrier multiplexing 
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changing the bias current' o f DFBs in order to control the extinction ratio (ER) o f the 

unicast N R Z - A S K signal, so that the multicast subcarner signals could be enabled 

when the ER was low or disabled when the ER was high. In this scheme, no 

additional optical l ight sourccs were needed and the multicast control was centralized 

at the OLT, wh ich reduced the system cost and management di f f icul ty. However, light 

sourccs were needed for the upstream transmission which made ON Us complex and 

colored. Also the transmission capacity was l imited since it provides only 1.25 Gbp/s 

for unicast transmission and 155 Mbp/s for multicast transmission. Moreover, several 

dedicated electronic devices, including subcarrier modulation module, local frequency 

synthesizer, and RF combiner were required at the transceivers to modulate and 

demodulate the subcarrier signals, which dramatically increased Ihe system 

complexity. 
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• Fig. 3.3 Another multicast enabled W D M - P O N architecture based on SCM [59] 

Fig. 3.3 shows another multicast enabled W D M - P O N architecnarc based on SCM [59], 

which requires less costly dedicated electronic devices at the OLT and no additional 

light sources at the ONUs compared wi th structure demonstrated in [58]. In this 

scheme, continuous wavelength (CW) l ight sources, instea^ o f direct-modulated DFB 

lasers, were externally intensity modulated by the downstream N R Z - A S K unicast 

signal. And the multicast S C M video signals, generated by mix ing a 10-GHz clock 
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Signal w i th a 1 25-Gb/s, was subcaii iei mult iplexed onto the unicast A S K data via the 

M Z M Similai to [58], multicast contiol was realized by changing the extinction latio 

o f the downstieam N R Z - A S K signals except that this schemc changcd the bias 

voltage o f the intensity modulator to realize diffeient extinction ratios Sincc the 

downsticam power was ici iscd foi the upsticam transmission, no additional light 

sources were needed in ONUs, but the optical f i l ter used at the O N U stil l kept it 

colored, which might raise the cost o f an O N U The mam disadvantage was the 

possible inteifeience among the downstream unicast, muUicasL and upstream t iaf f ic, 

bccausc they were all amplitude modulated This interference could l imit ihe 

performance and transmission speed o f the system Besides, the delay between the 

unicast data and the electrical multicast SCM signal needed to be piopcr ly adjusted to 

ensure synchronization thiough an electrical phase shifter 
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Fig 3 4 A thud S C M based multicast aichitecture [60] 

In order to alleviate the interfeience among downstream unicast, mulucast and 

upstream transmissions, a third S C M based multicast aichitectuic was pioposcd as 

shown in Fig 3-4 [60] DifTerent f i o m previous schemes, a S C M downstream signal 

was first genei alcd by a dual-di ivc Mach-Zehnder modulatoi ( D D M Z M ) , ch iven by a 
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combined signal o f unicast data and a RF clock. The S C M downstream signal, 

compris ing a central carrier and subcarriers w i th unicast data on it, were then 

separated through an optical inter leaver, where the central c airier was separated out 

onto a dif ferent transmission l ink for multicast traffic after intensity modulated by the 

multicast signal v ia a common M Z M . Meanwhi le, the remained subcanicrs carrying 

unicast signal were delivered to ONUs for unicast data reccplion. A t the O N U , half o f 

unicast traff ic power was reused for the upstream transmission. Because the unicast 

data and multicast data passed through two independent transmission links, the 

potential crosstalk or interference between them could be much reduccd. The 

realization o f multicast control was carricd out by changing the bias current o f the 

D D M Z M which determined the generation o f the central carricr in the SCM signal. 

Mul t icast transmission wou ld be enabled i f the S C M signal has central carrier but 

disabled wi thout central carrier. The system could relieve the crosstalk between 

unicast and multicast to some extent through different transmission links, but the 

unicast signal might st i l l leak to central carrier. In addition，the unicast data on the 

double-sideband siibcarrier suffered f rom serious coherent beating noise and required 

addit ional electric low-pass f i l ter at tjie O N U for data reception. 

The advantages o f the above S C M based schemes includc: 1) Mult icast transmission 

requires no additional l ight sources but arc overlaid onto the conventional unicast 

transmission, which implies fewer changes to upgrade f rom conventional 

point- to-point system to a multicast enabled system and a lower cost o f the system. 2) 

The mult icast control unit o f this system is centralized at the OLT consisting o f only 

simple electrical switching circuits, imply ing convenient management wi th a 

high-speed, effective and centralized switching. 3) The subcarrier mul t ip lex ing system 

is wel l-developed w i th a long period o f practical deployment in commercial broadcast 
34 



OLT 
T： 

CI(V > i 

i -

APD 

iM 
FDFA 

Pf、. 

I 

Fig. 3.5 A mult icast enabled W D M - P O N architecture employ ing I R Z [61] 

Fig. 3.5 depicts a W D M - P O N architecture w i th mult icast overlay employ ing inverse 

retum-lo-zero ( IRZ) format [61] , wh ich always has power in the second ha l f o f the 
r 

transmitted bit imp l y i ng the possibi l i ty to carry a second data stream onto this second 

ha l f o f the bit： Therefore, a single I R Z signal stream can simultaneously support two 

di f ferent data streams, one for unicast and another for mult icast transmission. On the 
、 
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radio/video services, and thus the S C M based mult icast enabled system can be highly 

compatible to the exist ing broadcast systems, reducing the cost and the instabi l i ty o f 

the whole architecture. 

However , transmission speed o f the subcarricr modulated signal in a S C M based 

system is l imi ted due to the proccsvsirig speed o f clcctr ical dcviccs" used in the S C M 

module, wh ich makes S C M not effect ively for high-speed multicast systems when 

expensive electrical devices w i t h high bandwidth are required. In order to increase the 

transmission speed of the system, some multicast overlay schemes using ihe 

characteristics of specific modulation foiTnats have been proposed. 

3.2.3 Overlay schemes using the characteristics of specific 
modulation formats 
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contrary，non-return-to-zero (NRZ) w i th high ext inct ion ratio is incapable to transmit 

second data stream on its own because there is negligible power exist ing when “0’，s 

are transmitted. In this approach, the multicast control was realized by changing the 

modulat ion format o f downst icam unicast f rom IRZ to N R Z . When the unicast format 

was IRZ, the mult icast di f ferential phase-shift-keying (DPSK) video signal 

superimposed on it could be successfully received, but the multicast transmission 

wou ld be disabled when unicast data was in high ext inct ion ratio N R Z fonnat. In the 

experiment, a logic N A N D gate at the O L T driven by a combined signal o f clock and 

the downstream unicast data was used to generate I R Z format signals for multicast 

enabled mode. In the multicast disabled mode, a simple electrical circuit implemented 

at each transceiver tr iggered the unicast to bypass the logic N A N D gate, and only 

h igh ext inct ion ratio N R Z could be generated. Mul t icast DPSK signals were 

superimposed onto the downstream unicast data via a common phase modulator after 

al l the downstream channels were mult ip lexed at the AWG. A t the O N U , hal f o f 

downstream power was reused for upstream transmission. The scheme avoided 

dedicated high electronic'devices at the O N U as both mult icast and unicast signals 

were direct ly detected, although some cost-effective electrical logic devices were sti l l 

needed for mult icast control , and the transmission speed o f the system increases to 10 

Gb/s. However, IRZ was not often employed in W D M - P O N s , wh ich makes it d i f f icu l t 

to upgrade the exist ing system to multicast funct ion as extra components were 

required to generate IRZ format. 
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Fig. 3.6 Another multicast enabled W D M - P O N architecture employing IRZ [62 ] 

Fig. 3.6 depicts another W D M - P O N architecture wi th multicast function using IRZ 

data format [62]. Different from the scheme in [61], IRZ was used as the modulation 

format for downstream multicast signal not for unicasl signal. A t the OLT, all the 

channels were first modulated by the downstream unicast NRZ data wi th low 

extinction ratio, when a low modulation depth about 0.1 to 0.2 was employed. For 

multicast enabled channels, the unicast signals were mult iplexed at an AWG before 

being fed into a common M Z M drfVen by the multicast IRZ data. Due to the low 

extinction ratio o f unicast N R Z data, there was enough power to carry IRZ multicast 

data even i f “0，’s were transmitted. For the multicast disabled channels, unicast data 

were mult iplexed by another AWG and bypassed the multicast modulation. Only an 

optical switch was needed at each transmitter to realize multicast control by changing 

the mult iplexing path o f unicast data. A t the ONU, only one photodiode was required 

to detect both signals and no complex receiver was demanded. However, additional 
* • 

l ight sources were required for upstream transmission. Besides, in order to cany 

multicast data, unicast data remained in low extinction ratio, which greatly 
37 
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Fig. 3.7 A Mult icast architecture using DPSK/NRZ orthogonal modulat ion [63] 

Fig. 3.7 depicts a multicast W D M - P O N architecture using DPSK/NRZ orthogonal 

modulat ion, wh ich are both popular formats used in a W D M - P O N . A t the OLT, each 

individual downstream channel was first modulated by the 

ext inct ion-rat io-control lable N R Z unicast signal v ia a Mach-Zehnder intensity 

modulator and then combined w i t h other downstream channels via an A W G before 

fed into a common phase modulator, ^where the DPSK multicast data was further 

superimposed onto them. The combined downstream wavelengths simultaneously 

delivered both unicast N R Z data and multicast DPSK signal to the ONUs after 

ampl i f ied by an erbium-doped fiber ampli f ier (EDFA). A t the O N U , due to the 

orthogonali ty o f N R Z and DPSK formats, unicast and multicast data could be both 

recovered when the ext inct ion ratio o f N R Z signal remained low. On the contrary, 

only N R Z unicast could be recovered and multicast transmission was disabled. This 

extinct ion ratio (ER) control was realized at the OLT though a simple electrical switch, 

wh ich changes the modulat ion path o f the N R Z unicast data. A l though the multicast 
« 

and unicast data could be both recovered when the multicast transmission was enabled, 
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deteriorated the performance o f unicast signals. Moreover, since unicast data and 

multicast data were both amplitude modulated, multicast data wou ld be affected by 

the unicast data. 
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the performance o f unicast data was sacrif iced due to its l ow ER, wh i le the mult icast 

D P S K data suffered f rom the intensity f luctuat ion induced by unicast N R Z data. In 

addi t ion, the ER o f the downstream unicast data could not be very high to keep its 

reusabi l i ty for upstream intensity modulated data. Therefore, the O N U could remain 

s imple and colorless，but the performance o f the system was l imi ted. 

3.3 A WDM-PON with polarization-assisted 
multicast overlay control and its variant 

3.3.1 Introduction 
Mul t icas t over lay is a promis ing technique to enable more f lex ib le data del ivery, a 

robust network architccturc wh i ch can support simultaneous point - to-po int (P2P) data 

as we l l as mult icast data transmissions for future W D M - P O N s . However , the schemes 

reviewed above suffer f r om cither h igh system cost due to addi t ional l ight sources as 

in [57] , and l im i ted transmission speed as in [58-60]，or system power penalty due to 

the reduced ext inct ion rat io as in [61-63]. In this section, wc w i l l propose a novel 

W D M - P O N architecture wh i ch can simultaneously support both P2P and mult icast 

data transmissions. Instead o f superimposing the mult icast data onto the P2P data on 

each downstream wavelength, the mult icast data is modulated onto part o f the 
番 

unmodulated power f r o m each transmitter at the OLT. In this way, the downstream 

P2P N R Z data and the mult icast DPSK data for each O N U arc carr icd on dif ferent 

wavelength carriers, thus, the system performance can be great ly improved. No 
• 

• 

addi t ional dedicated l ight source for the mult icast data is needed. The control o f the 

mult icast transmission is achieved by cont ro l l ing the input polar izat ion state o f the 

unmodulated power f rom each transmitter to the common opt ical phase modulator 
、 39 
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( P M ) for mult icast data modulat ion at the OLT. We have exper imental ly demonstrated 

10-Gbit/s transmissions for the downstream P2P and mult icast data, as wel l as the 
til 

upstream data in a W D M - P O N . 

3.3.2 Proposed WDM-PON with polarization-assisted 
multicast overlay control 

3.3.2.1 Proposed system architecture 

Fig. 3.8 Proposed W D M - P O N w i th polarization-assisted mult icast over lay control 

Fig. 3.8 depicts the proposed W D M - P O N mult icast over lay architecture w i th N 

opt ical ne twork units (ONUs) . A t the OLT, the C W opt ical power at 入k ( for k = l , 2 , … ’ 

N ) f r o m the downstream transmitter #k is split into two parts. The f irst part is 

modulated w i t h the respective downstream point - to-point (P2P) N R Z data, v ia the 

opt ical intensity modulator ( I M ) , before being combined w i t h the other modulated 

downstream P2P wavelengths, v ia an 7^x2 array waveguide gratings ( A W G ) , for 
- > 

» 

del ivery to the R N over a f iber feeder. The same A W G is also used to route the 
. ‘ . 
upstream wavelengths received f rom - the second f iber feeder to their destined 

* •» .、 
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upstream receivers.八 red/blue (R/B) fi l ter is employed at eacli transceiver to separate 

the rcccivcd upstream wavelength and the transmitted downstream 1)21) wavelength, 

which arc operated in countcr-propagaling directions. The second part o f ihe CVV 

optical power f rom cach downstream transmitter is fed into a polarization control unit 

before being combined w i th lhat f rom all other downstream transmitters. The 

combined signal, wh ich comprises ihc same set o f downstream wavelengths, is then 

modulated w i th the multicast data in DPSK fbnnal ’ via the common PM, before being 

delivered to the RN, v ia a sccond fiber feeder. A t the RN, a 2xN A W G in wh ich its「【 

and the {N/2+1 input porls arc connccled to the first and ibc sccond fiber feeders, 

respectively, is employed. It routes /l,, which carries the downstream P2P data for 

O N U # i ’ f rom tlie first f iber feeder and j={[( i- l)- i-7V/2] mod N }+ 1, which carries 

the multicast data f rom the sccond fiber feeder, to ONU/ / i , via its i山 output port. In 

this way, ihc downstream P2P wavelength and the multicast wavelength received at 

the same O N U arc always spaccd by at least quadruple wavelength spacing and thus 

can be separated by an R/B filter. Part o f the power o f the received multicast 

wavelength is re-modulatcd w i th N R Z upstream data and thus serves as the upstream 

carrier. The upstream wavelengths f rom all ONUs are sent back to the OLT, via ihc 

sccond fiber feeder, as shown in Fig. 3.8. Tabic 3.1 shows an example o f the 
f 

wavelength assignment. ‘ 

<—Blue Band —> <— Red Band —> 
‘ 、 

ONU# l ()ISU#2 ONU#3 ONU#4 ()!NU#5 OINU#6 OISU#7 O N 圓 

、P2P A.1 Vs ？w, XH 

Multicast h A.7 Xs 入I 

Tabic 3.1 A n example o f wavelength assignment ibr a W D M - P O N wi th 8 ONUs. 

The control o f the multicast transmission is achieved by a simple polarization-assisted 
) 

scheme at ihe OLT. It is based on the properly thai the PM for mull icast data 
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modulat ion is polarizat ion dependent w i th respect to the polarization o f the input 

optical carrier. From the wavelength assignment, A.,, j = { [ ( i - l ) +W2 ] mod TV} + 1，is the 

mult icast wavelength destined for ONlJ# i . In order to enable the multicast data for 

O N U / Z i ’ the p o l a r i z a t i o n con t ro l un i t at I he j "、 t ransceiver a I the O L T shou ld be scl to 

align the polar izat ion o f 人j w i th the pr incipal axis o f the crystal in the PM, so as lo 

maximize Ihe degree o f phase modulat ion. In contrast, the multicast data can be 

disabled by swi tch ing the polarization o f to be orthogonal w i th Ihc principal axis o f 

the crystal in the PM, so as to min imize the degree o f phase modulation. The 

polanzal ion control unit can be realized by employ ing commercial ly available 

polarizat ion switch module or dynamic polarizal ion control ler to perform the 

polarizat ion conversion. 

3.3.2.2 Experimental demonstration 

Data 
10 Gbi t /s 

N R Z P R B S 
Detector 

LD1 IM R/B ©
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RyB 
Detector 

LD2 10 Gbl t /s 
NRZ PRBS 

ATT 

|IM 

Mul t icast Data 

Detector 

10 Gbit/s 

V N R Z P R B S 

Upst ream 

Fig. 3.9 Exper imenial setup o f proposed polarization-assisted W D M - P O N . IM : 
optical intensity modulator, PM: optical phase modulator, DI : delay interferometer, 
PC: polar izat ion controller, R/B: Red/blue (liter, ATT; optical attenuator, EDFA: 
Erbiui i i -dopedViber ampli f ier, DSF: dispersion-shifted fiber. 

Fig. 3.9 shows ihc cxperimeiital setup. A C W l ight at 1541.23 i im was 

intensity-modulated by a 10-Gb/s pseudorandom binary sequence (PRBS) P2P 
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" 0 — 10 20 3 0 40" S c T 
Rotation polarization degree (。> 

Fig. 3.10 Measured performance o f the demodulated DPSK signal versus Ihc input 

polarizat ion to I lie opt ical phase modulator. Insets show the rcspcctive eye diagrams at 

different input polarizations. 
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data, wh i le another 'CW l ight at 1547.63 nm was pliase-modulatcd by the 10-Gbit/s 

mult icast data.八 polar izat ion control ler (PC) was placed before tlic PM to sci'vc as the 

polarization conl io l uni t for niult icast control. Wc have characterized the polarizahon 

sensit ivi ty o f the I )M for DPSK modulat ion by vary ing the input polarization. Fig. 3 

shows that the pcr foni iancc o f the demodulated DPSK signal suffered f rom BER floor 
I 

when the deviat ion o f the input polarization f rom its opt imal state was beyond 52° 

and l l ic respective eye diagram almost closed. Tins can be adopted as (he threshold for 

polarization switching. Then, the P2P and multicast data were conibi i ied hy an R/B 

filter before being fed iiiU) an EDFA, where they were ampl i f ied lo 7 dBm. The 

downstream signals were delivered to the O N U , via a piece o f 20-kin 

dispersion-shifted f iber (DSF), wh ich was used to emulate a dispersion compensated 

l ink. A t the O N U , tl ie P2P and multicast wavelengths were separated by an R/t^ niter. 

The P2P signal was direct ly dclccted. On ihe other hand, the multicast signal was fed 

into a 50/50 fiber coupler, where hal f o f its power was fed into an optical delay 

interferometer ( D I ) for demodulat ion before direct detection, wh i le the other hal f was 
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re-used as the upstream carrier, wh ich was I lien intensity modulated w i th the 10-Gb/s 

PRBS N R Z upstream data. The upstream signal was then sent back to the OLT, 

v ia the 20 -km DSF and an optical circulator, before it was separated f rom the 

downstream signal and detected. 

We have also measured the bit error rate (BUR) pcr fomiancc o f the 10-Gb/s 

transmissions o f the downslream P2P data, the multicast data，as we l l as the upstream 

data. Fig. 3.11 shows the BER peiTonnancc o f the downstream P2P N R Z and 

mult icast DPSK data for both back-to-back and 20-km transmissions. The P2P NRZ 

data and the mult icast D P S K suffered f rom about 1-dB and 1.2-dB power penally 

after 20-km transmission, respectively, due to possible Rayleigh backscattering, whi le 

they showed sensit ivity improvement by 7 dB and 4 dB, respectively, as compared 

w i t h the measurements, as reported in [63]. When the mult icast transmission was 

disabled by polar izat ion control o f the multicast wavelength at the OLT, the received 

DPSK signal suffered f rom severe eye-closure and thus could not be demodulated 

properly. 
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• . Multicast DPSK. back-to-back 

P2P NRZ. 20-kni 
• P2P NRZ. back-to-back 

-20 -19 -18 
Average received power (dBm) 

Fig. 3.11 B E R measurements o f 10-Gb/s downstream transmissions P2P N R Z data: 

( • , • ) , mult icast DPSK data (•,〇） 
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Upstream 20-km with mult icast ON 
• Upstream back-lo-back wtlh mult icast ON 
〕 Upstream 20-km with mult icast OFF 
• Upstream back-to-back with mi i l l icast OFF 

n 

-20 -19 -18 -17 -16 
Average received power (dBm) 

Fig. 3.12 BER measurements o f 10-Gb/s upstream transmission Mull icast-cnablcd 

<•,〇),multicast-disabled ( _ , • ) 

In our experiment, the power fed into transmission l ink was about 7 dBm. The 

downstream loss causcd by transmission, optical circulator and R/B f i l ter was around 

7 ciB, thus ihe power after R/B f i l ler was around -3 dBm. The rcccivcd power for P2P 

data provided more than 16 cIB system margin, whi le the the rcccivcd power for 

multicast data after D I was around -11 dBm, imp ly ing around 7 clB system margin. 

Another port ion o f the mull icast power was remodulatcd by an I M , wh ich induced 

about 6 clB loss, so the received power al OUT was around -18 dBm without 

ampli f icat ion. However, by using ampli f ier before mult iplexer, the system can provide 
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Fig. 3.12 shows the RER measurements for the upstream transmission. About 2.3-dB 

power penalty was measured after 20-km transmission under both multicast-enabled 

and imilt icast-disablcd conditions, which might be due to the Raylcigh backscattcring 

in the bi-directional transmission on a single fiber. The about 0.3-dB power penalty 

for multicast O N condit ion compared wi th multicast OFF migh l be causcd by the 

phase-to-inlensity conversion present in the upstream carrier. 
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Fig. 3.13 Proposed W D M - P O N wi th switch-assisted multicast overlay control 

Fig. 3.13 depicts the varied multicast overlay schcme for a W D M - P O N wi th N ONUs. 

A t the OLT, the C W optical power at Xk (for k = l , 2 ， N ) f rom ihe downstream 

transmitter is split into two parts. The first part is modulated w i th the rcspcctive 
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enough power margin for the upstream transmission. 

3.3.3 Varied WDM-PON with switch-assistcd multicast 
overlay control 

With the same idea to provide a separate path for the multicast data f rom downstream 

point-to-point data wi thout additional light sources by the cross-use o f the 

downstream wavelengths, we change ihe control method al the OLT together w i th the 

modulat ion formats Ibr bolh P2P and multicast data. Mere we use an optica] switch in 

place o f the polarization controller, whi le multicast data are modulated in ASK formal 

and unicast in DPSIC format. 

3.3.3.1 Proposed system architecture 
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downsticam point- to-point DPSK data, via the optical phase modulator (PM), betbie 

being combined w i th the other modulated downsti earn point-to-point wavelengths, via 

an Nx 1 AWG, foi del ivery to the RN over a piecc o f f iber fcedci The same l ink is also 

used for the upstream A S K transmisvsion An R/B f i l ter is employed at cach 

tiansccivcr to separate the leccivcd upstream signal and the transmitted downsti cam 

pomt- to-poin l signal, wh ich arc opcialcd in countci-propagating directions '「he 

second pai l o f the C W optical power f rom each downsti earn transmitter is fed into an 

optical ON/OFF switch, where a simple control o f mult icast is icahzcd, bcfoic being 

combined at another Nx 1 A W G The combined signal, wh ich compi ises the same set 

o f downstream wavelengths, is then modulated wi th the multicast data in A S K formal, 

via the I M , before being del iveied to the RN, via the second fiber feeder A t the RN, a 

2xN AWG, in wh ich its I a n d the (A//2+1)出 input poits are connected to the fust and 

the second f ibei feedeis, respectively, is employed It loutes which cariies the 

downstream point-to-point data for ONU# i , f rom the first f ibei feeder and 

j = { [ ( i - l ) tW/2] mod N } I 1, wh ich caii ies the multicast data f rom the sccond fiber 

feeder, to ONU^/i , via its i山 output port In this way, the downsti earn point-to-pomt 

wavelength and the multicast wavelength received at the same O N U ate always 

spaccd by at least quadruple wavelength spacing and thus can be separated by an R/B 

f i l ter Part o f the powei o f the leccived point-to-point DPSK downsti earn wavelength 

IS le-modulated w i th the upstream A S K data and thus serves as the upsticain earner 

The wavelength assignment is the same as that in the polarization-assistcd scheme 

The multicast overlay cont io l is achieved by a simple optical ON/OFF switch at each 

optical transceivei at the OLT, wh ich is to control the power foi multicast 

transmission for each transceiver 
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3.3.3.2 Experimental demonstration 
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Fig. 3.14 Experimental setup o f proposed switch-assisted W D M - P O N 

Fig. 3.14 shows the experimental setup. A C W l ight a I 1541.23 nm was 

intensity-modiiUiled by a 10-Gbit/s pseudorandom binary sequence (PRBS) 

multicast data, wh i le another C W l ight at 1547.63 nm was phase-modulated by the 

10-Gbit/s point- to-point data. A n optical ON/OFF switch was placed before the I M 

for mult icast control. Then, the poinl- to-point and multicast data were combined by an 

R/B filler before being fed into an EDFA, where they were ampl i f ied to 7 dBm. The 

downstream signals were delivered to the O N U , v ia a piece o f 20-km 

dispersion-shifted f iber (DSF), which was used to emulate a dispersion compensated 

l ink. A t the O N U , the point- to-point and multicast wavelengths were separated by an 

R/B fi l ter. The mult icast signal was directly dctectcd. On the other hand, the 

point-to-point signal was fed into a 50/50 fiber coupler，where hal f o f its power was 

fed into an optical delay interferometer (DI ) for demodulat ion before direct detection, 

whi le the other ha l f was re-used as the upstream carrier, wh ich was then intensity * » 

modulated w i th the lO-Gb/s 2 ” - l PRBS N R Z upstream data. The upstream signal 
I 

was then sent back to the OLT, via the 20-km DSF and an optical circulator, before it 
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Fig. 3.15 BER measurements ot lO-Gb/s transmissions: downstream point-io-point 
DPSK (0，_), downstream multicast ASK (<>,•)； upstream A S K (O,®) 

Wc measured the bit error rate (BER) performance o f the 10-Gb/s transmissions o f the 

downstream multicast data, the point-to-point data, as wel l as ihc upstream data, 
� 

shown in Fig. 3.15. The downstream multicast ASK data and the point-to-point DPSK 

data suffered from about 1-dB and 1.2-dB power penalty after 20-km transmission, 

rcspcctivcly, whi le they showed sensitivity improvement by 6 dB and 5 dB, 

respectively, as compared wi th the measurements, reported in [63]. In the upstream 

transmission, about 2.3-dB power penalty was measured after 20-lcm transmission. 

This might be due to the Rayleigh backscattering and pliase-to-inlcnsity conversion 

present in the upstream carrier. 

Al though the control o f the multicast transmission on individual was achieved 

difTerently, either by control l ing the input polarization state o f the unmodulated power 

to the common optical modulator for multicast data modulation or by switching on/off 
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was separated from the downstream signal and detected. 
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o f the unmodulated power, via an optical ON/OFF switch, one using 

polarization-control lcr and another using on/of f optical switch, both systems have 

shown a great performance improvement by provid ing a separate path for the 

multicast data and el iminating the performance l imitat ion o f unicast data due to its 

low ER as in [63]. Besides, the orthogonality o f A S K and DPSK modulation formats 

was ut i l ized to eliminate the interference among different kinds o f data. Any other 

modulat ion formats ^hat have the orthogonal property can be used. In this scheme, we 

chosc A S K and DPSK modulation formats due to their low cost and complexity. 

However, power penalty was observed after 20-km transmission under both 

multicast-enabled and multicasl-disabled conditions, wh ich might be due to the 

Ray lei gh backscattering in the bi-direclional transmission on a single fiber. In the next 

part, we w i l l introduce another multicast-supporting W D M - P O N architecture using 

optical carrier suppression technique, which inherits the advantage of 

polarization-assisted structure, but alleviates the Rayleigh backscattering that existing 

in the bi-directional transmission on a single fiber. 

3.4 An optical multicast overlay scheme using 
optical carrier suppression technique (OCS) 

3.4.1 Introduction 

In this scction, wc propose and demonstrate a novel optical multicast overlay schcine 

which can eliminate the possible Rayleigh backscattering effect existing in 

polarization-assisted and switch-assisted schemcs, whi le keeping the main advantages 

o f them, such as no sacrifice in unicast data and no additional l ight sources for 
T 

multicast transmission w i th colorless ONUs. It is based on Ihe optical carrier 
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Fig. 3.16 The W D M - P O N w i th OCS optical multicast overlay schcme. F1 & F2: fiber 
feeders, FBG; f iber Bragg grating, IM : optical intensity modulator, HDFA: Erbium 
doped fiber ampl i f ier, D l : delay interferometer. 

Fig. 3.16 depicts the proposed W D M - P O N wi th N ONUsr A t the OLT, the C W light 

f rom each transmitter is first modulated by a composite signal, which comprises a 

sinusoidal control clock signal and the downstream unicast N R Z data, via a 
象 » 

Mach-Zehnder optical intensity modulator ( I M ) in order to generate ccntral carrier 
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suppression (OCS) technique [81] at the OLT so as to generate the sub-carriers or 

sidebands for multicast A S K data modulation. The downstream unicast data is 

modulated in DPSK format, which w i l l be rc-modulatcd wi th the upstream A S K data 

at the respective destined O N U . The control o f the multicast transmission is achieved 

by simply setting the control clock signal at the OLT. Simultaneous I O-Gb/s 

operations for downstream and upstream unicast traff ic, as we l l as downstream 

multicast traff ic have been demonstrated w i th satisfactory performance. 

3.4.2 Proposed architecture based on OCS 

3.4.2.1 System architecture 
OLT RN 
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suppressed sub-carriers for multicast-enabled transmission mode. As for 

Mach-Zehnder optical modulator, the output f ield can be described as below [82]: 

尺。‘ " ⑴ =么 - " . ( O c o s L ^ . i ^ ] (1) 
丄 厂/r 

where £*",(/) is the;Jncident optical f ield, !,,,,(/) is the modulating electrical signal 

applied to the modulator, V^ is the half-wave voltage of the modulator. In the OCS 

process, modulating signal, K…⑴，is a control clock signal and can be written as: 

K., ( 0 = (1+ ^ + Cd〜cos(2< / ) (2) 

The first part o f (2) is the bias current applied to the IM, and the second part is the > 

control clock wi th a frequency o f ，both o f which arc normalized to using the 

tenns£ and a . Assume the incident optical signal is a normalized sinusoidal signal 

w i th a frequency of/o，and expressed as: 

厂川(/) = cos(2<oO (3) 

Using (1), (2)，and (3), the output optical field can be expressed as fol lows: 

£。", ( 0 = cos[營 • { ]+£ ) + a cos(2;z/;01 • cos(2;^,t) (4) 

In order to analyze (4), we use Bessel function to expand the output optical field 

E,,,,, (/)，and we get: 

K 

+ 1) ( « - ) s i n [ ( l + 土（2/( 
k=\ 2 I 

+ (-1)^ + 營 ] c o s ( f f V 士 

(5) 

(6) = CD 

where J, is the ith Bessel function o f the first kind. In order to suppress the central 

caiTicr, the component at in (6) should equal to zero, or satisfies the condition: 

~ J „ ( a y ) c o s [ ( l + ^)^]cos(<i>„/) = 0 (7) 

From which we get: 
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j ^ ( a — ) = 0 or cos[( l + ^ ) — ] = 0 (8) 
2 2 

In this ai t ic le, we set the bias o f I M at = 0) also known as its nul l t iansmission 

point , then the components at co^is suppressed together w i t h a l l the even teims The 

I M used here is not on ly fo i the OCS but also fo i the geneiat ion o f DPSK data, wh ich 

IS also known as O C S - D P S K foi mat Therefore a combined signal o f a control clock 

and the unicast data is used to dr ive the I M The peak-to-peak d r i v ing voltage (Vpp) o f 

both the cont io l c lock and the unicast data should be twice o f the hal f -wave voltage 

(V „ ) o f the I M III this way, the opt ical central earner is suppressed, wh i le the two 

generated sidebands (opt ical sub-caincrs) aic carry ing the unicast data in DPSK 

format One o f the geiieraied optical sub-caineis is then f i l tered o f f and reflected, via 

a f iber Bragg grat ing ( F B G ) The reflected optical sub-cair icrs f r o m all t ransmittcis at 

the O L T aie combined, via a W D M mult ip lexer, be foi e being led into a common I M 

for mult icast A S K data modulat ion The mult icast composite signal is then dc l ivc ied 

over the f iber feeder (F2) and demult ip lexed at the remote node ( R N ) be foi e being 

detected at their respective destined O N U s On the other hand, the subcan lei at the 

t iansmission output port o f the FBG is transmitted to the lespcct ivc O N U , via the 

f iber feeder (F1), to del iver the unicast data A t the O N U , part o f the received unicast 

DPSK data is 'demodulated, v ia an optical delay interferometer (D l ) , bc fo ic d i icct 

detection The lest o f the downst icam powei is then fed into an I M fo i upstream A S K 
I 

data modulat ion The upsti cam signal is then transmitted, v ia the f iber fccdci (F2), 

back to the respective receivci unit at the O L T As the dovvnslream unicast signal and 

the upstiearn signal are carr ied on di f ferent f iber feeders，while the upst icam signal 

and the mult icast signal aie carried on di f ferent optical sub-camers, though on ihe 

same fiber feedei, the possible Rayleigh backscattering effect is much al leviated 
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(a ) Mul t icast Enabled: Wi th Control Clock for OCS 

S u b c a r r i e r f o r M u l t i c a s t A S K Car r i e r is U n i c a s t DPSK 
d a t a m o d u l a t i o n s u p p r e s s e d 

Frequency 

(b ) Mul t icast Disabled: No Control Clock at OLT 
C e n t r a l Car r i e r U n i c a s t D P S K 

I \ Transmiss ion 
[ ^ spect rum of FBG 
r - ^ Rofloct ion 

/ ^ spect rum of FBG 

Frequency 

/ 

Fig. 3.17 Spectra o f downstream carrier to i l lustrate the pr inc ip le o f mult icast overlay 

control v ia OCS. “ 

The cont ro l o f mult icast t ransmission for ind iv idual downstream channel is achieved 

by tu rn ing on or o f f the contro l c lock signal at the respective transmitter at the O L T as 

shown in Fig. 3.17. When the cont ro l c lock is present, the subcarrier for mult icast data 

modula t ion is generated, hence mult icast transmission is enabled. On the contrary, 

when the contro l c lock is absent, the subcarrier is no longer generated, thus there is no 

optical power avai lable to carry the mult icast data and disables the mult icast 
i 

t ransmission, but the central carr icr st i l l exists for unicast transmission. The mult icast 

control o f al l transmitters is per formed at the O L T only. 
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Fig. 3.18 Experimental setup. DSF: dispersion shifted fiber, PM: optical phase 
modulator, ATT: optical atlcnuator. Insets show the ( i ) output spectrum o f the PM; ( i i ) 
reflected spcclmm of FBG; ( i i i ) trans milted spcctmni o f FB(i . I lor i /o i i ta l scalc: 
0.5nm/div. 

Fig. 3.18 shows Die experimental setup ibr the proposed scheme. A C W light at 

1536.41 run was first fed into a 40-Gb/s optical I M , driven by a 30-GHz clock to 

perform OCS and create two sub-carriers, X,sui>i at 1536.17 nni and 人Mib2 at 1536.65 nni. 

* 1 飞I 
The two sub-carrier.s were then phase modulated by a 10-Gb/s 2 -1 pseudorandom 

� 

binaiy sequence (PRBS) unicast data, via an optical phase modulator (PM), to 

generate OCS-DPSK signal. This procedure o fOCS-DPSK signal generation could be 

si inpl i f icd wi th a single IM , as suggested in Fig. 3.17, but a broadband electrical 
t 

combiner was needed. The OCS-DPSK signal, w i th a carrier suppression la l iu ol" 

about'20 (IB, as shown in Fig. 3.18 inset (i), was fed into an FBG with a rcDcclion 
* 1 ‘ 

FWl I M passhanti o f 0.38 nm and a rcf lcc l iv i iy o f 99%, as dcpiclcd in Fig. 3.1^), so as 

to separate the two optical sub-carriers. The sub-carrier >.subi、as shown in Fig. 3.18 
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inset ( i i ) , was reflected in lo an I M , where it was intensity modulated by the 10-Gb/s 

PRBS mult icast N R Z data and ampli f ied to about 3 dBn i before being fed into a 

piece o f 20-kni f iber feeder (DSF2). Dispersion-shifted fiber (DSF) was employed to 

emulate dispersion compensated l inks for the fiber feeders. A t the iransmission oulpiU 

pol l o f the FBG, as shown in Fig. 3.18 inset ( i i i ) , was ampl i f ied to about 5 dBm 

and delivered the downstream unicasl DPSK data to ihc O N U , via another piecc o f 

20-km fiber feeder ( D S F l ) . At the O N U , the multicast data was dircci ly detected. In 

aclclilion, ha l f o f the received unicast DPSK signal power on 入mjIj2 is fed into an optical 

D I for demodulat ion and detection; whi le the other hal f was re-uscd as the upslream 
- • , 

carrier, wh ich was then intensity modulated w i th ihe 10-Gb/s 2 ” - l PRBS upvStrcam 

N R Z data. The upstream A S K signal was then seiu back to the OLT, via DSF2, before 

it was separated tVoiii the downstream signal and detected. 
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Fig. 3.19 Frcciucncy response o f the F B ( j , 

In order to characterize the performance o f optical siibcan icr separation, via ihc FBG, 

wc have measured the power ratio o f the transmitted signal to the rct lccled signal o f 

the FBG at ihc source wavelength, when the two optical sub-carriers gcneraied from 
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• Multicast on 
Multicast off 

1536^1 1536 2 1536.3 1536 4 153G 5 
Wavelength (nm) 

1536. 1536 

Fig. 3.20 Power ratio o f the transmission power o f the FBG over the 
o f the FBG when the clock is 30 Cil lz 

vc power re flee Ii 

Fig. 3.21 shows the measured BER performances when tlic multicast was enabled by 

turning on the control clock signal to generate the optical sub-carrier for the multicast 

modulation. Less than 0.5-dB penalty was observed for the unicast, the mul l icasl and 

the upstream data after transmission, showing rcccivcr sensit ivity improvements by 

about 5 clT3 and 3 dB, for unicast and multicast transmissions, respectively, as 

compared w i th the previously icpor lcd approach [63]. Fig. 3.22 shows the 
¥ 

bit-crror-ratc (BER) performances when the multicast was disabled by lun i ing o f f ihc 
t 

control clock signal. The receiver sensitivities for downstream unicast and upstream 
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J ‘ , • -

the source C W wavelength, via OCS wi th the prcscnce o f the 30-GHz clock 

(mult icast-on) and the ccntral canicr w i th the abscncc o f the 30-GHz clock 
J 

(mult icast-of f) .「he results were dc^>ictcd in Fig. 3.20. When the source wavclc i ig lh 

was set around 1536.41 nm, the power ratio was almost close to 0 dB under the 
nuil t icasl-on ease, imp ly ing both o f the separated optical sub-can icrs were separated 

# 

w i t h equalized intensity; whi le ihc power ratio was closc lo 15 dB under the 

mul l icas l -of fcasc, imp ly ing good suppression o f the mul l icasl signal. 
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Unicast DPSK. back- lo -back 
• UmcasI DPSK, 20-km t ransmiss ion 
t Upst ream A S K , back- to-back 
• UpstreHm A S K , 20-km t ransmiss ion 

- 1 8 - 1 6 
Average received power (dBm) 

.14 

• 

Unicast DPSK back-lo-bacK 
Unicast DPSK 20-km transmission 
Multicast ASK back-to-back 
MulUcast ASK 20-km transmission 
Upstream ASK back-to-back 
Upslroam ASK 20-km transmission 

Fig. 3.22 BER measurements when multicast is disabled 

In our experiment, Ihe optical power fed into ihe fiber leedcr was about 3 dBm aiul 5 
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Fig. 3.21 BEK measurements when multicasl is enabled 
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signals were degraded by' 1.2 dB and 1.6 dB, respectively, after transmission, as 

compared wi th the inulticast-cnabled ease This could be attributed lo the non-idcal 

rcHcction passband o f the I'BG, which induccd exccssivc f i l ter ing to the ccntral 

caiTicr when the control clock was absent. This could be alleviated by employing a 

FBG w i th sleeper edges in its reflcctive pass-band. 
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Fig. 3.23 The W D M - P O N wi th modif ied mulucast overlay scheme. F1 & F2: fiber 
feeders, FBG: fiber Bragg grating, I M : optical intensity modulator, EDFA: Erbium 
doped fiber ampli f ier, DI : delay interferometer. 

Fig. 3.23 depicts the modi f ied multicast W D M - P O N architecture w i th N ONUs and 

the modif ications are made at the OLT. Basically, at each transceiver o f the OLT, the 

unicast data is modulated onto the generated optical sub-carriers at the output o f FBG, 
5 9 
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ciBm for multicast and unicast signals, respectively. The losses caused by transmission, 

optical circulators and D\ were around 5 dB, 1 ciB, and 5 dB respectively. Thus, at the 

O N U , the optical power for unicast data detection after DI was around -8 dBm, 

providing more than 9-clB system margin, whi le the optical power for mull icasl 

detection was around -3 dBm, imply ing around 14-dB system margin. Another 

portion o f the unicast power was rc-modulatcd at the ONU, via an I M , wl i ic l i i i iduccd 

about 6 dB insertion loss. Thus, the received optical power o f the upstream signal at 

the OLT was around -15 clBm without amplif ication. However, by employing an 

optical ampl incr before the W D M mult iplexer at the OLT, ihe system could provide 

enough power margins for the upstream transmission. 

3.4.3 Modified version of the scheme 
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via an optical phase modulator, instead. In this way, the non-ideal frequency response 

o f the FBG w i l l br ing less phase-to-intensity noise to not only the multicast data but 

also the unicast data as wel l as the upstream data compared wi th the scheme shown in 

Fig. 3.16. This is attributed to the fact that phase modulation broadens the spectrum o f 

the signal. When the phase modulat ion is performed before the FBG fi l tering, as in 

Fig. 3.16, the non-ideal frequency response o f the FBG may convert the phase 

information into amplitude fluctuation, which deteriorates the signal performance. 

Such phase-modulation induced spectral broadening also reduces the optical carrier 

suppression ratio during the OCS process, and thus hinders the optical sub-carrier 

separation through the FBG. With the modif ied scheme, these impainnenls can be 

alleviated and thus leads to improvement in the system performance. In addition, the 

requirement for the control clock frequency can be relaxed. 

30 GHz 
Clock 

PC 

、、 IM 
Optical Carrier 

1 

I n、〜 

10 Gbit/S 
N R Z P R B S 

Unicd^t Data 

l O G b i t / s In 
N R Z P R B S ¥ 

1 0 G b i l / s 
N R Z P R B S 

咖A XV 
\ | / E D F A 

Multicast Data ATT 

Fig. 3.24 Experimental setup o f Ihc modif ied scheme. Insets show the (i) output 

spectrum o f the PM; ( i i ) reflected spectrum o f FBG; ( i i i ) transmitted spectrum o f FBG. 

Horizontal scale: 0.5nni/div. 

Wc have measured the BER performance to ver i fy this possible improvement, using 

the experimental setup as shown in Fig. 3.24. Fig. 3.25 shows the measured BER 
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i 

performances w i th the presence o f the 30-GHz control clock signal so as to generate 

the optical sub-carrier for the multicast modulation. Less than 0.3-dB penalty was 

observed for both the unicast and the multicast data, whi le about 0.5-ciB penalty was 

observed for the upstream data after 20-kin transmission. These showed receiver 

sensitivity improvements by about I dB and 0.8 dB, for the downstream and the 

upstream transmissions, respectively, as compared w i th the performances o f the 

original schcmc dcpicted in Fig. 3.21. Fig. 3.26 shows the BER performances with the 

absence o f the control clock signal, thus the multicast transmission was disabled. The 

receiver sensitivities for the downstream unicasl and the upstream signals were 

improved by 2.3 dB and 2.5 dB, respectively, after transmission, as compared wi th the 

performances o f the original scheme depicted in Fig. 3.22. This larger improvement 

compared wi th multicast-enabled case was mainly attributed to the fact that the 

ccntral optical carrier was closer to the non-ideal reflection edge o f the FBG when the 

control clock was absent, thus would suffer f rom much more severe cxcessivc 

f i l ter ing at the FBG. 
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Fig. 3.25 BER measurements when multicast is enabled 
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Fig. 3.26 BER measurements when multicast is disabled 

In the experiment o f the modif ied scheme, the optical power fed into ihe transmission 

l ink was about 3 dBm and 5 dBm for the multicast and the unicast signals, 

respectively. The losses caused by transmission, optical circulators and D I remained 

the same as in the original scheme. Thus the system margin for the unicast and the 

multicast transmissions were improved by 1 dB, to around 10 dB and 15 dB, 

respectively. Whi le the system margin for upstream transmission was also improved 

by about 0.8 dB. 

3.4.4 Control clock frequency requirement and residual 
Rayleigh backscattering effect 

In the modi f ied scheme, we have investigated ihe performances when the frequency 

o f the control clock at the OLT are reduced to 20 GI Iz as wel l as 15 GHz. Fig. 3.27 

shows the measured BER performances when the multicast transmission was enabled 

wi th the presence o f the 20-GHz control clock. The receiver sensitivities after 20-km 

transmission were degraded by about 0.2 dB and 0.3 dB, for the downstream and the 
‘ 62 
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upstream transmissions, respectively, as compared w i th that when tlie clock was 

30-GHz，as dcpicted in Fig. 3.25. These negligible degradations might be attributed to 

the sl ight reduction ( f rom 23 clB to 21 dB) in the optical carrier suppression ratio. Fig. 

3.28 shows the B E R performances when we set the control clock frequency to 

15-GHz. The receiver sensitivit ies for the downstream unicast and mii l l icast signals 

were deteriorated by l . l dB and 0.6 dB, respectively, after transmission, whi le about 

1.3-dB degradation was observed for the upstream signal, as compared w i th that 

dcpicted in Fig. 3.25. These larger degradations might be attr ibuted to the larger 

reduction ( f rom 23 dB to 15 clB) in the optical carrier suppression ratio when the 

control clock frequency was 15 GHz. The closcr. spacing between the two subcan icrs 

wou ld induce more noises due to phase-to-amplitude conversion at the FBG, and 

induced more degradation to the upper optical sub-carricr than the lower optical 

sub-carrier. 
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Fig. 3.27 B E R measurements w i t h mult icast enabled when the control clock 

frequency is 20-GHz. 
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Fig. 3.28 BER measurements with multicast enabled when the control clock 
IVeqiiency is 15-GHz. 

As shown in Fig.3.23, the system architecture guarantees no Rayleigh backscaitering 

(RB) effect in the feeder fibers, as the upper feeder fiber has only unidirectional signal 

transmission, whi le the lower one has bi-directional signal transmissions, but on 

different wavelengths. However, in practice, due to non-ideal separation o f the two 

generated optical sub-carriers at the OLT, the residual spectra would lead to possible 

wavelength overlapping or crosstalk in the lower feeder fiber. This wavelength 

overlapping between the optical sub-carriers would introduce possible RB. We have 

characterized such residual RB in our experiment under three values o f the control 

clock frequency at the OLT, and the results were tabulated in Table 3.2. The residual 

Control clock frequency at 
OLT 

Rayleigh Backscattering (dB) Control clock frequency at 
OLT Upstream Multicast 

.15 GHz 0.32 0.30 

20 GHz “ • 0.30 0.28 

•30 GHz 0.28 0.25 

Table 3.2 Residual Rayleigh backscatterang 
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optical intensity modulator, , EDFA Erbium doped fiber ampli f ier, D I delay 
interferometer 

In this section, we extend our scheme to realize simultaneous mul l icasi transmission 

o f two sets o f data streams over a W D M - P O N Fig 3 29 depicts the W D M - P O N wi th 

an optical ovei lay scheme to support two sets o f multicast data Compaied w i th ihe 

schcmc, i l lustrated in Fig 3 23, we further superimpose the second set o f multicast 

data in DPSK format (mult icast data 2), via orthogonal modulat ion technique, onto 

the first set o f multicast data in A S K format (multicast data 1) A n addit ional PM is 

employed aftei the multicast I M modulaloi so as to support modulat ion o f the second 

set o f multicast data in DPSK format In order to realize the simultaneous 

tiansmissions o f the two multicast data, we add an clcctr ical attenuates and switch to 
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RB for all the three condit ion were less than 0 32 dB both for the multicast and the 

upstream transmissions, wh ich impl ied negligible RB in our schcmc This was due to 

the relatively low power in Ihe wavcjength overlapping component 

3.4.5 Simultaneous transmission of two sets of multicast 
data 
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Chapter 3 Optical multicast overlays in WDJM-PONS 
* 

control the extinction ratio (ER) o f the multicast data 1. When the ER o f the multicast 

data 1 (ASK) , is reduced, the multicast data 2 (DPSK) modulated on the multicast 

data 1 ( A S K ) can be successfully demodulated and thus simultaneous transmission is 

enabled. On the other hand, when the ER o f the multicast data 1 is set to be higher 

than 4.7 ciB [83], the multicast data 2 (DPSK) modulated on the multicasi data 1 

(ASK) , can no longer be properly demodulated at the O N U , due to the cxccssivc 

induced intensity nuclual ion, ihus multicast data 2 is disabled. 
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Fig. 3.30 BER measiiremenis when single multicast is enabled. 
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Fig. 3.31 BER measiiremenis when two niulticasts are enabled. 
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Fig. 3.30 shows the BER performances when single mult icast (cither multicast data 1 

or 2) was enabled. Af ter 20-km transmission, the power penalties were about 0.4 dB 

for the downstream unicast transmission and 0.6 clB for both the downstream 

multicast and the upstream transmissions. Fig. 3.3 1 shows the BKR performances 

when simultaneous double multicast (both multicast data 1 or 2) was enabled. As 

compared to the results shown in Fig. 3.30, about 5-dB and 5.5-dB reduction in ihe 

receiver sensitivities at 10''' were shown for the multicast DPSK signal (mul l icas\ data 

2) and ihc mult icast A S K signal (multicast data 1), respectively. The relat ively large 

performance dcgradti l ion in multicast data 1 ( A S K ) might be attr ibuied to rcduci ion o f 

its ER from 8.5 dB to 3.1 dB in the experiment, whi le that in multicast data 2 (DPSK) 

might be due to the intensity fluctuation induccd f rom multicast data I (ASK) . 

However, the simullaneous transmissions o f the two sets o f multicast data had 

negligible degradation on both the downstream unicast and the upstream data. 

In this section, a novel mult icast based on optical carrier suppression technique to 

generate the optical sub-carrier for the multicast data modulat ion has been proposed 

and experimental ly investigated. Simple multicast overlay control was performed by 

setting the prcscncc o f the control clock signal at the OLT. As the downstream unicast 

signal and the upstream signal were carried on different fiber feeders, whi le the 

upstream signal and Ihc mult icast signal were can icd on ci i f fcrcnl subcarricrs, though 

on the same fiber feeder, the possible Raylcigh backscaliering elTeci was much 

alleviated. Moreover, we have further modi f ied the scheme to alleviate the possible 
f 

degradation due to phase-to-intensity conversion al the non-ideal passbaiid edge o f the 

F B G and relax the requirement o f the control clock frequency for OCS. In addit ion, 

we have also successfully demonstiated the simultaneous transmission o f two sels o f 

multicast data over the W D M - P O N , using orthogonal modulat ion technique. However, 
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the two sets o f mult icast data were mutual dependent, wh ich l imi ted the f lex ib i l i t y o f 

the who le system. 

3.5 Optical overlay of two independent multicast 
streams on a WDM-PON 

In the last section, we have f irst tr ied to overlay two mult icast streams onto a 

W D M - P O N , wh i ch is bel ieved to further enrich the capabi l i ty o f the whole network 

w i th increased network f lexibi l i ty，especial ly for the future network appl icat ion when 

more than one mult icast data streams arc needed. However , the scheme proposed can 

only support two dependent mult icast data streams, wh ich have close relationship. In 

this section we w i l l propose a W D M - P O N system that can simultaneously support 

two independent mult icast streams. 

3.5.1 Introduction 

In this part, for the first l ime, we propose and demonstrate a novel W D M - P O N wh ich 

can simultaneously support two independent mult icast data streams, in addit ion to the 

conventional two -way unicast transmissions. N o addit ional l ight sources are required 

for the addit ional mult icast data stream and ONUs are kept colorless and cost 

effective. The control o f the mult icast transmissions is achieved by con l io l l i ng the 

clock signal ib r optical tone generation as we l l as an optical swi tch at the O L T w i th 

the object ive to control the power sourcc generation for di f ferent kinds o f data 

transmissions, inc lud ing downstream unicasl, mult icast and upstream data 

transmissions. The proof-of -concept experiment o f 10-Gbit/s transmissions for all 

unicast and mult icast data has been carried out. 
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3.5.2 Proposed system architecture 
OLT 

Multicast 
Tx/Rx 

Tx/Rx 2 f q 

Tx/Rx N 

Conlfol Unicast 
tipch data 

=B IM i PM 

F1 
JD. 

RN 

EDFA 

~ data 2 F2 

IM EDFA 

x
i
 i
M
 

1 
ONU 

ONU 

ONU N 

IL 

y 
\ ^ < 3 -

IM 

>(|) 

Multicast 
>c)aln 1 
Unlc.ist 
.〉dati， 

Jpstronin 
dat.t 

Multicast 
>data 2 

Fig. 3.32 Proposed W D M - P O N wi th multicast overlay supporting two ii idepcndciu 
mullicast streams. IL : optical intcrlcaver; M U X / D B M U X : wavclcnglh multiplexer, 
demult iplexer; OS: optical on /o f fswi lc l i . 

Fig. 3.32 clcpicts the proposed W D M - P O N architccUirc wi th N optical nclwork uiiils 

(ONUs) , del iver ing two independenl niuhicast data streams, labeled as "Vlul l icast 

data r，and "Mul l i cas t data 2". A l the OLT, the continuous-wave (C'W) light IVoni 

each transniitler is first modulated by a clock signal, via a Macli-Zchnclcr intensity 

modulator ( IM ) , biased at the quadrature point to generate three optical tones. The 

generated tones are then fed into a fiber Bragg grating (FBG), where one oC ilic 

generated tones is f i l tered o f f and reflected into ihc optical switch, which is used as to 

control the on-oiT o f the multicast data stream (Multicast data 2). A l l o f the optical 

tones foi' Mult icast data 2 f rom all transmitters a I l l ic OLT arc combined, via a W[.)M 

mult iplexer, before being fed into a common optical intensity modulator ( IM ) (or 

A S K modulat ion o f the Mul l icas i data 2. The coniposilc signal is ibcn delivered over % ) 

the fiber feeder (F2) and dc-mul l ip lcxcd at the remote node (RN) before' being 

dcleclcci al ihcir respective dcslincci ONUs. On (he other hand, the two optical 丨(川es 

69 



Chapter J Op>tic(il miilficast otJcrhiys in \\'l)A1'IK)Ns 

present at the transmission output ports o f the FBG at each transmitter are 

phasc-modulatcd by Ihc rcspcct ivc downstream unicast data in DPSK format, before 

being combined v ia a W D M mult ip lexer. The combined signal is Ihcn fed into an 

opt ical subsystem compr is ing a pair o f optical intcr lcavcrs ( I I . ) wi l l、an I M being 

placcd in the upper arm and an optical altenuator in ihc lower arm, as i l lustrated in Fig. 

3.32. In Ihc upper arm，due to ihc periodic spectral response o f the ILs , the set o f 

central tones f rom al l Ininsini t tcrs are cxtraclcci f rom the input combined signal, for 

common modula t ion o f ihc Mul t icast data I，via the I M . At ihc same t ime, the lower 

arm passes the opt ical tones carpying the indiv idual unicasi D P S K data w l i i ch arc 

al teiuialcd to lower Iheir inf luence onto ihc Mul t icast data 1. T l i is inlerferei icc conies 
> 

JVoni I he residual power in Ihe inscl iv o f Fig. 3.34 main ly due lo the non-ideal 

f i l ter ing c f f cc l o l 'F I3G 2 in 'F ig . 3.34.The combined signal is then del ivered lo (he RN, 

via f iber feeder ( F l ) . A f te r being demult ip lexed at the RN, the opt ical tones for 

unicasi and two mult icast data streams arc del ivered to their rcspccl ive destined 

ONUs . A t each O N U , the received optical tone carry ing I he Mul t icast ilaia 1，is 

separated f rom that car ry ing the unicast data, via an IL . Part o f the rcccivccl unicasi 

DPSK data signal is demodulated, v ia an optical delay interferometer (1)1)，before 

being d i rec t ly dctcctcd, wh i l e the rest o f ihc opt ical power is fed into an I M for 

upstream A S K data modula t ion before being del ivered back to tl ic rcspccl ivc rcccivcr 

unit at the OLT, v ia the f iber ibcdcr (F2). Since ihc same ILs can be used tbr all ONUs , 

the O N U remains colorless. As l l ic downstream unicasi signal and the upstream signal 

arc carr ied on di f ferent fiber feeders, wh i le the upstream signal and the multicast 

signals are ci iniccl on di f ferent opt ical tones, though on ihe same f iber feeder, ihc 

possible Ray lc ig l i backscattcr ing efleet is much al leviated. 
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(a ) B o t h M u l t i c a s t Data 1 and Mu l t i cas t Data 2 Enab led ; 
Control clock is biased at quad ra tu re po in t of IM, optical switch is in c losod-s ta te 
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( b ) On ly M u l t i c a s t Data 1 Enab led : 

Control clock is biased at q u a d r a t u r e po in t of IM. optical switch is in opon-s ta te 
Un lcas t DPSK Op t i ca l s i山 •car r io r 
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Ccnt r i i l 
C a r n o r • ‘ 

S z l 
Mul t i cas t Data 1 (ASK) 
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( c ) On l y Mu l t i cas t Data 2 Ennb lod : 
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( d ) B o t h Mu l t i cas t Data 1 and Mu l t i cas t Data 2 D isab led : 
Control clock is biased at m i l l of IM. optical switch is in c 

Un icas t DPSK Cont rn l Cnrno r is 
supprc5\sed 

"Slate 

5 
Frequency 

Kig. 3.33 Spcctra o f downstream carrier to illustrate the principle o f multicast overlay 

fiber control via control clock and optical switch. 

The control o f multicast transmissions for individual downstream clianncl is achieved 

by sel l ing the bias condit ion o f the I M driven by the control clock signal, as wel l as 

setting* the state o f the optical switch, at the rcspcctivc Uansnii i tcr at the OLT、as 

i l lustrated in Fig. 3.33. When the control clock is biased at tlic ciuaclraUirc point o f the 

I M and the optical switch is in closed-state, the optical tones lor the two multicast 

(Jala and the unicast data arc geiiercUed, us shown iti Fig. 3.33(a). Mciicc the 

simultaneous del ivery o f the two multicast data streams is realized. When the conlrol 

clock is biased at the quadrature point o f the I M and ihe optical switch is in open-state, 

only the transmission for Mul t icast data 1 is enabled, whi le ihe. optical tone rc flee led 
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Fig. 3.34 Experimental setup. Insets show the ( i) output spcclrum o f the IM ; ( i i ) 

rellected spectrum o f F B G l (i.e. Mult icast data 2); ( i i i ) iransmittcd spectrum o f F B G l ; 

( iv ) spcctrum for unicast data; (v) spectrum for Mult icast data 1. OC: optical 

circi i laior, BPF: bandpass filter, ATT: atlenualor. 
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by the 1:BG is blocked by the optical switch, thus disabling the transmission lor 

Mult icast data 2，as depicted in Fig. 333(b). When the control clock is biased at null 

point o f the I M and the optical switch is set in closed-statc, the central tone is 

suppressed, thus Mult icast data 】is disabled, as shown in Fig. 3.33(c), whi le only 

Mult icast data 2 is transmitted. When ihc control clock is biased at null point o f the 

I M and the optical switch is set in open-state, the central tone is suppressed and the 

optical tone reflected by Ihe FBG is blocked by the optical switch, as depictcci in Fig. 

3.33(d). Hcncc, both o f the two multicast data streams arc disabled. 

3.5.3 Experimental demonstration 
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l:ig. 3.34 shows the set-up o f our proof-of-conccpt experiment for the independent 

control o f the two multicast signals. A CW light at 1 547.29 nm was first fed into a 

40-Gb/s optical IM , driven by a 50-GHz clock to crcatc three optical tones, Xsuhi, ^it 

1546.89 nm, ？tsub2 at 1547.29 i im and at 1547.69 nm, as in Fig. 3.34 inset (i). 

They were Ihcn fed into F B G l wi th a reflection passband o f 0.2 nm ful l width at half 

maximum (FWI I M ) and a icf lcct iv i ty o f 99%, so as to separate out the can icr》灿i,、，as 

in Fig. 3.34 inset ( i i) . was then refleclcd into an IM, where it was intensily 

modulated by the 10-Gb/s Pseudo Random Binaiy Scquencc (PRRS) NRZ 

Mul l icasl data 2 before being amplif ied to about 3 clRni and delivered on a piece o f 

2()-km dispersion-shifted fiber (DSF) feeder (DSF2). DSF fiber was employed in our 

experiment jusl to emu I ale dispersion compensated fiber feeders. In practical 

implementation, dispersion compensating module may be used to compensate the 

fiber chromatic dispersion in the deployed single-mode fiber feeders. At the 

transmission output port o f F B G l , >^ubi and >̂ uh2 as in Fig. 3.34 inset ( i i i ) , were 

modulated by the 10-Gb/s PRBS unicasl data, via the optical phase modulator 

(PM) and separated by the I:BG2 wi th a reflection passband o f 0.2 nm ( F W H M ) and a 

rcf lcct ivi ty o f 99%. The optical tone Xsub2, as in l:ig. 3.34 inset (v)，was intensity 

modulated by the 10-Gb/s 2 ” - l PRBS N R Z Multicast data 1 before being combined 

wi th ？isuhi, as i l l Fig. 3.34 inset (iv). The composite signal was then optically amplif ied 

to about 5 dBm before being delivered lo the ONU, via another piccc o f 20-kni DSF 

fiber feeder (DSF l ) . A t the ONU, Multicast data 2 on Xsi,b3 was directly dciccted, 

whi le the Multicast data 1 on 入suw was separated from X^„bi and dctcctcd. The unicast 

DPSK data on X^^hi was 3-dB split, half for receplion and hal f for upstream 

rc-modulation by the 10-Gb/s PRBS NRZ upstream data, via another IM. The 

upstream A S K signal was then sent back»to the OLT, via DSF2, before it was 

separated from the downstream signal and detected. 
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Fig. 3.35 BER measurements o f 10-Gb/s transmissions, (a) both two multicast daia 

streams are enabled; (b) on ly mult icast data 1 is enabled; (c) only Mul t icast data 2 is 

enabled; (d) both mult icast data streams are disabled. 

The bit error rate (BER) performances o f dif ferent data streams have been measured. 
• t 

Fig. 3.35(a) shows the measured BER performances when both o f the two multicast 

data streams were enabled. Less than 0.5-dB penalty was observed for the i inicasi, the 

mult icast and the upstream data after transmission. Fig. 3.35(1d), (c) and (d) show the 

BHR performances when on ly MuUicast data 1，only Mul t icast data 2, and no 
f 

mult icast data, were enabled, rcspcctivcly. When compared the B E R plots o f both o f 

the downstream unicast and ihc upstream data as dcpictcd in Mg. 3.35(d), w i th those 

dcpictcd in Fig. 3.35(a)-(c), it was observed that negl ig ib le power penalty was 

induced to the downstream unicast and the upstream data in the presence o f cither one 

or both mult icast data streams. This might be attr ibuted to the fact that the indiv idual 

data streams were carried on dif ferent optical vsub-carricrs, thus avoid ing the 

interference among them. The varied performances o f di f ferent k ind o f daia streams 

were due to the impcrfect f i l ter ing o f the FBGs used in the experiment. 
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3.5.4 Discussion 
In this thesis, we have successfully overlaid two independent multicast data streams 

on to a W D M - P O N by generating subcaniers. Tl ien can we expand the system to 

support more mutual ly independent multicast data streams by generating mult iple 

subcarricrs as in the above scheme or what is the l imi tat ion for the number o f the 

multicast data streams? In order to make our analysis more reasonable, we assume ihe 

network environment is the same as Fig. 3.32, including ihc similar system 

architecture'except for more si ibcamers are generated, wh ich needs more modulators 

at the O L T and receivers at the ONUs. We assume that the multicast streams are 

balanced on two transmission l inks, one for ha l f o f the multicast data streams and the 

power is amplitude to P d B m after the EDFA and be ft) re delivered lo RN, in the 

experiment P = 5. We also assume the insertion losses o f AWG, D l , OC, IL，and 

‘20-km transmission are La w g，Ld i，Loc , L j l and Loss, which are 5 dB, 5 dB, 1 dB, 

3.5 clB and 5 dB respectively in the experiment. Cascaded ILs arc used to separate the 

subcaniers at the O N U for data reception. Therefore the worst case is the N''' 

-subcarrier delivered through the upper transmission l ink after passing 20 km, A W G at 

the RN, (Log2N-^l ) stages ILs at the O K U betbre direct detection. We assume the 

receiver sensit ivity is Rev for mult icast data channel. Therefore the number N o f 

mult icast channel must satisfy the worst case stated above: 

P - L o s s _ 、 L ^ _ L , l •[\og,{N) + \]>Kcv 、、 (9) 

Thus the N <5 in our experimental condit ion, considering the receiver sensitivity 

for mult icast data at 10*^, wh ich implies we can simultaneously support four mutual 

independent mult icast data streams in our experiment. Besides the power budget for 

downstream transmission, system cost should also be careful ly considered, especially 

for the O N U , whose cost can not shared by other subscribers. Another l imitat ion 
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factor IS the complex i ty o f the system, due to the use o f addit ional modi i lato is, ILs 

and dctectois Mo icovc r , bandwidth for a channel in W D M - P O N s can only support 

l imi ted number o f subcamcrs 

Oi thogonal f icquency d iv is ion mul t ip lex ing ( O F D M ) [84] may be a pi cmis ing 

candidate to support mul t ip le mult icast data streams, as mu l l i - camcrs arc used in the 

technique O F D M signal has narrowci spectrum compared w i t h conventional 

modulat ion technique such as A S K In addit ion, one O F D M iccc ivcr is needed at ihc 

subscribei for multi-cdiTiei reception, which can simplify the system cost and 

complex i ty However, a subcanier lone can only carry low- ia ic data, and l l ic received 

need of f - l ine processing, wh ich may l imi t the t iansmission and processing speed o f 

the system 

3.6 Summary 
In this chaptcr, wc have f irst reviewed several typical mult icast enabled aichitccturcs, 

wh ich can be d iv ided into thiee categoiics in terms o f mechanism o f leal iz ing 

mult icast data t iansmission, inc luding overlay schcmc based on addit ional l ight 

sourccs [57] , overlay schcmcs ut i l i z ing subcarnei mu l t ip lex ing [58-60] , and ovei lay 

schcmcs using the oi thogonal modulat ion formats [61-63] Us ing addit ional l ight 

sources could support addit ional mult icast, but the system cost wou ld be gicat ly 

increased [57] The S C M based schemes requir ing no addit ional l ight souiccs realized 

the central ized control for mult icast transmission at the O L T and weie h ighly 

compatible to the exist ing bioadcast systems, since ihe subcan ier mul t ip lex ing system 

was wel l -developed [58-60] Howevc i , the transmission speed o f the subcamci 

modulated signal in a S C M based system was l imi ted due to the piocessing speed o f 
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electrical devices used in the SCM module. The schemes using orthogonal modulation 

formats could increase the data rate, but the performance o f unicast data was 

sacrif iccd since the multicast data wou ld be superimposed onto them and their HR 

remained low [61-63]. 

In order to improve the system performances whi le keeping the advantages in [57-63], 

such as no addit ional l ight sources, centralized multicast control, and high speed 

transmission, we have proposed our own schemes lo overlay multicast onto a 

W D M - P O N : 1) A W D M PON network w i th polarization-assisted multicast overlay 

control and its variant; 2) A n optical multicast overlay schcmc using opiical 

sub-carriers; 3) optical overlay o f two indcpendenl multicast streams on a W D M - P O N . 

In the polarization-assisted multicast enabled archiiecUire and iis variant, by the 

cross-use o f wavelengths, a separate path was provided for the multicast data from 

downslream point- to-point data wi thout additional l ight sources, which guaranteed the 

transmission performances in for both multicast and point-to-point signal, but the 

system might suffer a lot f rom the Rayleigh Backscattering effect because same 

wavelengths were delivered on the same l ink although in dif ferent directions. In the 

multicast overlay scheme using optical si ib-canicrs, by employ ing optical carrier 

suppression technique at each downstream optical transiniiter at the OLT, two 

coherent optical sub-carricrs were generated to carry the 10-Gb/s downstream unicast 

DPSK signal and the 10-Gb/s downstream multicast A S K signal, separately without 

any addit ional l ight sources. As the downstream unicast signal and the upstream 

signal were carried on different f iber feeders, whi le the upstream signal and the 

multicast signal were carried on different optical sub-carriers，though on the same 

fiber feeder, the possible Rayleigh backscattering elTect was much alleviated. 

However, the system l \ i i lcd to support two independcni mult icast data streams 
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simultaneously. In last scheme, by control l ing a sinusoidal clock signal and an optical 

switch at the optical line terminal (OLT), the delivery o f the two multicast data, being 

carricd by the generated opticpl tones, could be independently and f lex ib ly controlled. 

As shown in Tabic 3.3, we have compared all the multicast schcmcs meniioncd in this 

chapter in terms o f data rate, cleclrical dcvicc usage and pcrfonnancc tradeoff, ctc. 

V « •， Data rate 
CeiUralizcd 

control 
Upstream 

remoclulalion 
Unicasl , 
sacrifice , 

No. of" 
muhicasi 

J 

Schenic wilh extra 
source [57] 2.5-Gb/s Yes Yes No I 
SCM based 

scheme (r) [58] 
1.25-Gb/‘s& j 

155-Mb/s Yes Xo Yes 
1 

1 1 
SCM based 

scheme (2) [59] 1.25-Gb/s Yes Yes 
1 

Yes : 1 « 
SCM based 

scheme (3) [60] 2.5-Gb/s Yes Yes No 1 

IRZ/DPSK 
schemc [61 ] 10-Gb/s Yes ] Yes No 1 

IRZ/ASK schemc 
[62J 2.5-Gb/s ！ Yes No Yes } 

i 
1 

1 

ASKy'DPSK 
schcinc [63] 1 10-Gb/s 

{ 

Yes No Yes i ' 1 

Polarizaiion-
assistcd 10-Gb/s Yes Yes No 1 

！ 

Switch-
assistcd 10-Gb/s 

！ 

Yes 
i 

Yes No 
i 

t 

i 1 

Based on ‘ 
OCS 10-Gb/s Yes Yes 

1 
Ko 

• 

I » 1 

Supporting two 
multicast si reams 10-Gb/s 

1 

Yes Yes No -> 

Tabic 3.3 Comparison o f different multicast schcmes 
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Notably, all the multicast-enabled schemes have realized centralized multicast control 

i l l the central ofTicc or at the OLT, guaranteeing an effective implementation and 

convenient management, which could also reduce the maintenance cost. Besides, all 

the multicast schcmcs cxccpi [57]，needed no additional l ight sourccs for multicast 

transmission. For ihe transmission data rale o f ihe systems, the dala rales for the SCM 

based schcmcs [58-60] and schemc using IRZ /ASK [62] were remained as low as 2.5 

Gb/s compared w i th other schemes using orthogonal modulat ion formats [61,63] and 

、 our proposed schcmes. These were mainly bccausc the l imited transmission speed for 

X ‘ 
^ S C M system in [58-60] and strong crosstalk between IRZ and ASK in [62]. In 

addition, in all the S C M based schemes and orthogonal modulat ion formats based 

schemes [62-63J, the ER o f unicast data were reduced to carry the multicast data, 

therefore there was the performance sacrifice for unicast signals. However, in our 

proposed systems, multicast data were carricd onto a different transmission link from 

ihe unicast data, either by the cross-use o f ihe downstream wavelengths or using 

sub-carriers modulation. Considering the cost for the W D M - P O N system, especially 

ihe complexi ty and cost for the O N Us, color less-ONU schemes are attractive by 

making all ONUs in the same module, which lows the cost o f manufacturing. 

Moreover, a colorlcss O N U requires no light soiircc for upstream transmission, which 

not only lower the cost o f ihe O N U but also easier the moni tor ing o f it, since no 

temperature or currcnt control is needed for the laser sourccs. A typical way to realize 

a colorless O N U is to remodulale the downstream power for upstream transmission, 

marked as upstream remodulation. In all the schcmcs, only schcmcs in [58, 62-63] 

failed to realize colorless ONUs, mainly due to modulat ion formats in the schemes. In 

the term o f system complexi iy , most schemes realized colorless ONUs and required 
\ 
\ one optical modulator at the O L T , exccpl the schcmes for two multicast data streams. 

\ One more modulator was needed for the second multicast stream and some optical 
、 • 80 
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• r 

interleavers were for sub-carriers d iv is ion: Except all the dif ference mentioned above, 

our last schcmc has first successfully overlay two independent mult icast streams onto 

a W D M - P O K , and system was analyzed expandable to support four indepencleni 

mult icast streams at most, wh ich was believe to further increase the network 

c a p a b i l i t y . ‘ 
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Chapter 4 
Survivable architectures for 
WDM-PONs 
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4.1 Introduction 
W D M - P O N s have now been considered as an attractive and promis ing approach to 

provide broadband services to a large number o f subscribers in optical access 

networks, w i t h Ihc rcccnl avai labi l i ty o f low-cost commercia l opt ical componcnls. 

The broadband demands have increased sharply both in enterprise and residential 

sides w i t h the increasing popular i ty o f Ihc intcrnct-bascd applications, such as 

mul t imedia and intcracl ivc scrviccs, wh ich makes ihc who le network more and more 

data-ccntric, and any component or l ink fai lure may causc huge loss o f data or even 

business. However , in a convent ional W D M - P O N , eacli G N U communicates w i th ihc 

ccntral of f ice w i t h a dedicated set o f wavelength channels. Th is structure has more 

network ing capabi l i ty compared w i th some l in ie-div is ioi i -n iuUiplexecl PON, sucli as 

E - P O N [4] or G - P O N [5] , but can only provide l imi ted protect ion feature. Therefore, 

how to increase the network ing surv ivab i l i l y [20， 85] has becomc an 

intcnsivcly-discLissed issue in W D M - P O N architccturc design, sincc h igh ly available 

and reliable data transmissions are required in nowadays networks even in some 
4 

unpredictecl scenarios, such as fire or f looding. 

Fault management is a crucial issue to realize the ne twork ing surv ivabi l i ty in an 

opt ical network. Some convent ional approaches to fault management arc based on 

diagnosis in higher layers [86] , in wh ich status reports co l lcc lcd fVom various 

checkpoints arc used for network management. However , this k ind o f h igh- layer fault 

management imposes cxccssivc overhead in network management and lowers the 

signal processing speed. Thus in order to faci l i tate the system effectiveness in network 

protect ion, surv ivab i l i ty is supposed lo be real ized in optical layer by simple f iber l ink 

or equipment dupl icat ion w i t h protect ion swi tch ing or some other schemes w i th 
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resources reservation for protection. Considering the relat ively long t ime to repair a 

f iber cut, a sui-viyablc PON architecture w i th protection swi tching against any f ibcr 

cut is h igh ly desirable. Such protections on optical layer can guarantee a short 

distort ion time as short as tens o f mil l iseconds, and rediicc the amount o f data loss 

dur ing scrvicc disturbing. 

ONU^ ONUu 

OLT 

(a) ( b ) 

Fig. 4.1 Survivable architectures for PONs suggested by I T U - T G.983.1 [5J 

I T U - T G.983.1 has suggested four protections architectures for conventional 

t rec- lopology PON system wi th dif ferent protection level as shown in Fig. 4.1 [5]. 

The basic idea is to duplicate f iber l inks and/or components for protection. Fig. 4.1(a) 

protects the feeder fiber by only dupl icat ing it, whi le Fig. 4.1(b) addit ional ly doubles 
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the transceivers for the backup transmission. In Fig. 4.1(c) ’ opt ical transceivers both at 

the O L T and the O N U arc dupl icated as we l l as the transmission l inks inc lud ing 

feeder f ibers and dist r ibut ion. In addit ion, the opt ical power splitters at the remote 

node ( R N ) arc also doubled. In this way, any fai lure in either opt ical component or 

f iber l ink can be rccovcrcd. The architeclurc demonstrated in Fig. 4.1(d) is s imi lar to 

that in Fig. 4.1(c) cxcept for an addit ional power spli t ter c i rcui t locatcd at the RN to 

protect the O N U s w i thou t dupl icated opt ical transceivers. 
f 

W D M - P O N s have inherent the structure characteristics o f PON system as we l l as the 

protect ion mcchanisms used in PONs. In this chapter, we w i l l first review several 

typical SLirvivablc architcclures for W D M - P O N s , which realize protections in optical 

layer. Then wc w i l l propose our own survivable W D M - P O N architecture using optical 

carrier suppression technology. A f te r that, we w i l l further discuss the surv ivabi l i ty 

issue in wavelength d iv is ion mul t ip lex ing/ t ime d iv is ion mu l t ip lex ing ( W D M / T D M ) 

hybr id network, wh i ch is attractive as it can further increase the network reach, 
i 

transmission capacity, and rcduces the cost per subscriber compared w i th 

W D M - P O N s , and 丨)ropose a self-protccted W D M / T D M P O N architecture using a r ing 
$ 

topology to conncct the subscribers. Final ly, wc w i l l prov ide a comprehensive 

compar ison on all the proposed schemcs in this topic. 

4.2 Previous survivable WDM-PON architectures 
W D M - P O N is ail attract ive solut ion to realize opt ical broadband access. In order to 

avo id enormous loss in data and business due to any possible f iber cuts, survivable 

network architccturc i i ^J i igh ly desirable. Recent ly, several surv ivable architectures 

[64-71, 72-79] have been proposed to provide protect ion and restoration funct ions in 

W D M - P O N s . The common pr incip le to achicve the surv ivab i l i t y is to f lex ib ly realize 
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the l ight path diversi ty by adopting alternate l ight path rout ing o f the wavelength 

channels on the exist ing network architectures to bypass the fai led f iber l inks for 

protection w i th min imal duplicated resources. The network topology, wh ich dccidcs 

the physical paths or connections between Ol .Ts and ONUs, actually determines the 

l ight path diversity in a W D M - P O N . Therefore, the previous schemes arc sorted into 

two categories according to the network topology: tree topology [64-71] , and r ing 

topology [72-79]. 

4.2.1 Survivable architectures with tree topology 

Tree topology is a popular network topology adopted in a W D M - P O N , in which each 

O N U communicates w i t h the O L T via a dedicated set o f wavelengths for downstream 

and upstream transmissions, and wavelength rout ing is realized by a wavelength 

mult ip lexer located at the RN. Therefore, the W D M - P O N wi th tree topology can 

employ the pmtecl ion structures shown in Fig. 4.1，except that the power splitter is 

replaced by a wavelength mult ip lexer at the RN. In this section, we w i l l review 

several survivable architccturcs w i l h tree topology, wh ich are d iv ided into two 

categories according to the dilTcrcnl protection mechanisms: architccturcs ut i l iz ing 

group protect ion mcchanism [64-68] and the ones ut i l iz ing A W G cycl ic property 

[69-71]. 

4.2.1.1 Architectures utilizing group protection 
mechanism 

Fig. 4.2 shows a survivable architecture for W D M - P O N s employ ing group protection 

mechanism, in wh ich two adjacent ONUs were grouped lo provide mutual protection 

against any failure happened in the distr ibut ion fibers [64]. 
- 8 6 
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Fig. 4.2 A survivabic architecture for W D M - P O N s using group protection at the G N U 

and its wavelength assignment [64] 

The two O N Us in the same group were connected to the O L T v ia the same output port 

o f the A W G at the R N w i t h a piece o f protection f iber between them. The same copy 

o f the downstream signals o f the group could reach both O N U s w i th proper 

wavelength assignment according to the periodical spcctral property o f the A W G as in 

Fig. 4.2(c). By the use o f the blue red filter, and the pair o f protect ion switches in each 

O N U together w i t h the protect ion f iber between, one G N U had preserved a potential 

transmission l ink for the other in the same group. In the w o r k i n g mode, the dedicated 

downstream and upstream wavelength could be routed to its destined receiver w i th the 

default setting o f the protect ion switches as shown in Fig. 4.2(a). When there was a 

f iber cut between a part icular O N U and the R N as shown in Fig. 4.2(b), power loss 
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* . , 
t • 

could be detected by mon'itonng units in the ONU gioup, which triggered the 
“ . . • 

states o f the piotection switches Then the affectcd downstream and upstream 

wavelength could be rerouted to the RN via its adjacent O N U on the picscrved 

potential l i ansmission link without disturbing the normal ti affic o f the adjaccnl ONU; 

sincc OLT stil l kcpl conncction .with it In this way, the ONUs in the same gidup 

provided mutual protection to each other and the OLT was kept transparent to such 

fibei failure 

The same ONU-grouping idea was also employed in the references [65-67], which all 

have similar aichitectures compared wi th that in [64] cxcept for the reduced nuniber 

o f optical coupleis needed at the RN by employing a novel wavelength assignment as 

in [65] or simpl i f ied O N U structure w i th ieduced number o f optical switches in [66J 

Different f ion i [64-66], in which the protection switching was realized at the ONU, a 

survivablc aichitecturc proposed in [67] had all protection switching performed at the 

OLT This so-called ccntially controlled structure could greatly convenient the 

management and maintenance of the netvvoi k and simply the ONUs 
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Fig 4 3 A suivivable architecture for WDM-PONs using group protection in ihe OLT 
and Its wavelength assignment [68] 
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Tl ie . group protCGlion mechanism could- hot only be realized at the O N U , but also 

realized in the QLT. Fig； 4.3 has shown a Gcntrally controlled sui-vivablc architccturc 
• ‘ • • • • 

• • _ • • . . . • ‘ • • ^ • • . . . * • ‘ � -.• » ‘ » »• 
for W D M . P O N w i t h group protection perfonned in the O L T [68]. A t the OLT, every 

two;adjaccrit transceivers, designated for parl icular ONUs , fa rmed a group via a pair 
+> - 會 - .. • 

o f 2?c2 ppdcal switches. B y the use o f the optical swi tch as we l l as the blue red fi l ter, 
‘• ... . . - 二 . . . , ‘ • 

one transceiver alternated the transmission l ink o f the other f rom its wo rk ing path to 

its protection path through the state changc o f the optical swi tch w i th the novel 

w^iv.elength assignment according to the free spectrum range (FSR) o f the AWGs used 

.'iiT .system as shown in Fig. 4.3(c). Whenever a feeder. or distr ibut ion fiber 
V . .. t » connected to,an O N U was broken, the swi tching state o f the corresponding optical 

• . 

• switch at l l ie transceiver wou ld be automatical ly toggled w i thou t afTecting any other 

normal 'wo rk ing channels. Exccpt for the group protect ion mechanism, there were 

some other typical survivable architectures adopting the cyc l ing property o f the A W G 

used in the system. ‘、 

4.2.1.2 Architectures utilizing AWG cycling property 
ft -

A survivable W D M PON w i t h scl f-protcct ion capabil i ty u t i l i z ing the cyc l i ng properly 

o f A W G was shown in Fig. 4.4，proposed in [69]. In this architccturc, iwo W D M 

PONs using di f ferent 'wavebands were conncctcd together to provide mutuaj 
• ‘ . • 

• > . 

protection. When a f iber fai lure happened in one network either in feeder or 

d is tnbut ioh fibers w i t h the cycl ic property o f the AWG, the transmission on the fai led 
* . • * 

l ink could be rerouted to its protection l ink，which was resei'vcd in the neighboring 

network. Because o f the di f ferent wavebands used for two networks, the protection 
• • • • . • 

traff ic wou ld not afTccl the normal t raf f ic even carried on the same network. The 
* • • ‘ ‘ 

proposed architecture could successfully provide protect ion for both feeder, and 
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Fig. 4.4 A self-protected sumvablfe W D M - P O N in [6^] . WC: wavelength coupler, 
B/R: blue/red filter, OS; optical switch, M ; pow.er monitor ing unit. 
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八iiothei. rel iable W D M - P O N architectiu'c providing self-protection was demonstrated 

. . - . -•.‘> . . 〜 ’ . • . . . 
in Fig. 4.5 [70]. This architecture utili/»edlt^je peripdical and cyclical property o f an N 

• . ‘ . . . . . 
X N A W G for protection any fiber faikirc in the transmission - l ink between central 

off ice and ONUs including both feeder fiber and distribution fiber cut. The N x N. 
——.： ： --. • ‘ . . ：、’、.... . ‘ •“ . .. •. 
A W G workeci as a -combination o f two I x {N-I) AWGs, which siimillaneously 

proVide.d' two .tratismrssion links between one O N U and central oftlce:. In .case' of die , 

f iber fai lure, the monitor ing unit at the O N U simply toggled the state o f optical switch . 
* - • . - J • 

. . • •••、广.‘ “ 
and the affected traff ic could be rerouted to the protection l ink i rom the- failed 

* * 

. • i < , , 
work ing ' l ink. In . order to ‘ implement directional transmission, two 4ifferent 

. ‘ ， . - ' .• ... 
• •、 、.. . 

wavelength bands, L - and C-batids separated by the mult iple of free spectral range o f : 

the AWG, were adopted for downstream and upstream transmissions respectively' as 
• • 90 , 

: . . . . CJbap/er 4 SHivwahle 'architeftJires for IPTM-PONs 
• • • • • • * # * . • • » 

. •，、• • * J •» , • I . . . • . . . \ • • ; ^ • •… '• ' . 
distnbution ^fibers simultaneously. However, the momtorfng unit located at ONUs 
\ ••• .• V" . . . . . . ‘ ’ • . ‘ _ ‘ ‘ . . . . . . . ... . •• • • ' , • ‘. 
fai led to realize centrally-^Gontrol management-,, wl i ich might .miikc the network 

management di f f icul t and increase the cojnplexity o f OKOs. -
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shown -in- F ig A Di f fe ient f iom all pievious schemes, the liglit sources were 
. . • -• • 

•、-. r , • 

provided by two bioadband light sourccs (BLS), L-band BLS for downsttcam t iaff ic 
, � . . . . • ’ . . . . 

and C-band BLS (bi i ipsticam t iaf f ic Sincc the two BLS were located at the ccntial 
. • . 

gff ice, ONLIs wc ic kept- coloilcss, which dccrcascd the costs o f opciation, . • 
• • . • . • '• • 

administ iat ion and maintenance Howcvc i , the use o f BLS l imited the Jala iate o( the 
1. . < • , - . . . . . • • » 

system 
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Fig 4 5 Another protection aichi tccluic. foi W D M - P O N s and iis wavclcngl l i 
... • 

assignment plan in [70] • 

In Older to. real ising the centrally-controlled protection swi lching whi le keeping 

' . . . . 
ONUs colorlc^ss, a self-suivivable W D M - P O N architecture wi th ccntializecl 

• V • ‘ 

wavelength n iomtonhg, protection and restoration' for both upslieam and downstream > 

links was proposed in [71J shown in Fig 4 6 A t the central o I l ice (CO), all Ihe 
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wavelengths were first fed into a common OCS unit to generate two subcan iers, one 

for downstream and the other for upstream transmission. Then each wavelength pair 

was div ided into two parts before connectcd to two dif ferent network unit controllers 

(NUCs) . Thus two wavelength pairs, imp ly ing two di i fcrcnt transmission l inks, could 

be provided to each O N U . When a f iber fai lure was delected, ihe corresponding N U C 

wou ld toggle the switch and the A W G s routed the alTcctcd traff ic to the protection 

l ink. Bccausc the l ight sourcc for upstream was provided by OCS at the CO, the O N U 

kept colorless. In this paper, OCS was only used for subcarricr generation for 

transmission. However，many optical interleavers used made the sclicmc complex 

although ccnlra l ly-contro l was realized w i th colorless ONUs. 

Fig. 4.6 A sclf-si i i 'v ivablc W D M - P O N architccti irc w i th central ized wavelength 

moni tor ing, protection and restoration [71] 

4.2,2 Survivable architectures with ring topology 

Not on ly tree topology is employed in a W D M - P O N , but r ing s imciure is also 

considered as a candidate topology for W D M - P O N s [29, 87]. R ing structure can 

provide a good property o f protection by dupl ica l ing protection fibers to olTcr 

redundant paths, and locat ing path protection swi tch ing at both the CO and ihe 

subscribers. In this section, we w i l l review some typical survivable architccturcs 
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Kig. 4.7 demonstrates an opt ica l ly rcstorable W D M do i ib le -nng network both under 

normal mode and protect ion mode [72] . Under normal w o r k i n g mode as shown in Fig. 

4 7(a), the two r ings provided independent transmission paths for downstream and 

upstream traf f ic respectively. Under the condi t ion o f r ing breakage as in Fig. 4.7(b), 

the network was d iv ided into two sub-r ing networks by the locat ion o f the breakage. 

In the sub-r ing before the breakage site, the traff ic at ihc nodes w o u l d not be affected, 

but irafHc in the sub-r ing behind the site wou ld be disturbed. This disturbed iralTic 

could be qu ick l y restored via changing transmission direct ions in the rings by using 

the s imple add/drop c i rcu imes in the affected nodes. Opt ical switches weie needed 

both in ihe central oHlce and the subscriber nodes, wh i ch increased the d i f f i cu l l y o f 

management and the system cost. 
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Fig. 4.8 A b id i rect ional W D M sel f -heal ing r ing network [73] . (a) Node conf igurat ion 

o f the proposed bid i rect ional sel f -heal ing r ing network, (b) Schematic d iagram o f the 

b id i rect ional add/drop ampl i f ie r module. 
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Another bidirect ional W D M self-healing network based on two- r ing structure was 

proposed in [73] shown in Fig. 4.8. In this architccti irc, wo rk ing r ing transmitted 

bidirectional traff ic between access nodes via a bidirect ional add/drop ampli f ier 

modules under normal wo rk ing mode. In case o f f iber fai lure, the bidirect ional traff ic 

was routed to the protect ion ring. Bidirect ional transmission on a single fiber was 

employed in the network, but ihc power penalty was less than 0.5 dR power penalty at 

an error rate o f 10"'' by using different wavelengths for downstream and upslrcani 
« 

data. 

4.2.2.2 Single ring architectures 

In order to fur l her reduce the cost and the complexi ty o f the survivablc W D M 

networks, some architectures based on single r ing instead o f double rings were 

proposed in [74-77]. 

Fig. 4.9 shows a 1-f iber W D M self-healing r ing w i th bidirect ional optical add/drop 

mult iplexers [74]. In (his architecture, two sets o f wavelengths regarded as work ing 

and protection channcKs transmitted in dif ferent directions, clockvvisc and 

countcrclockwisc. In the case o f a r ing breakage, the affcctccl nodes u l i l ized protection 

channels in the countcr direct ion for transmissions by toggl ing the switches in the 

optical add/drop mult iplexers. A similar architecture was proposed in [75] w i th a 

re-designed bidirect ional add/drop mult iplexer ( B A D M ) . The switches used in both 

CO and RNs could changc the direction o f the affected traff ic in the r ing in case o f a 

r ing breakage. However, the B A D M might be complicated and protect ion swi tching at 

both CO and RNs might make it d i f l ic i i l t for the network management. 
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Fig, 4.9 A 1-fiber bidirectional W D M self-healing r ing network [74]. (a) Network 
architccturc. (b)Diagram o f the optical add/drop mult ip lexer module ( B - O A D M ) . 

Fig. 4.10 demonstrates another single-fiber survivable W D M r ing network w i th 

simple access nodes [76]. Under the normal work ing mode, the optical switches in the 

A N s were all set in bar state as shown in Fig. 4.10(a). The downstream and upstream 

signals were counter propagating in counterclockwise (CCW) and clockwise (CW) 
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directions rcspcct ivcly to the destined ANs. When a fiber fai lure occ i incd between 

A N 2 and A N 3 , for example, as shown in Fig. 4.10(b), A N 2 and all subsequent ANs in 

the C C W direction (e.g., A N 1) dctcctcd the loss o f in d(5\vnstrcam data and changcd 

their optical switches lo cross state. Then, A N 2 and ail the atTcctcd ANs could sl i l l 

communicalc w i th the hub v ia the C W direction o f the r ing wi thout in termpi ing other 

in-sci-vicc data streams, e.g., A N 3 and AN4 . In ihis way, the affcctcd traff ic due to the 

fiber failure was prompt ly restored and the survivabi l i ty o f ihe network was assured. 

A l though the structure o f the A N had been greatly s impl i f ied compared w i th that in 

[74], Ihc protection switches were distributed in ANs. Another single-fiber 

bidirect ional W D M self-healing r ing network w i l l i bidirect ional O A D M for 

mctro-acccss applications was proposed in [77], wh ich performed prolcct ion 

swi tching only al the hub, so as lo optimize the operation, administrat ion and 

management cost. Under the normal work ing mode, the traff ic o f the whole network 

was balanced onto the two sides o f the ring. The traff ic o f AN , ( for i = l . N / 2 ) 

propagated along the left ha l f o f the ring, whi le the traff ic o f AN, (for i=N/2斗 1 , …， N ) 

propagated along the right ha l f o f the r ing, where N was the number o f the ANs 

supported by the network. In case o f a fiber Cailure, the traff ic o f the affcctcd ANs 

wou ld be rerouted to the new side o f r ing f rom its or iginal side by changing the state 

o f conesponding optical switch at ihc hub. However, r ing topology always had a 

l imi tat ion in support ing a large number o f ANs , due to the insertion loss induced by 

optical add/drop mult ip lexer modules. 
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Fig. 4.10 A single-f iber survivable W D M r ing network and the structure o f the acccss 
node ( A N ) [76]. (a) Under normal mode, (b) Under protection mode. 

4.2.2.3 Star-shaped ring architectures 
Besides the double and single r ing architectures, an interesting survivable optical 

star-shaped r ing network was proposed in [78-79], as shown in Fig. 4.11. This 

architcclure could be cost eff icient in some areas in wh ich optical cables were already 

deployed in star conf igural ion. Based on optical Ibltlback using cycl ic property o f I he 

N x N AWG, a closed optical path was configured over ihc star-wired cable plant, 

wh ich made the network logical ly in tree topology as shown in Fig. 4.11(b). By 

u t i l i z ing the optical foldback at the OLT and wavelength rout ing property o f the AWG, 

another set o f backup wavelength paths were provided against any fiber failure 

between any pair o f the nodes. Dur ing any l ink failure in the network as shown in Fig. 

4.11(b), the designated backup wavelength (say X(,) was activated by changing the 

fiber connections at the input ports o f the A W G via the optical switch, so as to bypass 
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the fai led l ink. However, this architecture failed to provide a fast data recovery, 

bccausc the fiber connections at the 八WG had to he changcd in case o f fiber failure as 

wel l as some tunable components. In addit ion, tlic size o f the network could not be 

easily enlarged due to the complex f iber connections at the AWG. 

Wire center fiber node 

C O ) 1 coupler 

switch NxN AWG 

r i g . 4.11 (a) A survivablc optical stai-sliapcd r ing network; (b) l ightpath diagrani, 
dotted lines arc the designated protection paths; (c) the protection l ightpath is adopted 
when node 1 failed [78]. 

4.3 A centrally controlled survivable WDM-PON 
based on OCS 

4.3.1 Introduction 
In this section, di f ferent f rom all the schemes discussed above, a simple centrally 
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Pig. 4.12 The W D M - P O N wi th proposed self-protection scheme. IL : optical 
interleaver, M : moni tor ing unit. 

Fig. 4.12 depicts the proposed central ly-control led survivable W D M - P O N 

architecture w i th N ONUs. A t the OLT, continuous wave (CW) l ight f rom each 
100 

Chapter 4 Survivable architectures for U^DAI-PONs 

control led survivable W D M - P O N architecture, w i th colorless ONUs, employing an 
• 

OCS [81] is proposed. The proposed protection switching mcchanism is based on 

alternate path routing o f optical subcarriers generated by applying OCS technique to 

the l ight source in each transmitter al O L T . No additional dedicated light source for 

protection switching is needed. Only electronic switches, instead o f optical ones, arc 

required ai the O L T to trigger the control clock signal in the OCS proccss, thus fast 

t raf f ic restoration is guaranteed. Both the distr ibution and the feeder fibers are 

protected against the possible f iber cut failure. Besides, by employing 

inversc-rcturn-to-zcro ( IRZ) [88J format for the downstream transmission and 

nonrelurn-lo-zero (NRZ) format For the upstream remodulation, the ONUs remain 

colorless and simple. Experimental demonstration o f lO-Gb/s transmissions both in 

normal work ing and protection modes have shown a short traff ic restoration time. 

4.3.2 Proposed system architecture 
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transmitter is f i rst fed into a Mach-Zehnder intensity modulator ( I M ) , biased at null 

transmission point，and dr iven by a composite signal o f a control clock and the 

downstream data (D-data). The peak-to-peak voltage (K^^) o f the dr iv ing composite 

signal should be twicc o f the half-wave voltage (V^) o f the I M . In this way, the optical 

central carrier is suppressed, whi le the two generated sidebands (opt ical subcaniers) 

arc carrying the downstream data in I R Z format. This is also known as OCS- IRZ 

format. Under normal w o r k i n g mode, the control clock signal is of f . Thus, OCS is not 

enabled and the or ig inal input optical earner works as the normal downstream carrier. 

However, when a fiber fai lure is reported either in feeder or distr ibut ion fiber, by 

means o f moni tor ing the power outage o f the respective received upstream signal at 

the OLT, Ihe c lock signal is turned on to generate OCS- IRZ downstream data in 

protection mode. The downstream wavelengths, either the central carrier under 

normal wo rk i ng mode or the generated optical subcarriers under protect ion mode, arc 

then combined w i t h a l l other modulated ones f rom other opt ical transceivers al Ihc 

OLT, v ia an TVxl A W G (AWG1) . Under protection mode o f one part icular optical 

transmitter, one o f the generated optical subcarriers fal ls outside the transmission 

passband o f the A W G l and is largely suppressed, wh i le the other one remains and is 

forwarded to the output port o f the A W G l . The downstream wavelengths arc then 

ampl i f ied by a bidirect ional Erbium-doped f iber ampl i f ier (EDFA) , wh ich can be 

constructed by two conventional EDFAs and two optical circulators. The ampl i f ied 

composite signal is then fed into an optical interleave!* ( I L ) , where the central carriers 

under normal wo rk ing mode and the generated optical subcarriers under protection 

mode are del ivered to the remote node (RN) over the f iber feeders, F1 and F2, 

respectively, before they are further demult iplexed at the RN, via \ x N A W G 2 and 

\ x N A W G 3 , respectively. These demult iplexed carriers are then combined at their 

respective destined O N U s , v ia two sets o f distr ibut ion fibers. A t cach O N U , the 
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received downstream wavelength is tapped o f f by a 3-dB optical coupler, where hal f 

o f the received optical power is direct ly detected to retrieve the downstream data, 

wh i l e the other ha l f is fed into an I M for upstream data (U-clata) remodulat ion in N R Z 

ampli tude shi f t -keying ( A S K ) format. The upstream signal is then delivered back to 

the respective receiver uni t at the OLT, where part o f the received upstream power is 

fed into the moni tor ing unit ( M ) for fault monitor ing. A n y reported fault alarm 

(prolonged power outage) triggers the control clock signal for OCS and activates the 

protect ion mode. 

Fig. 4.13 shows the downstream optical spectra lo il lustrate the pr inciple o f ihe 

protection mechanism. Fig. 4.13(a) shows the wavelength assignment o f all input C W 

carriers … ， a n d the transmission passbands o f the A W G l at the OLT. It is 

assumed that f iber fai lures have been detected along the lightpaths o f both X2 and X.3, 

for instance. For the optical carriers under normal work ing mode (say X\,入4’...’ 人m)， 

the moni tor ing units at the respective transceivers at the OLT turn o f f their clock 

signals in order to disable the OCS process, and thus only the or ig inal input central 

carriers exist for the downstream transmission. Due to the spectral separation property 

o f IL , the normal wo rk ing central carriers are delivered on the normal work ing path, 

wh ich includes the feeder F l , A W G 2 and the respective distr ibut ion fibers, via the 

even port o f the IL , as i l lustrated in Fig. 4.13(c). On the contrary, for the optical 

carriers under protection mode (say 入2，入3 )，the moni tor ing units at the respective 

transceivers at the O L T trigger the clock signal to generate the respective OCS- IRZ 

spectra, as shown in Fig. 4.13(b). W i t h the f i l ter ing effect o f the A W G l , only one o f 

the two generated optical subcarriers in each case is selected and ut i l ized as the 

protection carrier for downstream transmission. Due to the wavelength shift 
X 

introduced by OCS, the protection carriers are switched to the protection path 
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( including the protection feeder F2, AWG3 and the respective distribution fibers), via 

the odd port o f the IL , as illustrated in Fig. 4.13(d). The work ing and the protection 

paths are f inal ly combined at the rcspectivc destined ONUs. As a result, the possible 

failures in cither feeders or distribution fibers along the individual lightpalhs are 

protected, simultaneously. 

、 (a) Input CW carriers 

u 

(b) Output of IM 

i i I i 
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(c> Even port of the Interleaver, connected F1 
Passbands of 

interleaver 

(d) Odd port of the connocted to foodor F2 

i i 

)、uhJil 

Fig. 4.13 Spectra o f downstream carriers to illustrate the protection principle, 
assuming that f iber failures have been detected along the lightpaths o f 入2 and 入3’ for 
example. 

4.3.3 Experimental demonstration 
Fig. 4.14 shows the experimental setup o f a four-wavelength W D M - P O N , for 

proof-of-concept o f the proposed scheme. The four downstream wavelengths were at 

C h i : 1546.06 nm (A-,), Ch2:1546.86 nm (X^2)，Cli3:1547.66 (k^) nm and Ch4:1548.46 

nm (X4). The proposed protection scheme was applied to Ch3 and its C W light was fed 

into a 40-Gb/s optical I M , driven by a 40-GHz clock signal, which was controlled by 

the monitor ing unit. The frequency o f the clock was related to the spectral property o f 
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the I L used in the experiment. I t could be greatly reduced i f an I L w i th naiTower free 
» 

• ， • ' . ： 、 
spectral range was used. The C W l ight at C h i , Ch2, and Ch4 wcrp combined before 

..• .. • . . . . 
being modulated by 10-Gb/s 2 -1 N R Z pscuddrandbm binary sequence (PRBS), via a 

. . ‘ 
10-Gb/s optical phase modulator, in order to simulate three other in-service modulated 

wavelength channels in di f ferent ia l ly phase-shift kcyihgr (DPSK) format, wi thout 
. . . •.‘ . . . . . . . 

• I • , - • • - - . . 

protection. Under the protection mode o f Ch3, the Control clock signal was enabled lo 
“ . • ' • • • - . ' . . . . 

• • • , . . � - • •-
create two opt ical subcarriers, Xsuhi at 1547.34 nm, and Aisubi at 1547.98 nm； wh i le 

. - . • . — 

under its normal wo rk i ng mode, the control clock signal was disabled and only the 
. . . 

central carrier at 1547.66 nm existed. Ch3 were then fed into another I M , driven 

by 10-Gb/s 2 ” - l PRBS precoded I R Z downstream data, b<?fore being combined w i th 

other three channels, C h i , Ch2 and Ch4. The downstream signals were ampl i f ied to 

about 6 dBm, v ia an E D F A and were forwarded to a 50/100-GHz IL . Under normal 

work ing mode, al l four wavelengths were fed into a piece o f 20-km dispersion shifted 

fiber (DSF) , denoted as D S F l , via the even port o f the IL . Under protection mode, 

only C l i l , Cl i2, and Ch4 were fed into D S F l , whi le the two optical subcarriers, X^uhi 

and Xsub2, at Ch3 were fed into another piece o f 20-km DSF, denoted as DSF2, v ia the 

odd port o f the IL . DSF was employed to emulate dispersion compensated 

transmission path. It could be replaced by standard single-mode f iber w i th dispersion 

compensating module. The wavelength channels were del ivered to their destined 

ONUs, v ia A W G 2 and A W G 3 . Under protection mode o f Ch3, A W G 3 also f i l tered out 

o f the O C S - I R Z signal in Ch3, in order to alleviate the beating effect at the 

receiver. A t the G N U receiving Ch3, hal f o f the received power was used for 

downstream data detection anS the other hal f was reused for upstream data 

transmission, v ia another I M driven by the 10-Gb/s PRBS upstream N R Z data. 

The upstream A S K signal was then sent back to the OUT，where part o f the received 

upstream data was fed into the moni tor ing unit to control the protection swi tching 
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whenever a power outage "Was detected. 

Optical Carrier Umcast / IxN AWG 1 \ 
Siippressioit Data . • \ IL 

ATT 

( v l ) 

M 

Fig. 4.14. Exper imental setup. DSF: dispersion shifted fiber; B i - E D F A : bi-direct ional 

erbium doped f iber ampl i f ier . Insets show the spectra when channcl 3 is in its 

protection mode. Horizontal scale: 0.4nm/div. 

’ . ： . 
Wc have also measured the BER performances o f Ch2 and Ch3, when Ch3 was under 

i ts. normal wo rk ing or protection mode. In Fig. 4.15, about 0.3-dB penalty was 
• ‘ • . • • -

observed for Ch2, in' al l eases o f transmissions, between the two operation modes o f 
• .» 

Ch3，which might main ly due to the non-ideal f i l ter etTcct o f the A W G In Fig. 4.16, 

about 0.5-dB degradation was observed for Ch3， in all cases o f transmissions, 
• .. . \ • ‘ • • 

between the two operation modes o f Ch3, wh ich might be attr ibuted to the l imi ted • • ‘ » 
. ‘ * -

optical carrier suppression ratio in the OCS process and the non-ideal filtering efTect 

o f the AWG, under protect ion mode. The traff ic restoration t ime was also measured at 

the moni tor ing uni t , as shown in inset o f F ig. 4.16. Abou t 5-ms swi tch ing l ime was 

experimental ly observed. This swi tching t ime was main ly l imi ted by the I M and the 
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Fig. 4.16 BER measurements for channel 3 

In our experiment, the power fed into transmission l ink was about 6 dBm, for the 

downstream data. The losses induced by fiber transmission, optical circulator, AWG, 

and optical interleaver were around 5 dB, 1 dB, 4 dB, and 2 dB respectively. Thus the 
• 1 0 6 

Fig. 4.15 BER measurements for channel 2 
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electronic switch employed in the experiment. 
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received downstream power for Ch3 was around 1 2 dRm prov id ing more than 4-dB 

margin. Our proposed simple, ccntral ly-control led, W D M - P O N architccturc w i th 

colorless O N U s can simultaneously pmtcct against tlic distr ibut ion and feeder fiber 

failures w i t h a fast data restoration. 

4.4 A survivable architecture for WDM/TDM PONs 
Passive optical network, is considered as the future-proof solut ion to broadband 

access network, becausc it enables a del ivery o f higher data rate to the subscribers v ia 

optics media, and eases the network maintenance due to its passive nature at the RN. 

T D M - P O N , such as B P O N [5] and EPON [6]，have already been standardized and 

deployed by network operators for access network applications as a cost effective 

approach becausc the cost can be shared by a large number o f subscribers. However, 

the architecture may l im i t the capacity per user and cause a transmission col l is ion as 

we l l as security problem. W D M - P O N s [28] can al leviate the l imi tat ions and problems 

exi t ing in T D M - P O N s , by prov id ing a subscriber w i th dedicated wavelength. 

A l though the capacity it provides to per subscriber can be very high, the cost per 

subscriber is also high as it can not be shared by other subscribers, especially for 

access network, wh i ch is h igh ly sensitive to cost. Therefore, a P O N combin ing 

wavelength-d iv is ion-mul t ip lcx ing ( W D M ) and t imc-d iv is ion-mul t ip lcx ing ( T D M ) 

technologies to opt imize network performance and resource ut i l izat ion, known as 

W D M / T D M hybr id PON，has attracted more and more attention nowadays [30，89]. 

4.4.1 Introduction 
A W D M / T D M hybr id network, wh ich combines T D M technology and W D M 

technology, can increase the network capacity by enlarging the number o f subscribers 
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a single wavelength can accommodate, wh i l e keeping the cost per subscriber much 

lower than that in a tradit ional W D M - P O N , wh ich is essential for access applications. 

Thus although the bandwidth per subscriber in a W D M / T D M PON is less than that in 

a W D M - P O N , it is st i l l considered as a smooth migrat ion f rom T D M - P O N to 

W D M - P O N , when the cost for a pure W D M - P O N is st i l l h igh especially for 

subscribers. This hybr id network based on the P O N architecture has l imi ted protect ion 

feature, and any f iber fai lure may cause enormous loss in data transmission. Therefore, 

a survivable architecture for W D M / T D M PONs is also h igh ly desirable to provide 

subscribers w i t h high-avai lable and rel iable services. In this part, we w i l l propose a 

novel W D M / T D M PON architecture wh i ch can provide sel f-protect ion using a r ing 

topology to connect the subscribers. • 

4.4.2 Proposed system architecture 

Fig. 4.17(a) depicts the proposed survivable W D M / T D M hybr id PON support ing 

NxM ONUs , where N is number o f T D M R N , and M is the number o f O N Us a single 

T D M r ing can support by using the same pair o f wavelengths at a T D M RN，say (入丨， 

入’,)used for the downstream and upstream transmissions in the T D M r ing at the T D M 

RN,. A t the OLT, cont inuous wave ( C W ) l ight source f r om each transmitter is first fed 

into a Mach-Zehndc r intensity modulator ( I M ) dr iven by the downstream data for the 

designated T D M R N before combined w i t h other modulated downstream wavelengths 

v ia a A^xl array waveguide gratings ( A W G ) . The combined downstream wavelengths 

are del ivered to the destined T D M RNs v ia two pieces o f f iber feeders after ampl i f ied 

by a bid i rect ional Erb ium-doped fiber ampl i f ie r (B i -EDFA) . The two pieces o f f iber 

feeders are connected to the f and {N-^ i f " input ports o f a 2x2^" AWG, whose /.山 and 

{N-^i f^ output ports are connected to the T D M R N via a 2x2 opt ical coupler. Under 
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the normal w o r k i n g mode，the downstream wavelengths w i l l be del ivered v ia the 

» ‘ 

upper fiber feeder and destined to the T D M RNs after demul t ip lexed v ia the 2x2N 
A W G I f a f iber fa i lure occurs at any point between O L T and the T D M R N , the power 

loss w i l l tr igger the 1x2 opt ical swi tch at the O L T and the downstream wavelengths 

are del ivered to the destined T D M R N via the lower f iber feeder used as the 

protect ion path. A t the T D M R N , the downstream wavelength is fed into the T D M 

r ing composed o f M O N U s , and Ihe downstream signals are broadcast to al l the 

O N U s . The O N U , as shown in Fig. 4.17(b), is s imp ly composed o f a 2x2 opt ical 

swi tch, opt ical coupler, opt ical circulator, mon i to r ing uni t , receiver and transmitter. 

W h e n the downstream wavelength fed into an O N U v ia the input port , part o f the 

downstream power w i l l be drop l by the couplcr for receiv ing and detect ion, wh i le the 

lef t power passes through the O N U and are used for other 's reception. The upstream 

transmission f r om O N U to O L T is added to the T D M r ing v ia the opt ical circulator. In 

order to avoid the co l l i s ion in the upstream transmission, on ly one O N U in ihe r ing 

can transmit upstream data in a single al located t ime slot, w h i c h can be realized be a 

typ ica l D B A in T D M - P O N s . Besides the protect ion prov ided against any f iber fa i lure 

between the O L T and the T D M RN, the network can also prov ide protect ion against 

any f iber fa i lure in the T D M r ing at the T D M RN. 
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F ig 4 17 Proposed surv ivable architecture for W D M / T D M PONs (a) Conf igura t ion 

o f tl ie p ioposed ne two i k (b) Schematic diagram o f the G N U module Mo/i 

m o n i t o i i n g un i t 

ONU3 

(a) (b) 

F】g 4 18 T D M R N aichi tecture and the st iuctu ie o f O N U 3 (a) Structures under 

normal w o r k i n g mode (b) Structures under p io tcc t ion mode in case o f a f iber cut 

between O N U 2 and O N U 3 So l id and dashed arrows show the 1 ou t ing paths o f the 

downstream and upstream t raf f ic o f O N U 3 , respect ively 
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Under normal wo rk ing mode, as shown in Fig. 4.18(a)’ the 2x2 optical switches in the 

O N U s arc all set in bar stale. Thus, cach O N U can reccivc the downstream data and 

send out upstream data through the C C W and C W directions, rcspcctivcly. When a 

f iber cut occurs between ONU2 and ONU3. as shown in Fig. 4.18(b), the optical 

switches in the O N U „ ( for z=3, N) arc changed f rom bar state into cross stale 

wh i le ^ccp the switches in left ONUs unchanged. In this way, ihe O N U s before the 

breakage point unaffectcd, whi le the traff ic in the other O N U s changcs its 

transmission direct ion: downstream transmission propagates along C C W direction 
» 

and upstream transmission along C W direction. Thus the a f leeted traff ic due to the 

f iber cut is qu ick ly recovered and the surv ivabi l i ty o f the whole network is assured. 

4.4.3 Experimental demonstration 

Fig. 4.19 Experimental setup for the proposed W D M / T D M hybr id PON w i th two 
ONUs . 

* 

Fig. 4.19 shows the setup o f our proof-of-conccpt experiment for the proposed _ • 、 

W D M / T D M hybr id PON. A C W l ight at 1546.9 nm was intensity-modulated by a 

5-Gb/s pseudorandom binary sequence (PRBS) downstream data before fed into 

an 1x16 AWG, wh ich was used to emulate a W D M channcl for the T D M r ing at the 

T D M RN. The downstream data were then ampl i f ied to about 6 d B m before fed into 

the 20-km dispersion shi f t f iber (DSF). DSF was employed to emulate dispersion 
•1 

compensated transmission path. It could be replaced by standard single-mode fiber 
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wi th dispersion compensat ing module. The downstream data were del ivered to the 

T D M r ing either v ia D S F l dur ing the normal w o r k i n g mode, or v ia DSF2 in case o f a 

f iber cut in D S F l . The opt ical swi tching was realized by the optical switch control led 

by the mon i to r ing unit M(). A l the T D M RN, the downstream data were fed into the 

T D M r ing comprised o f two O N U s via a 2x2 optical coupler. In the normal work ing 

mode, the downstream data were broadcast to al l O N U s in C W direct ion, wh i le the 

upstream 5-Gb/s PRBS data，which were intensity modulated onto the upstream 

C W at 1559.7 n m via an【M at the transmitter module in each G N U , w o u l d propagate 

in the C C W direct ion. When a f iber cut occurs between O N U i and ONU2, the loss o f 

downstream power in ONU2 wou ld toggle the state o f the 2 x 2 opt ical switch, whi le 

O N U i was unatTccted by the f iber cut. In this way, ONU2 was qu ick ly restored except 

for transmission direct ion changed. 

We measured the BER performance o f ONU2. Fig, 4-20 shows the measured BER 

performances dur ing the wo rk i ng mode. The back-to-back receiver sensit ivit ies at lO'"^ 

were about -22.4 and -22.5 d B m for downstream and upstream transmissions, 

respectively. A f te r 20 -km transmission, about 0.4 dB penalty was observed for both 

the downstream and the upstream data. Fig. 4-21 shows the BHR performances o f 

ONU2 in ease o f a f iber cut between O N U i and ONU2, wh i ch shows similar 

performances both in the downstream and upstream transmissions compared w i th 

those in Fig. 4-20. The swi tch ing t ime was also investigated at the mon i to r ing unit M i , 

as shown in the inset o f Fig. 4-21. Abou t 11-nis swi tch ing t ime was experimental ly 

observed, imp l y i ng our scheme guaranteeing a fast restoration and survivabi l i ty. Fig. 

4-22 shows the BJER performances o f ONU2 when a f iber cut occurs in D S F l . Simi lar 

performances in the downstream and upstream transmissions were observed in the 

experiment. A swi tch ing l ime o f about 16-nis was also detected at the moni tor ing unit 
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Mo, as shown in the inset o f Fig. 4-22. The clifTerent switching time between Mo and 

M l , is main ly attributed to the different optical switches wc used in the experiment. 

In our experiment, the power fed into transmission l ink was about 6 dBm, for 

downstream data. The losses causcd by transmission, optical circulator, optical 

couplcr and optical switch were around 5 dB, 0.5dB, 3dB and 0.5dB respectively. 

Thus the power for downstream data detection at ONU2 was around -9 dBm providing 

more than 13 dB system margin. By using ampli f ier before mult iplexer, the system 

can provide enough power margin for the upstream transmission. 
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Fig. 4.21 BER measurements for ONU2 in case o f a fiber cut between O N U j and 
ONU2. 

Fig 4 22 BER measurements for ONU2 when a fiber cut occurs in D S F l 

4.4.4 Discussion 

111 the experiment, we used 50:50 1x2 optical coupler in each O N U for 

proof-of-concept. However, the coupl ing ratio o f the optical coupler used in each 

O N U can be optimized, so that a single T D M r ing at the T D M R N can accommodate 
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Chapter 4 Survivable architectures for UyDM-PONs 

a max imum number o f O N U s w i th a satisfied power budget o f the proposed network. 

In this way, the network capabi l i ty o f the proposed NxM W D M / T D M PON can be 

maximized w i th the variable M opt imized, when the variable N is prc-detcrmined. We 

assume that the downstream power o f a single wavelength is ampl i f ied to 6 d B m 

before fed into the feeder fiber, and the typical losses for the 20 km transmission, 

AWG, 2x2 opt ical couplcr ’ opt ical circulator, and optical swi tch are 5dB, 4dB, 3dB, 

0.5dB，0.5dB respectively. Therefore the power fed into the T D M r ing is about -3 

dBm. I f the coupl ing ratio o f the coupler used in each O N U for dropping downstream 

signal is jc : (1 — jc) , the total insertion loss for the bypass, dropped and added signals 

at each ONU arc [—l()log,。（l 一 JC) + , [一 1 Olog,。（A') + IJ"/? and 

[ -101og|o(;c) + \]dB , respectively. We also assume that a piece o f L k m f iber between 

two adjacent O N U s may causc L)cIB loss and the P IN receiver sensit ivi ty is 

-22.2 d B m at 10"^ when the data rate is 5 Gb/s. Considering the worst case (under 

normal work ing mode) w i t h M ONUs, the downstream signals for O N U M pass 

through ( M - 1 ) ONUs , wh ich experience (M - l ) - [ - 1 0 1 o g , o ( l - x ) + l]c/B bypass loss 

and [0.2 x (A/ - 1 ) • L]ciB transmission loss. Due to the bi-d i rcct ional EDFA used at 

the OLT, the upstream signals can always provide enough power budget for data 

reception. Thus we have the fo l l ow ing power budget equation for dropped signal: 

0 . 2 x ( A / - l ) . L + ( A / - l ) . [ - 1 0 1 o g , o ( l — J c ) + l ] - 4 -101og ioOO + l ] + 3 + 3 = 22.2 (1) 

Accord ing to the condi t ion in our experiment (L=0 km), the number o f the ONUs 

supported in the network is plotted as a funct ion o f the coupl ing ratio o f the optical 

coupler embedded in the O N U , as shown in Fig. 4.23. The m a x i m u m M = 5 when x in 

the range o f 0.1 to 0.3, wh i ch means the coupl ing ratio o f the coupler for dropping 

downstream signals should be chosen f rom 10:90 to 30:70 when support ing f ive 

O N U s in a single T D M R N wi thout any in- l ine optical ampli f ier. We also investigated 

the number o f O N U s when increase the f iber length between two adjacent ONUs, L in 
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Coupling 

Fig. 4.23 Number o f supportable ONUs as a function o f coupling ratio o f the optical 
coupler in ONUs 

4,5 Summary 
In this chapter, we have first reviewed several typical survivablc architectures for 

W D M - P O N systems, which can be divided into two categories in terms of topology 

employed in the W D M - P O N , including the survivable architecture w i th tree topology 

[64-71], and the ones wi th r ing topology [72-79]. The group protection mechanism 

was employed in survivable architectures for W D M PON, in which two adjacent 

ONUs were grouped to provide mutual protection against any failure happened in the 
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the (1)，and found that Ihe T D M ring could stil l support four ONUs wi th L=4 km. The 

number o f supported ONUs can be increased when improve the receiver sensitivity o f 

the receiver at ihe O N U by using APD instead o f PIN. Moreover, by employing 

bi-directional in-line optical amplif iers between adjacent ONUs the power budget 

constraint can be greatly relaxed and more ONUs can be accommodated in a single 

T D M ring at a T D M RN. 
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distribution fibers [64]. However, the configuration o f ONUs was quite complicated 

wi th two optical switches, blue/red fi lter and W D M coupler. The architectures were 

simpli f ied in [65-66], which also employed group protection mechanism at ONUs, 

either by reducing the number o f optical couplers needed at the RN [65] or the 

number o f optical switches used in ONUs. The optical switches used in ONUs made 

di f f icul ty in management and maintenance of the network. Thus survivable 

architectures having all protection switching performed at ihe OLT cither wi th group 

protection in ONUs [67] or the OLT [68] were proposed. This so-called centrally 

controlled structure could greatly convenient the management and maintenance and 

simply the ONUs. In order to simpl i fy the configuralion o f ONUs, some other 

survivable architectures ut i l iz ing the cyclical property o f AWGs were proposed in 

[69-71 J. The architectures failed to realize central control [69-70] or realize it al the 

cost o f complicated OLT when many optical intcrlcavcrs were used in the system [71]. 

Instead o f tree-topology survivable W D M - P O N , some ring-topology survivable 

architectures were also reviewed. In [72-73]，the architectures wi th double-ring 

topology were proposed. Although the networks show good characteristics o f data 

restoration wi th fast recovering time, the add/drop modules in the networks might be 

complex and the central control could hardly be realized. The architecture could be 

simplif ied to single ring, but the optical add/drop module remained complicated in 

[74]. The architecture w i th single r ing in [75] succccdcd in s impl i fy ing the add/drop 

modules, but failed to realized the central control for fault management. In order to 

realize the central control in ring-topology architectures, star-ring topology was 

employed in [77-79], which was physically configured in star topology but logically 

in -ring topology. However, this architecture failed to provide a fast data recovery, 

because the fiber connections at the A W G had to be changed in case o f fiber failure as 

wel l as some tunable components. In addition, the size o f the network could not be 
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easily enlarged due to the complex fiber connections at the AWG. 

We then proposed a simple centrally controlled siirvivable W D M - P O N architecture, 

w i th colorlcss ONUs, employing OCS technique. The protection switching 

mechanism was based on alternate path routing o f optical subcaiTicrs generated by 

applying OCS technique to the l ight source in each transmitter at the OLT. No 

additional dedicated l ight source for protection switching was needed. Only electronic 

switches, instead o f optical ones, were required at the O L T to trigger the control clock 

signal in the OCS process, thus fast traff ic restoration was guaranteed. Both the 

distribution and the feeder fibers were protected against the possible fiber cut failure. 

Besides, by employing IRZ format for the downstream transmission and N R Z format 

for the upstream remodulation, the ONUs remained colorless and simple. 

On the other hand, since a W D M / T D M hybrid network, which combines T D M 

technology and W D M technology, can increase the network capacity by enlarging the 

number o f subscribers a single wavelength can accommodate, whi le keeping the cost 

per subscriber much lower than that in a traditional W D M - P O N , we have also 

proposed a novel W D M / T D M PON architecture which can provide sclf-protcction 

using a r ing topology to connect the subscribers, so that high-available and reliable 

services can be provide to subscribers. 

We compared all the si irvivable architectures mentioned in this chapter in terms o f 

network topology, type o f switches, location o f switches, number o f switches, 

restoration t ime, etc, as shown in Table 4.1 • 

118 



Chapter 4 \unnvahle archttectnres for W^DM POA / j 

Network 

topology 

Type of 

switches 

Location of 

switches 

Switch 

Numbers' 

Restoration 

time 

The architcctuic in [64] Ticc Optical ONUS 2N 18 ms 

The architecture in [65] Ticc Optical ONUS 2N 9 ms 

The architecture in [66] Tree Optical ONUS N 3 ms 

The aichitectuie m [67] Tree Optical OLT 1 9 Ills 

The aichitccturc in f68] Ti cc Optical OLT N 3 ms 

The architecture in [69] Tiee Optical ONUS N 9 ms 

The archileclurc in [70] Ti cc Optical ONUS N 4 ms 

The architecture in『71] Tiec Optical OLT N Not shown 

The aichilectuic in [72] Double 

l ing 

Optical Central and 

local off ice 

2-+-4N Not shown 

The aichitcctuie in [73] Double 

l ing 

Optical Local officc 2N 1 5 ms 

The architcctuic in [74] Single 

l ing 

None None None Not shown 

t 

The aichitectuie in [75] Single 

img 

Electiical Central 

office and 

RN 

4N 8 ms 

The architcctuic in [761 Single 

l ing 

Optical Access node N 5 ms 

The architectui e in [77] Single 

l ing 

Optical Central 

office 

N 9 ms 

The architecture in [78] Stai Optical OLT 1 Not shown 1 I 

The architecture in [79] Stai Optical OLT 1 Not shown 

Proposed architecture 

foj W D M PON 

Tree Electrical OLT N 5 ms 

Proposed aichitccturc 

for hybi id PON 

Tree & Optical OLT and 

ONUS 

N-H 11 ms/ 

16 ms 

Tabic 4 1 Compai ison o f different sumvab le architectures 
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Data rate Protection 

objective 

Colorless ONU Additional 

sources 

The arcliitccturc in [64] 2.5 Gb/s Distribution fiber No No 

The architecture in [65] 2.5 Gb/s Distribution fiber No No 

The architecture in [66] 1.25 Gb/s Distribution fiber No No 

The architecture in [67] 2.5 Gb/s Distribution fiber No No 

The architecture in [68j 2.5 Gb/s Distribution & 

feeder fibers 

No No 

The architecture in [69] 2.5 Gb/s Distribution & 

feeder fibers 

No No 

The architecture in [70] 1.25 Gb/s Distribution fiber No No 

The architecture in [71] 10 Gb/s Distribution & 

feeder fiber 

Yes No 

The architecture in [72] 155 Mb/s Ring No No 

The architecture in [73] 2.5. Gb/s Ring No No 

The architccturc in [74] 10 Gb/s Ring No Yes 

The architecture in [75] 2.5 Gb/s Ring No No 

The architecture in [76] 1.25 Gb/s Ring No No 

The architecture in [77] 2.5 Gb/s Ring No , No 

The architecture in [78] 155 Mb/s Distribution fiber No No 

The architecture in [79] 2.5 Gb/s Distribution fiber No No 

Proposed architccturc 

for W D M PON 

10 Gb/s Distribution & 

feeder fibers 

Yes No 

Proposed architecture 

for hybrid PON 

5 Gb/s Distribution fiber, 

feeder fiber & ring 

No No 

Tab le 4.1 C o m p a r i s o n o f d i f fe ren t surv ivab le arch i tectures ( con t inued) 

N o t a b l y , o n l y the su rv ivab le arch i tecture proposed in [ 74 ] , e m p l o y e d add i t iona l l ight 

sources fo r p ro tec t ion channels, w h i c h backed up the data a l l the t ime and pro tec t ion 
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switches were needed, imp ly ing most fast data recovering, but the who le system were 

duplicated and the cost were extremely high. Among all the architccti ircs, only the 

architectures in [71] and proposed by us for W D M - P O N s had colorless O N U s in the 

system w i t h highest data rate, 10 Gb/s, wh ich could s imp l i f y O N U and released the 

management o f O N U s , as no temperature control were needed for l ight sources in the 

O N U . Besides, our proposed architccturc for W D M - P O N s as we l l as that in [75]， 

employed elcctrical switches instead o f optical switches, imp ly ing a fast restoralion 

t ime w i th cost elTeclive switches. The location o f the switches determines i f a 

central ly control can be realized in the system, wh ich helps to convenience 

management and maintenance. Thus the architectures in [67-68, 71，77-79] and our 

scheme for W D M - P O N s could realize the centralized control for fault management. 

The number o f switches used in the scheme is another important issue to partly 

determine the complex i ty and cost o f the system, N denoted the number o f O N U s or 

access nodes. The schemes in [67’ 78-79] employed on ly one opt ical switch, imp ly ing 

a lower system complex i ty and cost. Protection objective demonstrates to what extent 

the network can be protected. In the tree-topology architectures, a protect ion against a 

f iber cut in both feeder and distr ibut ion fibers was preferred，while in the r ing based 

schemcs, a protection against any f iber cut in the r ing was desirable. Our proposed 

W D M - P O N could provide protection for distr ibut ion and feeder f ibers simultaneously, 

wh i le our proposed hybr id PON could even provide protect ion for the T D M r ing 

besides distr ibut ion and feeder fibers. Our proposed central ized-control sui-vivable 

W D M - P O N , wh ich protected feeder and distr ibut ion fibers simultaneously w i th 

colorless ONUs , has great advantages over others in system cost and complex i ty as 

shown in table 4.1. A l though our proposed W D M / T D M P O N fai led to realize central 

control , it greatly enriched the network capacity by enlarging the number o f 

subscribers on a single wavelength by combin ing T D M and W D M technologies. 
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5.1 Summary of the thesis 
In this thesis, we have investigated two main innovat ive technologies employed in a 

W D M - P O N to cnr ich its ne twork ing capabi l i ty: mult icast over lay realization and 

survivable architecture design. In the f irst part o f the thesis, wc investigated previous 

mult icast enabled W D M - P O N architectures and proposed our o w n schemes and their 

variants to overlay mult icast t raf f ic onto the exist ing W D M - P O N s . Our schemes have 

improved the system performance w i thout addit ional l ight sources and successfully 

have realized central ized control for mult icast transmission at the O L T w i t h colorless 

ONUs . In addi t ion, our scheme successful ly supported two independent mult icast data 

streams on a W D M PON. In the second part o f the thesis, wc investigated the typical 

survivable architectures for a W D M - P O N , and then proposed a simple central ly 

control led survivable W D M - P O N architecture, w i t h colorless O N U s , employ ing an 

optical carricr suppression technique. In our architecture, no addi t ional dedicated l ight 

source for protect ion swi tch ing was needed. Moreover , on ly electronic switches, 

instead o f opt ical ones, were required at the O L T to tr igger the contro l c lock signal in 

the OGS process, thus fast t ra f f ic restoration was guaranteed. In this part, wc further 

employed surv ivable architecture design into a W D M / T D M hybr id PON, wh ich was 

considered as a smooth and economical migrat ion f rom T D M - P O N s to W D M - P O N s 

by o f fe r ing large network capacity w i t h a l ow cost per subscriber. B y using T D M 

rings in the network , our scheme could provide the protect ion f r om the O L T lo the 

end users. 

> 

In chapter 1，optical h igh speed access networks have been rev iewed and the passive 

optical network technique for optical access networks was discussed. In particular, 

W D M - P O N s , emp loy ing wavelength d iv is ion mu l t ip lex ing technique in a PON, were 

br ie f ly investigated and analyzed 

In chapter 2, we rev iewed the typical architectures as w e l l as novel techniques for 
f 

W D M - P O N s , especial ly ne twork ing capabi l i ty enabl ing technologies inc lud ing 
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optical mult icast technology and survivabic architecture design. 

In chapter 3，we have f i rst rev iewed several typical mult icast enabled archilectures, 

then proposed our o w n schemes to over lay mult icast onto a W D M - P O N : I ) a 

W D M - P O N network w i t h polarization-assisted mult icast over lay contro l and its 

variant; 2) an opt ical mult icast over lay scheme using opt ical sub-carriers; 3) optical 

over lay o f two independent mult icast streams on a W D M - P O N . In the 

polarization-assisted mult icast enabled architecture and its variant, by the cross-use o f 
V 

wavelengths,' a separate path was prov ided for the mult icast data f rom downstream 

point - to-point data w i thou t addit ional l ight sources, wh i ch guaranteed the 

transmission performances in for both mult icast and point - to-po int signal, but the 

system migh t suffer a lot f r om the Rayleigh Backscat tc i ing effcct becausc same 

wavelengths were del ivered on the same l i nk although in d i f ferent directions. In the 

mult icast over lay scheme using opt ical sub-caniers, by emp loy ing opt ical carrier 

suppression technique at each downstream opt ical transmitter at the OLT, two 

coherent opt ical sub-carriers were generated to carry the 10-Gb/s downstream unicast 

D P S K signal and the 10-Gb/s downstream mult icast A S K signal, separately wi thout 
• s 

any addi t ional l ight sources. A s the downstream unicast s ignal and the upstream 

signal were canned on di f ferent f iber feeders, wh i le the upstream signal and the 

mult icast signal were carried on di f ferent optical sub-caniers, though on the same 

f iber feeder, the possible Rayle igh backscattering effect was much alleviated. 

However , the system could not support two independent mult icast data streams 

simultaneously. I n last scheme, by cont ro l l ing a sinusoidal c lock signal and an optical 

swi tch at the OLT, the del ivery o f the two mult icast data,- being carried by the 

generated opt ical tones, could be independently and f lex ib ly control led, 
• T 

T “ 

In chapter 4，several typical survivable architectures either emp loy ing tree or r ing 

topology fo r W D M - P O N systems were reviewed. We then proposed a simple 

central ly contro l led survivable W D M - P O N architecture, w i t h colorless O N U s , 

emp loy ing an opt ical carrier suppression technique.- The protect ion swi tch ing 
• „»-.-- -
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nicchanism was based on alternate path rout ing o f optical subcarricrs generated by 

apply ing OCS technique- to the l ight sourcc in cach transmitter at the O L T . No 

addit ional dedicated l ight source for prolecl ion swi tching was needed. On ly electronic 

switches, instead o f optical ones, were required at the O L T to trigger the control clock 

signal in the OCS proccss, thus fast t raf f ic restoration was guaranlccd. Both the 

distr ibut ion and the feeder fibers were protcctcd against the possible f iber cut failure. 

Besides, by employ ing I R Z format for the downstream transmission and N R Z format 

for the upstream reniodulat ion, the O N U s remained colorlcss and simple. On the other 

hand, wc further proposed and experimental ly investigated a simple, survivabic 

W D M / T D M PON archileclure. By dupl icat ing the feeder and distr ibut ion fibers and 

using a T D M r ing, the protection funct ion could be provided to any frber cut in the 

network f rom the O L T to the end OUNs. Enor - f rcc transmissions at BHR=1 for 

downstream and upstream in either wo rk ing or protection mode were successfully 

demonstrated. 

5:2 Future work 
In chapter 3，wc have suggested our future work on mult icast enabled optical 

W D M - P O N architccturc design. Wc have successfully overlay two independent 

mult icast data streams onto a typical W D M - P O N . Is there any way to overlay more 

than two independent mult icast streams onto one W D M - P O N . One possible solution 
% 

for this is to use same technique in the thcsiss—subcarrier modulat ion. However, by 

analyzing the power budget for downstream traf l lc in chapter 3, no more than five 

mult icast data stream can be supported wi thout considering about the l imi ted 

bandwidth resource in a single wavelength channel, wh ich may also l imi t the spacing 
t 

between subcarricrs. O F D M technique [90] can be promis ing candidate to solve all 

these problems by releasing the requirement for power budget and increasing the 
spectrum eff iciency. We may use difTerent subcarricrs in an optical O F D M to carrier % » 

dif ferent multicast data streams. However, a siibcarrier tone can only carry low-rate 
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data, and the received need o f f - l ine processing, wh ich may l im i t the transmission and 

processing speed o f the system. Besides, a dynamic control for the mult icast traff ic 

may require real-t ime contro l o f the optical O F D M signals. In .the future, we may 

further investigate the OFDM-based multicast enabled scl icmc by using several 

subcaiTicrs to carry one multicast stream in order to raise the transmission speed. 

Another possible research work for Ihe future is to design a more f lexible architecture 

for W D M - P O N s , wh ich can not only support mi i l l icast data transmission but also 

provide self-protect ion. Subcarricr modulat ion technique can be readily used for this 

purpose, by emp loy ing di f ferent subcanicrs for di f ferent funct ion. However, the 

problem lays in the system complex i ty and independent control realization. But it is 

bel ieved an interesting research topic in a W D M - P O N . . 

in nowadays, wireless communicat ion and mobi le communicat ion have attracted a lot 

o f attention, since the convenience they br ing to one's dai ly l i fe. However , ' these 

transmissions may suffer f r om fading effect and large loss. Radio-over- f iber [91] 

system is a k ind o f integral ion o f wireless antl w i red techniques, wh ich transmits the 

radio signals over the opt ical networks, such as W D M - P O N . Opt ical iransipission is a 

promis ing way to prov ide subscribers high speed and long reach services due to the 

low power loss o f f ibers, compared to the wireless transmission. Thus the idea o f 

t ransmit t ing wireless signal on the wi red optical l ink has attracted much attention 

recently, wh i ch is also known as the raciio-over-f ibcr system (ROF). Radio-ovcr- f iber 

systems can generate and del iver microwave and mil l imeter-vvavc wireless signals 

through w i red opt ical networks such as P O N to many base s la l ions (BSs) ihal serve a 

large number o f mobi le users. Because o f the low loss o f f iber tmnsni ission, rtre 

coverage o f the who le system is increased and the cost is rcduccd. In my future 

research，I plan to further investigate the integration o f WD!VM)ON technology w i th 

the wireless technology. 
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