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SUMMARY

The main objective of this thesis is to investigate and quantify the influence of

parent-twin and twin-twin interactions on the mechanical response of hexagonal close-

packed metals. To study parent-twin interactions, a mean-field continuum mechanics

approach has been developed based on a new twinning topology in which twins are

embedded in twinned grains. A first model generalizing the Tanaka-Mori scheme

to heterogeneous elastic media is applied to first and second generation twinning

in magnesium. In the case of first generation twinning, the model is capable of

reproducing the trends in the development of backstresses within the twin domain as

observed experimentally. Applying the methodology to the case of second-generation

twinning allows the identification, in exact agreement with experimental observations,

of the most likely second-generation twin variants to grow in a primary twin domain.

Because the elastic behavior assumption causes internal stress level magnitudes to be

excessively high, the first model is extended to the case of elasto-plasticity. Using a

self-consistent approximation, the model, referred to as the double inclusion elasto-

plastic self-consistent (DI-EPSC) scheme, is applied to Mg alloy polycrystals. The

comparison of results obtained from the DI-EPSC and EPSC schemes reveals that

deformation system activities and plastic strain distributions within twins drastically

depend on the interaction with parent domains.

The influence of twin-twin interactions on nucleation and growth of twins is being

statistically studied from zirconium and magnesium electron back-scattered diffraction

scans. A new twin recognition software relying on graph theory analysis has been

xv



developed to extract all microstructural and crystallographical data. It is capable

of identifying all twinning modes and all twin-twin interaction types occurring in

hexagonal close-packed materials. The first results obtained from high purity Zr

electron back-scattered diffraction maps reveal that twin-twin interactions hinder

subsequent twin nucleation. They also show that mechanisms involved in twin growth

may differ significantly for each twinning mode. A second study performed on AZ31

Mg presents statistics about low Schmid factor {101̄2} tensile twins and about {101̄2}-

{101̄2} sequential double twins coupled with a simplified version of the Tanaka-Mori

scheme generalized to heterogeneous elasticity with plastic incompatibilities.
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CHAPTER I

INTRODUCTION AND STATE-OF-THE-ART

Polycrystalline materials with hexagonal close-packed crystal structure -hereafter

h.c.p.- have been the subject of worldwide interest dating back to the late 1960s. Such

is motivated by the broad range of applications of h.c.p. metals such as magnesium,

zirconium, titanium, zinc, cadmium, beryllium, rhenium, cobalt, etc. Focus is placed

here on the cases of pure zirconium and magnesium and some of their alloys (with

emphasis on AZ31B Mg alloy). Zirconium has an ideal thermal neutron scattering

cross-section, good ductility and resistance to corrosion and is therefore extensively

used, in an alloyed form (e.g. Zircalloy), as cladding and piping material in generation

3 and 4 nuclear reactors [30, 68, 77, 78, 90]. Magnesium and its alloys on the other

hand, have great potential for lightweithing applications [97] -particularly for the

automotive industry- as they exhibit high specific Young’s modulus. As a result,

cast magnesium alloys have, over the past decade, been increasingly used as struc-

tural components. The use of sheets of h.c.p. metals for part production necessarily

relies on forming operations in which the metal will be necessarily deformed irreversibly.

Plastic deformation -with key characteristics such as strength, hardening, ductility-

is highly anisotropic both in pure Mg, Zr and most of their alloys. Figure 1.1 depicts

experimentally measured stress-strain curves of rolled AZ31B Mg and clock-rolled

high-purity Zr loaded in tension and compression along different directions and, in

the case of Zr, at different temperatures. It is clearly shown here that a change in

temperature or in loading direction can have a significant effect on the materials

yield stress, strain hardening rate and ductility. As a result, sheet forming of h.c.p.
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(a)

(b)

Figure 1.1: (a) comparison of tension and compression stress-strain curves of rolled
AZ31B Mg alloy [84] and (b) comparison of mechanical responses of clock-rolled
high-purity Zr for various loading directions and temperatures [68]. Tension and
compression are denoted by ”tens” and ”comp”, respectively. Abbreviations ”TT”
and ”IP” stand for ”through-thickness” and ”in-plane”, respectively.

materials remains a rather delicate task that largely limits their use in sheet forms.

1.1 Motivation and Objectives

In h.c.p. metals [26, 36, 106, 127], strain accommodation and stress relaxation may

result from the activation of either slip, twinning or both. Slip is characterized by the

motion and interaction of dislocations belonging to different slip systems and possibly

slip modes. On the other hand twinning is a sensibly different irreversible deformation

mode characterized by the nucleation of sub-volumes within grains, i.e. twin domains,

exhibiting a mirror symmetry reorientation of the lattice with respect to a specific

plane, the twinning plane. Understanding plastic deformation in h.c.p. metals is

particularly complex as a result of the large variety of possibly active deformation

modes. For example, three active slip and two twinning modes can be found in pure

magnesium while four twinning modes and three slip modes have been experimentally

observed in pure zirconium. In addition, plasticity can also be activated within twin

domains by means of secondary slip or of double twinning.
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In general, the relative contribution and activity of each deformation mode will

have an effect on both the mechanical response but also on the texture change in the

material. The consequence of this can be appreciated by observing the macroscopic

stress-strain curves displayed in Figure 1.1. For example, the macroscopic stress-strain

curves of a rolled AZ31B Mg alloy loaded along the transverse and normal directions

shown in Figure 1.1a are similar to many other metal stress-strain curves. However,

the sigmoidal macroscopic stress-strain curve corresponding to the compression along

the rolling direction is significantly different. The same observation applies for Zr

(Figure 1.1b). Figure 1.1b also shows that temperature may strongly influence the

hardening response of h.c.p. metals. It is observed that when compressed along one of

the in-plane directions at both room and liquid nitrogen temperatures, the macroscopic

stress-strain curve obtained is in one case typical of slip dominated deformation while

in the other case the curve is clearly sigmoidal. Such variations in the mechanical

responses can only result from the activation and the competition of many and diverse

deformation mechanisms.

Consequently, accurately understanding and predicting the behavior of h.c.p. met-

als requires that we study and take into account four distinct interaction types: (1)

slip/slip interactions, (2) slip/twin interactions, and (3) twin/twin interactions. The

term twin-twin interaction is very general and includes phenomena such as secondary

or double twinning and twin-twin junctions whose examples are displayed by Figure

1.2. In parallel to these three key fundamental problems, and acknowledging that

slip/twin and twin/twin interactions will necessarily be largely driven by the internal

stress state within twin domains -for example activation of secondary slip is clearly

dependent on the internal stress within the twin- one must also gain an understanding

of the growth and nucleation mechanisms associated with twinning [27,139,140]. These

topics are briefly discussed in what follows so as to motivate the work to be presented
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Figure 1.2: EBSD scan example of a clock-rolled Zr specimen loaded in compression
along the through-thickness direction. These scans were processed using the software
presented in Chapter 3.

in upcoming chapters.

Twinning: key experimental results

Twin domains form via the nucleation and glide of twinning partial dislocations

on the twinning plane [119, 145]. The shear induced by the propagation of those

dislocations reorients the lattice in such a way that the parent and twin lattices are

symmetric with respect to either the twinning plane or the plane normal to both the

twinning direction and the twinning plane [14, 15, 21, 26, 51]. Following nucleation,

twin thickening occurs by the subsequent nucleation and propagation of twinning

dislocations along planes parallel and adjacent to the faulted plane. Because motion

and nucleation of twinning partial dislocations are sign sensitive, most of constitutive

models for h.c.p. materials [1, 111, 112, 115] rely on positiveness and magnitude of

resolved shear stresses (RSS) on the twinning plane in the shear direction to determine

when a twin nucleates and grows. However, recent experimental studies [17, 70] based

on EBSD measurements clearly show that twins nucleate at grain boundaries, crack

tips, ledges and other interface defects where stresses are highly localized. Twin

nucleation can be considered as a random event as it strongly depends on the presence

of defects within the material. These studies suggest that the stress levels required for
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the nucleation and growth of twins are different. Consequently, knowledge of internal

stresses in the parent phases is absolutely necessary for predicting twinning activity.

Using a three-dimensional X-ray diffraction technique, Aydiner et al. [5] performed

in-situ measurements of the evolution of full strain and stress averaged tensors within

both the twin and parent phases as the twin nucleated and grew. The authors revealed

that the two nucleated twin variants were those with the highest averaged resolved

shear stresses projected on the twinning plane along the twinning direction. Because

the experimental study was limited to solely one grain, results about twin nucleation

cannot be considered as statistically representative, but they still prove that internal

stresses and twinning incidence are related. They also showed that stress magnitudes

in the parent and twin phases are drastically different, while one could expect in-

tuitively that, at least at the onset of twinning, both twin and parent phases have

the same stress state. The initial stress state within the twin domain is particularly

relevant because the latter influences the rate of hardening, the hardening and, hence,

the activation of secondary slip in the twin phase. In addition, at large strains, the

twinned volume becomes significant compared to the total volume, and stresses in

the twin phases directly impact the macroscopic stress levels of the material. Until

now, polycrystalline models based on deterministic approaches to deal with twin nu-

cleation and homogenization techniques were capable of accounting for inter-granular

interactions [12,13,24,52,53,58,81,82,89,96,98,101,114,137] but were incapable of

quantifying the influence of parent-twin interactions without fitting model parameters

or adding an artificial stress correction term [33].

Slip/slip interactions: towards a comprehensive understanding

While this is not the main subject of the present thesis, slip system interactions are

briefly discussed here for the sake of completeness. Taylor [127] elegantly proved that

any polycrystalline material is able to undergo homogeneous deformation without

5



producing cracks if five independent slip systems can be activated. The potentially

active slip systems in h.c.p. metals are basal, prismatic and pyramidal first or second

order [50,143]. More recent works [59,75] showed that five independent slip systems are

not always necessary. For example, Hutchinson [59] observed that inelastic deformation

can result from the activation of only four linearly independent slip systems without

pyramidal slip. Regardless, during slip dominated plasticity, all slip systems necessarily

interact. From the constitutive modeling standpoint all such interactions are usually

grouped in self and latent hardening matrix. These are expected to capture the

collective behavior of dislocations as they interact with one another. Ideally one

should thus accurately render each unit process associated with each dislocation

interaction event that can potentially lead to junction formation, unzipping, repulsion

and crossed states.

Discrete dislocation dynamics (DDD) can largely provide answers to those ques-

tions. In DDD, dislocation lines are discretized and dislocation motion is predicted by

solving an overdamped equation of motion for each dislocation segment (or node de-

pending on the numerical strategy chosen). Then junction formation can be predicted

by enforcing conservation of the Burgers vector as well as the maximum dissipation.

Recently, latent hardening coefficients resulting from slip/slip interactions were com-

puted from DDD by Bertin et al. [11] for pure magnesium. The authors showed

that basal/pyramidal slip interactions are particularly strong. This can be of prime

importance, as it suggests that such interactions could be detrimental to the material’s

ductility. Note however in the work cited above, some of the key fundamental aspects

remain to be treated, as the nature and specifics associated with <c+a> dislocations

on the second order pyramidal plane are subject to debate [3].

Slip/twin interactions: recent progress

Slip/twin interactions occur at the twin interface as a slip dislocation intersects and
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possibly dissociates onto the twinning interface. The nature of the reaction between

slip and twinning dislocations depends on the geometry of the reaction at stake (i.e.

incoming dislocation Burgers vector, character, etc.). In his review of deformation

modes in h.c.p. metals [143], Yoo described to a high level of detail the specific

crystallographic reactions that can result from slip/twin interactions. While of great

interest, the study was necessarily limited to geometrical and elementary energetic

considerations. In particular transition states describing dislocation core effects were

disregarded. Provided that accurate atomistic pair potentials can be found/developped,

these limitations can be circumvented by means of atomistic simulations such as those

conducted in a series of pioneering studies by Serra and Bacon [118–120]. The authors

revealed the complexity of the unit processes involved. For example, it was shown

that a screw ”basal” dislocation can easily cross a {101̄2} twin boundary, while an

edge basal dislocation will dissociate on the twin boundary and could generate surface

disconnections.

Such simulations are ideal to understand and describe the different mechanisms

but are limited to a few dislocations. Later on, the reactions described in the above

were rationalized in a constitutive model that suggested that slip assisted twin growth

resulting from the continuous generation of steps by means of slip/twin interactions

was an unlikely candidate for explaining the rapid growth rate of tensile twins. In

parallel, Fan et al. [46] used three-dimensional DDD to study the interactions between

slip dislocations and {101̄2} tension twin boundaries. It was found, as expected that

twins have a stronger influence on hardening (in the sense of limiting slip) than grain

boundaries. However, their results cannot be directly implemented in constitutive

laws. This shortcoming serves as a motivation for developing novel micromechanical

models allowing researchers to capture, albeit in a coarse fashion, these effects.
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Twin/twin interactions: motivating theoretical and experimental results

Twin/twin interactions and secondary twinning are also suspected to have significant

effect on microstructure evolution and internal stress developments during plasticity.

Regarding twin-twin interactions, the crystallography associated with the different

twinning partial dislocations that can occur was discussed in general in work by

Cahn [26] on depleted uranium. In the specific case of h.c.p. materials the literature

is quite scarce. One must acknowledge recent work [44, 146,147] based on EBSD and

TEM measurements investigated the nature of {101̄2}-{101̄2} twin-twin junctions and

their influence on twin nucleation and twin propagation rates. It was suggested that

twin-twin junctions could hinder twin growth while favoring nucleation. However, these

studies are limited to one type of twin-twin junction and rely on the observation of only

a few single twinned grains such that they are not necessarily statistically representative.

The question remaining is that of the need for accounting for these interactions in

constitutive models. Micromechanical multi-inclusion models exist [56,103] but have

never been applied or adapted to treat this type of problem.

Secondary twinning, also called double twinning, is another interesting problem as

several experimental studies [7, 18] have proposed connections between the activation

of such processes and fracture. An experimental study performed by Martin et al. [92]

from Mg EBSD scans revealed that activated double twin variants were those that

either required the least strain accommodation within the parent domain or obeyed

the Schmid’s law. However, the latter study neither discussed the statistical relevance

of secondary twinning nor quantified its influence on the mechanical response.

1.2 Crystallography of h.c.p. metals

In the Miller-Bravais indexing system, the hexagonal crystal structure as shown in

Figure 1.3 is defined with respect to four axes or vectors denoted by a1, a2, a3 and

c, respectively. Vectors a1, a2, a3 lie in the lower basal plane. Angles formed by
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vector pairs (a1,a2), (a2,a3) and (a3,a1) are all equal to 2π/3 radians. The c-axis is

perpendicular to basal planes and, hence, to vectors a1, a2 and a3. The magnitude is

the same for all vectors ai with i = {1, 2, 3} but differs from the magnitude of vector

c. The norm of vectors ai corresponds to the distance between two neighboring atoms

lying in the same atomic layer. The magnitude of the vector c represents the distance

between two atomic layers of same type. Using other words, it represents the distance

separating the lower part from the upper part of a hexagonal cell. Atom positions,

directions and planes can be expressed from vectors a1, a2, a3 and c. However, it is

also possible to only use vectors a1, a2 and c since a3 = −(a1 + a2). The hexagonal

structure as shown in figure 1.3 contains 3 unit cells consisting of atom arrangements

made of two tetrahedra facing upwards. For example, by representing atoms with

hard spheres, the first of the 3 unit cells shown in Figure 1.3 includes atoms located at

coordinates (1,0,0), (0,0,0), (1/2,1/2,0), (2/3,1/3,1/2), (1,0,1), (0,0,1) and (1/2,1/2,1).

An unit cell is composed of 7 atoms. Each atom lying in layers A, i.e. blue spheres, is

shared with 2 other unit cells. The atom belonging to layer B is not shared with any

other unit cell. As a result, the coordination number of an elementary hexagonal unit

cell is 2. If all atoms contained in an unit cell are equidistant, then the axial ratio

γ = c/a is equal to
�

8/3 ∼ 1.633. This value is never reached with pure materials

at room temperature and pressure but metals such as magnesium and cobalt exhibit

axial ratios which are very close, e.g. 1.623 for both of them [106]. At room pressure

and temperature conditions, axial ratios of pure h.c.p. metals are included between

1.56 (i.e. beryllium) and 1.89 (i.e. cadmium) [106]. Hexagonal intermetallic phases

with a γ ratio equal to
�

8/3 have also been produced [42]. Note that the value of γ

is function of temperature and pressure.

Figure 1.4 displays important planes and directions in h.c.p. metals. They

correspond to planes and directions of either slip or twinning systems that will be

mentioned further.
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Figure 1.3: Schematic representation of a hexagonal structure containing three primi-
tive unit cells. Atoms are represented by blue hard spheres.

1.3 Crystallography of twinning in h.c.p. metals

Hall [51] and Cahn [26] were the first to present a detailed analysis of deformation

twinning crystallography in h.c.p. materials. Shortly after, Kiho [71,72] and Jawson

and Dove [61–63] developed theories aimed at predicting the activation of twinning

modes. Their theories rely on the assumption that activated twinning systems are the

ones that minimize both the twinning shear magnitude and shuffles. In 1965, Bilby and

Crocker [21] reviewed and generalized the works previously mentioned. They provided

the most complete analysis of shuffling processes and a very rigorous treatment of the

orientation relationships and of the division of atomic displacements into shear and

shuffles. Till now, their theory, referred to as the Bilby-Crocker theory or the classical

crystallographic theory of deformation twinning in the following, remains the reference.

Bevis and Crocker [14, 15] extended the theory to the case of non-classical twins.

The objective of the present paragraph is to present the main aspects of deformation

twinning crystallography and introduce the principal twinning modes in h.c.p. metals.
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(a) (b)

(c) (d)

(e) (f)

Figure 1.4: Schematic representation of the main crystallographic planes and directions
in h.c.p. structures.
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Figure 1.5: Schematic representation of the twinning plane, K1 and its conjugate, K2,
the twinning shear direction, η1, and its conjugate, η2, and the plane of shear, P [32].

A deformation twin consists of a region of a grain that underwent a homogeneous

shape deformation in such a way that the twinned domain has exactly the same

crystalline structure as the parent domain but a different orientation. Consequently,

deformation twinning consists in a homogeneous shape deformation but does not

induce volume variation. Because parent and twin phases remain in contact, the

deformation undergone by the twinned region must be an invariant plane shear strain.

A twinning mode can be completely characterized by two planes and two directions.

These planes and directions correspond to the invariant and unrotated plane, denoted

by K1, the second invariant but rotated plane of the simple shear, K2, the twinning

shear direction, η1, and the direction, η2, resulting from the intersection of the plane

of shear P , perpendicular to both K1 and K2, with K2 (Figure 1.5). The plane K1

is called the composition or twinning plane. Even if four elements characterize a

twinning mode, knowing only either K1 and η2 or K2 and η1 is sufficient to completely

define a twinning mode. The conjugate of a given twinning mode is also described by

planes K �
1, K

�
2 and directions η�1, η

�
2 such that K �

1 = K2, K �
2 = K1, η�1 = η2, η�2 = η1

and the magnitude of the twinning shear, s, is the same. K2 and η2 are then called

the reciprocal twinning plane and reciprocal twinning direction, respectively.
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The four orientation relations of the classical crystallographic theory of twinning

are:

- 1) reflexion in K1,

- 2) rotation of π about η1,

- 3) reflexion in the plane normal to η1,

- 4) rotation of π about the normal to K1.

Because hexagonal structures are centro-symmetric, lattices obtained with relations

(1) and (4) are identical. The same observation can be made with relations (2) and

(3). It is then natural to classify into three types of twins. Type 1 and type 2 twins

correspond to twins whose lattices can be obtained from relations (1)-(4) and (2)-(3),

respectively. The third type of twins includes all twins for which twin lattices can be

reproduced by using any of the four classical orientation relations. Note that relations

(2) and (4) are particularly convenient for expressing Rodrigues vectors and hence

quaternions associated with twinning of types 2 and 1, respectively. Another way

to differentiate twins of type 1 and 2 consists in looking at the rationality of indices

of K1, K2, η1 and η2. Twins of type 1 are twins for which indices of K1 and η2 are

rational while twins of type 2 are those for which K2 and η1 are rational. In the case of

compound twins, all K1, K2, η1 and η2 indices are rational. Geometrical considerations

explaining the rationality or non-rationality of Miller indices of planes K1, K2 and

directions η1, η2 are detailed in Bilby and Crocker [21] and reminded by Christian

and Mahajan [32]. Other twinning orientation relations are theoretically possible and

have been investigated by Bevis and Crocker [14,15] Referred to as non-classical twins,

they will not be studied in the present document.

Denoting by u1, u2 and u3 basis vectors associated with the hexagonal cell and

using Einstein convention and Christian et al. notations [32], unit vectors parallel to

the η1 direction, the η2 direction and the normal to the twinning plane can be written
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as l = liui, g = giui and m = miui, respectively. As a result, if K1 and η2 are known,

the shear direction η1 is expressed as follows:

η1 = sl = 2(m− (g.m−1)g) (1.1)

The magnitude of the twinning shear is given by:

s
2 = 4((g.m)−2 − 1) (1.2)

Consequently, the deformation gradient tensor associated with deformation twin-

ning is expressed as

F = I+ s(l⊗ n) (1.3)

with I, the identity tensor.

The case of {101̄2} twins is particularly interesting because the twinning shear

s becomes null when γ =
√
3, and shear direction reverses as γ passes through this

value. As a result, {101̄2} twins can be either tensile or compressive, depending on

the axial ratio magnitude.

However, the simple application of the previously described shear is not sufficient

to reorient the crystal lattice in such a way that atoms belonging to the twinned

region face their image in the parent phase with respect to the mirror symmetry plane.

Additional atomic displacements are then necessary to produce the twin structure

from the sheared parent structure. These atomic displacements, which relate the

twin lattice sites to the parent lattice sites, are called lattice shuffles. Consider a

primitive lattice vector w parallel to the direction η2. The magnitude of its projection

along the normal to the twinning plane is equal to qd where q is an integer denoting

the number of lattice planes K1 of spacing d crossed by w. Atom displacements are
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Figure 1.6: Schematic representation of possible lattice shuffles for double lattice
structures when q = 4. (a) Parent structure; (b) sheared parent; (c) type 1 twin; (d)
type 2 twin; (e) possible type 1 shuffle; (f) possible type 2 shuffle; (g) alternative type
1 shuffle; (h) alternative type 2 shuffle [32].
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Table 1: List of observed twinning modes in h.c.p. metals

K1 K2 η1 η2 s q Observed
{} {} <> <> - - in
101̄2 1̄012 101̄1̄ 1̄011̄ (γ2 − 3)/3γ 4 Mg, Ti, Co, Zr, Zn, Be
101̄1 101̄3̄ 101̄2̄ 303̄2 (4γ2 − 9)/4

√
3γ 8 Mg, Ti

112̄1 0001 112̄6̄ 112̄0 1/γ 2 Re, Ti, Zr, Co
101̄3̄ 101̄1 303̄2 101̄2 (4γ2 − 9)/4

√
3γ 8 Mg

i i i i (4γ4 − 21γ2 + 36)1/2/4
√
3γ - Mg

112̄2 112̄4̄ 112̄3̄ 224̄3 2(γ2 − 2)/3γ 2 Re, Ti, Zr, Co

repeated in each successive group of q planes. Bilby and Crocker [21] showed that, in

the case of twinning of type 1, lattice points lying in the planes p = q/2 and p = q are

sheared directly to their final positions, i.e. twin positions, if q is even. Regarding

twinning of type 2, another parameter q∗ has to be introduced. It corresponds to the

number of K2 planes crossed by a primitive lattice vector parallel to the twinning

shear direction η1. It is been proven that no shuffles are required when q∗ = 1 and

q∗ = 2. In short, any crystalline structure containing more than one atom per unit

primitive cell will undergo lattice shuffling during twinning deformation when q = 4.

Examples of possible shuffling mechanisms are presented in Figure 1.6. Moreover,

Table 1 lists most of the twinning systems observed in h.c.p. materials. Note that

except a very rare twinning system observed in Mg by Reed-Hill [113], all twinning

modes listed in Table 1 are compound.

Very early, Kiho [71, 72] and Jaswon et al. [61–63] developed models aimed at

predicting the activation of twinning systems. These models are based on the simple

assumption that activated twin systems are those inducing the least amount of shear

and the smallest lattice shuffles. Bilby and Crocker [21] generalized them and suggested

that a newly-formed twin has the following properties:

- 1) small twinning shear magnitude,

- 2) its formation required simple lattice shuffles, i.e. shuffles with a small value of
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q,

- 3) lattice shuffles induced by its nucleation have a small magnitude,

- 4) if large shuffles are necessary, they should be parallel to the twinning shear

direction η1.

In general, criteria (1) and (2) are sufficient to predict the predominant twinning

modes. Criteria (3) and (4) are particularly useful to choose between a twin mode

and its conjugate. However, they cannot be used to predict the nucleation and growth

of twins at the grain scale. For example, they are not capable of predicting if a given

strain will be accommodated by a large twin or by several small twins of same mode.

More recently, El Kadiri et al. [43] derived the analytical expressions of all possible

shuffles and shears for any compound twin in h.c.p. metal. Their purpose was to

propose a generalized crystallographic framework capable of determining the twinning

dislocations that can be formed for each twinning system. Their theory recovered

the expressions of all twinning dislocations previously identified from the admissible

interfacial defect theory developed by Serra et al. [118,119,121] and discussed hereafter.

Their calculations enabled the identification of all planes subject to shear exclusively

and those subject to both shear and shuffling for any non elementary twinning dislo-

cation. Regarding the {112̄2} and {101̄2} twinning modes, the authors demonstrated

that the smallest deviation from the stacking sequence is exactly repeatable with an

order equal to 7 and 2, respectively. They also revealed that twinning disconnection

with a step height equal to multiple interplanar spacings does not necessarily require

shuffles within intermediate planes to operate in the twinning direction. Aware that

some of the terms used to describe El Kadiri’s results have not been defined yet, this

discussion can be seen as a transition or an early introduction to the next paragraph.
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1.4 Nucleation and growth of twins

1.4.1 Twinning dislocations and twin interfaces

A disconnection in a coherent rational twin boundary has a stress field similar to the

one associated with a dislocation. This explains why the term of twinning dislocation

was used when first discussed by Vladimirskij [135], Frank and Van der Merwe [47] in

the late 40’s. The equivalent Burgers vector of a disconnection, also called step, of

height h can be expressed as follows:

bt = hs
η1

�η1�
(1.4)

where s denotes the unit twinning shear magnitude and η1, the twinning shear direction.

In cases where h is equal to the spacing d of the lattice planes parallel to K1, the

twinning dislocation is called the elementary twinning dislocation. Moreover, since

the elastic energy is proportional to the square of the Burgers vector magnitude, steps

with heights equal to multiples of d tend to dissociate spontaneously into elementary

twinning dislocations. However, when parent and twin lattices do not coincide, an

elementary twinning dislocation might be energetically unfavorable. As shown by

Thompson and Millard [128], lattice shuffles also imply that the interface structure

repeats at every q lattice planes parallel to K1 if q is odd and at every q/2 if q is even.

As a result, Burgers vectors, bt,odd and bt,even, corresponding to twinning dislocations

for which q is odd and even, respectively, can be expressed such that:

bt,odd = qds
η1

�η1�
(1.5)

bt,even =
1

2
qds

η1

�η1�
(1.6)

These twinning dislocations are referred to as zonal twinning dislocations.
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Regarding the nature of twinning dislocations, they can be of edge, screw or

mixed type. Twinning dislocations have most of the properties of ordinary lattice

dislocations. As explained by Christian and Mahajan [32], they can glide along the

interface plane when a shear stress is applied. A twin can be represented as a series

of twinning dislocation loops whose diameter inversely increases with the vicinity of

the central plane of the twin. Then, while expansion of existing dislocation loops

engenders diameter increase, formation of new dislocation loops results in an increase

of the twin thickness. The motion of zonal dislocations along along free-defect planes

parallel to K1 is responsible for twin growth or shrinkage. The dislocation is then said

to be glissile. In reality, short and long-range interactions with point, line, surface

defects slow down or even block the displacement of the twinning dislocation. Such

interactions can be considered as friction stresses. The lattice resistance is a kind

of Peierls-Nabarro force whose magnitude strongly depends on the type of atomic

bonding and hence on the structure of the dislocation core. Twinning dislocation

cores were first assumed to be similar to lattice dislocation cores, i.e. quite narrow.

However, experiments and simulation revealed that the size of twinning dislocation

cores varies a lot with the material. For example, twinning dislocation cores observed

in zirconia are very narrow and its corresponding Peierls stress is very high, while for

many metals, dislocation cores may extend over several atomic planes and may be

opposed to a relatively small Peierls stress.

In addition, the dissociation of zonal dislocations into elementary twinning disloca-

tion lowers the elastic energy but increases the surface energy. Elementary dislocations,

products of the dissociation, have parallel Burgers vectors. As a result, because of

repulsive forces, they will tend to separate. Note that the dissociation process of zonal

dislocations into elementary dislocations is very similar to the one corresponding to

the dissociation of lattice dislocations into partials dislocations [94].
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Thompson and Millard [128] established that the only stable twinning dislocation

for the {101̄2} twinning mode is the zonal dislocation of double step height with the

following Burgers vector

bt =
3− γ2

3 + γ2
η1 (1.7)

Its magnitude is then equal to

�bt� =
3− γ2

�
3 + γ2

a (1.8)

Atomistic simulations performed by Serra et al. [118] with two-body potentials

revealed that the width of these zonal dislocations is sensitive to the used potential.

Regarding the {112̄2} twinning mode, the zonal dislocation corresponding to the

twinning features presented in Table 1 has a step height equal to three interplanar

spacing of K1 planes and the following Burgers vector

bt =
γ2 − 2

3(γ2 + 1)
η1 (1.9)

whose magnitude is

bt =
γ2 − 2�
γ2 + 1

a (1.10)

Due to the high value of q, i.e. q = 6, many lattice shuffles are expected to occur.

Serra et al. [119] considered three different shuffle models and observed that the energy

and the width of the twinning dislocation were not really affected by the type of shuffle

but were sensitive to the atomic potential used.

No lattice shuffle occurs with {112̄1} twinning. As a result, the twinning dislocation

associated with this twinning mode is an elementary dislocation whose the Burgers

vector and the Burgers vector magnitude are, respectively,
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bt =
1

3
�

4γ2 + 1
η1 (1.11)

and

�bt� =
1�

1 + 4γ2
a (1.12)

The most observed twinning dislocations in {101̄1} twin interfaces in Mg and Ti

are such that their step height is equal to 4d, with d the interplanar distance between

K1 lattice planes. Their corresponding Burgers vector and Burgers vector magnitude

have the following expressions:

bt =
4γ2 − 9

4γ2 + 3
η1 (1.13)

and

�bt� =

√
2(4γ2 − 9)√
3
�

4γ2 + 3
a (1.14)

In order to minimize the interfacial energy, all twinning dislocations mentioned

in the above may dissociate into dislocations whose Burgers vectors are smaller in

magnitude.

The energetic stability of twin interfaces is a very pertinent discrimination criterion

for investigating the likelihood of twinning modes. Using different two-body potentials,

Serra and Bacon [118, 119] thoroughly investigated the main twin interface structures

in pure h.c.p. materials, i.e. {101̄2}, {112̄1}, {101̄1} and {112̄2} twins. As shown

in Table 1, all these twin modes were observed experimentally in h.c.p. materials.

Simulations revealed that classical twinning dislocations having both a relatively

small �b� and h have smaller line energies in {101̄2} and {112̄1} interfaces than in

{112̄2} interfaces. The only stable equilibrium configuration found for the {101̄2} twin
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interface is such that parent and twin lattices are mirror images, and the interface

plane results from the coalescence of two adjacent atomic planes into a corrugated

{101̄2} plane. Moreover, Xu et al. [142] also showed that prismatic/basal interfaces

which exhibit a low interface energy play an important role in the growth of {101̄2}

twins. The relaxed structure of the {101̄1} is very similar to the one computed for

{101̄2} twins, since the stable interface consists of a {101̄1} plane generated after

the coalescence of two separate atomic planes. Regarding the {112̄2} twin interface,

atomistic simulations reveal that the interface, as well as all lattice planes parallel to

K1, is perfectly flat.

1.4.2 Mechanisms involved in nucleation and growth of twins

Twin formation can be decomposed into three steps. The first step is the nucle-

ation, consisting of the formation of a small twin nucleus. The second step is named

propagation and corresponds to the phase during which dislocation loops expand

very quickly in all directions contained within the twinning plane. At the end of

the second step, the newly-formed twin is flat and wide. The last step in the devel-

opment of a twin, referred to as the growth step, consists of the thickening of the

twin. Mechanisms involved in both nucleation and growth are detailed in the following.

In theory, twins may nucleate homogeneously or heterogeneously. Homogeneous

nucleation consists in the formation of a small twin in a defect free region under the

influence of an applied stress. Homogeneous nucleation implies that there exists a

critical resolved shear stress (CRSS), also called theoretical strength of the material,

such that when the resolved shear stress on the twinning plane in the twinning direction

reaches or exceeds the critical stress, a twin forms. Theoretical works of Orowan [76],

Price [108–110], Lee and Yoo [88,144] show that twins may nucleate homogeneously if

the applied resolved shear stress on the twinning plane is very high and if both the
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surface and strain energies are very small. As a consequence, homogeneous nucleations

seem to be very unlikely. Experimental results obtained by Bell and Cahn [8,9] as well

as Price [108–110] are in agreement with the previous conclusion. Bell and Cahn [8,9]

observed that twins appeared at much higher stress levels in ”almost” defect-free

h.c.p. single crystals than they did in less perfect crystals. Carrying out in situ

measurements on specimens in a scanning electron microscope, Price [108–110] found

that the stresses required to initiate twinning were an order of magnitude higher

than those usually measured on ”regular” macroscopic specimens. Therefore, Bell et

al. [8, 9] and Price [108–110] all agreed with the conclusion that twinning is initiated

by some defect configuration.

As opposed to homogeneous nucleation, heterogeneous nucleation consists of a

defect-assisted twin formation. Heterogeneous nucleation is usually modeled via the

dissociation of some dislocation into a single or multi-layered stacking fault [31]. The

resulting stacking fault, bounded by partial dislocations belonging to the parent crystal,

is then the defect responsible for twin nucleation.

There are other ways for twins to form. These are called pole or cross-slip source

mechanisms which enable a single twinning dislocation to move through successive K1

planes. Derived from the general theory developed by Bilby [19], Cottrell-Bilby [35]

and Thompson-Millard [128] introduce the concept of a pole mechanism in b.c.c

and h.c.p. materials, respectively. The pole mechanism was described by Bilby and

Christian [20] as follows. Consider a lattice dislocation in a parent crystal with a

Burgers vector ba. The same dislocation has after crossing the twin interface, a

Burgers vector bb. The two Burgers vectors are assumed to be related by the twinning

shear such that bb = Sba. As a result, the glide of the dislocation leaves a step in the

interface of height equal to the projection of the Burgers vector ba along the normal

to the twinning plane, i.e. h = ba.m with m an unit vector normal to K1. This step

is a twinning dislocation whose Burgers vector is bt = bb − ba. Consequently, each
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point crossed by the initial lattice dislocation along the twin interface is the junction

of three dislocation lines. Bilby called the junction point a ”generating node”. The

twinning dislocation associated with such a configuration is said to be a pole disloca-

tion. Other more elaborate illustrations of pole mechanisms involving the dissociation

of a pole dislocation into partial and sessile dislocations have been detailed and ex-

plained by authors such as Cottrell-Bilby [35], Venables [132] and Hirth and Lothe [55].

Similar to nucleation, both homogeneous and heterogenous growth mechanisms

have been and are still being investigated in the literature. However, in contrast

to homogeneous nucleation, which is very unlikely, homogeneous growth is possible.

Homogeneous growth corresponds to repeated homogeneous nucleation of twinning

dislocations on K1 lattice planes to form new twin layers. Twin thickening may also

occur by random accumulation of nucleated faults or by heterogeneous nucleation of

steps at defect loci or by pole or cross-slip mechanism.

1.5 Twinning in constitutive and polycrystalline modeling

Polycrystalline models accounting for twinning rely either on the use of the finite ele-

ment method (FEM), such as recently done in work by Izadbakhsh et al. [60] [60,124],

or on the use of the Green operator techniques and Eshelbian micromechanics [124].

The latter can be applied in the form of a mean field approach (e.g. self-consistent

methods) or of a full-field via the use of the Fast Fourier Transform (FFT) method

originally proposed by Moulinec and Suquet [99, 100]. In both cases of full-field

methods based on the FEM and the FFT, current models accounting for twin activ-

ity do not effectively reorient the crystal within the twin domain such that second

generation twinning and secondary slip is necessarily predicted to a lesser accuracy.

On the contrary, mean field self-consistent polycrystalline models, in which domain

reorientation is straightforward, have been used in a large body of work to predict the
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effect of twinning on strain hardening and microstructure evolution [86,112,129].

A simple way to deal with the crystallographic reorientation induced by twinning

consists in (1) initially representing the polycrystal with a finite set of orientations

with given volume fractions and (2) reorienting an entire crystal when the effective

twin fraction is larger than a critical value. This type of approach was originally

proposed in early work by Van Houtte [131] in which a Monte Carlo type method was

employed to allow for twin reorientation [131]. In the same spirit, Tomé et al. [129]

developed the Predominant Twin Reorientation (PTR) scheme. This last scheme,

in which an entire grain is reoriented at once and in which solely the most active

twin system is accounted for in terms of crystallographic reorientation, necessarily

leads to imprecision in the prediction of texture development. To overcome these

limitations, an alternative method, referred to as the Volume Fraction Transfer (VFT)

scheme was proposed [86,129]. The polycrystal is represented as a finite set of fixed

orientations, weighted by volume fractions. As deformation proceeds, the weights of

the orientations evolve to reproduce the nucleation and growth of twins. The VFT

scheme provides an accurate description of the texture development in the case of

twinning, but does not allow for a direct coupling or for a direct connection between

the parent and the twin domains.

More recently, Proust et al. [111,112] developed the Composite Grain (CG) model

from the PTR scheme. In the CG model, when a critical twin volume fraction is

reached, new grains are created with an orientation corresponding to that of the

twin domain. The shape of newly formed domains is fixed by a parameter such that

the multi-lamellar aspect of twinning -yielding to relatively flat ellipsoidal twins- is

respected. From the point of view of micromechanics, the newly formed twinned

domains are either treated as new grains to be embedded in the homogeneous reference
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medium or can be artificially coupled to the parent phase by imposing traction conti-

nuity across the interface. Although the coupled CG approach may appear to be more

a realistic description of the geometry and traction continuity conditions associated to

twinning, it is to be noted that enforcing traction continuity on the mean field within

the parent and twin domains is unlikely to be appropriate when the twin fraction is not

small. When applied to the case of pure polycrystalline magnesium in an elasto-plastic

self-consistent scheme, it is found that the CG model cannot accurately reproduce the

evolution of internal strains concomitant to twinning activity.

Typically these approaches suffer from two limitations. First, they do not account

explicitly for the direct mechanical interaction between parent and twin or between

twin and neighboring grains. Second, they do not consider the stresses induced by the

shear transformation inside the twin domain. These essentially limit the accuracy or

correspondence with full-field methods of the predicted stress state in the twin domain

both at the onset of twinning and when plasticity has occurred. Most models use the

average stress in the parent and resolve it on the twin plane so as to quantify the

driving force associated with twin growth. More recent approaches considered both the

stress states in the parent and twin domains [136,138]. However, at a fine continuum

mechanics scale, the stress of interest is the one acting at the interface between the

twin and the parent. Experiments [5, 6] reveal that those resolved shears could be

very different. High energy X-ray diffraction in-situ measurements by Aydiner et

al. [5] revealed that substantial backstresses develop within twin domains during the

activation of {101̄2} tensile twins. As such, the accuracy of predictions of secondary

slip and second-generation twin activities in polycrystals is limited. The latter is

typically observed in magnesium alloys AM30, where tensile twins of the {101̄2}

type develop within compressive twins of the {101̄1} type [7, 92]. In recent EBSD

measurements performed by Martin et al. [92], it was shown that out of the six possible
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second generation twin variants two are observed far more frequently. To date, no

clear explanation of the phenomenon exists, but strain accommodation in twin do-

mains inside both primary twin and parent phases is likely to play a significant role [92].

To remedy the first limitation, related to the direct coupling between the par-

ent and twin domains, an alternative mean field approach still based on a 1-site

self-consistent model for elasto-plastic polycrystals ”EPSC” but including twins as

new ”child grains” embedded in the HEM (Homogeneous Equivalent Medium) was

proposed [33]. Continuity conditions were enforced across the parent/twin interface.

The traction continuity constraint is appropriate at the onset of twinning at the

twin/parent interface. However, as it is enforced on mean stresses within the parent

and twin phase, it is unlikely to be accurate when the twin has reached a significant

volume. For the initial state of the twin domain, Clausen et al. [33] proposed to impose

an initial twin volume fraction and hence an initial plastic shear for the twin system

once twinning is activated. Clausen et al. [33] also showed that better agreement

with experimental data could be obtained by introducing a back-stress term at the

constitutive level in an ad-hoc fashion within the twin phase. The motivation there

was essentially to reduce the stress within the twin domain at the onset of twinning

so as to match elastic strains measured by neutron diffraction. An alternate route

has also been proposed, in which, rather than first computing the plastic shear in

the parent phase on the twinning plane and then reorienting a twin domain, one

first creates a twin domain and then imposes an eigenstrain in the domain. In the

work of Lebensohn et al. [87] , this method was used in a purely elastic two-phase

model. Although limited to a purely elastic accommodation, these models lead to

much reduced or even null stress states in the twin domain. The eigenstrain-based

approach [85] was also used in full field elasto-plastic studies using finite element and

fast Fourier transform methods.
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Rendering such complex physical phenomena in view of performing virtual material

characterization is complicated due to the local nature of nucleation events. The

vast majority of polycrystalline models use deterministic criteria to predict nucleation

events. However, the scale at which nucleation occurs is typically lower than the

resolution scale of FFT or FEM based full field simulations such that connections with

the atomistic structure of grain boundaries in terms of degrees of freedom and defect

content are missing. To overcome such limitations, probabilistic twinning models

accounting for the statistical nature of twin nucleation have been developed [17, 104].

Clearly these approaches rely on the gathering of rigorous statistical data from

experimental studies. In Capolungo et al. [29] and Beyerlein et al. [16], an automated

twin detection tool capable of detecting the presence and geometry of twins from

Electron Backscatter Diffraction (EBSD) measurements was used to that end. These

works clearly delineate a path towards both directly embedding experimental into

constitutive models and generating datasets for model validation. Yet, the studies were

limited to microstructures with relatively well organized twin structures and considered

only one twin mode at a time. Indeed, automatically extracting microstructural data

and twinning statistics such as grain size, grain orientation, number of twins per grain

or modes and variants of twins is particularly complex because of the diversity of

twinning modes, the multiplicity of certain twins and the complex morphologies one

can introduce following complex or arbitrary loading [91, 93].

1.6 Scope of the thesis

Focused on twinning in h.c.p. metals, the present PhD thesis is dedicated to the

study of internal stress development, the investigation and the quantification of the

relative contributions of parent/twin and twin/twin interactions on the mechanical

behavior and the microstructure evolution during deformation twinning. Particular
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attention will be drawn to magnesium and zirconium. The thesis is then organized in

the following manner:

Chapter 2 introduces a new micromechanical approach based on a double inclusion

topology and the use of the Tanaka-Mori theorem. A first elasto-static model in het-

erogeneous elastic media with eigenstrains is developed and applied to the case of first

and second generation twinning in a Mg single twinned grain. A second model, referred

to as the double-inclusion elasto-plastic self-consistent scheme (DI-EPSC), is then

derived. The DI-EPSC scheme consists of an extension of the first model to the case

of elasto-plastic media and polycrystalline materials. Applied to an initially extruded

Mg AZ31alloy, its predictions will be compared to those obtained by Clausen et al. [33].

Chapter 3 aims at introducing a new EBSD analysis software developed for au-

tomated twinning statistics extraction and based on graph theory and quaternion

algebra. Prior to presenting this new automated twin recognition tool, the chapter will

briefly describe scanning electron microscopes, give the historical perspectives of the

EBSD technique and review the basic concepts of electron diffraction and diffraction

pattern analysis.

Chapter 4 is dedicated to the identification of statistically representative data

associated to nucleation and growth of twins from three studies carried out from Mg

AZ31 alloy and pure Zr EBSD scans. The first two studies performed on Mg AZ31

alloy are focused on the determination and explanation of activation criteria for low

Schmid factor {101̄2} tensile twins and successive {101̄2}-{101̄2} double extension

twins. The last statistical analysis performed on Zr discusses the statistical relevance

of twin-twin junctions and their influence on nucleation and growth of twins.
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Finally, chapter 5 summarizes the main results of the presented work and presents

possible further developments and studies.
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CHAPTER II

STUDY OF THE INFLUENCE OF PARENT-TWIN

INTERACTIONS ON THE MECHANICAL BEHAVIOR

DURING TWIN GROWTH

The present chapter focuses on the influence of parent/twin interactions on the me-

chanical behavior of polycrystalline Mg. A numerically efficient mean-field Eshelbian

based micromechanical model is proposed to address the problem. The general idea

is based on the use of the Tanaka-Mori scheme [101,126] which is first extended to

the case of heterogeneous elasticity [66] and then further extended to the case of

elasto-plasticity [65]. Prior to that a few key foundations of Eshelbian micromechanics

are recalled [45].

The following convention is used throughout the rest of the paper. Fourth-order

tensors will be denoted with capital Latin characters, second-order tensors will be

denoted with Greek characters and vectors will be denoted with lower case Latin

characters. Einstein summation convention is used for the sake of brevity. Finally,

when contracted notations (e.g. ”:” denotes a doubly contracted product) are used,

non-scalar variables will be noted in bold. The symbol ”,” denotes a spatial derivative.

2.1 The inclusion problem

2.1.1 Field equations and thermodynamics

In pioneering work, Eshelby [45] analytically determined the local strain and stress

tensors in an inhomogeneous inclusion containing an eigenstrain and embedded in an

infinite elastic homogeneous medium (Figure 2.1). The temperature of the medium is
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assumed to be constant, i.e. there is no thermal strain. Dynamics effects and body

forces are neglected. Denoting r the position vector in the medium V, the equilibrium

condition without body force and acceleration is expressed as the divergence of the

Cauchy stress tensor denoted by σ:

∇.σ(r) = 0 (2.1)

The compatibility equation on the total distortion,β,is given by:

β(r) = ∇u(r) (2.2)

where u is the displacement vector. In the small deformation approximation, the total

strain and rotation tensors, respectively denoted with � and ω, are related to the total

distortion as follows:

β(r) = �(r) + ω(r) (2.3)

with,

�(r) =
1

2

�
∇u(r) +∇tu(r)

�
(2.4)

ω(r) =
1

2

�
∇u(r)−∇tu(r)

�
(2.5)

As previously mentioned, a spatially varying eigenstrain, denoted with superscript

*, is imposed in the medium. The eigenstrain is a non-elastic stress-free strain -as per

Eshelby- that can physically represent a phase transformation, a pre-strain, a thermal

strain and a strain [101]. In the small perturbation hypothesis, the total strain is

written as the sum of the elastic strain and of the eigenstrain.

�(r) = �
el(r) + �

∗(r) (2.6)
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Figure 2.1: Schematic representation of the original inclusion elastic problem containing
one ellipsoidal inclusion VΩ with prescribed eigenstrain �∗. The dashed lines of the
signify that the inclusion is embedded in an infinite elastic medium. The inclusion
and the matrix have the same elastic modulus C0.

In a linear elastic homogeneous medium, the constitutive relation is simply given

by:

σ(r) = C0 : [�(r)− �
∗(r)] (2.7)

where C0 is the homogeneous reference elastic modulus tensor.

The traction and displacement boundary conditions, on ∂Vσ and ∂Vu respectively,

are the following:

ud = (E+Ω) r (2.8)

td = σn (2.9)

where E and Ω represent the macroscopic strain and rotation tensors imposed to the

surface ∂Vu, respectively, and n is the vector normal to traction surface, ∂Vσ.
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Using the minor symmetry of the elastic modulus of h.c.p. materials and accounting

for strain compatibility, the constitutive equation can be written as follows:

σ(r) = C0 : [∇u(r)− �
∗(r)] (2.10)

After introducing the constitutive law into the balance equation, one obtains the

so-called Navier type equation for the homogeneous problem considered here:

C0 : ∇.∇u(r) + f∗(r) = 0 (2.11)

where f∗, representing the virtual body forces due to the incompatibility, �∗, is given

by:

f∗(r) = −C0 : ∇.�
∗(r) (2.12)

The static elastic Green’s function G∞
ij (r− r�) corresponds to the displacement at

point r in direction i due to the application of a unit body force applied at r� in the j

direction. Consequently, the solution for the present problem is the product of the

static Green function, G∞, and the virtual body force vector, f∗:

u(r) =

� ∞

−∞
G∞(r− r�)f∗(r�)dVr� (2.13)

The static elastic Green function satisfies the following equation:

C
0
ijklG

∞
km,lj(r− r�) + δimδ(r− r�) = 0 (2.14)

where δim is the kronecker symbol and δ(r − r�) the three-dimensional Dirac delta

function. Eq. 2.14 corresponds to the Navier equation after multiplying its terms by

the Green function, performing two integrations by parts and simplifying the resulting

equation by consideration of the boundary conditions [101].
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The Helmholtz free energy density, denoted Φ and corresponding to the portion of

the internal energy available for doing work in an isothermal process, is expressed as

an integral of the volume density of elastic energy, Wel, on the volume of the medium,

V [10,34].

Φ(E, �∗) =
1

2V

�

V

σ(r) : �el(r)dV (2.15)

After development and use of the Gauss theorem, the surface terms appear in the

expression of Φ :

Φ(E, �∗) =
1

2V

�

∂V

σ(r)u(r).ndS − 1

2V

�

V

σ(r) : �el(r)dV (2.16)

By considering the boundary conditions (Eqs. 2.8- 2.9), Φ becomes:

Φ(E, �∗) =
1

2V

�

∂Vσ

td.udS +
1

2V

�

∂Vu

σ(r)ud
.ndS − 1

2V

�

V

σ(r) : �∗(r)dV (2.17)

If only perturbation fields due to microstructural inhomogeneities fields are studied,

the internal part of the Helmholtz free energy density reduces to:

Φint = − 1

2V

�

V

σ(r) : �∗(r)dV (2.18)

2.1.2 Eshelby’s solution

The exact solution to this boundary problem is given by the Lippman-Schwinger-

Dyson's type integral equations [12, 39] recalled here:

�(r) = Ed +

� ∞

−∞
Γ∞,s(r− r�) : C0 : �∗(r�)dVr� (2.19)

where Γ∞,s corresponds to the symmetric modified Green tensor

Γ∞,s
ijkl(r− r�) = −1

2

�
G

∞
ik,jl(r− r�) +G

∞
jk,il(r− r�)

�
(2.20)
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Outside the inclusion, with volume VΩ, the eigenstrain tensor is null. Considering

a uniform eigenstrain tensor in VΩ, the integral equation becomes:

�(r) = Ed +

�

VΩ

Γ∞,s(r− r�)dVr� : C
0 : �∗ (2.21)

To simplify notations, uniform vectors or tensors are replaced by their values such

that one writes for example �∗(r) = �∗ when r ∈ VΩ. Finally, the exact solution of this

inclusion problem is given by:

�(r) = Ed +PVΩ(r) : C0 : �∗ (2.22)

where the fourth-order tensor PVΩ(r) denotes the so-called polarized Hill’s tensor. It

is expressed as the integral over the inclusion volume of the symmetric modified Green

tensor:

PVΩ(r) =

�

VΩ

Γ∞,s(r− r�)dVr� (2.23)

Similarly, the final expression of the rotation tensor ω is:

ω(r) = Ωd +

�

VΩ

Γ∞,a(r− r�)dVr� : C
0 : �∗ (2.24)

where Γ∞,a corresponds to the anti-symmetric modified Green tensor whose expression

is:

Γ∞,s
ijkl(r− r�) = −1

2

�
G

∞
ik,jl(r− r�)−G

∞
jk,il(r− r�)

�
(2.25)

Eshelby’s tensor, S0, is defined as the double dot product between Hill’s polarized

tensor and the fourth-order elastic stiffness tensor:

S0(r) = PVΩ(r) : C0 (2.26)
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The fourth-order tensor PVΩ(r) is uniform inside the inclusion Ω. As a result, S0,

� and σ are also uniform when r ∈ VΩ. The final expressions of the strain and stress

tensors, inside and outside the inclusion, result from the combined use of intermediary

results and newly-introduced notations:

• when r ∈ VΩ,

�(r) = Ed + S0 : �∗ (2.27)

σ(r) = C0 : Ed +C0 :
�
S0 − I

�
: �∗ (2.28)

• when r /∈ VΩ,

�(r) = Ed + S0(r) : �∗ (2.29)

σ(r) = C0 : Ed +C0 : S0(r)s : �∗ (2.30)

2.2 A generalized Tanaka-Mori scheme in heterogeneous
elastic media with plastic incompatibilities.

In this paragraph, a Lippman-Schwinger type equation is derived for microstructures

with heterogeneous elasticity (due to twin reorientation) and plastic incompatibilities

(eigenstrains due to the shearing in different types of twin domains). This is done by

generalizing the original work of Tanaka and Mori [101, 126], initially developed in

the case of homogeneous elasticity. This scheme aims at predicting the development

of internal stresses within twin and parent domains during the growth of first and

second-generation twins. The proposed method considers a static configuration for an
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elastic medium with eigenstrains. It allows computation of the values and evolutions

of internal stresses in a double inclusion of ellipsoidal shape -mimicking the geometry

of a twin domain contained in either a parent phase or a primary twin- with inclusion

shape, relative shape and volume fraction.

2.2.1 Elasto-static Tanaka-Mori scheme

2.2.1.1 Generalized Tanaka-Mori scheme

This sub-paragraph presents both the twinning topology considered and the key steps

in the derivation of a Generalized Tanaka-Mori scheme. Consider two ellipsoidal

inclusions V1 and V2 such that V1 ⊂ V2 with elastic moduli C1 in V1 and C2 in

the sub-domain V2 − V1 (Figure 2.2). Both inclusions are embedded in an infinite

matrix with reference elastic stiffness C0 and subjected to traction and displacement

boundary conditions.

Figure 2.2: Schematic representation of the heterogeneous elastic problem containing
two ellipsoidal inclusions V1 and V2 (with V1 ⊂ V2) with prescribed eigenstrains �∗1 and
�∗1 in sub-region V2 − V1 and distinct elastic moduli C1 in V1 and C2 (in sub-region
V2 − V1). The dashed lines mean that the two inclusions are embedded in an infinite
elastic medium with elastic modulus C0.
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Such a geometry can yield a geometrical representation of both the first generation

twin, i.e. volume V1 is null and volume V2 represents the first generation twin, and the

second-generation twin with V2 and V1 representing the first and second generation

twins, respectively. In order to represent the shear deformation induced by twinning,

two uniform eigenstrains, denoted with �∗1 and �∗2, are respectively introduced in

inclusion V1 and in the sub-region V2 − V1 (Figure 2.2).

Following the same steps as for the inclusion problem, the Navier type equation of

this heterogeneous multi-inclusion problem is:

C0 : ∇.∇u(r) + f∗(r) = 0 (2.31)

where the virtual body forces, represented by f ∗
i , result from both heterogeneous

elasticity and incompatibilities (eigenstrains), are expressed as follows:

f∗(r) = ∇.(δC(r) : �(r)−C(r) : �∗(r)) (2.32)

The new Lippman-Schwinger-Dyson's type integral equations are then:

�(r) = Ed −
�

V

Γ∞,s(r− r�) : [δC(r�) : �(r�)−C(r�) : �∗(r�)] dVr� (2.33)

ω(r) = Ωd −
�

V

Γ∞,a(r− r�) : [δC(r�) : �(r�)−C(r�) : �∗(r�)] dVr� (2.34)

θ1(r) and θ2(r) denote the characteristics functions associated to V1 and V2, respec-

tively. These functions are equal to the identity and null tensors inside and outside

their corresponding volumes, respectively. The heterogeneous elastic properties and

eigenstrains in the infinite body, V, can be expressed as spatially fluctuating fourth

and second-order tensors, C(r) and �∗(r), respectively:
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C(r) = C0 + δC(r) = C0 +
�
C1 −C2

�
θ1(r) +

�
C2 −C0

�
θ2(r) (2.35)

�
∗(r) =

�
�
∗1 − �

∗2�
θ1(r) + �

∗2
θ2(r) (2.36)

Replacing the spatially varying elastic modulus and eigenstrain tensors by their

expressions into the integral equation, one obtains the following expression of the

strain field anywhere in the volume:

�(r) = Ed −
�

V1

Γ∞,s(r− r�) :
��
C1 −C2

�
: �(r)−C1 : �∗1 +C2 : �∗2

�
dVr�

−
�

V2

Γ∞,s(r− r�) :
��
C2 −C0

�
: �(r�)−C2 : �∗2

�
dVr� (2.37)

Regardless of the respective shapes of both volumes, the strain field �(r) given by

Eq. 2.37 is not uniform. Exact solutions of Eq. 2.37 can be obtained via use of the

FFT method [99,100] or of high order polynomial expansion of �(r) [125]. To avoid

the numerical difficulty associated with solving exactly the integral equation, and to

proceed with realistic analytical derivations, the strains under the integral are assumed

to be equal to their averages over these volumes, i.e. �̄i = 1
Vi

�
Vi
�(r)dVr (with i = 1, 2).

�(r) = Ed −
�

V1

Γ∞,s(r− r�) :
��
C1 −C2

�
: �̄1 −C1 : �∗1 +C2 : �∗2

�
dVr�

−
�

V2

Γ∞,s(r− r�) :
��
C2 −C0

�
: �̄2 −C2 : �∗2

�
dVr� (2.38)

All uniform terms can then be extracted from the integrals.

�(r) = Ed −
�

V1

Γ∞,s(r− r�)dVr� :
��
C1 −C2

�
: �̄1 −C1 : �∗1 +C2 : �∗2

�

−
�

V2

Γ∞,s(r− r�)dVr� :
��
C2 −C0

�
: �̄2 −C2 : �∗2

�
(2.39)
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As with other mean-field models [33, 112], strain fields are supposed to be uniform

inside the inclusions and equal to their average values over these ellipsoidal volumes.

The average strain in the inclusion V1 is derived as follows:

�̄
1 = Ed − 1

V1

�

V1

�

V1

Γ∞,s(r− r�) :
��
C1 −C2

�
: �̄1 −C1 : �∗1 +C2 : �∗2

�
dVr�dVr

− 1

V1

�

V1

�

V2

Γ∞,s(r− r�) :
��
C2 −C0

�
: �̄2 −C2 : �∗2

�
dVr�dVr (2.40)

where
�
V1
Γ∞,s(r− r�)dVr� and

�
V2
Γ∞,s(r− r�)dVr� are uniform because V1 and V2 are

ellipsoidal inclusions and r ∈ V1 ⊂ V2 (following Eshelby [45]).

�̄
1 = Ed −

�

V1

Γ∞,s(r− r�)dVr� :
��
C1 −C2

�
: �̄1 −C1 : �∗1 +C2 : �∗2

�

−
�

V2

Γ∞,s(r− r�)dVr� :
��
C2 −C0

�
: �̄2 −C2 : �∗2

�
(2.41)

The average strain tensor in inclusion V2 is derived following the same procedure.

�̄
2 = Ed − 1

V2

�

V1

�

V1

Γ∞,s(r− r�) :
��
C1 −C2

�
: �̄1 −C1 : �∗1 +C2 : �∗2

�
dVr�dVr

− 1

V2

�

V2

�

V2

Γ∞,s(r− r�)dVr�dVr :
��
C2 −C0

�
: �̄2 −C2 : �∗2

�
(2.42)

Because V1 ∈ V2, the order of integration in the first term of the previous equation

can be changed according to the Tanaka-Mori theorem [101,126].

�̄
2 = Ed − 1

V2

�

V1

�

V2

Γ∞,s(r− r�)dVrdVr� :
��
C1 −C2

�
: �̄1 −C1 : �∗1 +C2 : �∗2

�

− 1

V2

�

V2

�

V2

Γ∞,s(r− r�) :
��
C2 −C0

�
: �̄2 −C2 : �∗2

�
dVr�dVr (2.43)

Considering the Eshelby’s result [45],
�
V2
Γ∞,s(r− r�)dVr� is uniform so that:
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�̄
2 = Ed − V1

V2

�

V2

Γ∞,s(r− r�)dVr :
��
C1 −C2

�
: �̄1 −C1 : �∗1 +C2 : �∗2

�

−
�

V2

Γ∞,s(r− r�)dVr :
��
C2 −C0

�
: �̄2 −C2 : �∗2

�
(2.44)

Similar to the inclusion problem, the following tensors PVi are defined from the

volume integral of the symmetrized modified Green function:

PVi(r) =

�

Vi

Γ∞,s(r− r�)dVr� (2.45)

with i=1,2.

Tensors Sj(Vi), with j = 0, 1, 2, are written as the double contracted product of

the PVi tensors with the stiffness tensors, Cj:

Sj
Vi

= PVi : Cj (2.46)

As the inclusion shapes considered here are all ellipsoidal, both PVi and Sj
Vi

are

uniform when r ∈ Vi. Clearly, the different tensors S
j
Vi

are to be considered as Eshelby

type tensors.

Consequently, the approximated average strain in the inclusion V1 is given by:

�̄
1 = Ed −

�
S1(V1)− S2(V1)

�
: �̄1 −

�
S2(V2)− S0(V2)

�
: �̄2 + S1(V1) : �

∗1

+
�
S2(V2)− S2(V1)

�
: �∗2 (2.47)

And the approximated average strain in the inclusion V2 is given by:

�̄
2 = Ed − V1

V2

�
S1(V2)− S2(V2)

�
: �̄1 −

�
S2(V2)− S0(V2)

�
: �̄2

+
V2 − V1

V2
S2(V2) : �

∗2 +
V1

V2
S1(V2) : �

∗1 (2.48)
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Evaluation of the average strain in sub-region V2 − V1 is of interest here. It can be

obtained from Eqs. 2.47 and 2.48 through the following relationship:

�̄
V2−V1 =

V2

V2 − V1
�̄
2 − V1

V2 − V1
�̄
1 (2.49)

Equations 2.47 and 2.48 consist of an extension of the Tanaka-Mori observation

to the case of a double- inclusion problem with heterogeneous elastic properties and

eigenstrains. Finally, the evaluation of the two unknown averaged strains within each

volume is obtained by solving the following system of equations:

�̄
1 = A1 : �̄1 +B : �̄2 +D1 (2.50)

�̄
2 = A2 : �̄1 +B : �̄2 +D2 (2.51)

with,

A1 = S2(V1)− S1(V1) (2.52)

B = S0(V2)− S2(V2) (2.53)

D1 = E+ S1(V1) : �
∗1 +

�
S2(V2)− S2(V1)

�
: �∗2 (2.54)

A2 =
V1

V2

�
S2(V2)− S1(V2)

�
(2.55)

D2 = E+
V1

V2
S1(V2) : �

∗1 +
V2 − V1

V2
S2(V2) : �

∗2 (2.56)
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Solutions of Eqs. 2.50 and 2.51 are given by:

�̄
1 = [I− (A1 +B : [A2 −A1 + I])]−1 : [B : (D2 −D1) +D1] (2.57)

�̄
2 = [A2 −A1 + I] : �̄1 +D2 −D1 (2.58)

Interestingly, the expression of Ai, B and Di, defined in Eqs. 2.52, 2.53, 2.54, 2.55

and 2.56 shows that the generalization of the Tanaka-Mori method introduces a

coupling between the averaged strain fields in each volume. Moreover, with the five

Sj(Vi) tensors introduced in Eq. 2.46, relative shape and volume fraction effects

between both inclusions can be predicted. Note that solution of Eq. 2.47 is not trivial,

as it requires inverting a general four-dimensional tensor. Tensors Sj(Vi) are obtained

by use of a Gauss-Lobatto integration of Greens tensors in the Fourier space. This

method is similar to that used in the viscoplastic self-consistent (VPSC) [86] and

elasto-plastic self-consistent (EPSC) [130] schemes.

Using Hooke's law, average stresses in V1 and V1 − V2 are given by:

σ̄
1 = C1 :

�
�̄
1 − �

∗1� (2.59)

σ̄
V2−V1 = C2 :

�
�
V2−V1 − �

∗2� (2.60)

The average stresses in V2 are given by:

σ̄
2 =

V1

V2
σ̄
1 +

V2 − V1

V2
σ̄
V2−V1 (2.61)

Finally, from Eqs. 2.18, 2.36, 2.59 and 2.61, the internal part of the Helmholtz free

energy per unit of volume is expressed with the averaged internal stresses in V1 and

V2 as follows:

44



Φint = −
�

V1

2V
σ̄
1 :

�
�
∗1 − �

∗2�+ V2

2V
σ̄
2 : �∗2

�
(2.62)

2.2.1.2 Relationship with the classical Eshelbys results and Nemat-Nasser and

Horis solutions

Considering the particular case of an elastically homogeneous medium such that

C1 = C2 = C0, Eq. 2.36 reduces to:

�̄
1 = Ed +

�

V1

Γ∞,s(r− r�)dVr� : C
1 : (�∗1 − �

∗2)

+

�

V2

Γ∞,s(r− r�)dVr� : C
0 : �∗2 (2.63)

Then, the average strains in V1 and V2 also reduce to:

�̄
1 = Ed + S0(V1) : �

∗1 +
�
S0(V2)− S0(V1)

�
: �∗2 (2.64)

�̄
2 = Ed +

V1

V2
S0(V2) :

�
�
∗1 − �

∗2�+ S0(V2) : �
∗2 (2.65)

where S0(Vi) = PVi : C0 are the elastic tensors associated with C0 and Vi.

As expected Eqs. 2.64 and 2.65 correspond to the first extension of the Tanaka-Mori

scheme observed by Hori and Nemat-Nasser [56] and Nemat-Nasser and Hori [103] .

Note that in the case of homogeneous elasticity, Eqs. 2.57 and 2.58 yield null values

for A1, A2 and B so that these equations become respectively Eqs. 2.64 and 2.65.

Similarly, if one considers the eigenstrain in V2 − V1 to be null, the average strain in

V1 reduces to Eshelby's solution to the inclusion problem:

�̄
1 = Ed + S0(V1) : �

∗1 (2.66)
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2.2.2 Application to first and second generation twinning in Magnesium

The local elastic stiffness tensors, associated to each inclusion/twin domain, are

related to that of medium ”0” by simple rotation operations. Note that, for the sake

of consistency, all calculations need to be performed in a reference coordinate system

chosen arbitrarily as that associated to the grain. As a result, the elastic moduli of

the inclusions, expressed in the reference coordinate system, are given by:

C
i
ijkl = C

0
mnpqR

i
imR

i
jnR

i
kpR

i
l q (2.67)

where j=1,2 and Ri is the rotation matrix representing the misorientation of the

inclusion ”i” (Figure 2.2). Note that these cumulative rotations may transform

transversely isotropic tensors into anisotropic tensors.

The elastic constants of Magnesium expressed in the crystal reference frame are

extracted from [74] and given, in GPa, by:

C0 =





59.4 25.6 21.4 0 0 0

25.6 59.5 21.4 0 0 0

21.4 21.4 61.6 0 0 0

0 0 0 16.4 0 0

0 0 0 0 16.4 0

0 0 0 0 0 16.9





2.2.2.1 Tensile twinning in pure Mg

Twinning on the {101̄2} planes is common to all h.c.p. materials. Because experimen-

tal measures of the development of internal strains within both a parent and a {101̄2}

twin phase are available for magnesium alloy AZ31 [5], the generalized Tanaka-Mori

method presented previously is applied to this problem. Therefore, the misorientation

between V2 − V1, representing the original parent crystal, and the unbounded body,
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Figure 2.3: Representation of the local coordinate system (e1, e2, e3) associated to the
{101̄1}- compressive twinning plane. The reference coordinate system (e1, e2, e3) asso-
ciated to the crystal structure and the crystallographic coordinate system (a1, a2, a3, c)
are also shown.

V is set to zero and the eigenstrain in the sub-region V2 − V1, �∗2, is equal to the

null tensor. In V1, a non-zero eigenstrain - only the shear components along the

axis e2 and e3 are non null - is prescribed in order to restore the twinning shear

for which the unit magnitude is equal to 0.131 according to [106] . Clearly, the use

of a homogeneous eigenstrain within the twin domain is an approximation of the

strain state within the twin domain since all the twinning shear strain is effectively

concentrated at the twin interface. Note that a similar approximation was made in

Lebensohn et al. [86] to study twin nucleation in anisotropic materials. The local

frame is associated to the twin domain: axis e1, is perpendicular to the twinning shear

direction, η1, and lies in the undistorted plane, K1, and axis e2, is parallel to the

twinning shear direction and lies too in the undistorted planeK1; the third axis, e3,

along which thickening occurs, is the cross product of the first axis with the second one.
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Figure 2.4: Representation of the local coordinate system (e1, e2, e3) associated with
the {101̄2}tensile twinning. The reference coordinate system (e1, e2, e3) associated to
the crystal structure and the crystallographic coordinate system (a1, a2, a3, c) are also
shown.

The effect of both twin and grain shapes on the average internal stresses within

each phase is studied first. In order to facilitate the understanding of relative shape

effects in each inclusion (i.e. the parent grain and the twin phase), axes 1 and 2 of

each ellipsoid have the same length. R denotes the aspect ratio of the ellipsoid length

along axis 1 divided by that along axis 3 which corresponds to the axis of thickening.

Therefore large values of R will denote flat ellipsoidal domains while R equal to 1

describes a perfectly spherical domain.

In order to isolate the effects of relative volume from the shape effects, the twin

volume fractions are arbitrarily fixed here to 2.5 and 5 percent and R is varied in both

the twin and parent domains. Figures 2.5a, 2.5b, 2.5c and 2.5d present the evolutions

of the resolved shear stress on the twin system in the twin ((a) and (c)) (i.e. V1) and

in the parent ((b) and (d)) (i.e. V2 − V1) domains, respectively, as a function of the
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ratio Rtwin. Simulations are repeated for several initial grain shapes described with

Rparent.

Figure 2.5 suggests several interesting shape effects. First, it is found, by com-

parison with the values of the resolved shear stresses (RSS) in the parent and twin

domains that for some grain and twin shapes, the approach can predict the stress

reversal, i.e. RSS of opposite signs in the twin and parent domain. This finding

is in qualitative agreement with that experimentally measured in Aydiner et al. [5].

3DXRD measurements showed that the difference in the RSS of the parent and twin

domains depends on the twin volume fraction. For small twin volume fractions a

stress reversal is observed. However, when the twin has reached a critical size the

stress reversal is no longer observed [5]. Interestingly it is found by comparison of

Figures 2.5a and 2.5b that the relative shape effect between the parent and twin

phases has a similar effect to that of the twin fraction discussed above. Namely, for a

given parent shape, described by Rparent, an increase in Rtwin (e.g. flattening of the

twin phase) leads to an increase in the resolved shear stress in the parent phase. Such

an increase can affect the sign of the RSS in the parent domain. As the RSS in the

twin domain remains negative the relative shape effect shown here reveals that the oc-

currence of a stress reversal depends on the relative shape of the twin and parent phases.

Second, as otherwise predicted by the elementary solution to the inclusion problem

proposed by Eshelby [45] and shown in Figure 2.5a, it is found that the parent grain

shape has no effect on the stress state within the twin phase. Furthermore, it is found

that at fixed relative volume fractions the magnitude of the RSS in the twin domain

decreases with an increase in Rtwin. In other words, internal stresses in the twin are

the lowest in magnitude for a flat ellipsoidal twin and the highest for a spherical one.

This is consistent with the experimentally observed twin shapes. Third, it is found
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that both the twin and grain shapes affect the stress state within the parent domain

but in opposite directions. Namely, while increasing Rtwin leads to an increase in

the stress state within the parent grain, the same effect is produced by a decrease

in Rparent. Note that the stress state within the twin phase is far more affected by

relative shape effects than that in the parent domain (Figure 2.5b). Note also that

the dependence is affected by the relative twin volume fraction.

Finally, comparing Figures 2.5a and 2.5c, corresponding to the two different twin

fractions, shows that twin volume fraction only affects the magnitude of the stress

states within each phase but not the trends associated with changes in the shape of

the twin and parent domains. With this, it is to be concluded that in the range of

twin fractions studied here, the orders of magnitude of the RSS in the parent and twin

domains are different from a factor ≈ 100, while experimental measures do not exhibit

such difference. It is to be expected that an elasto-plastic approach, as opposed to

the purely elastic accommodation method as proposed here, will limit the stress state

within the twin domains, as the magnitude of the elastic incompatibility could then

be accommodated by plastic deformation modes. However, this is out the scope of

the present work and will be the objective of a further study.

As experimental measures of back-stresses within the twin and parent domains

showed that their magnitude evolves during growth [5], it is desired here to fictitiously

and qualitatively reproduce growth of a twin in a parent grain by computing the

evolution of the RSS in both phases for a fixed grain shape, with Rparent = 3, and a

twin of increasing thickness. Initially, the twin is a flat ellipsoid with axes 1 and 2

such that the twin is spread on the entire surface available on the twin plane. Note

here that as opposed to the previous case the simultaneous effects of both the shape

and relative volume fraction effects are evaluated.
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(a) (b)

(c) (d)

Figure 2.5: (a and c) Mean internal stresses projected on the twinning plane in the
twinning shear direction in both the twin phase and the parent phase as functions
of Rtwin, (b and d) Influence of Rparent on the mean internal stresses of the parent
projected on the twinning plane. The twin volume fraction in the parent is 0.25 for
(a) and (b) and 0.05 for (c) and (d).

As shown in Figure 5, where symbols denote the experimentally measured RSS

on the twin domains (reported from [5]), substantial changes in the backstresses

are predicted during growth of the twin domain. However, since a purely elastic

accommodation is used here, the magnitude of the stress reversal predicted is much

larger than those measured at the level of plastic strains performed in Aydiner et al. [5].

On the contrary, as depicted in Figure 2.6, experimental measures indicate that the

magnitude of the back-stresses vary little with twin growth. Therefore it is suggested,

from comparison with experimental measures [5] that the elastic incompatibilities
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(evolving with twin shape and relative volume fraction effects) necessarily lead to an

increase in plastic accommodation, via slip, during twin growth. This is likely to have

a prominent role in the generation of the typically observed multi-lamellar twins, as

the sequential nucleation of new twin lamellae allows for accommodation of elastic

incompatibilities during twin growth.

Figure 2.6: Evolution of the mean internal stresses in both twin and parent phases
projected on the twinning plane as a function of twin volume fraction. Lines refer to
the model predictions while symbols denote measure data. The ellipsoid aspect ratio
for the parent, Rparent, is set to 3.

Figure 2.6 exhibits the evolution with twin volume fraction and at a given parent

geometry (Rparent = 3) of the internal stresses in the twin and parent domains. As

revealed by 3DXRD experiments and shown in Figure 2.5, the RSS in the parent

phase is of opposite sign, i.e. positive, with respect to that in the twin phase when

the twin volume fraction is small. In Figure 2.6, the change of sign occurs at a twin

volume fraction equal to 6% and Rtwin equal to 2.3. For a twin volume fraction equal

to 5%, and Rtwin and Rparent respectively equal to 2.3 and 3, Figure 2.5d shows that

the RSS in the parent domain is negative, whereas as shown in Figure 2.6 the RSS

in the parent domain reaches zero when the twin volume fraction reaches 6%. This
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observation underlines the consistency of the results presented in Figures 2.5 and 2.6.

The specificity of the present extension of the Tanaka-Mori scheme is the consid-

eration of heterogeneous elasticity, the effect of which is to be discussed here. As

discussed in the previous section, Nemat-Nasser and Hori [56,103] dealt with problems

in which two eigenstrains are placed in two overlapping inclusions. However, this

scheme is limited to homogeneous elasticity. Hence, comparison of the two schemes

allows for the investigation of the sole effect of elastic heterogeneity on the stress states

in both parent and twin domains. Let us recall that, in the case of first generation

twins, the eigenstrain in volume V2 − V1 is null. Consequently, the mean stresses in

the twin, obtained from the Hori and Nemat- Nasser schemes, correspond to Eshelby's

solution. In Figure 2.7, it is shown that elastic heterogeneity changes the trend of stress

evolution considerably. This effect is especially appreciable for the internal resolved

shear stress of the twin on the twinning plane. Indeed, one observes in Figure 2.7b

that the solution using homogeneous elasticity does not capture the experimentally

observed decrease of the RSS in the twin (Figure 2.6). However, Figure 2.7a shows

that for small twin volume fractions, the present model and the Nemat-Nasser scheme

display the same trend about mean internal stresses in the twin whereas, for larger

twin volume fractions, the influence of heterogeneous elasticity becomes important

and the two models evolve in opposite directions.

2.2.2.2 Second generation twinning in Mg alloys

Consider now the case of second-generation twinning in Magnesium AM 30 alloy. In

this alloy, six primary {101̄1} contraction twin variants can be activated in which six

secondary {101̄2} variants may also develop. Thus, 36 combinations of {101̄1}- {101̄2}

double twins are possible. For a fixed initial first generation twin variant, the number
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(a) (b)

Figure 2.7: Resolved shear stresses - projected on the twinning plane and twin shear
direction - of both the parent (a) and the twin (b) phases as functions of twin volume
fraction. Solid lines and dashed lines refer to the present model and to the Nemat-
Nasser and Hori’s double inclusion scheme for homogeneous elasticity, respectively.
The ellipsoid aspect ratio for the parent, Rparent, is set to 3.

of combinations reduces to six. The crystallographic aspects defining the six {101̄1}

-{101̄2} double twin variants considered are detailed in Table 1. The objective here is

to use the generalized Tanaka-Mori method developed previously to determine which

of the six possible second generation variants has the highest potential for growth. As

discussed in Martin et al. [92], and even if recent atomistic work by Wang et al. [137]

has shown a likely selection mechanism for second-generation twin nucleation, the

question of the growth of a nucleated double-twin has not been treated. For the sake

of consistency, the notations introduced in Martin et al. [92] are used. Therefore, the

six secondary twin variants considered are geometrically divided into 4 sets, i.e. A, B,

C and D. Moreover, C and D are divided respectively into two subsets C1, C2 and D1,

D2. For the sake of clarity, here the second-generation twin fraction refers to the ratio

of the volume of the second-generation twin over that of the first generation twin.

To reproduce the geometry and strains induced during secondary twinning, the

shape and the volume of the primary twin have been fixed such that Rprimary = 3 and

two eigenstrains, �∗1 and �∗2, are introduced in volumes V1 and V2 − V1, respectively.
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Table 2: The six {101̄1}-{101̄2} double twin variants

Double twin Angle-axis pair
Symmetry group Symmetry subgroup -

A - �12̄10� (37.5◦)
B - �12̄10� (30.1◦)
C C1 �73̄4̄2� (66.5◦)

C2 �4̄3̄72̄� (66.5◦)
D D1 �147̄7̄3� (69.9◦)

D2 �7̄7̄143̄� (69.9◦)

This allows the reproduction of an average sense of the effect of twinning shears in

secondary and primary twins. Additionally, the elastic compliance tensors between the

first and second generation twins are rotated by 86.87circ with respect to the twinning

plane to reproduce the geometrical effect of twinning (Figure 2.8). In order to study

the evolution of internal stress and Helmholtz free energy during second-generation

twin growth, an initially flat ellipsoidal second-generation twin, covering all the avail-

able surface on the twinning plane, is placed within the first generation twin and its

thickness is varied.

Figure 2.8: Schematic representation of the misorientation induced by first and
secondary generation twinning, denoted by 2β.
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Figure 2.9a presents the evolution of the RSS on the second-generation twin plane

in the twinning shear direction in the first generation twin domain as a function of

second-generation twin volume fraction and a function of the {101̄2} variant. Inter-

estingly, it is found that in the absence of an externally applied load, solely variants

A, B and D can grow within the primary twin, as their RSS values are positive. The

result found here is in agreement with the statistical treatment of EBSD scans of

Mg alloys detailed in Martin et al. [92], which revealed that mostly variant A and D

are observed. In addition, it is interesting to notice that the internal resolved shear

stress on variant A is larger than that of variant D when the second-generation twin

volume fraction exceeds two percent. Also, the internal resolved shear stresses of

variants A, B and D are not positive for all volume fractions, which indicates that for

each variant, the potential of growth is finite and does not only result from simple

geometrical consideration related to two overlapping ellipsoidal volumes. Variant A

can expand up to 13% volume fraction, whereas variants D1 and D2 are predicted to

reach a maximum volume fraction of 7% and 8%, respectively.

(a) (b)

Figure 2.9: Evolution of (a) the resolved shear stress of the secondary twin and of
(b) the internal part of the free energy density as a function of the secondary twin
volume fraction for each possible second-generation twin variant.
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Figure 2.9b presents the evolution of the Helmholtz energy density given by

Eq. 2.62 as a function of second-generation twin volume fraction. The simulations

are reproduced for the six different second-generation twin variants. In the case of

second-generation twins, one observes that variants D1 and D2 exhibit the lowest free

energy densities for small volume fractions. The free energy density of variant B is

always higher than that of variants A and D. Recall that from figure 2.9a it is found

that variants A, B and D are the most likely to grow. Interestingly, variants A and

D2 exhibit the largest slope (in absolute value) at the onset of secondary twinning.

These are thus expected to grow at a faster rate than variant D1. Indeed, when the

volume fraction increases, the free energy densities of the variants A and D2 decrease

at a faster rate in comparison with the other double twin variants. However, as stated

in the above, variant A can grow to larger volume fractions.

2.3 The Double Inclusion Elasto-Plastic Self-Consistent (DI-
EPSC) scheme.

Encouraged by the promising results obtained with the approach introduced in the

previous paragraph, the double inclusion elasto-plastic self-consistent scheme has

then been developed. It consists of an adaptation of the EPSC model [33, 130] to

consider the direct mechanical interaction between parent and twin phases during the

development of intra-granular twins. With reference to the experimental and modeling

results of Clausen et al. [33], the role of parent/twin interactions is examined especially

regarding the predictions of internal strains and stresses within twin domains. The

present section is organized as follows: in the first part is introduced the new double

inclusion elasto-plastic self-consistent (DI-EPSC) scheme. Concentration relations

for non-twinned grains, twin and parent domains are detailed and the single crystal

plasticity model is descibed; the second part is dedicated to the quantification of the

impact of the topological coupling between the twin and parent phases on model

predictions via the observation of latent effects induced by twinning and the comparison
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of results for an extruded and a randomly textured AZ31 alloy; finally, in the third

part, the authors show the influence of secondary slip on the material response and

focus on how to model the twin stress states at the onset of twinning, studying two

limit initial configurations where twins are either assumed to have the same stress

state as the parent domain or to be fully relaxed.

2.3.1 DI-EPSC model

The idea to be mathematically derived in the following is to distinguish those grains not

containing twins and those containing twin domains. In the self-consistent approach

the polycrystal is represented as an ensemble of inclusions (i.e. grains containing or

not containing twins) and the average strains and stresses within each domain are

obtained from solving a specific inclusion problem yielding a concentration rule that

relates the average local stress or strain fields to the macroscopic equivalents. Here in

the case of grains not containing twins, the inclusion is assumed to be embedded in

a homogeneous equivalent medium (HEM) with properties and mechanical response

corresponding to those of the polycrystal. Such concentration laws are similar to that

initially derived by Hill [53] and based on the work of Eshelby [45]. In the case of

grains containing twins, new concentration relations are derived based on a double

inclusion topology so called DI-EPSC in the following. Figure 2.10a presents the

current uncoupled approach [33] while figure 2.10b presents the new coupled one.

2.3.1.1 General equations

The fourth-order tensors Leff and Li denote the linearized tangent moduli of the HEM

and of a given phase ’i’ respectively. The latter may correspond to a non-twinned

grain ’c’, a twinned grain ’g’, a twin domain ’t’ and a parent one ’g-t’ associated with

’g’. The constitutive response of the HEM is thus given by:
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(a) (b)

Figure 2.10: Schematic representation of the elasto-plastic problem with twinning
corresponding respectively to the uncoupled [33] (a) and coupled (present) (b) for-
mulations. The dashed line signifies that inclusions Vt and Vg−t with tangent moduli
Lt and Lg−t are embedded in an equivalent homogeneous medium with a tangent
modulus Leff

Σ̇ = Leff : Ė (2.68)

where, Σ̇ and Ė are respectively the macroscopic stress and strain rate tensors

associated with the HEM. In similar fashion, the constitutive equation of crystal ’i’ is

expressed as follows:

σ̇i = Li : �̇i (2.69)

where, σ̇i and �̇i denote the stress rate and strain rate tensors of crystal ’i’, respectively.

Concentration tensors then provide a link between the local and global mean fields.

In the present formulation these are formally expressed as follows:

�̇i = Ai : Ė (2.70)

σ̇i = Bi : Σ̇ (2.71)

Here Ai and Bi denote the strain and stress concentration tensors. These will

be different whether or not the considered grain contains a twin domain. From
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homogeneous boundary conditions and average conditions, the overall mechanical

response of the material is obtained by enforcing macro homogeneity conditions:

Σ̇ =< σ̇i > (2.72)

Ė =< �̇i > (2.73)

Combining 2.72, 2.73 and 2.68, the overall tangent modulus is obtained self-

consistently as follows:

Leff =< Li : Ai
>:< Ai

>
−1 (2.74)

2.3.1.2 Integral equation

Considering spatial fluctuations of linearized tangent moduli denoted δL with respect

to a reference homogeneous medium denoted L0, the tangent modulus L decomposes

as follows:

L(r) = L0 + δL(r) (2.75)

At any point r within the volume, the local constitutive equation is given by:

˙σ(r) = L(r) : �̇(r) (2.76)

Upon introducing Eq. 2.75 into Eq. 2.76 and enforcing both static mechanical

equilibrium and compatibility of the total local strain, one obtains a Navier-type

equation for the heterogeneous medium:

∇.L0 : ∇su̇(r) + f∗(r) = 0 (2.77)

where, f∗ represents the body forces resulting from the heterogeneity within the

medium. ∇su̇ denotes the displacement gradient.
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f∗(r) = ∇.(δL(r) : �̇(r)) (2.78)

A solution to this boundary value problem is given by the Lippman-Schwinger-Dyson-

type integral equations. Following Lipinski and Berveiller [89], the strain field at any

material point of position vector r:

�̇(r) = Ė−
�

V

Γ∞,s(r− r�) : δL(r�) : �̇(r�)dVr� (2.79)

where Γ∞,s(r− r�) denotes the symmetric modified Green tensor, given by:

Γ∞,s
ijkl(r− r�) = −1

2
(G∞,s

ik,jl(r− r�) +G
∞,s
jk,il(r− r�)) (2.80)

2.3.1.3 Double inclusion geometry for twinned grains and mean field approxima-

tion

In the present case the geometry of the problem is as follows; the twinned grain,

embedded in the HEM, occupies a volume Vg that contains one single twin domain

with volume Vt (such that Vt ⊂ Vg). Therefore the parent volume is given by Vg − Vt .

The tangent moduli of the overall inclusion (i.e. twin and parent phase combined),

the twin domain and the parent domains are given by Lg, Lt and Lg−t, respectively.

Similarly, their volume fractions are denoted fg, ft and fg−t. Let us introduce the

characteristic functions θg(r) and θt(r) associated with Vg and Vt, respectively. These

functions are either equal to the identity or to the null tensor inside and outside their

corresponding volumes. Consequently, the spatially varying tangent modulus, δL(r),

can be expressed as:

δL(r) = (Lg−t − L0)θg(r) + (Lt − Lg−t)θt(r) (2.81)

Note here that solely the stiffness tensors Lt and Lg−t are accessible via the

constitutive law.
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Introducing Eq. 2.81 into Eq. 2.79 one obtains an integral expression of the local

strain increments:

�̇(r) = Ė−
�

Vg

Γ∞,s(r− r�) : (Lg−t−L0) : �̇(r�)dVr�−
�

Vt

Γ∞,s(r− r�) : (Lt−Lg−t) : �̇(r�)dVr�

(2.82)

Such expression can also be solved exactly via the use of Fast Fourier transforms,

or as proposed here can be approximated using the average strains in the different

domains like e.g. in Berveiller et al. [12]. The volume average strain increment,

denoted by �̇i, within a volume Vi (with i=g, g-t, t) is defined as:

�̇
i =

1

Vi

�

Vi

�̇(r)dVr (2.83)

Substituting the local strain increment by its expression (Eq. 2.82), the previously

defined volume average strain increment becomes:

�̇
i = Ė− 1

Vi

�

Vi

�

Vg

Γ∞,s(r− r�) : (Lg−t − L0) : �̇(r�)dVr�dVr

− 1

Vi

�

Vi

�

Vt

Γ∞,s(r− r�) : (Lt − Lg−t) : �̇(r�)dVr�dVr (2.84)

In the following, this last equation is applied to ’i’=’g’ or ’t’. Because Vt and Vg are

ellipsoidal and Vt ⊂ Vg, the order of integration in the computation of the averaged

strain increment fields can be inverted according to the Tanaka-Mori theorem [101,126].

In the present double inclusion topology, the strain increment �̇(r�) present in Eq. 2.82

interferes in subdomains ’t’ and ’g-t’ and is not uniform neither in Vg nor Vt even in

the case of ellipsoidal shape inclusions. However, an intuitive approximation used here

considers the mean fields �̇g and �̇t defined by Eq. 2.83 .

One can introduce tensors PVi as the integral of the symmetrized modified Green

function over volume Vi:
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PVi(r) =

�

Vi

Γ∞,s(r− r�)dVr� (2.85)

Similarly, let us introduce tensors Sj
Vi

as the double dot product of the PVi tensors

with the incremental stiffnesses Lj, with j=g, g-t, t, such that:

Sj
Vi

= PVi : Lj (2.86)

2.3.1.4 Self-consistent solutions for twinned grains

In the case of ellipsoidal inclusions, tensors PVi and Sj
Vi

are uniform when r ∈ Vi.

Note the similarity between the expression of the Sj
Vi

tensors and the Eshelby’s tensor.

Applying the self-consistent condition, i.e. L0 = Leff , the strain increment solutions

for the twin domains ’t’ and for the twinned grains ’g’ - that include both the twin

and the parent phases - are obtained as follows:

�̇
t = Ė−∆Sg−t

Vg
: �̇g −∆St

Vt
: �̇t (2.87)

�̇
g = Ė−∆Sg−t

Vg
: �̇g − ft

fg
∆St

Vg
: �̇t (2.88)

with,

∆Sg−t
Vg

= Sg−t
Vg

− Seff
Vg

(2.89)

∆St
Vt

= St
Vt

− Sg−t
Vt

(2.90)

∆St
Vg

= St
Vg

− Sg−t
Vg

(2.91)

After some algebraic manipulations with the systems of equations 2.87 and 2.88,

the concentration tensors in the twinned grains and in the twin domains, denoted Ag

and At respectively, can be written as:
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Ag =

�
I+∆Sg−t

Vg
− ft

fg
∆St

Vg
: (I+∆St

Vt
)−1 : ∆Sg−t

Vg

�−1

:

�
I− ft

fg
∆St

Vg
: (I+∆St

Vt
)−1

�

(2.92)

At =
�
(I+∆St

Vt
)−1 : (I−∆Sg−t

Vg
: Ag)

�
(2.93)

The average strain rate in the parent subdomains Vg − Vt is estimated here using

a simple averaging procedure:

�̇
g−t =

1

fg − ft

�
fgA

g − ftA
t
�
: Ė (2.94)

As a result, the associated concentration tensor, denoted Ag−t, is given by:

Ag−t =
1

fg − ft

�
fgA

g − ftA
t
�

(2.95)

2.3.1.5 Self-consistent solutions for non-twinned grains

In the case of non-twinned grains, tensors Ac and Bc are determined via use of Hill’s

classic self-consistent interaction law [53] :

σ̇c − Σ̇ = −Leff : (Sc−1 − I) : (�̇c − Ė) = −L∗,c : (�̇c − Ė) (2.96)

Here, Sc, denotes Eshelby’s tensor that depends on the grain shape and on the overall

instantaneous elasto-plastic stiffness. I, denotes the fourth-order identity tensor.

L∗,c is Hill’s constraint tensor [53]. After simplification, the expression of the strain

concentration tensor is given by the following equation:

Ac = (Lc + L∗,c)−1 : (Leff + L∗,c) (2.97)

It is noteworthy that setting ft = 0 in Eq. 2.92 allows to retrieve us Eq. 2.97.
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2.3.1.6 Single crystal constitutive model

The crystal plasticity constitutive model adopted here is based on Schmid’s law for

slip activity and on an extended Voce hardening law, which are briefly summarized in

the following. Given a deformation system ”s” (i.e. either slip or twin) of a phase ”i”

which may correspond to a non-twinned grain ”c”, a parent domain ”g-t” or a twin

domain ”t” and denoting ms the Schmidt tensor on system ”s”, the first consistency

condition simply states that plasticity could occur if the resolved shear stress (RSS)

on system ”s” is equal to a critical resolved shear stress (CRSS) denoted τ s as follows:

ms : σi = τ
s (2.98)

The second condition states the necessity for the system “s” to remain on the yield

surface during a deformation increment

ms : σ̇i = τ̇ s (2.99)

In addition, for any system ”s”, the plastic shear strain rate is necessarily positive.

γ̇s > 0 (2.100)

In the case of slip, a negative shear strain rate corresponds to a positive shear

strain rate on the opposite direction. Because twinning is considered as pseudo-slip,

twin nucleation is controlled by the three conditions presented previously (Eqs. 2.98,

2.99 and 2.100). Moreover, a twin forms with exactly the same hardening parameters

and variables (e.g. CRSS) as those of its parent domain. Then from purely kinematic

considerations, the twin volume fraction evolves as follows:

ḟ t =
γ̇t

s
(2.101)

where ḟ t denotes the twin volume fraction increment, γ̇t the shear strain increment
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on the twinning system of the parent phase and s the characteristic twinning shear

(s = 0.13).

Note that the topology newly introduced does not allow twin multiplicity. The

direct coupling between the parent and twin phases strongly decreases the damping and

stabilizing effect of the HEM. The new topology makes twin and parent internal states

and stiffnesses dependent on each other. Therefore, fulfilling consistency conditions

for both domains in the same iteration becomes more difficult.

Following the tangent linearization of the material constitutive equations [53,58,

130], the relation between the shear strain increment and the strain rate in crystal ”c”

is given by:

γ̇s = f s : �̇i (2.102)

where,

f s =
�

s�

(X−1)
ss�
ms� : Ci (2.103)

Cc is the elastic stiffness tensor and (X−1)ss
�
a square matrix with dimensions equal

to the square of the number of active systems in the grain ”c”. It is expressed as:

X
ss� = ms : Ci : ms� + V

s(Γ)hss� (2.104)

The Voce hardening law is of the form

τ
s = τ

s
0 + (τ s1 + θ

s
1)(1− exp(−θs0Γ

τ s1

)) (2.105)

And the hardening rate is given by:

τ̇ s =
�

s�

V
s(Γ)hss� ˙γs� (2.106)
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where V s(Γ) describes the hardening of slip system ”s” with accumulated plastic strain

Γ and hss� describes the latent interactions between the different deformation systems:

∆τ s

∆Γ
= V

s(Γ) = θ
s
1 + (θs0 − θ

s
1 +

θs0θ
s
1Γ

τ s1

)exp(−θs0Γ

τ s1

) (2.107)

τ s0 , τ
s
1 , θ

s
0 and θs1 are hardening parameters presented in the following section.

Finally, the instantaneous single crystal stiffness is given by the following formula:

Li = Ci : (I−
�

s

ms ⊗
�

s�

(X−1)
ss�
ms� : Ci) (2.108)

where the operator ⊗ is the tensor dyadic product.

2.3.1.7 Influence of initial twin stress state

From a modeling standpoint, the twinning transformation - inception and propagation

of the twin - occurs out of equilibrium and at very fast rate leading to acoustic emission.

It can thus be seen as an instantaneous process. From the physics standpoint, the

twin/parent interaction strongly affects internal states within the parent and twin

phases. Twin growth would tend to shear the parent domain in the twinning direction.

To model such a complex mechanism, two distinct assumptions can be considered.

In the first case, in order to respect both quasi-static stress equilibrium in twinned

grains before and after twin occurrence and overall stress equilibrium conditions, the

assumption consists of imposing the parent stress state as initial twin stress state.

Therefore, Cauchy stress tensor of parent and twin phases can be written, at the

inception of the twin, as follows:

σ
t = σ

g−t (2.109)

This assumption implies that stress in the parent is totally transmitted to the newly

formed twin without accommodation. In the present paper, it will be referred to as
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the ”unrelaxed initial twin stress state” estimate.

However, another assumption considers that twins initially behave like cracks (i.e.

total stress relaxation). In order to do so, we chose an elementary case in which the

twin is taken as stress free at inception. Mathematically, this corresponds to state in

which the Cauchy stress tensor of the twin phase is initially equal to the null tensor:

σ
t = 0 (2.110)

This assumption will be referred to as the ”relaxed initial twin stress state” estimate.

At the onset of twinning and only at that time step, such approach violates the global

equilibrium but minimizes the local energy. At the time step following nucleation,

stress equilibrium is naturally restored via use of the self-consistent scheme. In both

cases, the twin is assumed to behave elastically at nucleation. Therefore, Hooke's law

is used to relate the initial elastic twin strain tensor to the twin domain stress tensor,

which, under the assumption considered, is equal to either the parent domain stress

tensor or the null tensor. The initial total strain is then expressed as the sum of the

elastic twin strain and the plastic strain of the parent domain. Both approximations

results will be analyzed and discussed further in this chapter.

2.3.2 Computational flowchart

The computational flowchart shows how and when tangent moduli and concentration

tensors for non-twinned grains, twin and parent domains are numerically derived (see

figure 2.11). In figure 2.11, subscripts ”n” and ”n-1” indicate the ”self-consistency

conditions” loop iteration considered. At each time step, a macroscopic strain incre-

ment is imposed. In order to return the macroscopic stress increment and to calculate

the linearized tangent modulus of the HEM, the DI-EPSC code has to compute the

local tangent modulus, the stress and strain tensors in all grains. Consequently, it has

to deal with twinned and non-twinned grains.
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Figure 2.11: Computational flowchart of the DI-EPSC scheme

Consider first the case of a non-twinned grain. At the beginning of a given self-

consistent loop iteration, denoted by ”n” in the flowchart, all deformation systems

fulfilling the first consistency condition (Eq. 2.98) are flagged as potentially active;

Cauchy stress tensors used in Eq. 2.98 have been computed at the previous self-

consistent loop iteration, denoted by ”n-1”. From these potentially active systems,

the instantaneous grain tangent modulus is estimated using Eq. 2.108. The latter

is expressed as a function of the elastic stiffness tensor and the active slip systems.

Mathematically, the individual contribution of a slip system ”s” is represented by the

second-order tensor f s (Eq. 2.103) whose formula depends on the inverse of the reduced

square matrix X (Eq. 2.104), and hence on the Voce hardening rate, V (Eq. 2.107).
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The work of Hill [54] shows that to obtain a unique stress-rate corresponding to a

given strain-rate it is sufficient that the matrix V shss� be positive semi-definite and the

elastic stiffness tensor be positive definite. All latent and self-hardening coefficients

hss� are equal to 1. Therefore, the hardening matrix V shss� is not always symmetric,

but all its eigenvalues are positive or zero. However, it would have been physically

incorrect to ignore the slip anisotropy. In addition, we observed numerically that the

major symmetry of local tangent moduli is almost respected. Differences between sym-

metric non-diagonal components of tangent moduli greater than 1 MPa never exceeded

15.6%. Because the elastic stiffness tensor components are orders of magnitude larger

than any hardening rate V , the symmetry of the elastic stiffness tensor dominates

the tangent modulus. Then, internal strains and stresses are computed using the

Hill’s concentration relation (Eq. 2.97). The second consistency condition (Eq. 2.99)

associated with a positive shear strain increment condition (Eq. 2.100) allows us to

verify whether flagged systems are truly active. The tangent modulus, and the local

strain and stress increments are computed and checked again until the fulfillment of

these two conditions. The procedure used eliminates randomly one of the potentially

active systems and re-iterate the calculation, until either all the systems considered

give positive shear or until all have been eliminated, in which case the considered

phase is assumed to be elastic. The latter is the case when simulating unloading using

EPSC: in some grains the stress first slides back along the yield surface, unloading

plastic systems in succession, and eventually detaching from the yield surface. In other

grains it detaches at the start of unloading, and goes from plastic to elastic state in

one incremental step. Note here that, if the RSS exceeds the CRSS, the stress tensor

is proportionally scaled to put it on the yield surface. However, this situation occurs

very rarely. For non-twinned grains, there is no difference compared to the EPSC

algorithm developed by [130].
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Consider now the case of a twinned grain. The algorithm deals with parent and

twin domains separately. Choice is made here to compute first the tangent mod-

uli (Eq. 2.95) and stresses of the parent phases and then those of the twin phases

(Eq. 2.93). As a result, in the case of parent domains, one must use the tangent moduli

of the twin phases computed at the previous iteration. Such is not necessary when

dealing with twin domains. It is found that this approach improves convergence. Once

the computations on all grains have been performed, the overall tangent modulus

from which the self-consistency condition checks the convergence is calculated using

Eq. 2.74. The overall tangent modulus major symmetry is enforced numerically. If

the self-consistency condition is fulfilled, the DI-EPSC code returns the macroscopic

stress increment (Eq. 2.68).

2.3.3 Application to AZ31 alloy

2.3.3.1 Material parameters and initial textures

The AZ31 alloy studied here is composed of 3 wt% Al, 1 wt% Zn, with restrictions

on the transition impurities Fe, Ni and Cu. As shown in Figure 2.12, both initially

extruded and randomly textured materials are considered. Elastic constants, expressed

in the crystal reference frame with Voigt notation, are given, in GPA, by C11 = 59.75,

C22 = 59.74, C33 = 61.7, C12 = 23.24, C13 = 21.7, C44 = 16.39 and C66 = 18.25. In

Mg alloys, basal slip {0001} �2110�, prism slip {1010} �1210�, second-order pyramidal

slip {2112} �2113� and tensile twinning {1012} �1011� are potential active systems. As

shown previously, the present work uses an extended Voce law to describe hardening

evolution [33]. The hardening parameters used in the present simulations are the

same as those used in work by Clausen et al. [33] under the FIF assumption, which

consists of assigning a finite volume fraction to the twins at nucleation. All values and

parameters are presented in Table 3. In order to quantify the impact of the double
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inclusion topology, we did not re-fit hardening model parameters, and we removed the

”backstress” correction added by Clausen et al. [33] at twin inception. Moreover, all

latent hardening constants were assumed to be equal to 1.

Table 3: CRSS and hardening parameters used in Voce hardening rule

Initial twin Deformation τ0 τ1 θ0 θ1

fraction system (MPa) (MPa) (MPa) (MPa)

0.03 Basal 12 20 240 0

Prism 60 20 240 0

Pyramidal 100 117 2000 0

Tensile twin 60 0 0 0
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Figure 2.12: Initial textures of (a) the extruded alloy (with the extrusion axis at the
center of the pole figures) and (b) the randomly textured material
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2.3.3.2 Latent effects induced by twinning

The DI-EPSC scheme introduces a more realistic topology for twinning where twins

are directly embedded in parent domains. Note that latent is meant in a sense of

capturing the effect of plasticity in the parent phase on hardening and hardening rates

in the twin phase. All simulations presented in this paragraph consider the case of

the extruded alloy. Only the unrelaxed initial twin stress state estimate is used in

this section. Figure 2.13a shows the macroscopic response of the material, loaded

along its extrusion axis, obtained from mechanical loading, EPSC and DI-EPSC. The

experimental stress-strain curve is characteristic of twinning-dominated compression

with a plateau in the early stages of the deformation and then a progressive stress

increase as twins grow and slip occurs in the twins [102]. As parameters are not

fitted to the set of data, differences between experimental measures and macroscopic

predictions are to be expected. In spite of the different topologies, the macroscopic

stress-strain curves predicted by the DI-EPSC scheme and the EPSC scheme are

nearly identical. However, Figure 2.13b, which describes the evolution of the total

twin volume fraction in the polycrystal, reveals that the total twin volume fraction

predicted by DI-EPSC is lower than the total twin volume fraction predicted by EPSC.

Predicting similar overall mechanical response but different twin volume fractions

necessarily implies significant differences in the calculation of internal stresses and the

selection of active slip systems within the twin and parent domains.

Figure 2.14 presents slip and twinning system activities in both the parent and

twin domains as predicted with the current and extended EPSC schemes. In both

cases twinning occurs in the early stages of compression: at 1% strain, 80 % of

the total number of twins have been created. Before twins appear, basal slip is the

prevalent active slip system in the parent phase due to its low CRSS. Once twinning

is activated, the activity of basal slip within the parent phase decreases strongly while
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Figure 2.13: (a) comparison of macroscopic stress-strain curves from EPSC and DI-
EPSC with experimental diffraction data and (b) evolution of the total twin volume
fraction in the polycrystal.

prismatic slip followed by pyramidal slip are activated, consistent with predictions

of Capolungo et al. [28]. Regardless of the topology used (i.e. EPSC vs DI-EPSC),

similar responses in the parent phases are to be expected. Plasticity in the twin and

twin domains morphology do not significantly affect the average stress state within the

parent phase. Within the twin domains, though, the two approaches yield drastically

different predictions of the slip system activity. At strains lower than 1%, basal

slip is the predominant deformation mode in twins. This is to be expected as the

twin orientation combined with the imposed stress state favors basal slip activation.

However, as twins grow, the current model predicts that basal slip activity drops

in favor of pyramidal slip. In spite of a CRSS nearly two times greater than that

of prismatic slip CRSS and eight times that of basal slip CRSS, pyramidal slip is

extensively activated within the parent and twin phases.

Adapting the micromechanical scheme to twinning topology directly enforces the

twin/parent interaction and reveals another latent hardening effect that is generally

described by single crystal plasticity models. Indeed, in comparing resolved shear
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Figure 2.14: Averaged system activities within the parent and twin phases from (a)
EPSC and (b) DI-EPSC

stresses (RSS) projected on the twinning plane along twinning direction within twin

and parent phases of an arbitrarily chosen twinned grain, one observes that the new

DI-EPSC scheme predicts both a higher strain hardening rate and a higher RSS in the

twin than the EPSC scheme (Figure 2.15). With the choice of hardening parameters

associated with tensile twinning, hardening cannot occur on the twin system.

Although not shown here, the effect of grain morphology on slip system activities

was studied. From the pioneering work of Tanaka and Mori [126], it is known that

for homothetic inclusions, grain and twin shape have a negligible contribution. This

can be seen in Eqs. 2.92-2.93 in which the Eshelby type tensors introduce the relative

shape effects. When considering different parent and twin morphologies for twins

and parents, via the Eshelby-type tensors, it is found that twin shape does not affect

the stress state within the parent domains. However, it is found that ellipsoidal twin

shapes tend to marginally increase the stress level within the twin domains but do
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not affect the selected slip systems. At the onset of twinning, twin volume fractions

are too small for twin morphologies to influence internal stress and strain states. In

the early stages of twin growth, volume fraction effects have a significant effect on

local stress levels.
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Figure 2.15: RSS projected on the twinning plane in the twinning direction within the
parent and twin phases. (a) compares the DI-EPSC and EPSC results; (b) compares
internal stresses for different geometrical configurations for initially unrelaxed twins.
Axis length ratios for ellipsoidal shapes are a1/a2 = 1 and a1/a3 = 3.

Interestingly, the direct coupling between parent and twin phases leads to far more

scattered accumulated plastic strain distributions. Figure 2.16 shows both the total

shear strain in each single twin and parent domain and the averaged total shear strain

in the twin and parent domains as obtained from the DI-EPSC and the EPSC schemes.

It appears that the standard deviation of the distribution of total accumulated shear

strain in twin phases obtained from the new coupled approach is four times higher

than that obtained from the previous uncoupled approach. This phenomenon is more

visible in Figure 2.17, where total accumulated shear strain distributions derived from

the DI-EPSC scheme are less evenly distributed compared to those predicted by the

EPSC scheme. Bin size was optimized using the following formula: w = 3.49Xn−1/3,

where w denotes the bin width, X the standard deviation associated to total shear
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strains and n the number of twins. Note here that points corresponding to grains for

which numerical stability cannot be guaranteed shall be disregarded. Nonetheless the

predictions seem more representative, as they directly result from the concentration

relations (Eqs. 2.93-2.95). However, shown in black symbols, the averaged total shear

strains in twin domains seem to be insensitive to the new coupling, while the averaged

total shear strains in parent domains is slightly decreased. That is precisely why, in

spite of a higher strain hardening in twins and a smaller twinned volume, the DI-EPSC

scheme predicts a macroscopic stress-strain curve nearly identical to that obtained

from the EPSC scheme without the backtress correction.

2.3.3.3 Influence of initial texture

To test the coupling between the parent and twin phases in a more general way, i.e.

with a broader spectrum of active slip and twinning systems, the case of an initially

randomly textured AZ31 alloy is investigated. In this paragraph, we only consider

simulations regarding the unrelaxed initial twin stress state estimate. Figure 2.17 shows

that total shear strain distributions in twin phases derived from the DI-EPSC scheme

are centered around a few peaks while they are more evenly distributed when derived

from the EPSC scheme. The heavy centre of the DI-EPSC distributions is interpreted

as resulting from the orientation of parent domains, which was initially favorable to

an easy activation of twinning and secondary slip occurrence. As deformation occurs

and plasticity develops, parent grain configurations change, and therefore plastic

strain accommodation in the twin domains is affected as a direct result of the new

concentration laws. Although not shown here, the diversity of grain orientations limits

the number of parent grains favorably oriented for twinning and, hence, lowers the

total twin volume fraction in the case of an initially non-textured material. In addition,

Figure 2.16 reveals that initial texture has a marginal effect on the averaged total

accumulated plastic strain in twin and parent domains because secondary slip and
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Figure 2.16: Spread of total shear strains within the parent and twin phases from
(a) EPSC and (b) DI-EPSC for an extruded alloy (c) EPSC and (d) DI-EPSC for an
initially randomly textured alloy. Each cross represents the total shear strain for one
single grain.

plastic strain accommodation are controlled by criteria which are independent of the

initial texture. However, Figure 2.17 shows that plastic strain accommodation in both

the parent and twin phases depends on the parent-twin interaction.

Moreover, even with an initial random texture, pyramidal slip remains the pre-

dominant active slip system in twins, but it is significantly less present compared to

the first case with the extruded alloy (Figure 2.18).
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Figure 2.17: Total shear strain distributions in parent and twin domains at 4.5%
deformation obtained from (a) EPSC and (b) DI-EPSC in the case of the extruded
AZ31 alloy and from (c) EPSC and (d) DI-EPSC in the case of the initially randomly
textured AZ31 alloy.

2.3.3.4 Influence of initial twin stress state

Section 2.3.1.7 introduces the modeling challenges induced by twin inception and

presents the two approximations that are used throughout the paper. The present

section focuses now on analyzing and quantifying the influence of the initial twin

stress state on the mechanical response of an extruded AZ31 alloy.

The evolution of RSS projected on the twinning plane along the twinning direction

in the cases of initially relaxed and unrelaxed twins is shown in Figure 2.19. It reveals

that, with initially relaxed twins, the strain hardening rate in the twin predicted by

the DI-EPSC scheme is higher in the first 3% of deformation and then stabilizes at
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Figure 2.18: Averaged system activities within the parent and twin phases from (a)
EPSC and (b) DI-EPSC for an initially randomly textured material

a value close to the one observed with unrelaxed twins. However, the new coupled

approach predicts both a higher strain hardening rate and a higher strain hardening

in the twins regardless of the initial stress state of the twins. In addition, compari-

son with the predictions obtained from the EPSC model with initially relaxed and

unrelaxed twins shows that the strain hardening rate in the twin domains is not solely

controlled by the twin-parent interaction in the case of the DI-EPSC model or by

the twin-HEM interaction in the case of the EPSC model. Strain hardening rate

and, hence, hardening are strongly dependent on the considered initial twin stress

state. In parallel, the total twin volume fraction tends to increase with relaxed twins

(Figure 2.13b). As expected and shown in Figures 2.13a and 2.19, initially relaxed

twins lower both global and local stress levels that become closer to experimental ones.

In addition, the averaged pyramidal slip activity in each twin is significantly lowered

as compared to the stress equilibrated case (Figure 2.20).
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Note that imposing a null Cauchy stress tensor in the twin domain at the inception

of twin is a lower bound case. Another way to account for the stress accommodation

induced by twinning consists of using an eigenstrain, representative of that due to the

twinning shear, within the twin domain at the onset of twinning. However, considering

both twinning as pseudo-slip in the parent phase and twinning shear as an eigenstrain

within the twinning phase appears as mechanically redundant. Therefore an alternate

approach would impose the eigenstrain within the twin domain and considers only

slip as a deformation mechanism in the parent domain.
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Figure 2.19: RSS projected on the twinning plane in the twinning direction within
the parent and twin phases and obtained from the EPSC and DI-EPSC models for
both initially relaxed and unrelaxed twins.

2.4 Conclusion

A new double inclusion micromechanical approach, generalizing the original Tanaka-

Mori scheme, is introduced to study the evolution of internal stresses in both parent

and twins during twin growth in h.c.p materials. A first elasto-static scheme in

heterogeneous elastic media with plastic incompatibilities was derived. The model was
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Figure 2.20: Averaged system activities within the parent and twin phases from
DI-EPSC when twins are assumed to be initially totally relaxed

shown to reduce to the Nemat-Nasser and Hori scheme as well as to the elementary

inclusion problem of Eshelby in some peculiar situations (e.g. homogeneous elastic-

ity) and was first applied to the case of pure Mg to reproduce the average internal

resolved shear stresses in the parent and the twinning phases. While the first study is

limited to anisotropic elasticity with eigenstrains representing the twinning shears, it

is suggested that the magnitude of these backstresses is sufficient to induce plastic

deformation within twin domains. Moreover, a detailed analysis of the model shows

that the predominant effect on the magnitude and the direction of backstresses is

due to heterogeneous elasticity because of large induced misorientations between the

parent and the twin domains. It is also found here that the stress state within twin

domains is largely affected by the shape of the parent phase. Application of the model

to the case of second-generation twins showed that only three (i.e. A, B, D) of the six

tensile twins embedded in a compressive twin have a positive resolved shear stress
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on the twin plane. Two of those correspond to the most experimentally observed

variants. In addition, variants A and D2 were found to exhibit the largest elastic

energy decrease during secondary twin growth. Interestingly, it was also found that

variant A can also grow to larger volume fractions than variant D. Clearly, all results

shown here are limited to static configurations and neglect internal variable evolutions.

Nonetheless, it is suggested that application of the generalized Tanaka Mori scheme to

mean-field self-consistent methods shall yield more accurate predictions of the internal

state within twin domains for real polycrystalline hexagonal metals like magnesium

and associated alloys.

Then, a second study investigated evolution of internal stresses and strains and

plasticity within twin and parent domains of Mg alloys via a new double inclusion-based

elasto-plastic self-consistent scheme (DI-EPSC) that used the original Tanaka-Mori

result to derive new concentration relations that include average strains in twins and

twinned grains (double inclusions). Then, twinned and non-twinned grains are embed-

ded in an HEM with effective behavior determined in an implicit nonlinear iterative

self-consistent procedure (called ”DI-EPSC” model). Contrary to the existing EPSC

scheme which only considers single ellipsoidal inclusions, new localization relations ac-

count for a direct coupling between parent and twin phases. Using the same hardening

parameters as in [33], comparison between the EPSC, the DI-EPSC and experimental

data leads to three main results with respect to twinning and associated plasticity

mechanisms. First, it appears that, by introducing a new topology for twinning, latent

effects induced by twinning in the parent phases are capable of predicting the influence

of plasticity on hardening and hardening rates in the twin phases. Second, because

twins are now directly embedded in the parent phases, new concentration relations

lead to more scattered shear strain distributions in the twin phases. Twin stress states

are strongly controlled by the interaction with their associated parent domains. Third,

83



the study clearly shows the importance of appropriately considering the initial twin

stress state at twin inception.
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CHAPTER III

ELECTRON BACKSCATTER DIFFRACTION

TECHNIQUE AND AUTOMATED TWINNING

STATISTICS EXTRACTION

The Electron Backscatter Diffraction (EBSD) technique is based on the collection of

backscattered electrons and the indexing of Kikuchi diffraction patterns. EBSD scans

provide a profusion of information regarding the texture, presence of grain boundaries,

grain morphologies, nature and crystallographic orientation of the different phases

present in the material, etc. The EBSD technique is then particularly interesting

because it enables us to extract the possibility of extracting statistical information

about the microstructure and automatically compute metrics that can be used to

guide for models for example.

The present chapter introduces a new automated data collection numerical tool [107]

that uses EBSD scans to generate statistical connections between twin features,

microstructure and loading path. The first, second and third parts of this chapter

describe the SEM microscopes, the EBSD technique and the basic concepts of electron

diffraction and EBSD pattern analysis, respectively. The final section describes the

newly developed graph theory-based automated twin recognition technique for EBSD

analysis.

3.1 Brief description of Scanning Electron Microscopes

In a scanning electron microscope, a beam of high energy electrons, emitted by either

a thermoelectronic gun or a field emission gun (FEG), hits the sample. A system
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Figure 3.1: Philips XL 30 F Orientation Imaging Microscopy System at Los Alamos
National Laboratory, MST-6 (LANL web site).

of electromagnetic lenses, also referred to as condensers, and coils enable the user

to focus the beam and scan the whole surface of the sample. All incident electrons

have a quasi parallel trajectory. Although it depends on the voltage chosen (between

0.1 kV and 30 kV), the diameter of the incident beam does not exceed a few nanometers.

When incident electrons penetrate into the sample, they interact both elastically

(i.e. no energy loss) and inelastically with atoms and electrons present at or near the

surface. These interactions result in the emission of secondary electrons (SE) (i.e.,

electrons produced by inelastic interactions of high energy electrons with valence elec-

trons, causing the ejection of the electrons from their atomic orbitals), back-scattered

electrons (BSE) (i.e. electrons produced by elastic interaction of high energy beam

electrons with atom nuclei), characteristic X-rays and photons. Elastic scattering

consists of the deviation of the electron trajectory by the nucleus of an atom without

loss of energy. Because of the mass difference between the electron and the nucleus,

energy transfers are negligible; the energy loss induced by elastic scattering is smaller
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Figure 3.2: Chamber of a Scanning Electron Microscope.

than 1 eV. But the deviation angle is important. As a result, backscattered electrons

are assumed to have the same energy as beam electrons. It has also been shown

that the number of backscattered electrons increases with the atomic number, Z.

Depending on the input voltage and Z number, the penetration depth will vary from

a few nanometers to 20-30 nanometers.

In contrast, inelastic scattering induces a progressive loss of energy due to transfers

between high energy electrons and valence electrons belonging to the different atomic

orbitals of specimen atoms. These high energy electrons can either be incident beam

electrons, also called primary electrons, or back-scattered electrons. The excitation

and the ionization of the sample atoms result in the emission of secondary electrons

with low deviation angle and low energy (0-50 eV), X-rays, Auger electrons and

photons. Secondary electrons can also be produced after back-scattered electrons

strike pole pieces or other solid objects located in the vicinity of the sample. They

are emitted isotropically from the superficial layers of the specimen, e.g. the depth of

these layers can either be a few nanometers in the case of metals or 20-30 nm in the

case of non-conducting materials. The secondary emission yield, defined as the ratio of
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the secondary electrons to the number of primary electrons, increases when the energy,

i.e. the voltage, of the beam electrons decreases. Lower primary energies induce slower

incident electrons. Except for light atoms (Z<20), the second emission yield does not

vary with atom mass. However, the secondary emission yield has to be corrected, since

a signifiant part of the detected secondary electrons consists of backscattered electrons.

In addition, the ionization of atomic orbitals close to the nucleus triggers the emission

of characteristic X-rays and Auger electrons, as shown in Figure 3.3. Mechanisms

involved in the emission of X-rays and Auger electrons that consist in electronic

transitions between the ionized atomic orbital and external orbitals are aimed at

leading the atom toward its state of equilibrium. Energy levels associated with the

different types of electrons mentioned in this paragraph are graphically represented

in Figure 3.4. Therefore, any standard SEM includes a secondary electron detector.

However, it is common to equip scanning electron microscopes with back-scattered

electron detectors and X-ray spectrometers, as shown in Figure 3.2.

Figure 3.3: Schematic representation of signals resulting from the interaction between
primary electrons and atoms at or near the sample surface; R denotes the depth of
the interaction volume [148].
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Figure 3.4: Schematic representation of energy levels of electrons resulting from the
interaction between primary electrons and atoms at or near the sample surface [148].

Two types of electron guns exist, i.e. thermal electron guns and field emission guns.

The first ones use either a heated tungsten wire or a lanthanum hexaboride crystal.

Field emission guns can either be of the cold-cathode type using tungsten single

crystal emitters or the thermally assisted Schottky type (Figure 3.1) using emitters

made of zirconium oxide. While electrons are emitted from a tungsten thermal guns

with voltages between 10 kV and 30 kV, field emission guns are capable of producing

incident electron beams whose voltages are between about 0.1 kV and 30 kV. The

choice of the electron gun type has to be based on the nature of the materials studied.

The resolution of a microscope can be defined as its ability to distinguish and

separate very close ”objects”. Its resolution is altered by monochromatic and chromatic

aberrations resulting from the geometry and the variation of the refractive index of

lenses, respectively. In addition to aberrations, the resolution of an optical microscope

is limited by the diffraction of light. Therefore, the image of a point through a lens

is not another point but a diffracted disk, called Airy disk. The consequence of this
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phenomenon is that disks corresponding to the images of two distinct points may

overlap. Abbe’s theory states that the resolution limit of a microscope is proportional

to the incident wavelength and inversely proportional to the refractive index of the

medium. Consequently, decreasing the wavelength allows the resolution limit to

improve and, hence, allows users to observe finer details. Using X-rays would then be

ideal but they cannot be focused. However, it is possible to generate electron beams

whose wavelengths are of the same order of magnitude as X-rays. In both transmission

and scanning electron microscopes, electrons are focused by several electromagnetic

lenses.

3.2 Historical perspectives of the Electron Backscatter Diffrac-
tion Technique

Figure 3.5: Boersch (1937) Iron Kikuchi patterns [22, 148]

The origins of the EBSD technique date back to 1928 when Shoji Nishikawa and

Seishi Kikuchi pointed a beam of 50 keV electrons on a cleavage face of calcite, inclined

at 6◦ to the vertical [73, 105]. Backscattered electrons were collected on photographic

plates positioned perpendicular to the primary beam at 6.4 cm behind and in front

of the sample. Recorded patterns displayed black and white lines, as revealed by
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Figure 3.6: Image of a Kikuchi pattern obtained by using a phosphor screen and a
TV camera that illustrates the method developed by Venables [134] to locate the
pattern center. Elliptical black shapes correspond to the projected shadows of the
three spheres placed at the surface of the sample [148].

Figure 3.5. The existence of line pairs is due to multiple scattering and selective

reflection. Figure 3.5 shows iron Kikuchi patterns corresponding to experiments

performed by Boersch et al. in 1937 [22]. Boersch et al. [22] studied both transmission

and backscatter diffraction patterns obtained from a wide variety of polished, etched

and cleaved crystals such as NaCl, PbS, mica, quartz, etc. Both Boersch et al. [22]

and Alam et al. [4] used purpose-built vacuum chambers.

The first SEM commercial version, Stereoscan 1, was released by Cambridge In-

strument Company in 1965. Its development started in 1948 and was initiated by Sir

Oatley. About six months later, Jeol commercialized its first SEM. The commercial

releases of the first SEM incredibly boosted research on both diffraction and material

characterization resulting in three major discoveries in the decade following their

introduction on the market: selected area channeling (SACP) by Joy et al. [64] at
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Oxford University, Kossel diffraction by Biggin and Dingley [41] at Bristol University

and electron backscatter patterns (EBSP) by Venables and Harland [134] at the

University of Sussex. Note that EBS patterns are nothing else than Kikuchi patterns.

Venables and Harland [134] obtained them with a TV camera and phosphor screens.

Moreover, Venables [133] found an easy way to locate the pattern center, defined

as the shortest distance between the impact area where the electron beam hits the

sample and the phosphore screen. To do so, Venables placed three spheres on the

sample surface, whose projections appear elliptical on the pattern (Figure 3.6). The

intersection point of the three major axes corresponds to the pattern center. In 1984,

Dingley [40] developed and implemented an indexing algorithm capable of locating the

pattern center numerically. In 1987, the first indexing software, based on Dingley’s

code, was released by Link Analytical, now Oxford Instruments. Dingley’s model is

still used now by current EBSD systems.

Five years later, Krieger-Lassen, Conradsen and Juul-Jensen [79] used the Hough

transform, originally developed by Hough [57] in 1962 to track high energy particles,

to automatically detect and identify Kikuchi bands. The use of the Hough transform

allows the system to transform parallel bands into collections of points.

In 1993, Brent Adams [2], from Yale University, introduced the term ”Orientation

Imaging Microscopy” to describe the procedure that generates an orientation map.

The technique consists in representing pixels of similar orientation with an unique color.

Adams and Dingley founded TexSEM Laboratory, alias TSL, to release their EBSD

analysis system and chose Thermo Noran to distribute it. In 1999, EDAX purchased

TSL, depriving Thermo Noran of their EBSD analysis system. Thermo Noran turned

to Robert Schwarzer [80], from TU Clausthal, who developed its own system for

orientation and texture measurements, and Joe Michael and Richard Goehner [95],
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from Sandia National Laboratory. Joe Michael and Richard Goehner were amongst

the first to use EBSD for phase identification. There also existed another software,

very popular amongst geologists, released by HKL Technologies and based on the work

of Schmidt [116]. This software was widely used by scientists willing to study minerals

because it included very efficient low-symmetry indexing algorithms. In April 2005,

Oxford Instruments purchased HKL Technologies. Currently, both EDAX and Oxford

Instruments continue to develop and sell their own EBSD analysis software.

Figure 3.7: Example of EBSD orientation map showing the undeformed microstructure
of a high purity clock-rolled Zr specimen. Colors designate crystal orientations as
indicated by the unit triangle in the bottom right-hand corner. The software used to
generate this map is OIM Analysis [93].

3.3 Basic concepts of electron diffraction and diffraction
pattern analysis

Regarding the technique itself, at each measurement point, the electron beam hits the

sample surface, tilted about 70◦ with respect to the horizontal line and preliminarily

polished. Primary accelerated electrons are either transmitted or reflected by the

specimen atoms. The EBSD detector (Figures 3.2 and 3.8) collects low loss energy

backscattered electrons.
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Figure 3.8: Schematic representation of the chamber of a SEM equipped with an
EBSD detector. The abbreviation BSD stands for backscattered detector [148].

Modern EBSD detectors are usually made of a phosphor screen, a compact lens

to channel the electrons and low and high resolution CCD camera chips for fast

and slow measurements, respectively. The impact of electrons with the phosphor

screen produces light that is converted into an electric signal by the CCD camera

chips. The different Kikuchi bands and the pattern center are then identified by

using an optimized Hough transform and Dingley’s method, respectively. From the

pattern center and the Kikuchi bands, EBSP softwares are capable of identifying the

crystallographic structure and the orientation of the region struck by the beam. This

step is called indexing and will be repeated for each Kikuchi pattern recorded by the

CCD chips, i.e. for each measurement point. Note that samples are usually scanned

following a square or hexagonal grid.

Electron diffraction techniques rely on the principle of wave-particle duality asserted

by Louis de Broglie in 1925. According to this principle, a beam of accelerated electrons
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is a wave whose wavelength is proportional to the particle velocity. Wavelength and

velocity are related by the following expression

λ =
h

p
=

h√
2meV

(3.1)

where h denotes the Planck’s constant, i.e. 6, 626.10−34 J.s, p, the momentum of

electrons, V , the potential used to accelerate the beam, m, the mass of an electron,

i.e. 9.10938215.10−31 kg, and e, the elementary negative electric charge of an electron,

i.e. 1.6021765.10−19 coulombs. This equation is the fundamental relationship of wave

mechanics. In 1927, Davisson and Germer [38] verified de Broglie’s relationship by

observing diffracted electrons after a beam of 54 eV struck a single crystal of nickel.

Figure 3.9: Schematic representation of the Bragg’s condition

The Bragg’s condition for constructive interference is written as

2.dhkl.sinθ = n.λ (3.2)

with d, the distance between two successive lattice planes whose family plane Miller

indices are represented by (h, k,l) and n, an integer denoting the order of reflection.

As shown by Figure 3.9, the incident electron beam is diffracted at an angle 2θ. Thus

θ is also the angle between the incident beam and the lattice planes.
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Figure 3.10: Examples of Kikuchi patterns obtained from a h.c.p. material (Oxford
Instrument)

While incident primary electrons have a narrow range of energies and directions,

inelastic scattering undergone by backscattered electrons broadens the spectrum of

energies. Momentum changes caused by both elastic and inelastic scattering cause

electrons satisfying the Bragg’s condition to scatter in all directions. Therefore, for a

given plane {hkl}, electrons diffract in such a way that they form two cones located

on each side of the plane. These cones are named Kossel cones, and they are shown

by Figure 3.11. The projection of the two cones and the {hkl} plane on the viewing

screen consists of three lines. However, since more electrons are scattered forward

than sideways or backward, the projected line corresponding to the cone formed by

the electrons that scattered forwards appears brighter than the one corresponding

to the second cone. The ”bright” and ”dark” lines are referred to as the excess and

deficit lines (Figure 3.10). The spacing of the pair of Kikuchi lines, i.e. the pair of lines

formed by the excess and deficit lines, is the same as the spacing of the diffracted spots

from the same plane. However, the position of Kikuchi lines is strongly dependent on

the orientation of the specimen. Although not proved here, it can also be shown that

Kikuchi lines associated with planes {hkl} and {-h-k-l} are parallel. Because each

diffraction band represents a lattice plane, the intersections of these bands correspond

to zone axes. If more than two diffraction bands intersect at a single spot, the latter

is called a pole.
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Figure 3.11: Intersection of Kossel cones with the viewing screen [49]

The width of the diffraction bands appearing on EBS patterns, denoted by w, is

a function of both electron wavelength, λ, and the inter-planar spacing, dhkl, and is

then be expressed as

w = 2 sin−1 λ

dhkl
(3.3)

As shown by Figure 3.12, the width can also be determined experimentally from

two positions vectors, r and r�, extending from the pattern center (PC) and intersecting

the sides of the band at right angles:

w = tan
−1 r

�

z
− tan

−1 r

z
(3.4)

The angle between two bands can be computed directly from the phosphor screen

(Figure 3.14). Denote by O the area struck by the electron beam and by points P and R
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Figure 3.12: Diagram for calculation of bandwidth angle [141]

the two points belonging to the two different diffraction bands. Vectors (es1,e
s
2,e

s
3) and

(ec1,e
c
2,e

c
3) are basis vectors associated with the sample and crystal frames, respectively.

Consider unit plane normal vectors n1 and n2 expressed as follows in the specimen

frame

n1 =
�OP × �OQ

� �OP × �OQ�
(3.5)

n2 =
�OR× �OS

� �OR× �OS�
(3.6)

As a result, the inter-planar angle, γ, is equal to the arccosine of the scalar product

of the first and second unit plane normal vectors previously derived

γ = cos−1(n1.n2) (3.7)

The main output of any EBSD analysis software is the texture file providing

the lattice orientation associated with each pixel of the micrograph. A method for

computing the lattice orientation was proposed by Wright et al. [141] and relies on the
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Figure 3.13: Simplified and schematic representation of diffraction setup [141]

construction of a new set of vectors, (et1,e
t
2,e

t
3), expressed successively in the crystal

and sample frames. Defined relative to the sample, their expressions are

et,s1 = n1 (3.8)

et,s2 =
n1 × n2

�n1 × n2�
(3.9)

et,s3 = et,s1 × et,s2 (3.10)

In the crystal frame, their expressions become

et,c1 =
(hkl)1
�(hkl)1�

(3.11)

et,c2 =
(hkl)1 × (hkl)2
�(hkl)1 × (hkl)2�

(3.12)

et,c3 = et,c1 × et,c2 (3.13)
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where hi, ki and li with i = {1, 2} are Miller indices of the plane i.

The direction cosines, gij, specify the lattice orientation and are written as

gij = g
c
ijg

s
ij (3.14)

with,

g
c
ij = e

c
i .e

t,c
j (3.15)

g
s
ij = e

t,s
i .e

s
j (3.16)

The cosine value gij represents the rotation required to bring the coordinate frames

of the sample and of the crystal lattice in coincidence. However, computation of

cosine directions requires knowledge of the Miller indices corresponding to the differ-

ent Kikuchi lines. Prior to presenting one of the possible indexing procedures, it is

important and useful to introduce the reciprocal lattice.

The reciprocal lattice is a fictitious lattice consisting of the Fourier transform of

the direct lattice. Denote (u, v, w) and (u∗, v∗, w∗) the two sets of basis vectors

associated with the frames of the direct and reciprocal lattices, respectively. Therefore,

any direction vector d can be expressed by using Miller indices as follows

d = hu+ kv + lw (3.17)

Similarly, any direction vector passing through two nodes of the reciprocal lattices

can be written as

d = h ∗ u∗ + k ∗ v∗ + l ∗w∗ (3.18)

such that
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�d� =
1

dh�k�l�
(3.19)

Vectors u, v and w are related to vectors u∗ v∗, w∗ such that

u∗
.v = u∗

.w = v∗
.u = v∗

.w = w∗
.u = w∗

.v = 0 (3.20)

and

u.u∗ = v.v∗ = w.w∗ = 1 (3.21)

Consequently, metric and orientational relations existing between the direct and

reciprocal lattices are listed below:

- dimensions in the reciprocal lattice are equal to their inverse in the direct lattice;

- the direction vector
�
hkl

�
* is perpendicular to the plane (hkl);

- the direction vector
�
mnp

�
is perpendicular to the plane (mnp)*;

- dhkl =
1

�n∗
hkl�

;

- dmnp∗ =
1

�nmnp� .

The use of the reciprocal lattice simplifies many calculations such as, for example,

the computation of the angle Φ formed by two reticular planes represented by their

respective Miller indices (h1k1l1) and (h2k2l2) and expressed as

Φ = cos−1

�
n∗
h1k1l1 .n

∗
h2k2l2

�n∗
h1k1l1

�.�n∗
h2k2l2

�

�
(3.22)

The reciprocal lattice also enables an easy computation of the zone axis of two

intersecting planes. Its expression is given by the following relation

nmnp = n∗
h1k1l1 × n∗

h2k2l2 (3.23)

Moreover, each atom located within the interaction volume scatters incident

electrons. The intensity of diffracted electrons in a given direction results from the
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sum of destructive and non-destructive interferences which are functions of the number

of atoms, their nature and location. This dependence on the arrangement of the

different atoms composing the unit cell is expressed via a factor called shape factor

and usually denoted by F (hkl)

F (hkl) =
n�

j=1

fj exp
�
2πi(hxj + kyj + lzj)

�
(3.24)

where fj is the atomic diffusion factor of the j-th atom of coordinates (xj,yj,zj).

Therefore, the formula implies that a node in the reciprocal space does not exist if its

associated factor F is null. The diffraction intensity I(hkl) is strictly proportional to

the structure factor and can be written as

I(hkl) = κ.F (hkl) (3.25)

with κ a real constant.

Regarding the indexing of diffraction bands and spots, different methods exist

and depend whether the material structure is known or not by the experimentalist.

Assume for example a hexagonal crystal lattice. The procedure described hereafter

is named the triplet indexing technique, or more simply the triplet method, because

three vectors or three bands are used to obtain an unique orientation solution for

both diffraction spots and bands. The first step consists of measuring the distances

Dhkl between two diffraction spots symmetric with respect to the pattern center

O. Figure 3.14 shows that the distance Dh1k1l1 corresponds to the distance between

points P1(h1, k1, l1) and P �
1(−h1,−k1,−l1). Distances are then sorted by increasing

order. The second step is the computation of inter-reticular distances from previously

calculated distances that can be obtained by using the following formula
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dhkl =
2Zλ

Dhkl
(3.26)

Since the material is known, inter-reticular distances can be compared to values

listed in standard look-up tables with corresponding Miller indices, such as ASTM

tables.

Figure 3.14: Schematic representation of the triplet method for diffraction spot
indexing

In the third step, we ensure that points have been indexed consistently, i.e. Miller

indices of three diffraction spots P1(h1, k1, l1), P2(h2, k2, l2) and P3(h3, k3, l3) can be

related to each other such that h1 = h2 + h3, k1 = k2 + k3 and l1 = l2 + l3. Denoting

by v∗1 = �OP1, v∗2 = �OP2 and v∗3 = �OP3, the cosine directions g∗ij associated with

vectors v∗i and v∗j are expressed as

g∗ij =
v∗iv∗j

�v∗i��v∗j�
(3.27)

The zone axis, displayed with Miller indices
�
uvw

�
on Figure 3.14, can be derived

from the cross product of two of the three vectors v∗i with i = 1, 2, 3. The method
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to deal with diffraction bands is exactly the same. One computes the angle between

two bands. Knowing the structural data of the studied phase, angle values are then

compared to those of look-up tables of inter-planar spacings and corresponding Miller

indices. Theoretically, using only one triplet of bands is enough to obtain an unique

orientation solution. However, because of experimental uncertainties and the presence

of rogue bands, it is better to use multiple triplets.

3.4 A graph theory based automated twin recognition tech-
nique for Electron Back-Scatter Diffraction analysis

This section introduces a new EBSD data analysis and visualization software capable of

automatically identifying twins and of extracting statistical information pertaining to

the presence and geometrical features of twins in relationship with the microstructure.

Twin recognition is performed via the use of several graph and group structures.

Twin statistics and microstructural data are then classified and saved in a relational

database. Software results are all accessible and can be easily corrected, if necessary,

via the graphical user interface. Initially developed to identify twins in magnesium

and zirconium, the numerical tool’s architecture is such that only a minimum of

changes is required to analyze other materials, h.c.p. or not. The first part of the

section is dedicated to presenting and describing the method. The choice and the

evaluation of features of the graphical user interface, as well as the construction of a

relational database storing both microstructural information and twinning statistics,

are discussed in the second part of the section.

3.4.1 Euler angles, quaternion rotation representations and their appli-
cation to EBSD data

3.4.1.1 Euler angles and quaternion orientation and rotation representations

- Euler angles

For the sake of understanding, a few Algebraic concepts related to the definition
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of rotation operations are reviewed in what follows. An EBSD map can be seen

as an image, e.g. a square or hexagonal array of measurement points, where each

measurement point (or pixel) gives the crystal local orientation as a set of Euler angles

following the Z-X-Z convention, denoted by (φ1,Φ, φ2). Crystal orientation can be

obtained by applying the following rotation matrix to the basic crystal structure:

R(φ1,Φ, φ2) =





cosφ1 − sinφ1 0

sinφ1 cosφ1 0

0 0 1









1 0 0

0 cosΦ − sinΦ

0 sinΦ cosΦ









cosφ2 − sinφ2 0

sinφ2 cosφ2 0

0 0 1





(3.28)

From a transformation perspective, the matrix R, also more explicitly denoted

by Rw
c , corresponds to the transformation from the local crystal frame to the world

frame. Conversely, the transformation from the world to the crystal will be denoted

by Rc
w. The rotation matrix Rc

w transforms the vector vc, initially expressed in the

local crystal frame, into vw, expressed in the world frame as following: vw = Rc
wvc.

Matrix R is a representation of an element belonging to the algebraic group of 3D

rotations, also called the Special Orthogonal group of dimension 3, SO(3). This space

is a group in the algebraic sense, meaning that it supports a multiplication operator,

defines an inverse, i.e. the transpose of a rotation matrix, and a neutral element, i.e.

the identity matrix.

- Rodrigues’ formalism and quaternions

Other useful and well known representations of 3D rotations are the Rodrigues

vector and unit quaternions. The Rodrigues vector is a vector whose length is equal

to the amplitude of a given rotation and whose direction is the axis around which the

rotation is applied. Quaternions are a compact representation of a rotation of angle

θ around an axis v with 4 values (w, x, y, z) where w = cos θ
2 and (x, y, z) = v · sin θ

2 .
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By analogy with complex numbers, w is called the real part of the quaternion and

v the imaginary part. When working with rotations, unit quaternions are preferred,

i.e.
�

w2 + x2 + y2 + z2 = 1. The advantage of quaternions lies in the existence of a

multiplication operator allowing the group structure to be preserved while keeping

the representation compact. In computer graphics, quaternions are frequently used

because they allow an easy implementation of interpolated rotations between two

rotations [37]. Note that well-known formulae exist for conversion between rotation

matrices and quaternions.

In formal terms coming from differential geometry, extracting the Rodrigues

representation from a quaternion or a rotation matrix is referred to as using the

logarithmic map of the differential manifold. Recovering the quaternion from the

Rodrigues representation is the exponential map. Therefore, the relationship between

the Rodrigues vector, r, and its equivalent quaternion, q, can be written as follows:

r = log q and q = exp r (3.29)

As a result, the amplitude of the rotation q, denoted by θ, can be expressed as the

norm of log q: θ = �log q�.

- Metrics

The SO(3) group is not a vector space. As a consequence, the usual norm of

the Euclidean space R3 , i.e.
�

x2 + y2 + z2, does not apply. A more appropriate

norm consists in the amplitude of the rotation, θ. Therefore, the norm of a rotation

represented by its quaternion q is defined as

�q�so = � log q� (3.30)

Although the norm of a rotation is not directly used for EBSD map analysis, the

resulting distance leads to a unified definition of disorientation. Therefore, the distance
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between two rotations represented by q1 and q2 is denoted by:

d(q1, q2) =
��log

�
q
−1
1 · q2

��� = �q−1
1 · q2�so (3.31)

3.4.1.2 Application to EBSD data

An EBSD map can be seen as a set of orientations and coordinates since three Euler

angles are associated with each single pixel. In addition, the geometrical transfor-

mation induced by twinning is described via either the reflection of the lattice with

respect to a specific plane or the π radian rotation of the lattice with respect to a

given axis. As a result, quaternions and Rodrigues’ formalism suit well for EBSD

data processing, since they enable a relatively easy computation of disorientations,

recognition and classification of the different phases or domains of the map.

- Disorientation

Disorientation is defined as the orientation difference between two entities. These

entities can be grains, parent and/or twin phases or individual measurements. Consider

now the case of two measurements points, represented by their quaternions q1 = qc1w

and q2 = qc2w . Both quaternions q1 and q2 correspond to a rotation from the sample to

the local frames. The amplitude of the disorientation between these two measurements,

denoted by δ(q1, q2), can be expressed as d(q1, q2) = �q−1
1 · q2�so. However, the actual

disorientation consists in the rotation that needs to be applied to q1 to transform it

into q2.

δ(q1, q2) = q2 · q−1
1 = q

c2
w · (qc1w )−1 = q

c2
w · qwc1 = q

c2
c1 (3.32)

The advantage of such a notation lies in the fact that δ includes both the amplitude

and the axis of the rotation. The latter property will be particularly useful to recognize

and identify mode and system of twins.
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For the sake of consistency and taking advantage of quaternion properties, what

follows systematically identifies the smallest positive rotation transforming q1 into q2

when computing the disorientation δ(q1, q2). For example, if the real part of δ(q1, q2)

is negative, it implies that | θ2 | >
π
2 . In this case, δ(q1, q2) is then replaced by −δ(q1, q2)

which corresponds to a rotation around the same axis but with an angle equal to

θ + 2π. Note that the disorientation angle is now smaller than π in absolute value.

In addition, the disorientation can be made positive since a quaternion representing

a rotation of an angle θ around a vector v is equal to the quaternion corresponding

to a rotation of an angle −θ around −v. These two choices lead to an unambiguous

representation of quaternions that is helpful when comparing rotations to identify

twins.

However, the disorientation measure, δ, ignores crystal symmetries. The hexagonal

crystallographic structure is invariant by rotations around the c-axis by k
π
3 , k ∈ IN

and by π radian around any vector lying in the basal plane. Quaternions associated

with symmetries around the c-axis and vectors lying in the basal plane are denoted by

qx(k) and qz(k), respectively. They are expressed as follows:

qx(k) = exp (kπ�x) (3.33)

qz(k) = exp
�
k
π

3
�z

�
(3.34)

The set of possible disorientations between q1 and q2, denoted by ∆(q1, q2), is then

defined as:

∆(q1, q2) = {qz(j) · qx(i) · δ(q1, q2)}i=0...1,j=0...5 (3.35)

In the case of h.c.p. materials, ∆(q1, q2) contains 12 elements. The definition of the

disorientation quaternion, Diso(q1, q2), and its norm, �Diso(q1, q2)�so, results from

the definition of ∆(q1, q2). Their expressions are, respectively:
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Diso(q1, q2) = argmin
q∈∆(q1,q2)

�q�so (3.36)

�Diso(q1, q2)�so = min
q∈∆(q1,q2)

�q�so (3.37)

The symmetry around any vector lying in the basal plane allows the disorientation

with an angle θ greater than π/2 radian to be equivalent to a disorientation with an

angle equal to θ − π, smaller in magnitude. If θ − π is negative, the negative sign is

removed by considering the rotation of −(θ − π) around the opposite rotation vector.

Symmetries also imply that the norm of the disorientation quaternion, �Diso(q1, q2)�so,

is always in the range of 0 to π/2 radian.

- Classification of twinning relationships

As previously mentioned, a twin system can be completely defined by the indices

of either the twinning plane, K1, and η2 or the second invariant plane, K2, and the

twinning shear direction, η1. Planes K1 and K2 and vectors η1 and η2 are all invariant.

Also, as per Chapter 1, the lattice reorientation induced by twinning of the first and

second kinds can be described by a rotation of 180◦ about the normal to K1 and

the twinning shear direction, respectively. In the case of compound twins, these two

rotations can be used to obtain the twin orientation from the parent one. Two tensile

twinning modes, i.e {101̄2} and {112̄1}, referred to as tensile 1 or T1 and tensile 2 or

T2, respectively, and one compressive mode, i.e. {112̄2}, referred to as compressive 1

or C1, are observed in high-purity clock-rolled Zr samples loaded along the through

thickness and in-plane directions at 76K [67,69]. Although not observed in our dataset,

a second compressive mode, i.e. {101̄1}, referred to as compressive 2 or C2, may

appear. In Magnesium, only T1 and C2 are susceptible to nucleate and grow. T1, T2,

C1 and C2 twins observed in Zr and Mg are all compound twins. Table 4 lists some of

the twinning mode crystallographic properties such as twinning plane, disorientation
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(a) T1 - (101̄2) (b) T2 - (112̄1) (c) C1 - (112̄2) (d) C2 - (101̄1)

Figure 3.15: Schematic representation of twinning modes observed in Zr Mg. Twins
are represented via their twinning planes, K1.

angle, etc. The parameter γ denotes the c/a ratio, equal to 1.59 and 1.62 in Zr and Mg,

respectively. Figure 3.15 shows a graphical representation of one of the six possible

twin systems that can be activated for the four above mentioned twinning modes, .

Table 4: Twinning modes in Zr

Twinning Twinning plane Twinning direction Disorientation angle

mode K1 η1 δ (◦)

T1 {101̄2} <1̄011> 85.2

T2 {112̄1} < 1̄1̄26> 34.9

C1 {112̄2} <112̄3̄> 64.2

C2 {101̄1} <101̄2̄> 57.1

All twin modes considered correspond to compound twins [26]. As a result, the

lattice reorientation that they induce can either be described by a rotation of π radians

around the shear direction, η1, or by a rotation of π radians around the normal to

the twinning plane. In the case of h.c.p. structures, the expressions of disorientation

quaternions representative of twinning relationships can be indexed by k, such that

k ∈ [1, 6], and written as follows:
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q(k) = exp [π · �η(k)] (3.38)

with,

�η(k) =





cos [α(k)] cos [β]

sin [α(k)] cos [β]

sin [β]




(3.39)

where,

• α(k) = (k−1)π
3 − 5π

6 and β = arctan
�

γ√
3

�
for Tensile 1,

• α(k) = (k−3)π
3 and β = arctan 2γ for Tensile 2,

• α(k) = kπ
3 and β = − arctan γ for Compressive 1,

• α(k) = (k−1)π
3 + π

6 and β = − arctan
�

2γ√
3

�
for Compressive 2.

Identifying the mode and system of a twin consists in finding the closest object to

the disorientation qc2c1 existing between the parent and twin phases in T , defined as

the set of possible twinning relationships within a given threshold dmax:

τ = argmin
t∈T

δ
�
q
c2
c1 , t

�
such that

��δ
�
q
c2
c1 , t

���
so
< dmax (3.40)

The set T contains 24 and 12 elements in the case of Zr and Mg, respectively.

3.4.2 Identification of grains, parent and twin phases

In EBSD scans, non-twinned grains, parent and twin phases are contiguous areas with

a consistent orientation. Therefore, detecting grains and twins consists in identifying

and grouping contiguous and consistent areas. These operations will be performed

following an approach similar to the ”super-pixels” [48] technique based on graph

theory and commonly used in image analysis. The whole process of twin recognition
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and parent phase identification relies on one tool of graph theory, the extraction of

connected parts, used 5 times at different levels.

Mathematically, a graph G is a pair of sets (V,E) containing vertices and edges,

respectively. Two vertices are said to be connected when an edge links them. Vertices

are usually designated by integers. It implies that the edge (i, j) connects vertex i

to vertex j. A path between two vertices k and l corresponds to a sequence of edges

and vertices reaching k from l and reciprocally. In addition, a subset W ⊂ V is a

connected part of G if for all pairs of vertices (i, j), i ∈ W , j ∈ W , there exists a path

in G between i and j. Extracting connected components is a well known problem in

graph theory, for which efficient algorithms already exist [23]. The complexity of the

extraction of connected parts increases linearly with the number of vertices belonging

to the graph.

3.4.2.1 Segmentation of the EBSD map into connected parts of consisted orienta-

tions

B

C

A

D

A

B

C

D

E

F

Figure 3.16: Example of neighboring relationships encountered in EBSD data. On the
left, when measurement points form a square grid, the pixel represented by the black
disc has 4 neighbors represented by the white circles. On the right, when measurement
points form an hexagonal grid, each measurement has 6 neighbors.

The first step in the EBSD analysis consists in grouping all measurement points of

similar orientation into fragments. To this end, a first graph is built as follows: every

measurement point is considered as a vertex and an edge between two neighboring

pixels is created if the disorientation between them is smaller than a given threshold,
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Figure 3.17: Graph grouping measurement points of consistent orientation in connected
parts. The colored circles correspond to EBSD measurement points, with the Euler
angles mapped on the RGB cube. White lines represent edges whose thicknesses are
proportional to the weight, w. Twins appear clearly as areas delineated with black
borders for which the edge weight became negligible.

e.g. 5 degrees. In this graph, a fragment is a set of measurements that all share an

orientation similar to their neighbors, which is exactly the definition of a connected

component. The type of measurement grid, i.e. square or hexagonal (Figure 3.16),

affects the construction of the graph but does not have a significant influence on the

extraction of connected parts. Moreover, some measurement points located in a few

small areas exhibit a very low resolution, i.e. the software could not determine their

orientation. Then, a flood-filling algorithm [25] interpolates missing measurement

points and associates them with their closest connected parts. In addition, the

thickness with which edges appear on screen is characterized by a weight, w, whose

value depends on the likelihood of the disorientation, assuming a normal distribution:

w(q1, q2) = e
diso(q1,q2)

2

L2 (3.41)

where L is a threshold value. As a result, a smaller disorientation between two pixels

yields a stronger display of their mutual edge. The edge color indicates the nature of
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Figure 3.18: Graph grouping measurement points of consistent orientation in connected
parts with added twinning mode. Green and red edges indicate tensile and compressive
twinning relations, respectively.

the disorientation. For example, an edge between two points of similar orientation

appears in white. But as shown in Figure 3.18, disorientations corresponding to tensile

1 and compressive 1 twinning relationships are displayed in green and red, respectively.

- Grouping of connected parts into grains

The second step in the analysis of an EBSD map is to group connected fragments

of consistent orientation into grains. In a material free of twins or precipitates, this

step is trivial, since every fragment corresponds to a grain. However, when twinning

occurs, different configurations have to be considered. Figure 3.19 depicts the three

most typical twinning configurations observed in Zr scans. Therefore, a second graph,

referred to as the twinning graph, is generated at the level of connected fragments to

group them into grains. Vertices are now connected fragments, and edges link two

vertices in contact if the disorientation between them can be classified as a twinning

relation. A connected component in this graph is a set of fragments all linked by

known twinning relations. Hence, this set of fragments is very likely to be part of the
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same grain.

The construction of this graph relies on the measure of disorientation between two

components of consistent orientation, i.e. connected parts. Three hypotheses have

been taken into account to compute the disorientation between components:

• Measuring the disorientation along the connected part joint. This hypothesis

was discarded on the argument that the joint is the hardest part to measure

with the EBSD process and as such is the least reliable.

• Using the disorientation of the measurement at the barycenter of the connected

part. This is simple enough, but can be incorrect if the barycenter happens to

be a bad measurement spot, or even a point outside of the connected part if the

latter is non convex.

• Computing the average orientation across the connected part. This is computa-

tionally more expensive and sensitive to continuous changes of orientation across

the grain, but can be implemented in the most generic way.

The third hypothesis is the one chosen in the present work. However, because

SO(3) is not an Euclidean space, the closed-form expression of the average is incorrect.

Consequently, a specific algorithm, similar to the one computing average of quaternions,

is used to determine the average orientation of connected EBSD measurements.

Consider a set of n EBSD measurement points represented as quaternions qi, i = 1..n.

Assume that the initial average, m0 is equal to q1, i.e. m0 = q1. The average orientation

of a connected part is estimated iteratively by computing the following two equations:

ek =
1

n

n�

i=1

logDiso(mk, qi) (3.42)

mk+1 = mk · exp ek (3.43)

The iteration stops when �ek� reaches a given threshold (5.10−4 in our case). At

this step, mk corresponds to the best estimate of the connected part orientation. The
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construction of this second graph allows extraction of a significant amount of properties

such as twin modes, twin systems, twin boundary lengths, the list of neighbors for

each grain, the list of pixels belonging to grain borders, etc.

P

P2

P1

T

P
T

T

Figure 3.19: Three sample cases of twinning: on the left a single twin T in the middle
of its parent P; in the middle, a twin going across its parent and separating it into
two consistent part P1 and P2; on the right, a grain appearing as two consistent parts
next to each others.

- Identification of parent phases

In twinned grains, parent phases are composed of one or several connected parts, as

shown in Figure 3.19. Parent phases are then considered as sets of connected fragments

of consistent orientation. To build such sets of connected fragments, the software

generates a third graph over the EBSD map. Vertices are now connected fragments

and edges only link two connected fragments if they belong to the same grain and if

they have a low respective disorientation. By construction, a connected component

of this graph is a set of connected parts embedded in the same grain with consistent

orientation. By default, the parent phase is identified as the set of connected fragments

occupying the largest part of the grain. Figure 3.20 shows a raw output of the software.

- Detection of higher order twins

A higher order twin is defined as a twin embedded in another. For example, a

secondary and a tertiary twin corresponds to a twin that nucleated in a primary and

a secondary twin, respectively. Depending on the material, the loading path and the

loading history, secondary twinning may occur. For example, it has been observed

by Martin et al. [92] in Mg, and it appears on scans of Zr samples loaded along
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Figure 3.20: Automatic output for a Zr EBSD map. The sample was cut from a
high-purity clock-rolled Zr plate and loaded in compression along one of the in-plane
directions up to 5% strain [67]. Yellow borders mark the grain joints, brown borders
the twin joints. Green edges represent tensile 1 relation, magenta tensile 2, red
compressive 1 and blue compressive 2.

the through-thickness direction. Tertiary twinning is more unlikely and statistically

irrelevant. However, the software is still capable of identifying tertiary and higher

order twins if necessary.

The identification of higher order twins relies on the graph of connected fragments

used to build the grains. In this graph, a twin of order n has an edge (i.e. an

identifiable twinning relation) with an (n− 1)th-order twin (or parent if n− 1 = 0),

but no identifiable relation with (n− k)th-order twins, with k > 1. In Figure 3.23, this

occurs in the brown secondary twin (marked with a blue dot) embedded in the green

twin (marked with a yellow dot). Although the brown twin shares a boundary with

the parent, its disorientation with respect to the parent cannot be identified.

This definition of twinning order leads to a simple recursive implementation of

higher-order twins. To initialize the detection, all parent fragments are considered

to be of twinning order zero. Then, in order to build the n-th order twins, all the

nodes (i.e. fragments) with a twinning order strictly lower than n are removed from

the twinning graph as well as all edges having one of these nodes as extremity. The
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Figure 3.21: Same map as Figure 3.20, but with manual edition of 4 incorrect links.
The disabled links are displayed as thin edges.

connected components of the resulting graph are twins of order n, possibly containing

higher order twins. If such a connected component contains several fragments, groups

of consistent orientation are separated, and the parent phase, i.e. the n-th order twin

itself, is identified as being the largest one. Any fragment not part of the parent phase

will have a twinning order larger than n.

The result of this process can be seen in Figure 3.23 (right), where the gray

first-order twin (highlighted in cyan) has 3 secondary twins (in blue), one of which

has a ternary twin (in red). Obviously, this segmentation could be argued against and

one could consider that what is considered to be first-order twin is actually another

grain. Unfortunately, no quantitative method can be derived and used to make this

decision in such a case.

The indirect benefit of detecting and tagging higher order twins lies in the fact

that, because of their decreasing likelihood, they help the user to check the software

results more rapidly.

- The particular case of ”twin strips”

Sometimes, small twins appear as a strip of connected twins at the outcome of the
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Figure 3.22: Zoom on the map of Figure 3.20 to illustrate complex grain structures
recovered by our software. The dashed line is a disorientation relation that matches a
known relation (compressive 1) but is identified as irrelevant to the twinning process.

previous algorithm. This phenomenon occurs either when a very thin twin is separated

in small objects because of the low resolution of a few EBSD measurement points or

when a twin is divided into two parts by another twin. However, it is statistically

relevant to be able to count these connected twins, also called ”twin strips”, as single

twins. Two connected components are considered to belong to the same twin or twin

strip if they meet the following 5 conditions:

• They are in the same grain.

• They have the same orientation, or the disorientation between the average

orientation of both components is small. Typically, the same threshold is used

as the one used to build connected components.

• The twin’s ellipse main orientations (see sec. 3.4.2.2) are similar, for instance,

less than 5 degrees apart.

• The sum of the twin half-lengths is within 20% of the distance between their

centroid.
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Figure 3.23: Example of secondary and ternary twinning observed in an EBSD map of
a high-purity clock-rolled Zr sample loaded in compression along the through-thickness
direction up to 3% strain. This is shown using three different visualization modes (see
appendix A): raw mode (left), twinning editor mode (middle) and twinning statistics
mode (right). The parent grain is surrounded in yellow, first order twins appear in
cyan, secondary twins in blue and ternary or higher order twins in red.

• The vector linking their centroids diverges by less than a few degrees from the

twin’s ellipse main orientation.

From these conditions, a fifth graph is generated in all grains. Vertices are connected

fragments again, and edges link pairs of connected components fulfilling the previous

5 conditions. Consequently, the connected components with more than 1 vertex are

twin strips. Figure 3.24 gives an example of the type of reconstruction obtained with

this approach.

3.4.2.2 Examples of automatically extracted metrics and statistics

The following section illustrates the capabilities of the approach discussed above in

terms of exploitable metrics.

- Area and Perimeter

The area of connected parts, i.e. grains, twins, parent phases, is obtained by

multiplying the number of measurement points with the area corresponding to a single

pixel. The area associated with a measurement point depends on the step size and
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Figure 3.24: Zoomed-in EBSD map of a high-purity clock-rolled Zr sample loaded
in compression along one of the in-plane directions up to 10% strain. Left: detected
component with their ellipses and twin-strip links in magenta; right: reconstructed
complete twin.

the grid type (i.e., hexagonal or square).

Similarly, grain boundary length is estimated by multiplying the number of mea-

surement points located on the joint by the inter-measurement length.

- Grain Boundary Properties

Because the disorientations between every pair of measurement points or pair of

connected fragments are identified, classified and saved, many statistics, such as, for

example, grain boundary length and number of neighbors, are easily accessible and

stored in the output database.

- Convexity

Visual observation of EBSD maps suggests that every grain or twin seems to be

more or less convex. The degree of convexity of grains and twins can be quantified as

follows. First, the convex hull of the object of interest is built by building the convex

hull of all its joint points. The object can be either a grain or a twin. The convex
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hull is a convex polygon that encloses a set of 2D points1. The construction of the

convex hull can be performed in O(n log n). Computing the area of such a polygon is

a well defined geometric process. The degree of convexity can then be defined as the

ratio of the area of the object to the area of its corresponding convex hull. The ratio

is expected to be lower than 1 and the farther away from 1 it is, the less convex the

object is.

This measure of convexity was implemented to refine the grain detection by identi-

fying grains with a low convexity, trying to break edges in the connected fragment

graph and recomputing the convexity of the resulting grains. If the overall convexity is

improved, this edge is removed. Tests showed that this method is generally successful.

However, the current automatic grain extraction method combined with the graphical

user interface is efficient enough that we rarely require the use of this refinement step

in practice.

-Twin shape and ellipsicity

The length and the thickness of twins are computed by estimating the 2D covariance

of their constituent EBSD measurement points. The eigenvectors of the covariance

matrix indicate the main directions of the twin. The twin length is estimated to be

equal to four times the square-root of the largest eigenvalue of its covariance matrix,

and the twin thickness is assumed to be equal to 4 times the square-root of the smallest

eigenvalue. The orientation of the twin main axis is then given by the orientation

of the largest eigen vectors of its covariance matrix, using the C function atan2 for

instance.

Comparing the ellipse area with the actual twin area computed from the number

of measurement points contained in the twin allows estimation of the ellipsicity of

a twin, defined as its departure from an idealized ellipse. Figure 3.25 depicts these

1The concept also extends to higher dimensions
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ellipses and how this criterion can help to identify merged twins.

Figure 3.25: EBSD map of a high-purity clock-rolled Zr sample loaded in compression
along one of the in-plane directions up 10% strain. The top part shows the twinning
relation identified. The right caption displays ellipses fitted to twins. Red ellipses
correspond to low ellipsicity (below 70%). Low ellipsicity twins correspond here to
merged orthogonal twins.

3.4.3 Graphical User Interface and Data availability

3.4.3.1 Graphical User Interface

To provide a quick and direct access to a large choice of metrics and statistics

displayed on the EBSD map, the graphical user interface is aimed at allowing the user

to check and correct, if necessary, software results. Three types of situation require the

intervention of the user. First, because of the random distribution of disorientations

between neighboring grains, it is statistically very likely that, for a few grains per map,

the disorientation between adjacent grains matches a twinning relation. The user

has then the choice between either using the convexity option to refine the analysis

performed by the map or simply deactivate manually the edge linking the parent to

the mistaken twin. Second, in highly strained sample scans, orientation gradients can

be significant, and the disorientation between two connected parts may be above the
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threshold to be flagged as a twinning relation. In such a case, the user can manually

activate this twinning relation. Third, the parent is by default the largest connected

component of the grain. However, twin phases may occupy the largest part of the

grain and appear as the parent phase. Once again, this can be corrected manually by

the user. This feature will be particularly useful when dealing with highly strained Mg

samples. The result of such manual editions can be seen by comparing Figures 3.20

and 3.21.

3.4.3.2 Data availability
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Figure 3.26: Structure of the database used to store the EBSD analysis results. Boxes
are database tables, edges with numbers indicates relations and the n-arity of these
relations.

The analysis of an EBSD map generates a wealth of quantitative data about grains,

twins and parent phases. However, different studies will not use the same EBSD data

for the same purposes. This is why it is of primary importance to export data in a
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way that preserves all relations and does not make assumptions regarding what should

be stored or not.

To do so, the present software exports the data-structure extracted from the EBSD

map analysis to a SQL database with the structure described in Figure 3.26. In

practice, this is performed by using the SQLite library that implements a server-less

database stored inside a single file. The advantage of such a relational database lies in

the fact that it keeps all the information in a single file and allows the user to create

aggregated statistics with simple SQL requests, as shown hereafter with requests 1 and

3, shown in Appendix A. For example, Request 1 generates a table containing features

about twins, such as twinning modes (i.e. ”twinning”), twin systems (i.e. ”variant”),

twin area (i.e. ”area”), twin thickness (i.e. ”thicknesse), quaternions corresponding to

the average twin orientation (i.e. ”qx”, ”qy”, ”qz”, ”qw”), etc. Request 3 was used

to extract information about twin-twin junctions such as the modes and systems of

intersecting twins. This request relies on the view created by Request 1 to generate the

table containing twin characteristics. Matlab, C++ or Fortran codes can then process

the tables generated by the SQL requests in order to extract statistics of interest. For

example, the statistics about the influence of microstructure and twin-twin junctions

on nucleation and growth of twins presented in the next chapter were computed from

four tables only. Moreover, for the sake of keeping a record of experimental conditions,

the database also stores constants and parameters used to construct this particular

EBSD analysis.

3.5 Conclusion

In addition to a brief description of scanning electron microscopes, physical phenomena

observed with electron diffraction and existing EBSD pattern analysis techniques and

softwares, the present chapter introduces a new software for EBSD map automated
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analysis based on graph theory and quaternion algebra. Quaternions allow easy

computation of disorientations between pixels and areas of consistent orientation.

The subsequent use of graph and group structures allows grain identification, twin

recognition and statistics extraction.

The newly introduced software is distinguished from pre-existing commercial soft-

wares or academic codes by combining visualization with automated analysis of the

EBSD map. The built-in graphical user interface enables an immediate and direct

access to microstructural and twinning data such as orientation and size of twins and

grains, mode and system of twins, but also allows the user to correct or complete, if

necessary, the analysis performed by the software. In addition, all raw and processed

data are saved in a relational database. Consequently, all experimental parameters,

microstructural data and twinning statistics are easily accessible via SQL requests.

The database also enables users to quantify systematically the influence of a very

large number of parameters. The constructions of such a database makes a significant

difference compared to other pre-existing analysis tools.

Moreover, although the software was initially developed to perform statistical

analyses on Mg and Zr scans, it is not limited to these two h.c.p. metals. Its algorithm

is capable of identifying any twin occurring in h.c.p. materials on the condition that

the user properly defines the c/a ratio and the theoretical disorientation quaternions

corresponding to all potentially active twinning systems. For the analysis of other

crystallographic structures, the user has to adapt the cell characteristics and modify

the symmetry quaternions. For example, the authors are using the software for

martensite identification, whose the crystallographic structure is tetragonal, in TRIP

steels.
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CHAPTER IV

IDENTIFICATION OF STATISTICALLY

REPRESENTATIVE DATA ASSOCIATED TO

NUCLEATION AND GROWTH OF TWINS

The objective of the present chapter is to provide new statistically representative

data to establish relationships between the presence and size of twins and loading

conditions, texture, etc. As shown in Chapter 2, from the micromechanical standpoint,

one can -at the cost of relatively lengthy mathematical derivations- solve Eshelby

type problems for relatively complex topologies. Similarly, constitutive models can

be extended to reproduce the stochasticity associated with the nucleation of twins,

double twins, etc. However, prior to resorting to such developments it is necessary to

assess the statistical relevance of the phenomena to be modeled so as to distinguish

between first and second order phenomena. In the present chapter, it is the objective

to provide data by using the automated EBSD statistical analysis method presented

in Chapter 3 to make such distinctions.

The following three phenomena will be studied: (1) nucleation and growth of

”unlikely twins”, (2) double extension twinning and (3) twin-twin junctions. Here

”unlikely twins” refers to twin variants one would not expect to find in a given grain

owing to its relatively poor orientation with respect to loading conditions. Both in

the case of (1) and (2) current mean field models do not accurately reproduce these

processes. The question at stake is that of the necessity of addressing this shortcom-

ing. To this end a study will be performed on initially hot rolled AZ31 magnesium

alloy [122, 123]. Regarding (3), so far the literature on twin/twin interactions has
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remained quite limited; the objective is simply to assess whether twin-twin junctions

do affect the selection of variants, and, more importantly, whether these have an effect

at the macroscale on twin growth. This second study [67] will be performed on high

purity Zr, as this material readily allows for the nucleation of four twin modes.

The present chapter is then organized such that its first part is dedicated to the

formation of ”unlikely twins” with a first sub-section about low Schmid factor tensile

twins and a second one about successive double extension twins that can also be

considered as another type of ”unlikely twins”. The two studies of ”unlikely twins”

include experimental, statistical and modeling results. The last part of the chapter is

focused on the influence of microstructure and twin-twin junctions on the nucleation

and growth of twins in Zr.

4.1 Preliminary notations and considerations

Because EBSD scans do not provide access to local stresses before unloading and

sectioning, for classification purposes the geometric Schmid factors (SF) are com-

puted from the inner product of the symmetric Schmid tensor and the normalized

macroscopic stress tensor, such that �Σ�2 =
3�

i=1

3�
j=1

Σ2
ij = 1. In addition, similar

statistics using the macroscopic stress for computations of distributions can be pro-

duced from the use of either full-field or mean field models. The symmetric Schmid

tensor is defined as the symmetric part of the dyadic product between the Burgers

vector and the normal vector to the deformation plane. For each twinned grain, the

six possible twin variants of each twinning mode are classified in order of decreasing SF.

Low Schmid factor twins are here divided into two categories. The first type

consists of twins with a negative Schmid factor. A twin is said to be a low Schmid
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factor twin of the second type when its Schmid factor is positive but lower than or

equal to 0.3, and when the ratio of its Schmid factor to the highest twin variant

Schmid factor possible in the considered twinned grain is lower or equal to 0.6. This

ratio will be now referred to as the Schmid factor ratio.

4.2 Nucleation of ”unlikely twins”: low Schmid factor twins
and double twinning in AZ31 Mg alloy

4.2.1 Experimental set-up and testing conditions

The material used is initially hot-rolled AZ31 Mg with composition shown in table 5

and an initial grain size of 11.4 µm. The thick sheet was annealed at 400◦C for 2 hours

after rolling. Using XRD the initial pole figures of the material were measured. These

are shown in Figure 4.4 where all three {0001}, {21̄1̄0} and {101̄0} pole figures were

recorded prior to and after loading. For the sake of brevity, the abbreviations RD, TD,

and ND will stand for rolling, transverse and normal directions, respectively in the

remaining of this chapter. As expected, prior to compression basal poles are centered

around RD while the {101̄0} and {21̄1̄0} poles are axi-symmetrically distributed about

and perpendicular to RD. Using either a wheel saw or a diamond wire saw cubic

samples with 10 mm edge length were cut from the as received plate. The diamond

wire saw is preferred here, as it yields minimum changes on the microstructure during

the cutting process (i.e. in particular it minimizes the number of twins induced by

the cutting process).

Table 5: Chemical composition limits of AZ31B Mg alloy in wt%

Al Zn Mn Si Cu

2.5-3.5 0.7-1.3 0.2 min 0.05 max 0.05 max

Ca Fe Ni Others Mg

0.04 max 0.005 max 0.005 max 0.30 max balance
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(a) (b)

Figure 4.1: (a) Instron tensile-compression machine; (b) Compression test at room
temperature.

Two different testing conditions were defined to introduce low Schmid factor twins

and secondary extension twins. In the first case, uniaxial compression was performed

along the rolling direction up to 2.7% engineering strain. These tests were performed

at room temperature with a strain rate of 10−3 s−1 (Figure 4.1). Clearly, a compressive

load perpendicular to the basal poles is not expected to generate extension twins.

The second battery of tests aims to introduce, in a sequential fashion, {101̄2}-

{101̄2} double extension twins. To this end samples were subjected to more complex

loading conditions. Three scenarios were considered; three cubes were compressed

along the rolling direction up to 1.8% strain; three cubes were compressed along the

transverse direction up to 1.8% strain and three cubes were compressed first along the

rolling direction up to 1.8% strain and then compressed along the transverse direction

up to 1.3% strain. Here too, the imposed strain rate was set to 10−3 s−1 (Figure 4.1).

Table 16 lists all test cases considered. It is expected here that the first loading path
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should initiate twinning and that the following compression enables the nucleation of

secondary tensile twins.

Table 6: Description of loading conditions

Sample Label Loading Direction Strain Rate Temperature

(/s) (K)

RD1 RD 0.001 25

RD2 RD 0.001 25

RD3 RD 0.001 25

TD2 TD 0.001 25

ND2 ND 0.001 75

ND3 ND 0.001 75

ND5 ND 0.1 25

ND6 ND 0.1 25

RD1TD1 RD thenTD 0.001 25

RD2TD2 RD thenTD 0.001 25

RD3TD3 RD thenTD 0.001 25

All tests were performed on the Instron 5985 floor testing machine shown in

Figure 4.1. Its has a load capacity of 250 kN and a 1430 mm vertical test space.

Tests were controlled with the software Bluehill III, and two LVDT capacitive sensors

were used to measure displacement to an accuracy 0.4 µm. In Figure 4.1b, the two

cylindrical devices correspond to the LVDT sensors, placed on each side of the cubic

specimen and protected by three screws. In addition, teflon tape was used to minimize

the effect of surface friction. As detailed in appendix B, the machine stiffness was

systematically taken into account.
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Following each compression, the samples were sectioned perpendicularly to the

loading direction for microstructure analysis within the bulk. Sectioned faces were

ground using SiC papers with grits from 2400 to 4000, and then were electrolytically

polished in an electrolyte of 62.5% phosphoric acid and 37.5% ethanol at 3V for 30

seconds and then at 1.5V for 2 minutes at -15◦C. A JEOL 6500F FEG SEM equipped

with Channel 5 Analysis was used for EBSD measurements. Samples were scanned

using a square grid with a step size of 0.1 µm and 0.3 µm for the first and second

statistical analyses, respectively .

4.2.2 Mechanical behavior and microstructure evolutions

Figures 4.2 and 4.3 show the macroscopic stress-strain curves corresponding to speci-

mens loaded in compression along RD, TD, ND and in compression along RD, followed

by a second compression along TD. For compressions along RD and TD, the yield

stress was approximately equal to 70 MPa. The inflection observed in the plastic

region of the curves is typical of the activation of {101̄2} tensile twins. As revealed by

Proust et al. [111], the two deformation modes active in the matrix are basal slip and

tensile twinning, with twinning increasing its contribution until about 3% strain while

the basal slip activity decreases. At 5% strain, the total twinned volume is expected

to occupy about 70% of the material volume.

This result is consistent with initial pole figures, showing that the initial texture

of the material is not optimal for twinning activation when compressed along ND.

Figure 4.3 reveals that after a first compression along RD the yield stress associated

with compression along TD is no longer 70 MPa but approximately 115 MPa. Such

a change can be explained by the presence of twin boundaries formed during the

first compression, which act as barriers and prevent the glide of dislocations. Recent

discrete dislocation dynamics simulations performed by Fan et al. [46] revealed that
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twin boundaries induce a stronger hardening than grain boundaries.

After uni-axial compression along TD and RD, basal poles move from the normal

direction to the transverse and rolling directions, respectively. This texture change is

due to the activation of tensile twinning, which induces a reorientation of the crystal

lattice by 86.6◦. As a result, a first compression along RD followed by a second compres-

sion along TD is expected to produce successive {101̄2}-{101̄2} double extension twins.

Similarly, Figure 4.5 displays EBSD micrographs prior to compression, after com-

pression along RD, and after compression along RD followed by a second compression

along the TD.

4.2.3 Low Schmid factor {101̄2} tensile twins

In this first study [122], a new type of selection criteria for low Schmid factor tensile

twin variants based on strain compatibility considerations is proposed. The distinction

is also made between tensile twins of groups 1 and 2, defined as twins intersecting the

grain boundary and twins constituting a pair of cross-boundary twins, respectively.

The grain-by-grain analysis of 844 grains containing 2046 twins revealed that the

Schmid factors of all twins range from -0.09 to a maximum value of 0.5. Twins with a

negative Schmid factor represent 0.6% of all twins. Twins with a Schmid factor lower

than 0.3 represent 23.4% of the total twin population. According to the definitions

presented in the preliminary section, 127 twins can be deemed low SF twins, i.e. 26.6%

of twins with a Schmid factor lower than 0.3 and 6.2% of all twins. As a result, low

Schmid factor twins represent 6.8% of the total twin population. In addition, all

twinned grains contain between 1 and 4 different twin variants. Twinned grains with 1,

2, 3 or 4 variants represent 62.6%, 30.3% and 7.1% of all twinned grains, respectively.

133



!"

#!"

$!"

%!"

&!"

'!!"

'#!"

(!)!'" !" !)!'" !)!#" !)!*" !)!$"

+,
-.
,/

/0
.,
-"
12
0/
33
"45

67
8"

+,-.,//0.,-"1207.,"

9:';"<+=<2>!?!!'=3)"@>#A&B"

9:#;"<+=<2>!?!!'=3)"@>#A&B"

9:*;"<+=<2>!?!!'=3)"@>#A&B"

(a)

!"

#!"

$!"

%!"

&!"

'!!"

'#!"

'$!"

(!)!'" !" !)!'" !)!#" !)!*" !)!$"

+,
-.
,/

/0
.,
-"
12
0/
33
"45

67
8"

+,-.,//0.,-"1207.,"

9:#;"<+=<2>!?!!'=3)"9>#@&A"

(b)

!"

#!"

$!!"

$#!"

%!!"

%#!"

&!!"

'!(!$" !" !(!$" !(!%" !(!&" !(!)" !(!#"

*+
,-
+.

./
-+
,"
01
/.
22
"34

56
7"

*+,-+../-+,"01/6-+"

89%:";*<;1=!>!!$<2("?=&)@A"

89&:";*<;1=!>!!$<2("?=&)@A"

89#:";*<;1=!>$<2("?=%B@A"

89C:";*<;1=!>$<2("?=%B@A"

(c)

Figure 4.2: Macroscopic stress-strain curves of specimens monotonically loaded in
compression along RD (a), along TD (b) and along ND (c) at different temperatures
and strain rates.
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Figure 4.3: Macroscopic stress-strain curves of specimens loaded in compression along
the rolling direction followed by a second compression along the transverse direction.

The analysis of twin Schmid factor revealed that the proportion of low Schmid factor

per twinned grain increases with the number of activated twin variants. This was

expected considering the second criterion defining a low positive Schmid factor.

As twinning participates significantly in plastic deformation, the relative contri-

bution of twinning shears to the macroscopic strain tensor, �, is here estimated from

the normal components of stress-free distortion tensor of twins, E, expressed in the

sample reference frame. The three coordinate axes of the sample reference frame are

aligned with RD, TD and ND. The components of both the macroscopic strain and

the distortion tensors along RD, TD and ND are denoted by �RD, �TD, �ND and eRD,

eTD, eND, respectively. Since twinning does not involve any volume change, the trace

of the twin distortion tensor is null. This implies that there exist six independent

sign combinations for eRD, eTD and eND. These six combinations correspond to a new

definition of twin variants. They are detailed, as well as their occurrence frequencies,

in Table 7.
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(a)

(b)

(c)

(d)

Figure 4.4: (a) XRD {0001}, {21̄1̄0} and {101̄0} pole figures of specimens before
compression (a) and after compression along the transverse direction up to 4% strain
(b), the rolling direction up to 1.8% strain (c) and along the rolling direction up to
1.8% strain and then along the transverse direction up to 1.3% strain (d).
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(a)

(b)

(c)

Figure 4.5: (a) EBSD ND inverse pole figure micrograph of the specimen before
compression along RD; (b) Part of an EBSD orientation micrograph of a specimen
compressed along the rolling direction up to 2.7% strain; (c) EBSD orientation
micrograph of a specimen successively loaded in compression along the rolling direction
up to 1.8% strain and the transverse direction up to 1.3% strain. Black and yellow
arrows indicate the presence of double extension twins.
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Table 7: Classification of twins with respect to the sign of the normal components

of the twin distortion tensor. The number of twins corresponding to each variant

type and their occurrence frequency with respect to the total twin population are also

indicated.

Variants eRD eTD eND Observed twins Observed low SF twins

Number % Number %

1 - + + 835 40.8 16 1.9

2 - - + 920 45.0 74 8.0

3 - + - 152 7.4 8 5.3

4 + - - 13 0.6 12 92.3

5 + - + 42 2.1 21 51.0

6 + + - 84 4.1 9 10.7

Table 7 reveals that low Schmid factor twins form more frequently in grains favoring

the nucleation of twins producing an extension along the rolling direction, which is

opposite to the strain induced by the compressive loading. The normal to the twinning

plane’s shear direction and the twinning plane normal can be written in a set of

coordinate axes associated with the twin, i.e. reference axes are chosen parallel to the

shear direction. The distortion tensor, Etw, corresponding to the deformation induced

by twinning is then written as follows:

Etw =





0 0 s

0 0 0

0 0 0





with s = 0.129 [106].

The expression of the distortion tensor associated with a given tensile twin variant
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t and expressed in the reference frame of a potentially active deformation system, i, is

denoted by Et,i. As mentioned previously, two groups of low Schmid factor twins are

here considered. Group 1 includes twins growing from the grain boundary. Group 2

contains twins forming a ”cross-boundary” twin pair. Therefore, deformation systems

i do not correspond to systems potentially active in the twinned grain but in the

neighboring grain with which the observed low Schmid factor twin is in contact. The

index i refers to basal slip, pyramidal slip, prismatic slip, tensile and compressive

twinning systems. Then, in order to compare the characteristics of low Schmid factor

twins in terms of strain accommodation with other tensile twin variants, the distortion

tensor for each tensile twin variant t and for each of the 24 slip and twinning systems

that could be activated in the neighboring grain was computed. This implied that,

for each low Schmid factor twin, 144 different distortion tensors were calculated. The

amount of strain to be accommodated by a given system i is assumed to be equal to

the component eixz of the distortion tensor Ei, expressed in the reference frame of the

system i. Therefore, the larger the component, the higher the ability of the system i

to accommodate the twinning shear. It can also be interpreted as being a favorable

factor for twin growth. This can be defined as a mean to approximate geometrical

accommodation.

It resulted from data processing that group 1 low Schmid factor twins require

the most accommodation through basal slip with the lowest CRSS and the least

accommodation through pyramidal slip with the highest CRSS. It is also found that

group 2 low Schmid factor twins require the least pyramidal slip or contraction twinning

accommodations with high CRSS but the most accommodation through prismatic

slip and tensile twinning. Note that CRSSs associated with prismatic slip and tensile

twinning are both higher than the CRSS associated with basal slip and lower than

CRSSs associated with pyramidal slip and compressive twinning.
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4.2.4 Successive {101̄2}-{101̄2} double extension twins

For the study of double extension twins, the total scanned area represents 0.82 mm2.

Therefore, 4481 grains were observed, none of them were in contact with the map

border, as well as 11 052 primary tensile twins and 585 double extension twins. Further

details are provided by Table 8. Note that double extension twins are 19 times less

frequent than primary twins. In terms of twinned area, the difference is even more

pronounced; the total area occupied by secondary twins is 66 times smaller than the

total area occupied by primary twins. EBSD scans performed on samples loaded in

uniaxial compression along RD and TD did not contain any double extension twin.

As a result, double extension twins only appear during the second compression along

TD.

Table 8: Main characteristics of grains, primary and secondary {101̄2} tensile twins

observed on EBSD maps of AZ31 Mg alloy specimens loaded in compression along

RD and then along TD

Phase Number Area Area fraction Average diameter

type - (x103 µm2) (%) (µm)

Grains 4 481 823 100 16.34

Primary twins 11 052 230 27.94 5.24

Secondary twins 585 3.47 0.42 1.37

Considering crystal symmetries of hexagonal crystals, 6 {101̄2} tensile twin vari-

ants and hence 36 {101̄2}-{101̄2} double extension twin variants may be activated in

Mg. However, based on the misorientation angle existing between the primary and

secondary twins, these 36 variants can be grouped into 4 distinct sets, detailed in

Table 9. The minimum angle associated with Group I twin variants is 0◦ because the
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twinning plane of the secondary twin coincides with the one of the primary twin. Over

the 585 double extension twins experimentally observed, 383 were clearly identified,

i.e. the difference between the theoretical misorientation angles of the two variants

that best match the experimentally measured misorientation angle is smaller than 3◦.

Consequently, the study was limited to these 383 double extension twins.

Table 9: Groups of possible double extension twins

Group Axis-minimum angle pair Number of variants

I 0◦ 6

II < 12̄10 > 7.4◦ 6

III < 0141̄41 > 60◦ 12

IV < 178̄0 > 60.4◦ 12

All identified secondary twins have a positive Schmid factor, and 78.1% of them

have a Schmid factor greater than 0.3. Moreover, 95.8% of these secondary twins have

a Schmid factor ratio, introduced in the previous sub-section, greater than 0.6 (Figure

4.6). As a result, activated tensile secondary twins have a relatively high Schmid factor

compared to the Schmid factor of the other 5 potentially active tensile secondary twins.

In addition, only 4.2% of the secondary twins can be qualified as ”low Schmid

factor” twins, as defined in the previous paragraph. The present study clearly shows

that the activation of tensile secondary twins depends on both grain and primary

twin orientations as well as loading direction. However, the Schmid factor analysis is

not able to explain why 76.0% of secondary twins belong to Group III and 24.0% to

Group IV. Schmid factors corresponding to variants of Group III and IV are always

too close, i.e. their difference is lower than 0.05 in magnitude, to be meaningful and

to be used as a selection criterion.
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(a) (b)

Figure 4.6: Scatter plots displaying the Schmid factor and Schmid factor ratio values
of 291 Group 3 secondary twins (a) and 92 Group 4 secondary twins (b).

4.2.4.1 Elasto-static micromechanical analysis

In order to explain such a phenomenon, a simplified version of the elasto-static Tanaka-

Mori scheme (Figure 4.7), described in the first section of Chaper 2, was developed.

The simplification consists in assuming that the medium was homogeneous, isotropic

and elastic. The purpose of its development lies in the study of the variations of

internal free energy induced by the formation of a tensile secondary twin. Twins are

then represented by oblate inclusions embedded in an infinite homogeneous elastic

medium. As in Chapter 2, twinning shears are modeled by uniform eigenstrains. A

uniform macroscopic plastic strain is used in the model to represent the deformation

undergone by the specimen.

Double extension twin variants inducing the smallest change of elastic energy

are assumed to nucleate preferentially. The change of elastic energy induced by the

formation of the secondary twin is expressed as the difference of free energies before

and after secondary twinning, i.e. ∆Φ = ΦII − ΦI . Figure 4.8 shows the evolution of

the change of elastic energy normalized by the twin volume fraction VB/V (Figure 4.7)
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Figure 4.7: Schematic representation of the simplified elasto-static Tanaka-Mori scheme.
Second-order tensors Ep, �p1 and �

p
2 denote the macroscopic plastic strain imposed to

the medium and plastic strains in primary and secondary twins, respectively. The
infinite matrix and primary and secondary tensile twins are represented by volumes
V − VA, VA − VB and VB, respectively. Second-order tensors �pa and �

p
b correspond to

eigenstrains modeling twinning shears induced by primary and secondary twinning,
respectively. The homogeneous elastic tensor is denoted by the fourth-order tensor C.

with respect to the applied stress. It reveals that the change of free energy density is

minimal with Group III double extension twin variants and maximal with Group II

double twin variants. Simulations also showed that the free energy density associated

with Group II double twin variants increases with twin size, explaining why Group

III double twin variants were the most frequently observed and Group II double twin

variants never observed. In addition, the comparison of predictions by the simplified

double inclusion model and the classical Eshelby’s scheme revealed that the classical

single inclusion model derived by Eshelby is not capable of reproducing the trends

obtained with the double inclusion model. Enforcing the topological coupling between

the primary and secondary twins then appears as essential for accurate secondary

twin activation predictions.
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Figure 4.8: Evolution of the change of elastic energy normalized by the twin volume
fraction with respect to the applied stress.

4.3 Probing for the latent effect of twin junctions: applica-
tion to the case of high purity Zr

4.3.1 Experimental set-up and testing conditions

The material used comes from a high-purity crystal bar Zr (<100 ppm) which was

arc-melted, cast and clock-rolled at room temperature. Cuboidal samples were ma-

chined from the rolled plate and annealed at 823K for 1 hour. In the as-annealed

state, grains are free of twins, equiaxed and have an average diameter equal to 17 µm.

Specimens display a strong axisymmetric texture where basal poles are aligned within

approximately 30 degrees of the through-thickness direction (Figure 4.9). Samples

were deformed in an equilibrium liquid nitrogen bath at 76K in order to facilitate

twin nucleation and loaded in compression along one of the in-plane directions to

5% strain (IP05) and along the through-thickness direction to 3% strain (TT03).

Figure 4.10 shows the macroscopic stress-strain curves of cubes compressed along the

through-thickness (TT) and in-plane (IP) directions.
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Figure 4.9: Initial basal (0001) and prismatic (10-10) pole Figures of the clock-rolled
high-purity zirconium studied in this work. The 3-axis is the through thickness
direction of the plate.

Experimental data was collected from 10 and 4 (240 µm x 120 µm) scans at

different locations on the same cross sectional area of the TT03 and IP05 samples

(Figure 4.11), respectively. The section plane for TT03 analysis contains both the TT

direction and IP direction, and the section plane for IP05 analysis contains the TT

direction and the IP compression direction. Statistical data was obtained using the

automated EBSD technique developed by Pradalier et al. [107]. The total analyzed

area for TT03 and IP05 specimens is 205 736 µm2 and 73 122 µm2, respectively.

Twins represent 9.1 % and 5.7 % of the total scanned area in the TT03 and IP05

samples, respectively. Incomplete grains bounded by scan edges are not considered in

the statistical analyses.

Computing misorientations between measurement points and relying on graph

theory analysis, the twin recognition EBSD software [107] is able to identify the four

twin modes present in Zr (Table 10). As highlighted by recent studies [29, 69], {112̄2}

compressive (C1) twins and {101̄2} tensile (T1) twins are the most commonly observed

twins in the TT03 and IP05 scans, with 74.4% and 81.7% respectively (Table 11).

Table 11 also reveals that the second most active twinning modes are {101̄2} (T1) and

{112̄1} (T2) in the TT03 and IP05 samples, respectively. In both cases, the second

most active twin modes represent about 17% of the total number of twins. However,
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Figure 4.10: Macroscopic stress-strain curves of high purity Zr samples loaded in
compression along through-thickness (TT) and in-plane (IP) directions at 76K and
300K.
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Figure 4.11: Examples of EBSD scans for specimens loaded in compression along the
TT (a) and along one of the IP (b) directions.
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no {101̄1} (C2) twin was observed in the 14 scans.

Table 10: Twinning modes in Zr. {101̄1} (C2) twins were not observed

Abbreviation Twinning plane, K1 Twinning direction, η1 Misorientation (deg)

T1 {101̄2} <1̄011> 85.2

T2 {112̄1} < 1̄1̄26> 34.9

C1 {112̄2} <112̄3̄> 64.2

C2 {101̄1} <101̄2̄> 57.1

Grain areas are directly calculated from the number of experimental points of

the same orientation with a step size equal to 0.2 µm. As a result of the annealing

treatment the grains are equiaxed. The grain area is computed by multiplying the

number of measurement points that the grain contains by the area associated with

a pixel, i.e. 0.1 µm2. Grain diameter is estimated assuming a spherical grain. The

software developed by Pradalier et al. [107] fits an ellipse to each twin. The measured

twin thickness is defined as the minor axis of the ellipse. The true twin thickness is

then estimated by multiplying the measured twin thickness by the cosine of the angle

formed by the twin plane, K1, and the normal to the sample surface [16, 91].
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Table 11: Statistical data for twinned grains and twins in deformed TT03 and IP05

samples

Loading path TT03 IP05

Twin and grain type Number Frequency (%) Number Frequency (%)

All grains 1 200 - 361 -

Twinned grains 530 - 197 -

All twins 1 975 100. 514 100.

T1 - {101̄2} 326 16.5 420 81.7

T2 - {112̄1} 178 9.0 90 17.7

C1 - {112̄2} 1471 74.5 3 0.58

While we can only detect fully formed twins with EBSD, their presence implies

previous nucleation of such variant. To study twin nucleation, all grains (i.e. twinned

and untwinned) that are not on the edge of the map are considered. Concerning

twin growth, statistics are based on twinned grains solely. Figure 4.12 shows grain

diameter and area distributions of specimens loaded along the TT and IP directions.

Because the notion of ”grain” is questionable for cases with very small numbers of

measurement points, grains smaller than 4 µm2 (i.e. 23 measurement points) are

disregarded. In the following, data are represented as histograms. Histograms are

consistent statistical tools capable of estimating density functions, but they do not

directly address the issues of bias and variance. However, it is still possible to minimize

the error introduced by the histogram representation. In the present article, bin sizes

are estimated from Scott’s formula: w = 3.49σ.n−1/3 [117], where σ is an estimate of

the standard deviation and n the number of elements considered, i.e. the total number

of grains. The term n−1/3 results from the minimization of the integrated mean

squared error function. The main advantage of this expression lies in its insensitivity

to the nature of the estimated density function (Gaussian, log normal, etc). Mean and
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standard deviation have been computed for area, diameter and SF distributions in

TT03 and IP05 specimens. As a result, optimal bin widths for diameter, area and SF

in TT03 samples are 63 µm2, 2.5 µm and 0.06, respectively, and 112 µm2, 4.1 µm and

0.06, respectively, in the case of IP05 maps. However, to be able to compare results

obtained from both TT03 and IP05 maps, the same bin sizes have to be applied. In

addition, we enforced the constraints that all distributions expressed with respect to

diameter and area have the same number of subdomains and that every subdomain

contains at least one element. Consequently, diameter and bin sizes used in the next

histograms are 5.47 µm and 132 µm2, respectively. To avoid empty columns, one

grain larger than 1456 µm2 observed in a TT03 scan was disregarded. Concerning

distributions plotted with respect to Schmid factor, the bin size was rounded down to

0.05 in order to obtain an exact integer number of subdomains between -0.5 and 0.5.

4.3.2 Twin-twin junctions statistics

This section is dedicated to the description of twin-twin junctions between first

generation twins occurring in Zr. As mentioned in the previous section, 4 different

twin modes are reported for Zr, which allows for 10 different junction modes. However,

since only 3 twinning modes have been observed, 6 different twin-twin junction modes

may occur. These are listed in Table 12. Depending on the twinning modes involved,

each twin-twin junction mode contains 3 or 4 types. The distinction between the

different twin-twin junction types is based on the value of the minimum angle formed

by twin zone axes. The twin zone axis is here used to define the direction that is

perpendicular to both the K1 plane normal and the twinning shear direction, η1.

For example, 3 different types of T1 − T1, T1 − T1 and C1 − C1 junctions exist: the

first one corresponds to junctions between two twins sharing the same zone axis; the

second and third types correspond to junctions between twins for which the minimum

angle formed by the two axes is equal to 2π/3 and π/3 radians, respectively. In the
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Figure 4.12: Effective grain diameter (a,b) and grain area (c,d) distributions for TT03
(a,c) and IP05 (b,d) samples

case of T2 − C1 twin-twin junctions, 4 types of junctions are considered: 2 types

corresponding to junctions between twins sharing the same zone axis and 2 other types

for junctions between twins with non parallel zone axes. In the case of T1 − T2 and

T1 −C1, 3 different types of junctions can be distinguished. None of them corresponds

to junctions between twins with parallel zone axes. Minimum angles formed by twin

zone axes are here equal to π/6, π/2 and π/3 rad. The 19 interaction modes and

types observed in TT03 and IP05 scans are graphically represented in Figure 4.13.
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(a) T1 − T1 type 1 (b) T1 − T1 type 2 (c) T1 − T1 type 3

(d) T1 − T2 type 1 (e) T1 − T2 type 2 (f) T1 − T2 type 3

(g) T1 − C1 type 1 (h) T1 − C1 type 2 (i) T1 − C1 type 3

(j) T2 − T2 type 1 (k) T2 − T2 type 2 (l) T2 − T2 type 3

Figure 4.13: Graphical representation of twin-twin junction modes and types observed
in TT03 and IP05 Zr EBSD scans.
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(m) T2 − C1 type 1 (n) T2 − C1 type 2 (o) T2 − C1 type 3 (p) T2 − C1 type 4

(q) C1 − C1 type 1 (r) C1 − C1 type 2 (s) C1 − C1 type 3

Figure 4.13: Schematic representation of twin-twin junction modes and types observed
in TT03 and IP05 Zr EBSD scans.

Table 12: Twin-twin junction frequencies for samples loaded in compression along the

TT and IP directions

Loading path TT03 IP05

Type Twin-twin Number Frequency Number Frequency

number interaction type - (%) - (%)

1 T1 − T1 19 2.3 40 41.7

2 T1 − T2 49 5.9 50 52.1

3 T1 − C1 5 0.6 0 0.0

4 T2 − T2 12 1.4 6 6.2

5 T2 − C1 37 4.5 0 0.0

6 C1 − C1 709 85.5 0 0.0
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The total number of twin-twin junctions observed in TT03 and IP05 scans is 833

and 96, respectively. Table 12 lists all possible twin-twin junctions modes in Zr, and,

more relevant to this work, their observed occurrence frequencies. Frequencies are

here defined as the ratio of the population of a given species to the overall population.

Tables 11 and 12 show that in the case of specimens loaded along the through-thickness

direction, whereby C1 twins are most frequently observed, i.e. 74.5% of all twins, C1

twins interact mostly with other C1 twins. Furthermore, T2 twins tend to interact with

twins of different modes regardless the predominant mode since T2 − T1, T2 − C1 and

T2−T2 twin-twin junctions represent 5.9 %, 4.5 % and 1.4 % of all junctions appearing

in TT03 maps and 52.1 %, 0 % and 6.2 % of all junctions observed in specimens

loaded along the in-plane direction (IP05), respectively. In TT03 specimens, T1 twins

represent 16.5% of all twins (Table 11) but are only involved in 8.8% of all twin-twin

junctions; they also represent 31.4% of all twins embedded in single twinned grains

(Table 13). Even when parent grains are suitably well oriented for T1 twin nucleation,

such as in the case of compression along the IP direction, T1 − T1 twin-twin junctions

only represent 41.7% of all twin-twin junctions while T2 twins, whose population is

4.7 times smaller, are involved in 58.3% of all twin-twin junctions. For both TT and

IP specimens, the ratio of twins belonging to the most active twinning mode to the

number of twins belonging to the second most active twinning mode is similar, i.e. 4.5

and 4.6, respectively. However, no statistical trend appears regarding the 3 types of

twin-twin junctions that may occur between the first and second most active twinning

modes.

Figure 4.14 shows twin-twin junction types for each mode whose frequency is greater

than 4% in TT03 (Figures 4.14a, 4.14c, 4.14e) and IP05 (Figures 4.14b, 4.14d, 4.14f)

scans. Notations are all detailed in the Appendix. Therefore, Figure 4.14c shows that,

in the case of through thickness compression, 80 % of C1 − C1 twin-twin junctions
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correspond to the third type of junctions. Figure 4.14 also reveals that junctions

between T1 − T1 twins with parallel zone axes, studied by Yu et al. [146,147] in Mg

single crystals, do not correspond to the predominant type of twin-twin junctions here.

These results are purely qualitative, but they can be used as guidelines for molecular

dynamic simulations by highlighting what types of twin-twin junctions should be

considered for a given microstructure and loading path.

4.3.2.1 Influence of twin-twin junctions and grain-scale microstructural charac-

teristics on twin nucleation and twin growth

The twinning process should be decomposed into three steps, starting with twin

nucleation. This generally occurs at grain boundaries or local defects where internal

stresses are highly concentrated. The second step corresponds to transverse propagation

across the grain. Like a crack, the newly formed twin propagates very quickly until

reaching another grain boundary or defect. Then, the third and last step is twin

growth, consisting of twin thickening [83]. This section is dedicated to the study of

statistics related to twin nucleation and twin growth. However, prior to any result,

and as a complement to Table 11, Figures 4.15 and 4.18 present the distribution of

twinning mode frequencies with respect to grain size and Schmid factor for specimens

loaded along the TT and IP directions. Twinning mode frequencies are defined as the

number of T1, T2 and C1 twins contained in grains belonging to a given subdomain

divided by the total population of twins. Notice that the larger number of twins

associated with smaller grains should not be interpreted as a ”reverse” Hall-Petch

effect. Rather, it is a consequence of having a large number of small grains, as shown

in Figure 4.12. Figures 4.12, 4.15 and 4.18 also indicate that certain bars are only

representative of a few twins or a few grains. But, since most of statistics presented in

this section rely on average values, the authors decided to not plot bars corresponding

to averages performed over less than 3 twins and 3 twinned grains in histograms

displaying average twin thicknesses and average twin numbers per twinned grain,
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Figure 4.14: Modes and types of twin-twin junctions observed in EBSD scans of samples
loaded along the TT-direction ((a),(c),(e)) and the in-plane directions ((b),(d),(f))
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Figure 4.15: Distribution of frequencies of T1, T2 and C1 twins with respect to grain
size in samples loaded along the TT (a) and the IP (b) directions.

respectively.

4.3.2.2 Twin nucleation

Figure 4.16 shows the evolution of the fraction of twinned grains containing T1, T2

and C1 twins as a function of grain area. Similar to previous statistical studies

performed in Mg and Zr [16, 29], the present work also finds that twin nucleation

can be correlated to grain size. However, Figure 4.16 not only establishes that the

overall probability of twinning incidence increases with grain area but also differenti-

ates the 3 cases corresponding to the different twinning modes observed in samples

loaded in compression along the TT and IP directions. The influence of grain size on

nucleation probability appears to be the strongest for C1 and T1 twins in TT03 and

IP05 scans, respectively, since 100% of grains larger than 1060 µm2 contain at least

one twin of the predominant twinning mode while less than 50% of grains smaller

than 136 µm2 are twinned. In both TT03 and IP05 specimens, the effect of grain

size on T2 twin incidence is significant. The fraction of grains containing at least

one T2 twin increases rapidly and linearly with grain area, even if, in the case of

samples compressed along the TT direction, T2 does not correspond to the second
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most active twinning mode. Still note that about 10% of grains smaller than 136

µm2 and 30% of grains larger than 664 µm2 contain at least one T1 twin in TT03 scans.

Figure 4.17 shows the distributions of the number of T1, T2 and C1 twins per

twinned grain with respect to grain size. While Figures 4.17a and 4.17b are histograms

displaying averaged values, i.e. averaged numbers of twins, Figures 8c and 8d are

scattergraphs displaying all values. Figures 4.17a and 4.17b clearly reveal that the

average number of twins belonging to the predominant twinning mode increases with

grain size. The phenomenon is more pronounced for C1 twins in samples loaded in

compression along the TT direction. However, the influence of grain size remains

significant in the case of IP05 specimens: the average number of T1 twins contained

by grains whose areas are in the range [4 µm2, 136 µm2] and [534 µm2, 664 µm2]

is equal to 1.5 and 4.9, respectively. This trend seems to change for grains larger

than 928 µm2. However, Figure 4.15b indicates that beyond 796 µm2, averages are

performed over fewer than 5 grains. The interest of Figures 4.17c and 4.17d lies in the

observation that small grains can contain a very large number of twins. It also shows

that the number of twins per twinned grain can vary significantly from one grain to

another. However, EBSD scans are images of 2D sections. As a result, it is possible

that small grains are actually bigger than they seem to be. This introduces a bias in

grain size effect statistics.
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Figure 4.16: Distribution of the fraction of twinned grains containing T1, T2 and C1

twins plotted with respect to twinned grain area for samples loaded along the TT (a)
and the IP (b) directions.

Table 13: Frequencies of twins contained in single twinned grains for TT03 and IP05

samples

Loading path TT03 IP05

Twin category Number Frequency (%) Number Frequency (%)

All single twinned grains 176 - 73 -

T1 55 31.4 62 84.9

T2 18 10.3 8 11.0

C1 102 58.3 3 4.1

Nucleation of twins belonging to the predominant twinning mode is strongly

controlled by grain orientation and macroscopic stress direction. As indicated by

a classic Schmid factor analysis (Figure 4.18), 91% and 76% of C1 and T1 twins,

respectively, have a Schmid factor greater than 0.25. Figure 4.19 also shows that

21% and 42% of C1 and T1 twins observed in specimens loaded along the TT and IP

directions correspond to the 1st Schmid factor variant, denoted by v1, respectively.

Regarding the activation of twins belonging to the second most active twinning
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Figure 4.17: Distribution of the number of T1, T2 and C1 twins per twinned grain for
TT03 (a) and IP05 (b) samples and scattergraphs displaying the number of C1, T2

and C1 twins embedded in parent phases with respect to twinned grain area for TT03
(c) and IP05 (d) samples. Each cross represents one single twin. But because twin
numbers are integers, many crosses overlap.
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mode, the dependence on grain orientation and loading direction is less obvious.

The phenomenon is particularly striking in the case of T1 twins in TT03 specimens

since 55% of T1 twins exhibit a negative Schmid factor (Table 14) and 26% of them

correspond to either the 4th, 5th or 6th variants. For T2 twins observed in IP05 scans,

38% have a Schmid factor lower than 0.25, and 20% correspond to either the 4th, 5th

or 6th variants. Figure 4.18 and Table 14 also reveal that the proportion of T2 twins

with a negative Schmid factor remains low (i.e. 11% and 8% in the case of TT and

IP compressions, respectively) irrespective of the loading direction. The activation

of twins with negative SF is a result of using the macroscopic stress to define SF. In

practice, this result is pointing at large local deviations from the macroscopic stress in

the grains involved.

Table 14: Twins with negative SF and their relative frequencies and twinned areas in

TT03 and IP05 samples

Loading path TT03 IP05

Twin Number Rel. Rel. twinned Number Rel. Rel. twinned

mode - freq. (%) area (%) - freq. (%) area (%)

All 211 10.7 3.9 22 4.3 4.9

T1 180 55.2 43.7 14 3.3 0.6

T2 20 11.2 8.4 7 7.7 19.5

C1 8 0.5 0.2 1 33.3 68.2

4.3.2.3 Twin growth

Twin growth is considered to be the last step in the twinning process, consisting in

twin lamella thickening. The influence of grain orientation, grain size and twin-twin

junctions is investigated via histograms presenting twin thickness distributions with

respect to grain area and Schmid factor. Following the same approach as the one
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Figure 4.18: Distribution of SF values corresponding to twins activated in samples
loaded along the TT-direction (a) and the IP-direction (b).

used for twin nucleation, Figure 4.20 shows statistics of twin true thicknesses as a

function of grain size. Figures 4.20a and 4.20b are histograms displaying average twin

true thicknesses sorted by twinning mode. In the case of the TT compression, T1 twin

thickness average is always close to 0.5 µm. The value of C1 average twin thickness

appears to first increase until grain size reaches 928 µm2 and then to decrease; the

values corresponding to the first and last bin are 0.64 and 0.71 µm, respectively. In

the case of the IP compression, the T1 twin thickness average oscillates around 0.75

µm. As a result, it is not possible to identify a correlation between twin thickness,

twinning mode and twinned grain area. However, Figure 4.20 also reveals that the

average thickness of twins belonging to the most active mode is always greater than

the average thickness of twins belonging to the second most active mode. Figures 4.20c

and 4.20d consist in scattergraphs that display all true thicknesses of twins observed

in samples loaded along the TT and IP directions. The spread is significant and does

not follow any pattern. Fluctuations may be associated with neighbor effects on twin

growth. Numerical support for such effects is provided by Kumar et al. [83] and based

on shear accommodation and stress considerations. Large thickness values observed
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Figure 4.19: Distribution of variant frequencies of T1 (a), T2 (c) and C1 (e) twins
in TT03 scans and of T1 (b) and T2 (d) in IP05 scans, respectively, with respect to
their Schmid factor. Variant frequencies consist of the ratio of the number of twins
of a given SF variant and of a given twinning mode to the total population of twins
belonging to the considered twinning mode.
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in small grains also suggest that using 2D variables to describe spatial phenomena

introduces a bias in grain size effect statistics. The same comment was made in the

paragraph dealing with twin nucleation.

Disregarding negative Schmid factor twins (Figure 4.18), the influence of the

crystallographic orientation on growth of twins belonging to the predominant mode is

clearly shown in Figure 4.21. Figure 4.21 presents the distribution of twin thickness

sorted by twinning mode with respect to Schmid factor. The average true twin

thickness of C1 and T1 twins increases with increasing Schmid factor values in TT03

and P05 specimens, respectively. This indicates that the macroscopic stress is the

major driving force for twin growth in the case of first most active twinning modes.

However, similar to observations made about twin nucleation, the influence of grain

orientation and macroscopic stress direction is reduced for twins belonging to the

second and third most active twinning modes. As a result, mechanisms involved in

the growth of twins belonging to the predominant twinning mode are likely to be

different from those responsible for the growth of other twins. Beyerlein et al. [16]

and Capolungo et al. [29] argue that if backstresses induced by neighboring grains in

reaction to the localized twin shear are independent of orientation, then twins with

higher SF, and hence with higher resolved shear stress, have an advantage to overcome

this shear reaction.

Finally, to highlight the influence of twin-twin junctions on twin thickening in a

statistically meaningful manner, the comparison of twin thicknesses between single

twinned (also referred to as mono-twinned grains in Figures 4.22 and 4.23) and multi-

twinned grains is performed for C1 twins in TT03 specimens. A multi-twinned grain is,

here, defined as a twinned grain containing several twins. In the TT03 scans, 102 and

1369 twins in single twinned and multi-twinned grains were observed, respectively (see
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Figure 4.20: Distribution of average twin thicknesses as a function of grain size in
samples loaded along the TT (a) and the IP (b) directions and scattergraphs displaying
twin thickness values with respect to grain size in samples loaded along the TT (c)
and the IP (d) directions. Each cross represents one twin.
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Figure 4.21: Distribution of average twin thicknesses as a function of SF values in
samples loaded along the TT (a) and the IP (b) directions.

Tables 11 and 13). Figures 4.22b and 4.23b show the distribution of twins embedded

in single twinned and multi-twinned grains as a function of grain area and Schmid

factor. They are aimed at indicating the statistical relevance of data about twins

contained by single twinned grains. Figure 4.23a presents the distribution of averaged

twin thicknesses embedded in both single twinned and multi-twinned grains as a

function of Schmid factor values. Figure 4.23a clearly shows that the average twin

thickness of twins embedded in single twinned grains is greater than or equal to the

average twin thickness of twins contained by multi-twinned grains irrespective of grain

orientation. This phenomenon appears more clearly for high and mid-high Schmid

factor values, i.e. SF > 0.25. As previoulsy mentioned, Figure 4.23b shows that bars

associated with negative Schmid factors apply to only a few single twinned grains.

Moreover, Figure 4.23a shows that similar to multi-twinned grains, the thickness of

twins contained in single twinned grains does not depend on grain area. However, the

latter is generally greater than the average twin thickness of twins in multi-twinned

grains. Figure 4.22b also shows that almost all the single twinned grain areas are

smaller than 664 µm2. Such a result was expected due to the influence of grain size
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on twin nucleation.
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Figure 4.22: Distribution of the twin thickness (a) and the frequency (b) of C1 twins
with respect to grain area in samples loaded along the TT direction.

4.4 Conclusion

The statistical analyses performed on Mg AZ31alloy EBSD scans were aimed at deter-

mining activation criteria of two distinct types of ”unlikely twins”, i.e. low Schmid

factor twins, defined as twins with either a negative Schmid factor or a Schmid factor

smaller than 0.3 and a ratio of the Schmid factor to the highest twin variant Schmid fac-

tor possible in the considered twinned grain lower or equal to 0.6, and double extension

twins. As implied by their designation, the nucleation of both low Schmid factor and

double extension can be considered as a rare event since low Schmid factor and double

extension twins represent 6.7 % and 5.7 % of all twins, respectively. Note also that

double extension twins occupy less than 0.5% of the total twinned area. Relying on the

value of the distortion induced by a twin that has to be accommodated by the potential

other deformation modes, it was found that group 1 low Schmid factor twins, i.e. twin

in contact with a grain boundary, require the most accommodation through basal slip

with the lowest CRSS and the least accommodation through pyramidal slip with the
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Figure 4.23: Distribution of the twin thickness (a) and the frequency (b) of C1 twins
with respect to SF values in samples loaded along the TT direction.

highest CRSS. Group 2 low Schmid factor twins, i.e. twins forming a cross-boundary

twin pair, require the least pyramidal slip or contraction twinning accommodations

with high CRSS but the most accommodation through prismatic slip and tensile

twinning, of which CRSSs are higher than basal slip and lower than pyramidal slip

and compressive twinning. The second study highlights that, contrary to primary

twins, secondary tensile twins obey the Schmid’s law. It also showed that the use of a

micromechanical double-inclusion model is an accurate way to predict the activation

of the right twin variant. The fact that the activation of double extension twin variant

obeys the Schmid’s law also implies that purely deterministic approaches as those used

in classical polycrystalline model should be able to predict the nucleation of such twins.

The statistical study performed on a large set of EBSD scans of high purity Zr

discusses the influence of twin-twin junctions between first generation twins, grain

size and crystallographic orientation on nucleation and growth of twins. Samples were

loaded in compression at liquid nitrogen temperature along the through-thickness

and one of the in-plane directions in order to favor C1 and T1 twins, respectively.

167



This study is the first to establish the statistical relevance of twin-twin junctions by

collecting and processing data about all twinning modes and all twin-twin junctions in

Zr. Six different types of twin-twin junctions ,i.e. T1 − T1, T1 − T2, T1 − C1, T2 − T2,

T2 − C1 and C1 − C1, are observed. Twin-twin junctions occurring between twins

belonging to different modes, and more particularly between twins belonging to the

first and second most active twinning modes, appear very frequently and cannot be

neglected. Depending on the loading configuration, they may represent more than half

of all twin-twin junctions. The comparison between the average twin thickness of twins

embedded in single twinned and multi-twinned grains reveals that twin-twin junctions

hinder twin growth. In addition, only nucleation and growth of twins belonging to

the predominant twinning mode seem to be strongly sensitive to grain orientation

and loading direction. These differences can probably be explained by the presence of

localized high stress levels allowing the nucleation of any twinning mode. In agreement

with previous studies, it is also found that the probability of twin nucleation and the

average number of twins per twinned grain increase with grain size.
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CHAPTER V

CONCLUSION

Three types of interactions, i.e. slip/slip, slip/twin, and twin/twin interactions, are key

to the mechanical response and strain hardening in h.c.p. metals. The work presented

here clearly focused on the twinning process in general and, more specifically on

understanding the means of internal stress development within the twin domain from

inception to the final shape and on quantifying the statistical relevance of twin/twin

interactions (i.e. double/sequential twinning and twin intersection). To this end, novel

micromechanical models were introduced, specimens were experimentally characterized

by means of mechanical testing, XRD and EBSD techniques, and these results were

analyzed in light of a new freeware developed along the course of the work to extract

quantified links between twins, initial microstructure and loading directions. The key

findings of each of those initiatives are presented in what follows, and guidance for

future developments is proposed.

To study internal stress development during twinning, a new micromechanical

approach based on a double inclusion topology and the use of the Tanaka-Mori theorem

was first adopted in the form an elasto-static Tanaka-Mori scheme in heterogeneous

elastic media with plastic incompatibilities. This first model was introduced to study

the evolution of internal stresses in both parent and twins during first and second-

generation twinning in h.c.p materials. The model was first applied to the case of

pure Mg to reproduce the average internal resolved shear stresses in the parent and

twin phases. While the study is limited to anisotropic heterogeneous elasticity with

eigenstrains representing the twinning shears, it is suggested that the magnitude of the
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back-stresses is sufficient to induce plastic deformation within the twin domains. More-

over, the predominant effect on the magnitude and the direction of the back-stresses

appears to be due to heterogeneous elasticity because of large induced misorientations

between the parent and the twin domains. It is also found that the stress state within

twin domains is largely affected by the shape of the parent phase. Using the same

notations as Martin et al. [92] to refer to as ”secondary” any {101̄2} tensile twin

variants embedded in {101̄1} compressive twins, application of the model shows that

only three (i.e. A, B, D) of the six tensile twin variants have a positive resolved

shear stress on the twin plane. Two of those correspond to the most experimentally

observed variants. In addition, variants A and D2 are found to exhibit the largest

elastic energy decrease during secondary twin growth. Interestingly, it is also found

that variant A can also grow to larger volume fractions than variant D. Clearly, all

results shown here are limited to static configurations and neglect internal variable

evolutions. Nonetheless, these first results suggest that application of the generalized

Tanaka-Mori scheme to mean-field self-consistent methods will yield more accurate

predictions of the internal state within twin domains for real polycrystalline hexagonal

metals like magnesium and associated alloys.

Consequently, a second model called the double inclusion elasto-plastic self-

consistent scheme (DI-EPSC) and consisting of an extension of the elasto-static

Tanaka-Mori scheme to elasto-plasticity and polycrystalline media, was proposed.

Similar to the previous model, the original Tanaka-Mori result is used to derive new

concentration relations including average strains in twins and twinned grains. Then,

twinned and non-twinned grains are embedded in an HEM, with effective behavior

determined in an implicit nonlinear iterative self-consistent procedure called the ”DI-

EPSC” model. Contrary to the existing EPSC scheme, which only considers single

ellipsoidal inclusions, new strain concentration relations account for a direct coupling
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between parent and twin phases. Using the same Voce’s law coefficients and the same

hardening parameters as in Clausen et al. [33], comparison between the EPSC, the

DI-EPSC and experimental data leads to three main results with respect to twinning

and associated plasticity mechanisms. First, it appears that, by introducing a new

topology for twinning, latent effects induced by twinning in the parent phases are

capable of predicting the influence of plasticity on hardening and hardening rates

in the twin phases. Second, because twins are now directly embedded in the parent

phases, new concentration relations lead to more scattered shear strain distributions

in the twin phases. Twin stress states are strongly controlled by the interaction with

their associated parent domains. Third, the study clearly shows the importance of

appropriately considering the initial twin stress state at twin inception.

During this study, it was found that most numerical instabilities can be traced

back to the choice of hardening matrix [53,58]. Although such matrix was chosen to be

positive semi-definite, the EPSC scheme would have been more stable if all eigenvalues

of the hardening matrix were strictly positive, i.e. if the hardening matrix was positive

definite. However, the hardening matrix associated with Mg single crystals computed

by Bertin et al. [11] from dislocation dynamics is definitely not positive semi-definite

and even less positive definite. As a result, the easiest way to overcome such an issue,

inherent in the EPSC algorithm, is either to use hardening laws with strictly positive

definite hardening matrices or to use visco-plastic self-consistent or elasto-visco-plastic

self-consistent schemes.

In order to process EBSD scans and extract twinning statistics automatically,

a new EBSD analysis software based on graph theory and quaternion algebra was

developed. Quaternions allow an easy computation of disorientations between pixels

and areas of consistent orientation. The subsequent use of graph and group structures

allows grain identification, twin recognition and statistics extraction.
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The newly introduced software is distinguished from pre-existing commercial

softwares or academic codes by combining visualization with automated analysis

of the EBSD map. The built-in graphical user interface enables an immediate and

direct access to microstructural and twinning data such as orientation and size of

twins and grains, mode and system of twins; it also allows the user to correct or

complete, if necessary, the analysis performed by the software. In addition, all raw

and processed data are saved in a relational database. Consequently, all experimental

parameters, microstructural data and twinning statistics are easily accessible via SQL

requests. The database also enables us to quantify systematically the influence of

a very large number of parameters. The construction of such a database makes a

significant difference compared to other pre-existing analysis tools.

Moreover, although the tool was initially developed to perform statistical analyses

on Mg and Zr scans, the software is not limited to these two h.c.p. metals. Its algo-

rithm is capable of identifying any twin occurring in h.c.p. materials on condition that

the user writes in the code the value of the c/a ratio and the theoretical disorientation

quaternions corresponding to all potentially active twinning systems. For the analysis

of other crystallographic structures, the user has to adapt the cell characteristics, add

or remove quaternions corresponding to the different twinning orientation relations

and modify the symmetry quaternions.

The two first statistical studies were performed from rolled AZ31 Mg alloy EBSD

scans in order to explain the activation of low Schmid factor {101̄2} tensile twins

and successive {101̄2}-{101̄2} double extension twins. The first study revealed that

low Schmid factor {101̄2} tensile twins only represent 6.8 % of all twins. Based

on purely deterministic constitutive laws, polycrystalline schemes such as EPSC or

EVPSC will not be able to predict the formation of low Schmid factor twins. However,

consequences on predicted mechanical responses are expected to be small because of
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their low statistical relevance. The second study revealed that {101̄2}-{101̄2} double

extension twins obey the Schmid’s law in general. It also showed that considering

internal energy changes computed from a micromechanical double-inclusion model,

even simplified, results in very accurate predictions of double extension twin variant

activation. The study also pointed out that such double twins are extremely rare and

have a negligible effect on the mechanical properties of the material.

Another statistical study performed from Zr EBSD scans was carried out in order

to discuss the influence of twin-twin junctions between first generation twins, grain

size and crystallographic orientation on nucleation and growth of twins. Samples were

loaded in compression at liquid nitrogen temperature along the through-thickness

and one of the in-plane directions in order to favor C1 and T1 twins, respectively.

Abbreviations T1, T2 and C1 stand for {101̄2}, {112̄1} and {112̄2} twins, respectively.

This study is the first to establish the statistical relevance of twin-twin junctions by

collecting and processing data about all twinning modes and all twin-twin junctions in

Zr. Six different types of twin-twin junctions ,i.e. T1 − T1, T1 − T2, T1 − C1, T2 − T2,

T2 − C1 and C1 − C1, are observed. Twin-twin junctions occurring between twins

belonging to different modes, and more particularly between twins belonging to the

first and second most active twinning modes, appear very frequently and cannot be

neglected. Depending on the loading configuration, they may represent more than half

of all twin-twin junctions. The comparison between the average twin thickness of twins

embedded in single twinned and multi-twinned grains reveals that twin-twin junctions

hinder twin growth. In addition, only nucleation and growth of twins belonging to

the predominant twinning mode seem to be strongly sensitive to grain orientation

and loading direction. These differences can probably be explained by the presence of

localized high stress levels allowing the nucleation of any twinning mode. In agreement

with previous studies, it is also found that the probability of twin nucleation and the
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average number of twins per twinned grain increase with grain size.

The logical continuation of this work consists of 1) a more user-friendly integration

of post-processing capabilities in the EBSD software and 2) the development and

implementation of stochastic models taking into account all new statistically meaningful

data into the DI-EPSC scheme scheme. For example, the software could become

more user-friendly if SQL requests were directly implemented in the software and

if the software would display and output tables with information about twins, twin

junctions, twinned grains, etc. One can also imagine an interface allowing the user to

choose the microstructural features he desires to obtain. Regarding the development

of stochastic models, Beyerlein et al. [17] and then Niezgoda et al. [104] proposed

models dealing with nucleation of {101̄2} tensile twins in Mg. These models could

be extended so as to be capable of predicting the nucleation of any type of twinning

mode in h.c.p. metals. Results of the statistical study on Zr presented in Chapter 4

are a starting point. In addition, performing EBSD measurements on more Mg and Zr

samples loaded either monotonically or cyclically along different directions at different

temperatures and strain rates would represent an incredible additional source of data

for the modeling community.
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APPENDIX A

GRAPHIC USER INTERFACE OF THE EBSD MAP

ANALYSIS SOFTWARE AND SQL REQUESTS FOR

AUTOMATED TWIN STATISTICS EXTRACTION

A.0.1 Graphic User Interface

To assist the EBSD map analysis, 9 distinct visualization modes and 8 color mappings

of the EBSD data are provided by the software. The color mappings correspond to

two different color mappings of the rotation space, three stereographic projections,

and they display in gray levels, the image quality, confidence index and fitness value

reported by the acquisition software. The 9 visualization modes are the following:

1. Raw mode: displays the raw EBSD measurement points as shown in Figure 3.23,

left.

2. Twinning editor: displays twinning relations between fragments and allows the

user to enable or disable them. Fragments identified as parent phases, first,

second, third and higher generation twins are marked with yellow, light blue,

dark blue and red discs, respectively. Discs indicating high order twins, i.e.

second, third and higher order, appear larger in order to be more visible. Being

probably the result of incorrectly enabled relations, these twinning relations

have to be inspected in priority ( Figure 3.23, center).

3. Grain neighbors: displays grains with their neighbors. The user is, here, able to

mark a fragment as parent or twin phase.

4. Clusters: displays phases grouped by twinning order. Colors used to indicate
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Raw measurements Twinning editor Phases

Grains Individual measurements Convex hulls

Ellipses Twin interactions Twin boundaries

Figure A.1: Visualization modes for a single grain
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twinning modes are also the same as those used in the twinning editor visual-

ization mode. However, it emphasizes on twinning order. For example, it was

previously mentioned that first generation twins are marked with a light blue disc

in the twinning editor mode. Here, first generation twins are not only marked by

a light blue disc but their boundaries appear in light blue (Figure 3.23, right).

5. Twinning statistics: is exactly like the twinning editor mode except that only

intragranular relations are displayed. The interest of this mode lies in the

possibility for the user to obtain information about pairs of twins and grains or

pairs of twins just by clicking on the edges linking two connected parts. The

user has then access to a list of information about these two connected parts

such as the disorientation existing between the twin and the parent phases, the

twinning mode corresponding to the disorientation, etc.

6. Convex hulls: displays the convex hull of detected grains. The polygons are

drawn in green if their area is close to the enclosed grain area, in red otherwise.

7. Ellipses: displays a fitted ellipse around every detected twins. Twins whose

shape does not fit an ellipse very well are drawn in red because they are likely

to be the result of the merging of two (or more) twins (Figure 3.24, left). This

mode is with twinning statistics and after the twinning editor mode, the second

most useful visualization mode, since it allows the user to have access to grain

and twin properties such as orientation and size.

8. Connected twins: displays detected twin-twin junctions. The user can also mark

manually undetected twin-twin junctions.

9. Twin joints: displays identified twinning relations between measurement points

located along twin boundaries. Even though measurement points along twin

boundaries are not very reliable, this mode might be useful to visualize how
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strongly the disorientation appears along the boundary.

In addition to these visualization modes, options are available to highlight grain or

twin boundaries, exclude grains in contact with the map edge, replace twins in a twin

strip by their union (Figure 3.24, right), display connected part ids and obviously zoom

in or out and pan. When zooming in to a level where individual measurement can be

separated, local disorientation is also displayed as shown in figure 3.17. Figure A.1

summarizes all available modes.

A.0.2 SQL Requests

All SQL requests used for statistics extraction are listed in the following.

• Request 1:

select g . id , g . area , g . qx , g . qy , g . qz , g . qw

from g ra i n s as g

where not g . map edge

order by g . id ;

• Request 2:

drop view Twins ;

create view Twins as

select C1 . id as P, C2 . id , c2 . gra in , S2 . area ,C2 . size , S2 . length ,

S2 . th i cknes s , c2 . x , c2 . y , s2 . qx , s2 . qy , s2 . qz , s2 . qw ,

e . twinning , e . va r i an t

from ConnectedEdges as E

inner join Fragments as c1 on c1 . id=e . i

inner join Fragments as c2 on c2 . id=e . j

inner join FragmentSta t i s t i c s as s1 on c1 . id=s1 . id

inner join FragmentSta t i s t i c s as s2 on c2 . id=s2 . id

inner join Grains as G on G. id = C2 . g ra in
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and C1 . i s p a r e n t

and E. twinning>1

and C1 . gra in=C2 . g ra in

and not G. map edge

and c1 . tw ins t r ip<=0 and c2 . tw ins t r ip<=0

and c2 . tw inn ing order=1

order by C2 . id ;

• Request 3:

select C1 . grain , C1 . id , C2 . id ,

T1 . twinning , T1 . var iant , T2 . twinning , T2 . va r i an t

from FragmentEdges as E

inner join Fragment as C1 on C1 . id = E. i

inner join Fragment as C2 on C2 . id = E. j

inner join Twins as T1 on C1 . id = T1 . id

inner join Twins as T2 on C2 . id = T2 . id

where E. i > E. j

and not C1 . i s p a r e n t and not C2 . i s p a r e n t

and C1 . i s v a l i d and C2 . i s v a l i d

and C1 . gra in=C2 . g ra in

and C1 . tw in s t r i p <= 0 and C2 . tw in s t r i p <= 0

order by C1 . gra in ;

• Request 4:

select t . gra in , d . i , d . j , d . d i s t , d . xi , d . yi , d . xj , d . y j

from twins as t , Ing ra inD i s t ance s as d

where ( t . id=d . i or t . id=d . j )

group by d . d i s t ∗d . x i ∗d . x j order by t . g ra in ;
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• Request 5:

select MAP ID, g . id , g . area , g . border l ength ,

avg ( t . area ) ,sum( t . area ) , count ( t . id ) ,avg ( t . t h i c kne s s )

from g ra i n s as g , Twins as t

where G. id = t . g ra in

group by g . id order by g . id ;
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APPENDIX B

STRESS-STRAIN CURVE CORRECTION METHOD AND

MECHANICAL TESTING PARAMETERS

Measuring the evolution of the distance existing between the current and the initial

positions of the upper compression plate is an accurate way to estimate the deformation

of the sample. However, during a compression test, the distance measured by LVDT

sensors evolves not only because of the deformation of the sample but also because of

the deformation of the machine. Initially, the stiffness of the machine was measured

experimentally by compressing square tungsten samples. Correction parameters were

then directly derived from the measured machine stiffness. Unfortunately, tungsten

samples cracked. As a result, it was decided to correct the measured strain in such

a way that the Young’s modulus, during the loading phase, is equal to 45 GPa. To

calculate the corrective parameters, a MATLAB code was written to extract the stress

and strain values as well as to output the stress-strain curves, and another was written

to calculate the corrective parameters and Young's modulus for both loading and

unloading regimes. The reason why many Young's moduli for unloading regimes are

missing in Table 15 is that measurement points corresponding to unloading phases

were not recorded initially. The procedure was then adapted in order to save them.

This is also why the elastic regime of the loading phase was used to determine the

correction parameters. The following equations describe the method used to correct

the measured strain.

First, the measured strain, �m, is corrected by a term denoted by �corr linearly

proportional to the force applied and, as a result, to the engineering stress, σm:
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�
c = �

m − �
corr (B.1)

where �c denotes the measured strain after correction and �corr the correction term

expressed as follows:

�
corr = a.σ

m + b (B.2)

Correction parameters a and b are determined from the desired theoretical Young's

modulus value, i.e. Eth = 45 GPa, and two measurement points, P1(�m1 , σ
m
1 ) and

P2(�m2 , σ
m
2 ), picked such that both σm

1 and σm
2 belong to the elastic regime of the

loading. For all corrections, points P1 and P2 were chosen to have σm
1 and σm

2 equal

to about 30 MPa and 60 MPa, respectively. Consequently, parameters a and b can be

expressed as follows:

a =
�m2 − �m1

σm
2 − σm

1

− 1

Eth
(B.3)

b = �
i − σi

Eth
(1 + a.E

th) (B.4)

with i = {1, 2}.

Table 15 lists the measured Young's moduli and correction parameters for compres-

sion tests whose characteristics are described in Table 16. Abbreviations RD, TD and

ND stand for rolling direction, transverse direction and normal direction, respectively.

182



Table 15: Young’s moduli measured for both the loading and unloading regimes before

correction and correction parameters

Sample Young’s modulus Young’s modulus Corr. Param. Corr. Param.

Label loading (GPa) unloading (GPa) a (MPa−1) b

RD1 - 7.8511e-05 5.2016e-04

RD2 - 3.0803e-05 7.7801e-04

RD3 - 5.2416e-05 6.6649e-04

TD2 15.6 - 4.5699e-05 7.8436e-04

ND2 21.4 73.2 2.4145e-05 -6.34e-04

ND3 25.9 69.7 1.6109e-05 -7.043e-04

ND5 18.1 15.0 3.3402e-05 1.02751e-03

ND6 19.6 14.9 2.9008e-05 1.03421e-03

RD1TD1 19.7 - 1.9934e-05 1.39418e-03

- 14.1 - /4.88218e-05 /1.20736e-03

RD2TD2 17.9 - 3.4792e-05 7.7543e-03

- 16.3 - /3.9626e-05 /9.511e-04

RD3TD3 17.4 - 3.669e-05 7.9274e-03

- 13.7 - /5.11435e-05 /1.0106e-03
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Table 16: Description of loading conditions

Sample Label Loading Direction Strain Rate Temperature

(/s) (K)

RD1 RD 0.001 25

RD2 RD 0.001 25

RD3 RD 0.001 25

TD2 TD 0.001 25

ND2 ND 0.001 75

ND3 ND 0.001 75

ND5 ND 0.1 25

ND6 ND 0.1 25

RD1TD1 RD thenTD 0.001 25

RD2TD2 RD thenTD 0.001 25

RD3TD3 RD thenTD 0.001 25
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“Twintwin interactions in magnesium,” Acta Materialia, vol. 77, no. 0, pp. 28 –
42, 2014.

[147] Yu, Q., Wang, J., Jiang, Y., McCabe, R. J., and Tomé, C. N., “Co-zone
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