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Abstract

Identi�cation of driving manoeuvres using smartphone-based

GPS and inertial forces measurement

J. Engelbrecht

Department of Electrical and Electronic Engineering,

University of Stellenbosch,

Private Bag X1, Matieland 7602, South Africa.

Thesis: MScEng (E&E)

December 2014

Road accidents are a growing concern for governments and is rising to become one of the
leading causes of death in developing countries. Aggressive driving is one of the major
causes of road accidents, and it is therefore important to investigate ways to improve
people's driving habits. The ubiquitous presence of smartphones provides a new plat-
form on which to implement sensor networks in vehicles, and therefore this thesis focuses
on the use of smartphones to monitor a person's driving behaviour. The framework for
a smartphone-based system that can detect and classify various driving manoeuvres is
researched. As a proof of concept, a system is developed that speci�cally detects lat-
eral driving manoeuvres and that classi�es them as aggressive or not, using a supervised
learning classi�cation algorithm. Existing solutions found in research literature are inves-
tigated and presented. The best existing solution, a dynamic time warping classi�cation
approach, is also implemented and tested. We use an aggressive driving model that is
based on the angle of a turn, the lateral force exerted on the vehicle and its speed through
the turn. The tests and results of the implemented manoeuvre detection and classi�cation
algorithms are presented, and thoroughly discussed. The performance of each classi�er is
tested using the same data set, and a quantitative comparison are made between them.
Ultimately, a lateral driving manoeuvre detection and recognition system was successfully
developed, and its potential to be implemented on a smartphone was substantiated. The
suitability of supervised learning classi�ers for classifying aggressive driving, in compar-
ison to dynamic time warping classi�cation, was successfully demonstrated and used to
validate our aggressive driving model. Conceivably, this work can be employed in the fu-
ture to develop an holistic smartphone-based driver behaviour monitoring system, which
can be easily deployed on a large scale to help make the public drive better. This would
make our roads safer, reducing the occurrence of road accidents and fatalities.
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Uittreksel

Identi�kasie van bestuurbewegings met behulp van

selfoon-gebaseerde GPS en meting van traagheidskragte

(�Identi�cation of driving manoeuvres using smartphone-based GPS and inertial force

measurement�)

J. Engelbrecht

Departement Elektriese en Elektroniese Ingenieurswese,

Universiteit van Stellenbosch,

Privaatsak X1, Matieland 7602, Suid Afrika.

Tesis: MScIng (E&E)

Desember 2014

Padongelukkige is 'n groeiende bekommernis vir regerings en is een van die hoof oorsake
van sterftes in ontwikkelende lande. Aggressiewe bestuur is een van die grootste oorsake
van padongelukke, en dit is dus belangrik om ondersoek in te stel oor hoe mense se
bestuurgewoontes verbeter kan word. Die alomteenwoordigheid van slimfone bied 'n nuwe
platform waarop sensor netwerke geïmplementeer kan word in voertuie. Daarom fokus
hierdie tesis op die gebruik van slimfone om 'n persoon se bestuurgedrag te moniteer. Die
raamwerk vir 'n slimfoon-gebaseerde stelsel wat verskeie bestuurbewegings kan opspoor
en klassi�seer is nagevors. As 'n bewys van die konsep, is 'n stelsel ontwikkel wat spesi�ek
laterale bestuurbewegings opspoor en dan klassi�seer of dit aggressief is of nie, met behulp
van 'n klassi�kasie algoritme wat onder toesig geleer is. Bestaande oplossings gevind
in navorsingsliteratuur word ondersoek en aangebied. Die beste bestaande oplossing,
'n dinamiese tyd buiging klassi�kasie benadering, word ook geïmplementeer en getoets.
Ons gebruik 'n aggressiewe bestuurmodel wat gebaseer is op die hoek van 'n draai, die
laterale krag wat uitgeofen is op die voertuig en sy spoed deur die draai. Die toetse
en die resultate van die geïmplementeer beweging opsporing en klassi�sering algoritmes
word aangebied, en deeglik bespreek. Die prestasie van elke klassi�seerder is getoets met
behulp van dieselfde stel data, en 'n kwantitatiewe vergelyking is tussen beide gemaak.
Oplaas is 'n laterale bestuurbeweging bemerking en herkenning stelsel suksesvol ontwikkel
en sy potensiaal om geïmplementeer te word op 'n slimfoon is gestaaf. Die geskiktheid
van die onder-toesig-geleerde klassi�seerders vir die klassi�kasie van aggressiewe bestuur,
in vergelyking met dinamiese tyd buiging klassi�kasie, was suksesvol gedemonstreer en
gebruik om ons aggressiewe bestuurmodel te bewys. Hierdie werk kan in die toekoms
gebruik word in 'n holistiese slimfoon-gebaseerde bestuurdergedrag monitering stelsel,
wat maklik op groot skaal ontplooi kan word om te help verseker dat die publiek beter
bestuur. Dit sal ons paaie veiliger maak, en die voorkoms van padongelukke en sterftes
verminder.
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Chapter 1

Introduction

Most modern smartphones have a variety of embedded sensors � typically an accelerom-
eter, gyroscope, light, proximity and magnetic sensors, as well as a microphone, camera
and Global Positioning System (GPS). This variety of sensors make many sensing appli-
cations possible. An example of such an application is gesture recognition, which is used
to answer a call when bringing the phone to one's ear, or paging through a document by
the wave of a hand [1, 2]. In a similar way, di�erent activities such as walking, running,
cycling and driving can be detected and classi�ed using the inertial sensors of a phone
that is carried in a user's pocket [3]. In this project we speci�cally investigate how lateral
driving manoeuvres can be identi�ed by exploiting a smartphone's embedded sensors.

1.1 Road safety

Worldwide, more than a million deaths are caused by road accidents per year [4]. The
World Health Organization (WHO) predicts that road fatalities will rise to become the
�fth leading cause of death by 2030 [4]. Research done in the United States shows that, in
more than 50% of fatal road accidents, unsafe driving behaviours were involved [5]. Road
accidents are caused by a variety of factors, but aggressive driving behaviour is one of the
major causes [6]. Investigating ways to make drivers aware of their dangerous habits and
to teach them not to drive aggressively, is imperative to reducing the occurrence of road
accidents.

1.2 Proposed solutions

In the last decade, various entities have been developing solutions to monitor a vehicle
and its driver's behaviour [7�9]. However, these solutions are expensive and intended for
�eet management, and there is little incentive for individuals to buy them. However, the
increasingly ubiquitous presence of smartphones � with their variety of sensors � presents
the possibility to easily implement vehicle monitoring systems on a large scale.

Driver behaviour monitoring is an attractive application for smartphones in vehicles.
Drivers can be monitored to make them aware of their potentially dangerous driving
behaviour. Anonymous participatory sensing could also enable identifying areas where
accidents are more likely to occur [10]. The authorities could also be noti�ed to investigate
extreme cases of aggressive driving.

Smartphones' connectivity also allows for the implementation of other vehicle monitor-
ing features, such as tra�c monitoring, tra�c re-routing and accident reporting. Accident

1
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CHAPTER 1. INTRODUCTION 2

detection is possible using only the sensors in a modern smartphone, as shown by White
et al. [11]. The swift automatic reporting of road accidents to authorities can prevent
fatalities by minimising the response time of emergency services. Additionally, using a
machine-to-machine (M2M) communication platform would allow the redirection of other
drivers away from an accident. Notifying drivers that they are approaching an accident
scene could also increase their alertness and warn them to slow down, thereby preventing
further accidents.

1.2.1 Insurance incentive

Medical aid and vehicle insurance companies can bene�t by obtaining driving behaviour
data of their clients. It would enable an insurance company to o�er competitive premiums
and better services such as swift emergency roadside assistance. For this purpose, compa-
nies are starting to develop smartphone-based driver behaviour monitoring and accident
detection systems, such as Discovery Insure, who already released an Android driver be-
haviour monitoring application to the public. The advantage of their application is its
ability to operate unobtrusively and incessantly without the need of user interaction. It is
also an inexpensive and widely deployable system, that could help reduce the occurrence
of road accidents, by making drivers aware of their bad driving habits.

1.3 Thesis statement and hypotheses

Aggressive and normal (non-aggressive) lateral driving manoeuvres can be successfully
detected and classi�ed by a smartphone, using data from its embedded accelerometer,
gyroscope and GPS. Supervised learning classi�cation algorithms can be utilised for ag-
gressive driving manoeuvre recognition and outperform existing solutions.

Hypothesis 1:
Smartphone sensors can be sampled and processed fast enough to detect and classify
driving manoeuvres.

Hypothesis 2:
Rotation rate measurements from a gyroscope are su�cient to detect the start and
end of a lateral driving manoeuvre, and to classify the severity of a road bend when
driving through it.

Hypothesis 3.
Acceleration and rotation rate measurements can be successfully �ltered to remove
unwanted noise and o�sets.

Hypothesis 4.
Aggressive lateral driving manoeuvres can be identi�ed from acceleration, speed and
bend severity information.

Hypothesis 5.
Supervised learning classi�cation algorithms can be successfully applied to aggres-
sive driving recognition, and they can perform better than the existing dynamic
time warping approach as found in literature.
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CHAPTER 1. INTRODUCTION 3

1.4 Research objectives

Objective 1:
Develop a system that can detect lateral driving manoeuvres using data solely from a
smartphone's embedded accelerometer, gyroscope and GPS. The system must record
the relevant sensor and GPS data to be used for classi�cation of a manoeuvre. The
system must be able to operate as an application on a smartphone in real-time.

Objective 2:
Develop a system that can evaluate detected lateral driving manoeuvres against
a determined model of aggressive driving. Investigate the suitability of various
supervised learning classi�cation algorithms for classifying aggressive manoeuvres.

Objective 3:
Implement a dynamic time warping approach to classifying driving manoeuvres, as
described in existing literature, and compare its performance to that of the best
suited supervised learning classi�er.

1.5 Scope of work

This thesis focuses on the use of smartphones to monitor a person's driving behaviour.
The framework for a smartphone-based system that can detect and classify various driving
manoeuvres is developed. As a proof of concept, a system is developed that speci�cally
detects lateral driving manoeuvres and that classi�es them as aggressive or not, using a
supervised learning classi�cation algorithm. The aggressive driving model is based on the
angle of a turn, the lateral force exerted on the vehicle and its speed through the turn.
Existing solutions found in research literature are investigated and presented. The best
existing solution is also implemented, and then compared to the most e�ective supervised
learning classi�cation algorithm that was tested.

1.6 Thesis structure

Chapter 2 presents a comprehensive literature survey of the current state of smartphone-
based vehicle monitoring systems. There are four main categories: Road condition
monitoring, vehicle telematics, driver behaviour monitoring and collaborative driv-
ing. Particular focus is placed on a few examples of smartphone-based driver be-
haviour monitoring systems.

Chapter 3 gives an overview of the aggressive driving model that is investigated and
the design of the experimental system to test it.

Chapter 4 describes the system design in further detail. The data acquisition system
and collection process is discussed, as well as two aggressive driving recognition
approaches.

Chapter 5 provides details of the tests and results of the di�erent approaches and algo-
rithms described in Chapter 4. The performance of each approach is tested using
the same sampled data set and a quantitative comparison is made between them.

Stellenbosch University  http://scholar.sun.ac.za



CHAPTER 1. INTRODUCTION 4

Chapter 6 presents a summary of the work and the conclusions drawn from it. The
research hypotheses set out in Chapter 1 are validated with the test results. The
contributions of the work and possible future work are discussed.
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Chapter 2

Literature Survey

In this chapter a brief overview is �rst given of the current literature on smartphone
sensing in vehicles. A number of available papers speci�cally describing vehicle monitoring
systems that are entirely implemented on a smartphone are then analysed, reviewed and
compared. Lastly, the challenges facing the progress and adoption of vehicle monitoring
systems are discussed.

2.1 Smartphone sensing in vehicles

Machine-to-machine (M2M) communications describes a system where multiple electronic
devices communicate autonomously to enable the sharing of information [12]. Among the
millions of M2M devices that will be deployed world-wide in the coming years, smart-
phones will be the most mobile, versatile and powerful devices that can be used as sensors
and M2M gateways [13]. Therefore, much research has been done on smartphone sensing
applications in recent years [13�21].

In this section, a brief overview is given of the current literature on smartphone sensing
in vehicles. The literature is organised in four categories: Road condition monitoring,
vehicle telematics, driver behaviour monitoring and collaborative driving. The features
and goals of the recent projects are listed in Table 2.1 to provide context of the systems
discussed in the rest of this thesis.

2.1.1 Collaborative driving

M2M platforms have been developed where smartphones are used as sensor gateways
in vehicles to support tra�c management applications such as detecting congestion and
rerouting tra�c [22�24]. The platform described by Ali et al. serves the same purpose,
but information is manually entered by users on their smartphones [25].

SignalGuru [14,27] is a service that uses smartphones to opportunistically detect tra�c
signals with their cameras and collaboratively share and learn tra�c signal schedules. This
enables Green Light Optimal Speed Advisory (GLOSA) applications which provide drivers
with the schedule of forward tra�c signals, allowing them to avoid coming to a complete
halt and thereby lowering their fuel consumption. Jam Eyes [26] is an application that
uses a smartphone's camera and wi� to detect vehicles around it in a tra�c jam, in order
to collaboratively calculate the length of a tra�c queue.

5
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Table 2.1: Literature relevant to smartphone sensing in vehicles.

Ref. Year Technology Category Goal

[13] 2007
mobile
phone

collaborative driving mobile phones as sensor gateways

[22] 2012
smartphone,
external
sensors

vehicle telematics
engine parameters collection from
external sensors

[23] 2013

smartphone,
external
sensors,
vehicle ECU

vehicle telematics
opportunistic transfer of external
sensors and CAN bus data

[24] 2011 smartphone collaborative driving intelligent driver guidance tool

[25] 2012 smartphone collaborative driving
road incident and tra�c crowd-
sourcing

[26] 2012 smartphone collaborative driving tra�c queue length detection

[14]
[27]

2011 smartphone collaborative driving tra�c signal detection and learning

[28] 2009 smartphone driver behaviour monitoring lane departure warning system

[10] 2011 smartphone driver behaviour monitoring aggressive driving detection

[29] 2012 smartphone driver behaviour monitoring driving style characterization

[30] 2010 smartphone driver behaviour monitoring drunk driving detection

[31] 2012 smartphone
driver behaviour monitoring,
road condition monitoring

advanced driver-assistance system

[32] 2008 smartphone
collaborative driving, driver
behaviour monitoring, road
condition monitoring

road and tra�c condition monitoring

[33] 2012 smartphone
collaborative driving, road
condition monitoring

pothole detection and noti�cation

[34] 2011 smartphone
collaborative driving, road
condition monitoring

pothole detection and noti�cation

[35] 2013 smartphone vehicle telematics hybrid electric vehicle diagnostics

[36] 2011
smartphone,
vehicle ECU

vehicle telematics accident detection and noti�cation

[11]
[37]

2010 smartphone vehicle telematics accident detection and noti�cation

[38] 2011 smartphone driver behaviour monitoring eco-driving assistant

[39] 2012 smartphone driver behaviour monitoring eco-driving assistant
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2.1.2 Vehicle telematics

Zaldivar et al. [36] proposed using smartphones as an alternative on-board unit (OBU) in
vehicles to access information in the vehicle's electronic control unit (ECU) wirelessly. An
ECU is typically accessed through an industry-standard on-board diagnostic connector,
known as OBD-II. By connecting an OBD-II-to-bluetooth adapter to the vehicle's con-
troller area network (CAN) bus, a smartphone can gain access to the bus via bluetooth.
Automatic accident detection is accomplished by using data obtained from the CAN bus
together with the smartphone's GPS and accelerometer. Similarly, Yang et al. [35] devel-
oped a smartphone-based diagnostic system for hybrid electric vehicles that also accesses
a vehicle's CAN bus through OBD-II.

The WreckWatch [11] accident detection system developed by White et al. di�ers
from the one developed by Zaldivar et al. in that it detects accidents using only the
accelerometer values from a smartphone, and not the values from a vehicle's electronic
control unit (ECU).

2.1.3 Driver behaviour monitoring

Johnson and Trivedi [10] developed one of the �rst complete driver behaviour monitoring
systems on a smartphone. Their system can detect and classify a number of aggressive
and non-aggressive driving manoeuvres when placed in a vehicle, by only using the in-
ternal accelerometer, gyroscope, magnetometer and GPS of a smartphone. Other driver
behaviour monitoring systems similar to the work in [10] has also been developed. Eren
et al. [29] used a similar approach based on the same algorithms, but expanded their
system by adding a driving style classi�cation feature. Dai et al. [30] developed a system
that speci�cally detects drunk driving. Fazeen et al. [31] developed a driver behaviour
monitoring system that advises a driver on dangerous vehicle manoeuvres.

SmartLDWS [28] is a vision-based lane departure warning system developed for a
smartphone. It employs a novel lane detection algorithm that provides satisfactory per-
formance with the poor cameras typically found on older smartphones � while also being
scalable to available computing power.

Eco-driving applications for smartphones aim to increase a driver's fuel e�ciency by
evaluating their driving and providing constructive feedback. Artemisa [38] is one such
application which uses a smartphone's accelerometer to model a person's driving style
and provides eco-driving tips to correct bad driving habits.

2.1.4 Road condition monitoring

Eriksson et al. [40] developed one of the �rst road condition monitoring systems that
detects and maps road anomalies, such as potholes, using an accelerometer and GPS.
Mednis et al. [34] and Ghose et al. [33] later both developed road condition monitoring
applications for a smartphone which sends sensor data to a remote server and alerts
drivers of potholes in the road.

Mohan et al. [32] developed a road and tra�c monitoring system, named Nericell,
which also employs smartphone sensors to detect certain conditions. In addition to the
driver behaviour monitoring feature, Fazeen et al. [31] also added a road condition char-
acterisation and mapping feature to their system that uses a smartphone's GPS and
accelerometer.
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Table 2.2: Summary of techniques and sensors used by smartphone-based vehicle moni-
toring systems.

Reference Detection technique Sensors used

Mohan [32] pattern matching, orientation calibration accelerometer, microphone, GPS

Dai [30] pattern matching, orientation calibration accelerometer, gyroscope

Johnson
[10]

endpoint detection, DTW
accelerometer, gyroscope, magnetometer,
GPS

Eren [29]
endpoint detection, DTW, Bayesian clas-
si�er

accelerometer, gyroscope, magnetometer

Fazeen [31] pattern recognition accelerometer, GPS

White [11] pattern matching accelerometer, microphone, GPS

z

x

y

z′

x′

y′

lateral

longitudinal

lateral

longitudinal

Figure 2.1: Smartphone and vehicle coordinate system used in analysis.

2.2 Entirely smartphone-based vehicle monitoring

systems

The vehicle monitoring systems catalogued in Section 2 that solely rely on the embed-
ded sensors of a smartphone are further analysed in this section. Only systems that
use a smartphone's embedded sensors in an unobtrusive and energy-e�cient manner are
considered. For instance, systems using image processing techniques on a smartphone's
camera are not considered, as it is processing and power intensive, as well as requiring
the smartphone to be mounted on the dashboard. The relevant published papers that are
analysed are listed in Table 2.2.

In the rest of the thesis, readings from an accelerometer's three axes (x, y, z) are
denoted as ax, ay and az. Readings from a gyroscope's three axes are denoted as ωx,
ωy and ωz. A vehicle's axes are denoted as x′, y′ and z′. Accelerometer readings are
expressed proportional to the acceleration from gravity, g (9.8 m/s2), and gyroscope
readings in terms of rotation rate (rad/s). Acceleration vectors are denoted as ax, ax′ ,
etc
, representing signals sampled in time. As shown in Figure 2.1, the axes of a smartphone
are de�ned as x pointing towards the right and y to the top from the phone's front, while
z points out orthogonal to the screen. A vehicle's axes are de�ned as x′ pointing towards
the right and y′ to the front of the vehicle, while z′ points up towards the roof.
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2.2.1 Nericell: Rich Monitoring of Road and Tra�c Conditions

using Mobile Smartphones � Mohan et al.

Nericell [32] is a smartphone-based system designed to detect certain conditions pertain-
ing to vehicles such as braking, bumps in the road, hooting and stop-and-go tra�c. It
uses a smartphone's accelerometer, microphone, GSM communications and GPS for this
purpose. Nericell aggregates sensed data from multiple participating smartphones on a
centralised server. Mohan et al. envisages the system being used to annotate existing traf-
�c maps with information such as the condition of road surfaces and the level of chaotic
tra�c.

Nericell strives to use the sensors in a power-e�cient manner. Only the accelerometer is
sampled continuously with the GSM radio kept active, which is needed for communication
anyway. The system relies on input from these devices to turn on the microphone or GPS
only when they are needed in order to conserve energy. Data is �ltered and processed
locally on each smartphone before sending it to a server for aggregation.

2.2.1.1 Virtual reorientation procedure

The accelerometer is the key sensor of the system, as it is used for braking, pothole and
bump detection. However, the orientation of its axes in relation to the vehicle in which
it is, must be known. Therefore, an algorithm was developed to virtually reorientate the
smartphone's accelerometer to the vehicle's frame of reference.

An accelerometer measures the acceleration associated with the weight experienced by
any mass � therefore, if the accelerometer is aligned correctly, it will measure az = −1g.
The framework used for the reorientation of the accelerometer is based on Euler angles,
which simpli�es the calculations considerably. The orientation of the accelerometer can be
described as a pre-rotation about z′, a tilt about y′ and a post-rotation about z′, denoted
as θpre, θtilt and θpost respectively. Only the tilt operation changes the angle of z with
respect to z′, and since |az′ | = 1 when assuming the vehicle is on �at ground,

θtilt = cos−1
(
az
az′

)
= cos−1(az) (2.2.1)

Also, since |az′| = 1, pre-rotation followed by tilt would result in non-zero ax and ay.
Therefore

θpre = tan−1
(
ay
ax

)
(2.2.2)

To estimate θtilt and θpre using (2.2.1) and (2.2.2), periods when the vehicle is stationary
or in steady motion have to be identi�ed. However, a simpler method that proved to work
well was to use the median values of ax, ay and az over a 10 second window. As long
as no high-speed sharp turns are performed during the window, the values are notably
stable, even on a bumpy road. Lastly, the post-rotation about z′ has no in�uence on the
forces experienced due to gravity, therefore another force is needed in order to estimate
the angle of rotation.

The acceleration and deceleration of a vehicle in a straight line provides a force in the
x′ direction. Deceleration (braking) tends to induce a stronger force than acceleration
and is therefore used for the estimation procedure. The GPS trace is used to monitor the
vehicle for a sharp deceleration event in a more or less straight line. As explained in the
paper [32], a maximisation procedure yields an equation for θpost dependent on θtilt and
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Table 2.3: Cross-correlation between two well-oriented accelerometers (f , g), a disoriented
accelerometer (h) and a virtually reoriented (h′) accelerometer [32].

f ? g θpre/θtilt/θpost h ? f h′ ? f h ? g h′ ? g

0.90 7◦/38◦/106◦ 0.30 0.88 0.20 0.91

0.75 174◦/34◦/-107◦ 0.43 0.72 0.54 0.87

0.94 174◦/34◦/-107◦ 0.59 0.84 0.67 0.90

0.74 4◦/42◦/12◦ 0.65 0.72 0.63 0.68

0.76 3◦/44◦/-1◦ 0.62 0.71 0.69 0.79

0.78 -80◦/42◦/121◦ 0.65 0.73 0.64 0.73

θpre. Therefore, to estimate θpost, θtilt and θpre must �rst be estimated using (2.2.1) and
(2.2.2). The GPS trace is then evaluated for a braking event and during the transient
surge the mean of ax, ay and az are recorded. This is done to account for the time delay
in the speed estimate received from the GPS.

The e�ectiveness of the virtual reorientation procedure was validated through testing.
Values from a separate, well-oriented accelerometer, was recorded simultaneously with
accelerometer values from a smartphone running Nericell, during numerous drives. The
cross-correlation between the data was calculated to quantify the results, which are shown
in Table 2.3. The cross-correlation is far from perfect, but this is mostly due to sensor
noise and the fact that no two accelerometers will give the exact same values. In general,
the cross-correlation between a well-oriented accelerometer and a disoriented smartphone
accelerometer, improves substantially when the latter has been virtually reoriented.

2.2.1.2 Driving event detection

After a smartphone's accelerometer has been successfully reoriented, it can be used to
detect certain events from which road and tra�c conditions can be deduced. The �rst
problem pertains to detecting braking events. A high occurrence of braking on a stretch
of road could indicate poor road conditions or heavy tra�c. Braking causes a surge in
the y′ direction of the accelerometer due to the force acting on it. Detecting a braking
event is fairly easy, since the surge typically spans more than a second. The mean of ay′ is
calculated over a sliding window of N seconds, and if it exceeds the threshold λ, a braking
event is assumed. The GPS could also be used to detect braking, as with the orientation
procedure, but it uses more power and it is susceptible to the GPS localisation error.

Detecting a bump or pothole in a road is the second problem for which the accelerom-
eter is used. This is more challenging to accomplish, since the accelerometer's signal can
vary considerably when driving over a bump, depending on the size of the bump and the
vehicle's speed. The duration of such events are typically also very short (in the order of
milliseconds). Nericell uses two methods for bump detection � one for low speeds and
one for high speeds. When a vehicle's wheel hits the bottom of a pothole, a sharp force is
induced which causes a distinct spike in the curve of az′ . Therefore, a surge in az′ greater
than a threshold is recognised as a bump. However, at low speeds (<25 km/h) the spike
is not distinct enough from noise. The sustained crossing of a threshold for at least 20 ms
is indicative of a bump at low speeds, while at high speeds slight unevenness also causes
sustained peaks and dips. Monitoring for a peak in az′ is therefore appropriate for high
speeds (z-peak); while evaluating for a short sustained rise or dip in az′ is appropriate for
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low speeds (z-sus). Lastly, the coarse estimate of speed obtained from GSM-localisation
is su�cient to govern which method to apply.

Nericell also uses a smartphone's microphone for horn detection. Although audio
recording and processing consumes a considerable amount of power, it is only triggered
when frequent braking is detected. To protect user privacy, only anonymous information
obtained after processing is sent to the server. The goal of horn detection is to conjecture
chaotic tra�c conditions in some places, such as at unregulated intersections. The discrete
Fourier transform is performed on short audio samples to be able to detect signi�cant
energy spikes in the frequency domain. The detection algorithm is based on empirical
observations: if at least two spikes (harmonics) are detected, with one in the 2.5 to 4 kHz
range, the audio sample is classi�ed as containing the sound of a horn.

Braking detection was tested during a 35 km drive with varied tra�c conditions. The
detection performance is measured in terms of false positives (FP) and false negatives
(FN). For the ground truth, 45 braking events were identi�ed from the GPS trace with a
threshold of λ = 0.1g that must be exceeded for at least 4 seconds. A 4 second window
and threshold values of λ = 0.11g and λ = 0.12g were used for the accelerometer braking
detection algorithm. For λ = 0.11g, a FN and FP rate of 4.4% and 31.1% was obtained
respectively. While for λ = 0.12g, a FN and FP rate of 11.1% and 17.7% was obtained
respectively.

Bump detection was tested by manually annotating bumps on a route to use as the
ground truth. To lessen subjectivity, a route was repeated a few times and a consensus
was reached between two or three people. On a 30 km route of mixed road conditions, a
total of 101 bumps or potholes were noted. At low speed, FN and FP rates of 37% and
14%, respectively, were obtained by z-sus. At high speed, FN and FP rates of 41% and
8%, respectively, were obtained by z-peak.

The horn detector was tested simultaneously on four phones at a chaotic intersection.
The ground truth was establish by listening to an audio recording and manually noting
the time when a horn is heard. With a high enough threshold to avoid false positives, FN
rates of 0% to 50% was obtained between the di�erent phones while placed inside and
outside of an enclosed vehicle.

The virtual reorientation procedure is based on the assumption that the vehicle is on
�at ground when it is performed. If the vehicle is on a steep incline when the reorientation
procedure is started, the accuracy of the system could be considerable reduced.

2.2.2 Mobile Phone-Based Drunk Driving Detection � Dai et

al.

Dai et al. [30] developed a system which can detect drunk driving by solely using a smart-
phone's accelerometer. As far as is known, they were the �rst to develop a system that
uses smartphone sensors for driver behaviour recognition. Their motivation for designing
such a system is the fact that most of the time drunk driving goes unnoticed by the
authorities, which puts many people's safety at risk.

They summarised drunk driving related behaviours from a study done by the United
States National Highway Tra�c Safety Administration (NHTSA). There are two cate-
gories of behavioural cues which correspond to a high probability of drunk driving. The
�rst category is related to lane positioning problems such as drifting and swerving. The
second category is related to speed control problems such as sudden acceleration or erratic
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braking. Both these categories of cues can be detected by using an accelerometer to map
these cues into the lateral and longitudinal acceleration of a vehicle.

The system is designed with four software components: a monitoring daemon module,
calibration module, pattern matching module and an alert module. The calibration mod-
ule determines the orientation of the smartphone within a moving vehicle. This enables
the system to function irrespective of where and how the smartphone is placed in a ve-
hicle. The monitoring daemon continuously examines accelerometer samples in order to
start the calibration module when vehicle movement is detected. The initial acceleration
of a vehicle induces a continuous longitudinal force on the accelerometer in either the for-
ward or backward direction. This acceleration is denoted as vector al. It was determined
empirically that al must exceed 0.265g for several seconds before the calibration module
is started.

When the calibration module is started, the orientation sensor (gyroscope) of the
smartphone is �rst used to obtain its yaw, pitch and roll � denoted as θx, θy and θz,
respectively. The horizontal acceleration components of the smartphone's x and y-axis,
denoted as axh and ayh, are then obtained from

axh = ax cos(θz)
ayh = ay cos(θy)

(2.2.3)

Next, the magnitude of al is obtained by

|al| =
√
|axh|2 + |ayh|2 (2.2.4)

The angle between vector axh and al is denoted as φ, while the angle between vector ayh
and al is denoted as ψ. These angles are obtained from

φ = arccos(axh/|al|)
ψ = arccos(ayh/|al|)

(2.2.5)

Lastly, the lateral acceleration vector ax′ and longitudinal acceleration vector ay′ of the
vehicle is obtained from

ax′ = axh sinφ+ ayh sinψ
ay′ = axh cosφ+ ayh cosψ

(2.2.6)

The pattern matching module is only activated once the calibration procedure is done. It
evaluates the di�erence between the maximum and minimum value of lateral acceleration
(ax′) within a pattern checking time window. If the di�erence exceeds a set threshold,
the module reports that an abnormal curvilinear movement has occurred. The module
also checks whether the longitudinal acceleration (ay′) exceeds �xed positive or negative
thresholds at any given time, indicating a speed control problem. Multiple rounds of
pattern matching are performed on both the detection algorithms, which is necessary in
order to detect drunk driving with a high degree of certainty.

Tests were conducted to obtain a total of 72 sets of data for drunk driving related
behaviours and 22 sets of data for regular driving. The time window for lateral acceleration
was set to 5 seconds, as most acceleration patterns happen within this period. The
threshold values were set to achieve a low number of FN and a sensible FP probability.
The approach achieved a FN rate of 0% for both lateral and longitudinal driving events,
and a FP rate of 0.5% and 2.4% for lateral and longitudinal driving respectively. Testing
also showed that the system has tolerable power consumption. Initially, starting from a
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fully charged battery, the smartphone's battery level was at 78% after 7 hours of operation
� compared to 92% when the smartphone and system were idle for 7 hours.

A limitation of the system is that it cannot determine the speed of the vehicle, which
would improve the ability of the system to identify dangerous driving patterns. The
smartphone's GPS can provide the speed of the vehicle, but at the expense of increased
power consumption. The system could also be improved by using the GPS to match the
movement of the vehicle to road directions.

2.2.3 Driving Style Recognition Using a Smartphone as a

Sensor Platform � Johnson and Trivedi

The driver behaviour monitoring system developed by Johnson and Trivedi [10], named
MIROAD, solely relies on the internal accelerometer, gyroscope, magnetometer and GPS
of a smartphone. They were the �rst to develop a more complex pattern recognition
approach. They also argue that anonymous participatory sensing would allow the number
of aggressive drivers in an area to be established. This gives foresight into where accidents
may possibly occur.

A smartphone running MIROAD can detect and classify a number of aggressive and
non-aggressive driving manoeuvres. However, unlike in Section 2.2.1 and 2.2.2, the smart-
phone has to be mounted on the dashboard of the vehicle. The system assumes the
smartphone's axes are orientated with x, y and z in the direction of the sky (z′), left side
(−x′) and back (−y′) of the vehicle respectively. Output from the accelerometer, gyro-
scope and magnetometer of the smartphone is used for manoeuvre recognition. With the
magnetometer, corrections are made with respect to magnetic north. The Euler rotation,
also used in Section 2.2.1, can therefore be determined more accurately from a reference
attitude.

The manoeuvres associated with aggressive driving are hard left and right turns, swerv-
ing, and sudden braking and acceleration patterns. For the detection of longitudinal
movements, the rotation rate ω′x and the a′y acceleration are used. For lateral movements,
the a′x acceleration and rotation rate ω′z, as well as the Euler angle about y

′ is used. The
accelerometer and gyroscope are continuously sampled at a rate of 25 Hz. In order to
detect manoeuvres, the start and end of driving events are determined by using the end-
point detection algorithm. For lateral manoeuvres, a simple moving average (SMA) of ω′z
is continuously calculated for a short window of k samples. From the current sample i,
we have

SMA(i) =
ω′z(i)

2 + ω′z(i− 1)2 + ...+ ω′z(i− k − 1)2

k
(2.2.7)

The beginning of an event is detected if the SMA goes above a set upper threshold.
The succeeding gyroscope values are concatenated until the SMA falls below a bottom
threshold, signifying the end of the event. The event is dismissed if it exceeds 375 samples,
or 15 seconds.

When a valid driving event has been detected, the signals recorded during the event
are compared to a set of template events using the Dynamic Time Warping (DTW)
algorithm [41]. DTW �nds an optimal alignment between two time-dependant sequences
with di�erent lengths. Consider a matrix of the Euclidean distance between each point of
two sequences, as seen in Table 2.4. Both sequences start at the bottom left corner. An
optimal warping path constitutes the minimum sum of distances, or cost, while adhering
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Table 2.4: DTW cost matrix showing the optimal warping path.

Template Minimum-distance 0

0 0 -1 -2 -3 -4 -4 -2 -1 -1 0

1 1 0 -1 -2 -3 -3 -1 0 0 1

2 2 1 0 -1 -2 -2 0 1 1 2

4 4 3 2 1 0 0 2 3 3 4

3 3 2 1 0 -1 -1 1 2 2 3

3 3 2 1 0 -1 -1 1 2 2 3

1 1 0 -1 -2 -3 -3 -1 0 0 1

0 0 -1 -2 -3 -4 -4 -2 -1 -1 0

Measured 0 1 2 3 4 4 2 1 1 0

to monotonicity, boundary and step size conditions. The template event with the lowest
warping path cost is the closest match to the detected event.

Video footage is continuously recorded by the rear camera of the smartphone facing
towards the front of the vehicle, but no image processing is performed. MIROAD is
able to play back video and sensor data synchronously to provide a recreation of an
incident. To limit memory usage, all data is recorded in �ve minute intervals and if it
is not �agged for any detected events, it is deleted. The system audibly alerts drivers of
aggressive driving events through a software speech synthesizer. Alerts are also sent with
the vehicle's location to external systems via the GSM internet connection.

MIROAD was tested in three di�erent vehicles, with three di�erent drivers. They
collectively accumulated 201 driving events on highways, urban and rural roads, of which
about 50 were considered possibly aggressive. While the detection rates vary for di�erent
events, in total, 97% of all the aggressive driving events were correctly identi�ed by die
DTW algorithm.

A limitation of the system is that the smartphone has to be kept in a �xed position
within the vehicle. The system also consumes more power than the simpler systems with
a minimal increase in detection accuracy.

2.2.4 Estimating Driver Behavior by a Smartphone � Eren et

al.

The system developed by Eren et al. [29] characterises a person's driving as either safe or
risky. Sudden manoeuvres, turns, lane departures, braking and acceleration are seen as
risky events. These events are detected by only using the accelerometer, gyroscope and
magnetometer of a smartphone.

The system detects driving events similarly to the technique described in Section 2.2.3.
Moving average �lters are applied to the raw sensor data to eliminate noise. Likewise, the
endpoint detection algorithm is used to identify events, and the dynamic time warping
algorithm is also used to compare input data to template events. However, another layer
is added to the system that Johnson and Trivedi's system lacks � labelling of the driver
behaviour, as can be seen in Figure 2.2.

A Bayesian classi�er is used to label a driver's behaviour as either safe or risky ac-
cording to a calculated probability. The existence of two classes, r1 and r2, related to safe
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Sensor data
(Input)

Noise �lter Event detection
(Endpoint algo)

Driving style labelling
(Bayes classi�cation)

Maneuver recognition
(DTW algorithm)

Safe / Risky
(Output � Johnson)

Driver assistance system
(Output � Eren)
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Figure 2.2: Block diagram illustrating the extra layer of Eren et al.'s system over Johnson's
and Trivedi's system.

and risky driving is assumed. The calculation is based on the number of occurrences of
di�erent driving events (s) over time. The mathematical expression for determining the
probabilities is given by

P (r1|s) =
P (r1)P (s|r1)

P (s)
=

P (r1)P (s|r1)
P (r1)P (s|r1) + ...+ P (rn)P (s|rn)

(2.2.8)

The classi�cation is made by comparing the calculated probabilities

P (r1|s) > P (r2|s)⇒ Safe
P (r1|s) ≤ P (r2|s)⇒ Risky

(2.2.9)

The driving patterns of a selected group of drivers were analysed. The group consisted
of �ve experienced, �ve novice and �ve randomly chosen drivers. Two tests were done
with each driver in di�erent weather conditions in order to evaluate the reliability of the
system. Two other experienced drivers were also selected to sit in the passenger sides of
the vehicles while the tests were performed. They were required to �ll in a short survey
after each test. The Bayesian classi�er correctly identi�ed the driving style as safe or
risky, as well as driving event types, for 14 out of the 15 drivers. However, the accuracy
of the classi�er is based on completed surveys by test participants � therefore the results
could have been in�uenced by subjectivity. Having to place the smartphone in a �xed
position within the vehicle is also a limitation of the system, as is the power consumption,
similar to the system of Section 2.2.3.

2.2.5 Safe Driving Using Mobile Phones � Fazeen et al.

Fazeen et al. [31] envisages implementing an advanced driver-assistance system (ADAS)
on a smartphone. Such a system advises a driver on dangerous situations that emerge
from vehicle manoeuvres and environmental factors. The system uses the accelerometer
and GPS of a smartphone to enable typical features found in ADAS-equipped vehicles.
The aim of the system is to recognise and classify driving behaviour and to map road
surface conditions.

Data identi�ed as part of a driving event or road anomaly is stored on the phone
and the user has full control over it. Any data that is sent to a server for mapping and
machine learning techniques is kept anonymous. Drivers are audibly alerted by the system
of dangerous situations.

Road anomalies can be detected because of the vibrations experienced by a vehicle
when driving on a rough road. When a vehicle drives over a bump, it ascends onto it,
resulting in a sharp rise in the z-axis value of the accelerometer. An increase in the x-axis
value is also observed, depending on the shape of the bump, because of the longitudinal
force exerted on the vehicle's wheels. The di�erence between successive accelerometer
readings is continuously evaluated. A bump in the road is presumed if the di�erence
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exceeds a dynamic threshold, which is dependent on the speed of the vehicle. The height
of a bump can be roughly calculated by using dynamics equations. The accuracy of the
approximation could be improved if the dynamics of the vehicle's suspension is known.

When a road anomaly is detected, the current GPS coordinates are saved with a
corresponding value indicating the condition of the road. The system classi�es a section
of a road as either smooth, rough, uneven, or as containing a bump or pothole. The data
can then be used to map the condition of entire stretches of road.

During testing, an overall accuracy of 85.6% was achieved by the road condition clas-
si�cation system. It was determined empirically that safe acceleration and deceleration
never exceeds ±0.3g, while sudden manoeuvres approaches, but does not exceed ±0.5g. A
gradual lane change, in comparison, exerts an average lateral acceleration of only ±0.1g.
It is therefore possible to di�erentiate between safe and unsafe driving manoeuvres. It
was also found that recognising gear shifts is possible, which would enable the system to
advise a driver when to shift gears in order to achieve e�cient fuel usage.

The system relies on the GPS for calculation of the vehicle's velocity, consuming power
additional to the sampling of the accelerometer. To overcome this limitation, the vehicle's
velocity could rather be calculated by integrating the sampled acceleration curve between
each gear shift, thereby easing battery usage.

The accuracy of a Nexus One smartphone's accelerometer was tested by comparing it
to calculated data from dynamics equations. The system requires the smartphone to be
orientated with the top facing to the front of the vehicle and the screen facing upwards.
Tests were conducted with the smartphone placed in di�erent locations in the vehicle.
The results showed that placement in the center of the vehicle is the best location for
monitoring driving behaviour. The required �xed orientation of the smartphone in the
vehicle is also a limitation of the system.

2.2.6 WreckWatch: Automatic Tra�c Accident Detection and

Noti�cation with Smartphones � White et al.

The WreckWatch [11] system detects accidents using only the sensors from a smartphone,
as opposed to similar systems which use values from a vehicle's electronic control unit
(ECU). White et al. argue that it is unrealistic to expect drivers to connect their smart-
phones to the ECU for every journey. Another concern is that older vehicles do not
have ECUs, therefore, an accident detection system that is not dependent on an ECU is
advantageous.

WreckWatch uses a soft real-time (close to real-time) approach sampling the accelerom-
eter, microphone and GPS of a smartphone. An accident is detected by threshold �ltering
the sensor readings. Data recorded preceding and during an accident is sent via GSM to
a centralised server. Important information about an accident can then be relayed to the
relevant authorities from a stored database on the server.

False positives are more likely to occur with a system using only smartphone sensor
data. Dropping the phone on the �oor or making a sudden stop may be detected as an
accident. Therefore, context information obtained from �lters must be used to prevent
false positives. Firstly, the determined acceleration is �ltered by ignoring any values
below 4g. Secondly, a user is assumed to be in a vehicle if they are moving faster than 25
km/h. The smartphone's GPS is used to determine the speed of the user. Accelerometer
information is only evaluated when the user is travelling faster than 25 km/h. This reduces
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power consumption and prevents false alerts from occurring if the phone is accidentally
dropped while being outside a vehicle.

The WreckWatch system has been developed further to improve low-speed collision
detection by adding acoustic data analysis. The microphone of the smartphone is used to
listen for high-decibel sounds such as impact noise, car horns or airbag deployment (170
dB peak).

If an accident is detected, emergency responders are automatically noti�ed by the
system. Situational awareness is provided to the �rst responders to enable them to assess
the severity of the accident. The GPS coordinates of the accident are immediately sent to
the server with other accident characteristics. Thereafter, bystanders and uninjured vic-
tims can provide critical information through the WreckWatch application. For instance,
pictures of the accident can be taken with the smartphone's camera and shared with the
�rst responders.

A few di�erent tests were performed to evaluate the possibility of false positives oc-
curring. The empirical results demonstrate that dropping the smartphone in a moving
vehicle is not likely to cause a false positive. The �lter threshold of 4g on accelerometer
readings are su�cient to prevent it. Furthermore, it was found that threshold �ltering
can not be used for acoustic detection of airbag deployment. Playing music at full volume
or people shouting in the vehicle causes sound signal clipping at 145 dB on the smart-
phone. Therefore, the system relies on the acoustic signature of a detected event as a
secondary indicator of an accident. As with the systems of Sections 2.2.3, 2.2.4 and 2.2.5,
the required �xed orientation of the smartphone in the vehicle is also a limitation of the
system.

2.2.7 Review and comparison of the summarised papers

In this section, the detection techniques, hardware, software and objectives of the di�er-
ent systems are compared. Although the sensors and detection techniques used by the
di�erent systems are similar, as can be seen in Table 2.2, their objectives di�er slightly.

2.2.7.1 Driving manoeuvre recognition versus driving behaviour
classi�cation

The system of Dai et al. explicitly attempts to determine whether a driver is drunk. This
is achieved by detecting and positively identifying a combination of dangerous driving
manoeuvres associated with drunk driving. Johnson and Trivedi's system can detect and
identify a number of di�erent driving manoeuvres, but does not draw any conclusions
from them. Their intent is to use the system to support a holistic driver assistance
system (DAS) by providing it with additional information. The system of Eren et al.
also detects driving manoeuvres, but incorporates another layer where a person's driving
style is labelled as either safe or unsafe with a given probability. Fazeen et al. aims to
implement an ADAS entirely on a smartphone. Their system records and analyses various
driver behaviours and external road conditions.

It is important to note the di�erence between driving manoeuvre recognition and
driving behaviour classi�cation. One system could detect various manoeuvres, but not
necessarily infer anything from them, whereas another system may be able to deduce and
classify a driver's behaviour from detected driving manoeuvres. These di�erent systems
demonstrate the variety of driving behaviour classi�cations that can be made. A person's
normal driving style can be classi�ed as safe or risky, fuel-e�cient or ine�cient, skilled
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Table 2.5: Summary of hardware and software used by smartphone-based vehicle moni-
toring systems.

Reference Hardware Software

Mohan [32]
HP iPAQ hw6965 PDA, HTC Typhoon smart-
phone, Sparkfun WiTilt accelerometer

Windows Mobile 5.0 and 2003

Dai [30] HTC Dream (G1) smartphone Android 1.6

Johnson [10] iPhone 4 iOS 4

Eren [29] iPhone 4 iOS 4

Fazeen [31] HTC Google Nexus One smartphone Android 2.1

White [11] HTC Magic (Google ION) smartphone Android 1.5

or unskilled � and recommendations can be given accordingly to improve their driving.
On the other hand, a person's driving behaviour can sometimes di�er from normal due to
certain circumstances. A person could be driving under the in�uence of alcohol, drugs or
other sensory impairments. In such situations a driver could be warned of their dangerous
behaviour or the relevant authorities could even be noti�ed of the driver's behaviour and
location.

2.2.7.2 Accuracy versus simplicity

It is impractical to quantitatively compare the performance and power consumption of
the di�erent systems. All of the systems were implemented on di�erent smartphones that
have varied sensors and computing power. The test studies were performed in various
countries with di�erent road and tra�c conditions. Their methods of establishing the
ground truth for tests were not necessarily the same and could vary due to subjectivity.

Figure 2.3 shows a qualitative comparison of the accuracy versus simplicity of the
di�erent systems. A system that achieves high detection accuracy with a simple algo-
rithm is considered superior. The assumption is that a simpler system uses less resources
and therefore consumes less power, although it can not be explicitly proven here. The
experimental and empirical test results of the systems as given in each paper were used to
compare detection accuracy, although the testing procedures di�ered as mentioned. The
perceived simplicity of each system is based on what each system is trying to detect, what
sensors it uses and how its algorithms function.

WreckWatch of White et al. is empirically proven to be virtually 100% accurate and
is the simplest system, because it only detects accidents and nothing else. The road
condition monitoring feature of Mohan et al. is more accurate than that of Fazeen et al,
and its implementation is simpler.

The drunk driving detection of Dai et al. is the most accurate, achieving a false
negative rate of virtually 0%. Dai et al. implemented a simple yet e�ective pattern
matching approach that requires very little computation. Essentially, only the di�erence
in subsequent values on the relative longitudinal and latitudinal axes are calculated. If
the di�erence exceeds a certain threshold, an aggressive driving manoeuvre is assumed.
The algorithm used by Nericell of Mohan et al. works in a similar manner. Both systems
consume less than 12% of the phone's battery during a normal use cycle.

In contrast, Johnson and Trivedi, as well as Eren et al., implemented a more complex
pattern recognition approach derived from speech recognition techniques. Their systems
perform well, achieving a true positive rate of 97% and 93%, respectively. Although
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Figure 2.3: Qualitative comparison of accuracy versus simplicity of the di�erent systems.

it can not be explicitly proven here, the simpler approaches are likely to consume less
power while achieving similar performance to the more complex approaches. Arguably,
Dai et al. accomplished the same functionality as Eren et al. with a simpler algorithm,
as both systems can infer a certain aspect of a driver's behaviour from detected driving
manoeuvres.

In Table 2.5 the hardware and software on which each system was developed can be
seen. The systems of Mohan et al. and Dai et al. were developed on hardware and software
that are now considered obsolete, yet their systems were simple and accurate. This
suggests the performance of these systems do not necessarily bene�t from the improvement
of embedded sensors used in smartphones. The computing power and e�ciency of modern
smartphones has increased dramatically over the last decade, which provides headroom
for more complex solutions. Therefore there is still merit in implementing a more complex
approach as used by Johnson and Trivedi, if the accuracy could be improved to such an
extent as to have very few false negatives (FN) or false positives (FP).

2.2.7.3 Contributions and best practices

In terms of contributions made, Dai et al. and Mohan et al. were the only authors to
implement a procedure to calibrate the system to any arbitrary orientation of the smart-
phone. All of the other systems assume that the smartphone is placed in a �xed position
within a vehicle. Automatic virtual reorientation of a smartphone's axes to a vehicle's
axes is considered a best practice for any smartphone-based vehicle monitoring system.

2.3 Challenges facing vehicle monitoring systems

In this section, a number of remaining challenges facing the future progress of vehicle
monitoring systems are discussed.

2.3.1 Algorithm performance

It is di�cult to compare the accuracy and performance of the di�erent implemented
algorithms. The algorithms must each be tested using the same hardware and ground
truth before the distinction between them can be fully appreciated. A study to better
compare the algorithms would help to establish best practices on which to further build
on.
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2.3.2 Data aggregation

The collection and aggregation of data is a key component of intelligent transportation
systems (ITS). The utility of vehicle monitoring systems could be substantially improved
with e�ective participatory sensing. Sharing data with aggregation servers would allow
providing additional services, such as warning users of accidents and heavy tra�c. An
uni�ed framework for participatory vehicle sensing must be developed.

2.3.3 Wide-scale deployment

A key challenge facing vehicle monitoring systems is to accomplishing wide-scale deploy-
ment and use. Few individuals are willing to buy a dedicated system. It is for that reason
that implementing such systems on smartphones is an attractive solution. There are no
associated hardware costs, and smartphones are prevalent, even in developing countries.
In fact, [42] expects ITS to be mobile-phone based in the developing world.

2.3.4 Automation

The operation of the smartphone application must be fully automatic and unobtrusive.
It is necessary that during driving, user interaction with the smartphone is minimised �
in order to keep the driver's focus on the road.

2.3.5 Safe feedback

Alerting drivers of noti�cations and warnings received from aggregation servers must not
take their focus o� the road. It must also not require any distracting interaction with the
smartphone. Careful consideration must be given to the interface between a smartphone
and driver.

2.3.6 Power consumption

The power consumption of such applications running on a smartphone must be minimised
so that it will not a�ect a user's normal smartphone usage habits. The power consumption
could be decreased by developing simpli�ed algorithms that use less computing power.

2.3.7 Multi-platform

For a smartphone-based vehicle monitoring system to become widely used, it must work
on a wide variety of smartphones. Another challenge is therefore to develop a multi- and
cross-platform solution, and obtaining consistent performance between di�erent smart-
phone hardware and software. The amount of noise in sensor readings can vary be-
tween di�erent smartphones, for example. Typically, access to sensors are limited by the
�rmware and operating system of a smartphone. Therefore, techniques to standardise
sensor readings on di�erent smartphones through software must be investigated.

2.4 Conclusion

The use of smartphones for road safety applications was investigated in this Chapter.
Firstly, a brief overview was given of smartphone sensing in vehicles. Although the concept
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may have existed for a while, the �rst paper demonstrating it was published in 2007.
This �eld of research is therefore still relatively young and open for new ideas. Secondly,
a few representative papers describing a variety of vehicle monitoring systems that are
entirely smartphone-based were each separately summarised, and subsequently reviewed
and compared. It is clearly demonstrated that it is possible to implement a complete
vehicle monitoring system, and even a driver assistance system (DAS), on a smartphone,
with acceptable performance. However, there are still a number of challenges facing the
future progress of such systems. A key issue is accomplishing wide-scale deployment and
use. In many cases these systems require many users before they become useful, and since
there is little incentive for individuals to use them, adoption will be slow. We envisage
that smartphone-based vehicle monitoring and driver assistance systems will be a crucial
part of ITS in developing countries in future. If the majority of drivers on the road can be
alerted of dangerous behaviour, situations and road conditions, there would consequently
be fewer road accidents, and hence fewer road fatalities. This will also help lower tra�c
congestion by encouraging drivers to take alternative routes. The techniques used for
smartphone-based vehicle monitoring could also be applied to other smartphone sensing
applications in the future.
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Chapter 3

Experimental Design

The existing literature reveals that machine learning techniques has thus far not been
extensively used for smartphone-based driver behaviour monitoring. The most sophisti-
cated system proposed thus far uses dynamic time warping, a well documented pattern
recognition algorithm [43] [41] [44]. The goal of the investigation is to compare the perfor-
mance of the DTW approach and supervised machine learning techniques in recognising
aggressive driving.

The overall design of the experimental system is presented in this chapter. Firstly,
a predictive aggressive driving model is presented. Secondly, an overview is given of
the manoeuvre detection algorithm, as well as the two classi�cation approaches used
to recognise aggressive driving manoeuvres. Block diagrams of the system's design are
provided.

3.1 Aggressive driving model

Aggressive driving is considered to be the conscious behaviour of a driver performing any
manoeuvre in such a manner that increases the risk of a road accident. Such deliberate
driving behaviour often involves exceeding the speed limit.

Speeding is one of the largest contributing factors to road accidents in South Africa,
because of the combination of many un-roadworthy vehicles, poorly trained drivers and
the substandard condition of many roads [45]. Further compounding the problem is the
typical budgetary constraints of tra�c law enforcement in many municipalities, making
it di�cult to e�ectively enforce speed limits. Evidently, because of this, making drivers
aware of the danger of speeding has always been a top priority of road safety initiatives,
such as the Arrive Alive campaign in South Africa [45]. Drivers are, unfortunately, not
always aware that they are driving too fast for the shape of the road they are on. To
make drivers aware of unsafe manoeuvres, we propose an aggressive driving recognition
system that can run on a driver's own smartphone.

Given the discussion above, the aggressive driving model we use is based on the angle
of a turn, the lateral force exerted on the vehicle and its speed through the turn. The
gyroscope, accelerometer and GPS of a smartphone is used accordingly to obtain the
required information.

22
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Figure 3.1: Overall system block diagram.

3.2 System overview

Figure 3.1 presents a block diagram of the overall system. The system is designed to
detect lateral manoeuvres, or more speci�cally turns, and classify them as taken normally
or aggressively. The diagram shows the three inputs of the system and their relation to
the vehicle, namely the vehicle's lateral force of acceleration, ax, rotation rate around its
vertical axis, ωz, and its forward velocity, v. Using only these three inputs, the system
must be able to detect and classify a turn based on previously provided hand-annotated
training data. Taking in �ltered data, the endpoint detection block outputs signal vectors
to the turn classi�er. Two di�erent turn classi�ers are implemented and tested in the
system.

3.2.1 Detection algorithm

Output from the accelerometer and gyroscope of the smartphone is used for manoeuvre
recognition. For the detection of lateral manoeuvres, the ax acceleration and rotation
rate ωz are used. The accelerometer and gyroscope are continuously sampled at a rate of
20 Hz, in line with [10].

Figure 3.2 shows a block diagram of the data processing before classi�cation occurs.
The accelerometer output is band-pass �ltered to remove sensor noise and the gravitational
force vector. The �lter is designed with a very low cut-o� frequency, as the gravitational
force vector is essentially a DC o�set in the signal. The vector's direction only �uctuates
at times when the vehicle's roll and pitch changes while driving. The gyroscope output
is only low-pass �ltered to remove high frequency noise.

In order to detect manoeuvres, the start and end of driving events are determined by
using the endpoint detection algorithm. For lateral manoeuvres, a simple moving average
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Figure 3.2: Subdiagram of the detection algorithm before classi�cation occurs.
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Figure 3.3: Subdiagram of the dynamic time warping classi�cation approach.

(SMA) of ωz is continuously calculated over a window of 40 samples. It was empirically
found to smooth the signal enough to prevent short pulses in the signal from registering
as start or endpoints. The beginning of a lateral event is detected if the SMA goes above
a set threshold. The previous 40 and succeeding samples of ωz are concatenated until the
SMA falls again below the same threshold, signifying the end of the event. The samples
of ax are also saved during the same time window. An event is dismissed if it is less than
2.5 or more than 15 seconds long. This is to keep the algorithm from waiting too long for
potentially erroneous or noisy data. The length boundaries were established empirically
to detect most valid events.

3.2.2 Classi�cation methods

As mentioned, two di�erent classi�cation methods are implemented in order to compare
their performance. The �rst method uses dynamic time warping to compare detected
events to driving manoeuvre templates, and then uses the results in a simple heuristic to
classify the manoeuvres. The aim is to reproduce, to some extent, the dynamic time warp-
ing approaches found in existing literature. The second method uses supervised learning
to train a maximum likelihood classi�er to label driving manoeuvres. The maximum like-
lihood classi�er was chosen, as it was found to be the most suitable supervised learning
classi�er for the recognition of aggressive driving.

3.2.2.1 Dynamic time warping approach

This approach is based on the work of Johnson and Trivedi [10], and Eren et al. [29]. The
basis of the approach has already been described in Chapter 2, Section 2.2.3:

�When a valid driving event has been detected, the signals recorded during
the event are compared to a set of templates using the DTW algorithm. DTW
�nds an optimal alignment between two time-dependent sequences with dif-
ferent lengths. . . . An optimal warping path constitutes the minimum sum of
distances, while adhering to monotonicity, boundary and step size conditions.
The template with the lowest minimum-distance warp path to the detected
event is the closest match.�

The acceleration and rotation rate templates are discrete Gaussian-shaped signals with
�xed lengths that were created from collected driving data. The ωz templates indicate
the angle of a turn. It allows the system to classify a left or right bend from 1 to 3, based
on the closest matching ωz template � with 1 indicating an easy bend, 2 a medium bend
and 3 a sharp bend. Similarly there are six ax templates with increasing amplitudes.
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Figure 3.4: Subdiagram of the maximum likelihood classi�er.

A heuristic method is used to label any recognised turn as taken normally or ag-
gressively, based on the vehicle's speed (obtained from the GPS) and matching ax and
ωz template. From experimental results it was evident that two conditions need to be
satis�ed to classify a turn as aggressive:

1. v > 50(3− h)
2. k > 4 or k > (h+ 2)

where v is the vehicle's speed in km/h, h is the labelled bend severity and k is the ax
template number ranging from 1�6. The �rst condition is that the vehicle must be above
the set speed limit for the bend severity; and secondly, a signi�cant lateral force must be
exerted on the vehicle, also depending on the bend severity.

Figure 3.3 shows a block diagram of the dynamic time warping classi�cation approach
as described. The ωz and ax signals of a detected event is used as input, as well as the
vehicle's speed at the start of the event.

3.2.2.2 Maximum likelihood classi�er

The maximum likelihood classi�er is a non-linear statistical classi�er. A training data
set was prepared from collected driving data with which two classi�ers were trained. The
�rst classi�er is trained to label the severity of a bend. The second classi�er is trained to
label a turn as taken normally or aggressively.

Figure 3.4 shows a block diagram of the maximum likelihood classi�cation method.
Feature selection is �rst performed on the ωz and ax signals of a detected event. The
vehicle's speed is also given as an additional input. A representational feature vector is
then given as input to the two classi�ers for bend severity and driving style classi�cation.
The feature vector consists of the coe�cients of a polynomial curve �tting performed on
the ωz signal, as well as it's fundamental frequency. The peak-to-peak amplitude, energy
and fundamental frequency of the ax signal are also selected as features.
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Chapter 4

Detail Design

The detail system design is presented in this chapter. The hardware and software used
to collect driving data with which the system was developed and tested is discussed.
The data collection process is also described. Lastly, the software implementation of the
detection algorithm and the two classi�cation methods are discussed in further detail.

4.1 Data acquisition hardware and software

Two independent data acquisition systems were used simultaneously for data collection
� an Android smartphone and a dedicated Arduino-based system.

4.1.1 Smartphone and Android application

A Samsung Galaxy S3 smartphone was used for data collection. A simple data logger
Android application was developed that samples the accelerometer and gyroscope at a
minimum of 20 Hz. Although a higher sampling rate is possible, it increases proces-
sor usage, which can lead to the smartphone's operating system becoming unresponsive.
Besides that, 20 Hz is considered fast enough for the proposed system, as manoeuvre clas-
si�cation would not bene�t from any signal components above 10 Hz. The application
saves the sensor samples and GPS data to an SQLite database. The Android OS does not
allow direct access to a smartphone's sensors. Instead, a software interrupt provides sen-
sor samples at a variable rate. The system must therefore be able to handle the possibly
varying sample rates of the smartphone's sensors.

Tutorials from [46] were used as a basis from which to develop the Android application.
Figure 4.1 shows two screenshots of the SensorLogger application.

4.1.2 Dedicated system

In order to validate the smartphone's data, an Arduino Uno board was used to also log
data from a dedicated GPS and inertial measurement unit (IMU) to an SD card. The
Pololu MinIMU-9 was used [47]. It is a small board with an L3GD20 3-axis gyroscope
and an LSM303DLHC 3-axis accelerometer and 3-axis magnetometer, connected to an
I2C interface and voltage level shifting circuit. An ITEAD GPS shield was used as a
dedicated GPS [48]. The shield features a GlobalSat EB-365 GPS module and a micro-
SD card slot. The Arduino microcontroller communicates with the GPS module and SD
card through UART and SPI respectively. The IMU was also sampled at 20 Hz and the

26
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(a) List view (b) Run view

Figure 4.1: Screenshots of the developed SensorLogger application's two views.

data saved to the �ash with the GPS timestamp, in order to compare the data to that of
the smartphone.

Additionally, during preliminary tests, data from a u-blox 5 GNSS receiver was also
recorded directly to a laptop via USB using u-blox's u-center software. It can record 3-D
instantaneous velocity and heading in the earth's reference system at 4 Hz. Di�erentiating
the velocity vector gives a good estimate of the vehicle's acceleration without the earth's
gravitational acceleration. This is needed to test methods of removing the gravitational
acceleration vector from the smartphone's accelerometer data. The u-blox's 3-D velocity
is also used to validate the smartphone's speed estimate from its GPS, which receives
updates once a second.

4.2 Data collection

Six people were invited to participate in the experiment as drivers. Each of them drove a
pre-determined route while subjective labelling of their turns were performed by hand.

4.2.1 Driving route

All the participants drove the same route. A route of 15 km was chosen that has varying
bends and up- and downhill parts. The route necessitates drivers to manage their speed
as straighter sections are followed by several sharp bends. A map of the route is shown
in Figure 4.2. The route follows a winding road to a point, and then back with the same
road in the opposite direction. Therefore, each left bend has an opposing right bend and
vice versa. All the distinct bends were annotated by hand on the map with a severity of
1, 2 or 3, and given a unique identi�er. The route has 55 identi�ed bends � 28 right and
27 left bends.

4.2.2 Preliminary data

Preliminary data was recorded with the smartphone, dedicated IMU and u-blox GNSS
receiver in a �xed position and orientation in the vehicle. The smartphone's and IMU's
axes were aligned to the vehicle's axes. A standard front-wheel drive sedan was used. The
preliminary data was needed to test the accuracy of the smartphone's sensors and the
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Figure 4.2: The route driven by each participant, showing all the hand-annotated bends.

reliability of the Android application. The u-blox's data was speci�cally used to validate
the accuracy of a high-pass �lter in removing the gravitational acceleration vector from
accelerometer data. It was also used for sanity testing during the system development.

4.2.3 Labelled training and test set

The six participants each drove the route once or twice for the training and test data
set. They each drove in their own vehicle to ensure familiarity and a normal driving
style. A form with all the identi�ed bends in sequential order was used for each run.
The researcher labelled each bend as either taken normally or aggressively by the driver.
Although such labelling is subjective by nature, it was done as consistently as possible.
Only the smartphone was used to record data and it was kept in the same orientation
and position in each vehicle, so that the smartphone's axes were aligned with the vehicle's
axes.

All the collected data from the Arduino system and u-blox were parsed and stored in
separate SQLite databases with the same structure as the smartphone's database. This
and all further system development were done in Python 2.7.6.

4.3 Detection algorithm

The detection algorithm, as described here, detects lateral vehicle manoeuvres, but is
designed to speci�cally detect vehicle turning, rather than lane changes or overtaking.
The algorithm can be easily adjusted, though, to detect other vehicle manoeuvres. Var-
ious manoeuvres could then be detected by running multiple instances of the algorithm
simultaneously.
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Figure 4.3: Flow diagram of the detection algorithm.

Figure 4.3 shows a �ow diagram of the entire detection algorithm. It speci�cally shows
the process of detecting and storing the data of a single event. The raw sensor data is
�rst �ltered before it is used by the algorithm. The details of the �lters are discussed
in the following subsections. To determine the start and endpoint of an event, a simple
moving average (SMA) of ωz is continuously calculated for a short window of 40 samples.
From the current sample i, we have

SMA(i) =
ωz(i)

2 + ωz(i− 1)2 + ...+ ωz(i− 39)2

40
(4.3.1)

The start of an event is detected if the SMA goes above a set threshold, and the end
is detected when the SMA falls again below the same threshold. This process is known
as endpoint detection. The algorithm goes through three states, where (i) it checks for
the start of an event; (ii) it stores �ltered sensor samples while monitoring for the end of
the event; and (iii) it sends the recorded data of the event to the classi�er. While in the
second state, if the length of the event exceeds 15 seconds, the data is discarded and the
algorithm returns to the �rst state. However, if the end of the event is found before 15
seconds passes, the algorithm enters the third state. In the third state, if the length of the
event is found to be less than 2.5 seconds long, the data is discarded and the algorithm
returns to the �rst state. In order to detect and distinguish between left and right turns,
we run two instances of the algorithm with the sensor inputs inverted. In Figure 4.3, it is
not explicitly shown that the data of a detected event is sent to the classi�ers, but only
that the data is stored.

4.3.1 Kalman �lter

The �rst process in the system is to �lter out noise from the smartphone's gyroscope and
accelerometer data. A Kalman �lter is used for this purpose [49]. It is an algorithm that
recursively calculates an optimal estimate of a measurement from noisy input samples. It
is simple to implement in software and it processes samples as they arrive, therefore it is
feasible for use in a real-time system. Since only ωz and ax samples are used, only they
are �ltered.
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Time update (Predict)

(1) Project the state ahead

x̂−k+1 = x̂k

(2) Project the covariance ahead

P−k+1 = Pk +Q

Measurement update (Correct)

(1) Compute the Kalman gain

Kk = P−k (P−k +R)−1

(2) Update estimate with measurement

x̂k = x̂−k +Kk(zk − x̂−k )
(3) Update the error covariance

Pk = (1−Kk)P
−
k

Figure 4.4: The Kalman �lter operates by cycling through the time update and measure-
ment update equations recursively [50].

In general, the equations for the state xk and measurement zk of a discrete-time process
are as follows:

xk+1 = Akxk +Bkuk +wk (4.3.2)

zk = Hkxk + vk (4.3.3)

The random variables wk and vk are the process and measurement noise, respectively.
They are assumed to be independent and Gaussian. The equations for the Kalman �lter
are derived from the above equations. The matrix Ak relates the current state to the next
state, while Bk relates the optional control signal uk to the state. The matrix Hk relates
the state to the measurement. These matrices can change with each measurement. For
our model, however, the equations are simpli�ed. Firstly, there is no control signal uk,
and secondly, Ak and Hk are assumed to be constant and equal to 1. We de�ne x̂− as the
a priori state estimate given the previous process, or in our model, just the previous state,
and x̂ as the a posteriori state estimate given measurement zk. The simpli�ed equations
used recursively to calculate the state estimate are shown in Figure 4.4. There are two
�lter parameters that can be tuned, namely the process noise Q and measurement error
covariance R (sensor noise). The estimation error covariance Pk and Kalman gain Kk are
dependent on the two �lter parameters, and, in our model, converges if the parameters
are kept constant.

4.3.2 Finite impulse response �lter

After noise �ltering, a �nite impulse response (FIR) �lter is used to �lter out the gravi-
tational acceleration vector from the accelerometer samples. Although the lateral axis of
the vehicle is mostly perpendicular to the earth's center, banks in the road are enough for
gravitational acceleration to add a signi�cant o�set to the ax samples. A Kaiser window
was used to create a high-pass FIR �lter with a 3 dB cut-o� frequency of 0.05 Hz. The
Kaiser window is de�ned as

w[n] =

{
I0
(
β
√

1−( 2n
N
−1)2

)
I0(β)

, 0 ≤ n ≤ N,

0, otherwise,
(4.3.4)

where I0(·) represents the zero-order modi�ed Bessel function [51]. The Kaiser window has
two parameters, namely the length N + 1 and shape parameter β = πα. The parameters
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Sequence X

Sequence Y

Time

Figure 4.5: Alignment of two time-dependent sequences by points, as indicated by the
arrows.

can be tuned to exchange main side-lobe amplitude for main-lobe width. The Kaiser
window was chosen for its narrow main lobe width and steep cut-o�. The 3-dB cut-o�
frequency of 0.05 Hz was determined empirically as e�cient for �ltering the gravitational
force vector.

4.4 Classi�cation methods

The same data set was used to train and test the two di�erent classi�cation methods.
A Python module for machine learning, named mlpy [52], was used to implement the
system. It is built on top of NumPy/SciPy and the GNU Scienti�c Libraries.

4.4.1 Dynamic time warping approach

Dynamic time warping is a technique to �nd an optimal alignment between two time-
dependent sequences with di�erent lengths. The two sequences are warped in a non-linear
way to match each other, as shown in Figure 4.5. The DTW algorithm was originally
developed to compare speech patterns in automatic speech recognition [41].

We have two sequences,X := (x1, x2, . . . , xN) of lengthN ∈ N and Y := (y1, y2, . . . , yM)
of length M ∈ N. A feature space, denoted as F , is set for the sequences that xn, ym ∈ F
for n ∈ [1 : N ] and m ∈ [1 :M ]. To compare two di�erent elements x, y ∈ F , a local cost
measure is needed. It is de�ned as a function

c : F × F → R≥0 (4.4.1)

The local cost measure is calculated for each pair of elements of X and Y to obtain the
cost matrix C ∈ RN×M , as shown in Figure 4.6, where C(n,m) := c(xn, ym). Low cost
is dark coloured and high cost is light coloured. Both sequences start at the bottom
left corner. An alignment is de�ned as a warping path p = (p1, p2, . . . , pK) with pk =
(nk,mk) ∈ [1 : N ]× [1 :M ] for k ∈ [1 : K], adhering to the following three conditions:

1. Boundary condition: p1 = (1, 1) and pK = (N,M)

2. Monotonicity condition: n1 ≤ n2 ≤ . . . ≤ nK and m1 ≤ m2 ≤ . . . ≤ mK

3. Step size condition: pk+1 − pk ∈ {(1, 0), (0, 1), (1, 1)} for k ∈ [1 : K − 1]

The boundary condition implies that the �rst elements of X and Y , as well as the last
elements, must be aligned to each other. The monotonicity condition enforces true timing,
the path cannot move backwards with an element of X or Y . The step size condition
represents continuity in that no element of X or Y can be excluded and each element pair
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Figure 4.6: Cost matrix of two discrete ωz signals using the Euclidean distance as cost
measure. The optimal warping path is indicated by the white line.

must be unique in the warping path. The objective of DTW is to �nd an optimal warping
path p∗ between X and Y that has the minimal overall cost of all possible warping paths.
The DTW distance is then de�ned as the total cost of p∗

DTW (X, Y ) := cp∗(X, Y ) :=
K∑
k=1

c(xnk
, ymk

) (4.4.2)

When a valid driving manoeuvre has been detected, the signals recorded during the event
are compared to a set of templates using DTW. The template with the lowest optimal
warping path cost to the detected event is the closest match. It allows the system to
classify a left or right bend from 1 to 3 � with 1 indicating an easy bend, 2 a medium
bend and 3 a sharp bend. The acceleration and rotation rate templates are discrete
Gaussian signals with �xed lengths that were created from collected driving data. There
are six ωz and ax templates representing the 3 severities of bends taken both normally
and aggressively. The ωz and ax templates are arranged in two separate sets and sorted
in increasing amplitude. The ωz templates are 3 pairs of 2 corresponding to the bend
severity de�ned as h.

4.4.1.1 Classi�cation heuristic

A heuristic method is used to also classify any recognised turn as taken normally or
aggressively, based on the vehicle's speed (obtained from the GPS) and the matching ax
and ωz template. From experimental results it was evident that two conditions need to
be satis�ed to classify a turn as aggressive:
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Figure 4.7: Flow diagram of the dynamic time warping classi�cation method.

1. v > 50(3− h)
2. k > 4 or k > (h+ 2)

(4.4.3)

where v is the vehicle's speed in km/h, h is the labelled bend severity from 1�3 and k is
the ax template number from 1�6.

Figure 4.7 shows a �ow diagram of how the dynamic time warping classi�cation method
operates on a single event. The ωz and ax signals of a detected event is used as input,
as well as the vehicle's speed at the start of the event. The DTW distance between the
sensor signals and each template is calculated in a loop. The minima of the six distances
are determined. If any of the minima exceed the empirically determined threshold, it is
considered as an anomaly and the event is discarded. Otherwise, the template numbers
of the minimum distances are sent to the heuristic method for style classi�cation of the
turn.

4.4.2 Maximum likelihood classi�er

Maximum likelihood (ML) estimation is an algorithm that estimates (or learns) the pa-
rameters of a statistical model. The set of parameters θ̂ under which the data {xi}Ii=1

are most likely is equal to the product of the likelihood functions at each individual data
point xi. The likelihood function P (xi|θ) is obtained by assessing the probability density
function at xi. The maximum likelihood estimate of the parameters therefore is

θ̂ = argmax
θ

[
I∏
i=1

P (xi|θ)

]
, (4.4.4)

where argmaxθf [θ] returns the value of θ that maximises the argument f [θ]. [53]
After the parameters θ̂ of a model have been determined, they can be used for binary

classi�cation of new data. For this purpose, a training data set with selected features
and class labels was pre-processed from collected driving data. It was used for supervised
learning of two separate maximum likelihood classi�ers. The �rst classi�er is trained to
label the severity of a bend. The second classi�er is trained to label a turn as taken
normally or aggressively. The trained classi�ers can be used to label driving manoeuvres
immediately after they are detected in a real-time system.
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Figure 4.8: Flow diagram of the maximum likelihood classi�cation method.

4.4.2.1 Feature selection

Figure 4.8 shows a �ow diagram of how the maximum likelihood classi�cation method
would operate in a real-time system. As with the DTW method, the ωz and ax signals
of a detected event are also used as inputs, as well as the vehicle's speed at the start of
the event. However, since the data of a single event consists of a few hundred samples,
it needs to be transformed to a smaller set of features to be used as input. This feature
selection is a crucial part of the system. Combinations of di�erent selected features were
tested initially to acquire a feature set for the best results. The preliminary testing is
discussed in Section 5.4.1 of Chapter 5.

Separate feature vectors are selected for each classi�er. For the bend severity ML
classi�er, a 5th order polynomial function is �tted to the gyroscope signal. The six
normalised coe�cients of the �tted function are used as the input feature vector. For the
aggressive manoeuvre ML classi�er, features are selected from both the accelerometer and
gyroscope signal. The minimum peak to maximum peak di�erence ax(pk−pk), and energy
Eax , of the accelerometer signal are calculated and used as features. The magnitudes of
both the accelerometer and gyroscope signals' fundamental frequencies are also selected
as features. Additionally, the GPS speed v, and output of the bend severity classi�er h,
are also used as features. A total of six features are therefore used for the manoeuvre style
ML classi�er. Table 4.1 provides a summary of the features and classes of each classi�er.
All the features are rescaled to make them independent and carry equal weight. Each
feature is rescaled in the range [0, 1] using the general formula

x′ =
x−min(x)

max(x)−min(x)
, (4.4.5)

where x′ is the normalised value of x, and the minimum and maximum values were
obtained from the training data set.
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Table 4.1: Summary of the classi�ers' features and classes.

Classi�er Bend severity Aggressive manoeuvre

Features
(input)

Coe�cients of Peak-to-peak amplitude, ax(pk−pk)

ax5 + bx4 + cx3 +
dx2 + ex+ f ,

Acceleration signal energy, Eax

Forward speed, v, from GPS

polynomial curve
�tting to ωz

Fundamental frequency magnitude of ax

Fundamental frequency magnitude of ωz

Classi�ed bend severity, h

Classes
(output)

h = 1, 2, 3 normal, aggressive = 1, 2
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Chapter 5

Tests and results

The results and �ndings of all the experimental testing are presented in this chapter. The
validity of the collected data and pre-processing thereof is discussed. Secondly, the per-
formance of the implemented sensor �lters and detection algorithm is evaluated. Lastly,
the preliminary testing of the di�erent classi�cation methods are discussed and the �nal
test results are presented and evaluated.

5.1 Validation of smartphone data

Data was recorded simultaneously on the smartphone and a dedicated GPS and IMU
unit in order to check the validity of the smartphone's data. It was also used to ascertain
time synchronization between the GPS data and sensor samples of the smartphone. The
sensor sampling rate of the smartphone was found to generally vary slightly around the
set 20 Hz. The sensor sampling did at times slow down below 20 Hz on the smartphone,
or even stopped completely. After investigating the problem, it was found that the UI
of the application became unresponsive during times where sampling slowed down. The
application was clearly too processing intensive. The concurrent sampling and saving
of sensor data on the main thread of the application was eventually narrowed down as
the probable cause of the problem. The application was updated to perform all SQLite
database related workload on a separate thread, which proved to alleviate the problem.
After the update, for an unknown reason, the accelerometer sampling rate doubled to
about 40 Hz, while the gyroscope sampling rate remained at 20 Hz.

5.2 Collected data set

A Python script was written to process the raw data of the �nal collection into an usable
data set. The continuously recorded sensor data of each driver's runs is put through the
endpoint detection algorithm to �nd the timestamps of possible turns. The coordinates of
the detected manoeuvres are compared to the coordinates of the hand-annotated bends
that is shown in Figure 4.2. Each detected manoeuvre that matches the location of a
bend on the map is labelled with the corresponding bend severity and unique identi�er.
The rest of the detected manoeuvres are discarded, as they are either anomalies or subtle
bends on the route that were never marked for classi�cation. The identi�ers of the bends
labelled by hand as taken aggressively during the runs of each driver is saved in a �le.
The identi�ers of all the matching turns are checked against this �le in order to label each
turn as either taken normally or aggressively.

36
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Figure 5.1: Kalman �ltering of the x-axis accelerometer and z-axis gyroscope signals with
the given �lter parameters.

Using this automated method, valid data was successfully extracted and labelled for
387 bends. The data set was split in a 2:1 ratio for training and test data respectively.

5.3 Detection algorithm

The performance of the Kalman �lter and �nite impulse response (FIR) �lter is evaluated
in this section. The overall performance of the detection algorithm is also discussed, and
examples of the typical signals that are recorded are given.

5.3.1 Kalman �lter

Figure 5.1 shows an example of the accelerometer and gyroscope signal before and after
Kalman �ltering has been performed. It works well to smooth the signal without causing
a delay. As can be seen, the accelerometer signal has a higher noise �oor than the
gyroscope signal, probably because it is more susceptible to engine and road vibrations.
The accelerometer signal is �ltered with Q = 0.12 and R = 8, while the gyroscope signal
is �ltered with Q = 0.05 and R = 15.

5.3.2 Finite impulse response �lter

Figure 5.2 shows the frequency response of the implemented high-pass FIR �lter. The
�lter is designed to �lter out the DC o�set in the accelerometer signal caused by the
gravitational force vector. A Kaiser window with β = 5.65 is used to obtain a 3 dB
cut-o� frequency of 0.05 Hz. Figure 5.3 shows an example from the result of applying the
�lter to the y-axis accelerometer signal. A twenty second window of driving down a small
hill is shown. As can be seen, the �lter removes the o�set caused by the gravitational
force vector while the vehicle's pitch is not perpendicular to it. The mean acceleration of
the entire data set is reduced from 0.424 m/s2 to 0.0016 m/s2 after applying the �lter.

The 3-D instantaneous velocity readings from the u-blox GNSS receiver is also used
to validate the e�ectiveness of the �lter. The velocity is di�erentiated to obtain the vehi-
cle's dynamic acceleration in the y-direction without the static gravitational acceleration.
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Figure 5.2: Frequency response of the high-pass FIR �lter using a Kaiser window with
β = 5.65.
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Figure 5.3: The y-axis accelerometer signal while driving down a small hill, before and
after high-pass FIR �ltering.

Figure 5.4 shows a comparison of this acceleration signal with the low-pass and band-pass
�ltered y-axis accelerometer signal for an one minute window. The same result as in Fig-
ure 5.3 is seen, with the band-pass �ltered accelerometer signal's level being much closer
to that of the u-blox's velocity gradient.

5.3.3 Endpoint detection algorithm

Overall, the endpoint detection algorithm successfully detected 95% of the left and right
bends. However, sporadic time de-synchronisation in the recorded smartphone data
caused problems with the start- and endpoints of the accelerometer signal versus the
gyroscope signal. The gyroscope signal is always windowed by the algorithm as expected,
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Figure 5.4: The �ltered y-axis accelerometer signals versus the gradient of the u-blox
velocity.
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Figure 5.5: The accelerometer and gyroscope signals of multiple times a speci�c severity
1 bend was taken normally and aggressively.

but during the same time window of the accelerometer signal, its anticipated correspond-
ing peak might be o� center and cut in half. This leads to misrepresenting features from
the accelerometer signal. Therefore we experimented with widening the window of the
accelerometer signal, to ensure that the representational part is captured.

Figures 5.5, 5.6 and 5.7 shows examples of the accelerometer and gyroscope signals
recorded by the detection algorithm. Signals from when the di�erent drivers took the
same bend are overlaid on top of each other. All the signals start at 0 seconds on the
graphs, although their lengths di�er slightly. Three examples of where the accelerometer
is not synchronised with the gyroscope can be seen.

Figure 5.8 is a map showing the GPS traces of all the detected turns in the data set
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Figure 5.6: The accelerometer and gyroscope signals of multiple times a speci�c severity
2 bend was taken normally and aggressively.
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Figure 5.7: The accelerometer and gyroscope signals of multiple times a speci�c severity
3 bend was taken normally and aggressively.

around a large tra�c circle on the route. All of these turns have been successfully labelled
with the correct bend severity by the method as described in Section 5.2. The yellow pins
are the hand-annotated coordinates that the detected turns are matched to. The red pins
and green lines show the starting position and course of each turn.

5.4 Classi�cation methods

All the preliminary testing and the �nal test results of the classi�cation methods are
discussed in this section. The performance testing of di�erent feature selections and su-
pervised learning classi�ers are �rst discussed. The best selected feature set and classi�er
is then compared to the implemented dynamic time warping classi�cation approach with
a �nal test.
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Figure 5.8: Detected turns that have been successfully labelled with the correct bend
severity and that can be used as training data.

5.4.1 Preliminary testing

Preliminary testing was done with a few di�erent supervised learning classi�ers to deter-
mine which is the best for driving manoeuvre classi�cation. Thorough testing of di�erent
feature sets were also performed to determine the best combination. These tests were
done concurrently and repeatedly to re�ne the system's performance.

5.4.1.1 Feature selection

Since detected events typically consist of a few hundred samples from the smartphone's
accelerometer and gyroscope, the data must be reduced to a small subset of relevant
features to be used for classi�cation. Various combinations of selected features were
tested to �nd the best representation of normally versus aggressively taken turns. The
list of tested features taken from both the accelerometer and gyroscope signals are:

� Polynomial curve �tting coe�cients.

� Minimum, average and maximum amplitudes.

� Minimum peak to maximum peak amplitude.

� Signal energy.

� Fundamental frequency and its magnitude.

� Integral of gyroscope signal as estimation of rotation.

Figure 5.9 shows the results of �tting 5th-order polynomial curves to the accelerometer
and gyroscope's signals of detected turns. Examples of a severity 2 and 3 bend, each
taken both normally and aggressively, are given. The �tted curves generally match the
signals quite well and can be considered as a good representation.

Also consider that, between the normally and aggressively taken turns, there is a
notable di�erence in the peak acceleration, but not in the peak rotation rate. Amplitude
features from the accelerometer signal are therefore usable, but not from the gyroscope
signal. Signal energy is de�ned as

Ex =
T

N

N−1∑
n=0

|x[n]|2 , (5.4.1)

where T is the duration of the signal and N the number of samples. From Figure 5.9 it
can also be seen that the accelerometer signal energy is more for an aggressive turn than
a normal turn by looking at the peak amplitude.
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Figure 5.9: Curve �tting to the accelerometer and gyroscope signals for speci�c bends
taken normally and aggressively.

0 2 4 6 8 10 12
4
3
2
1
0
1
2
3
4
5

Acceleration

0 2 4 6 8 10 12 14
0.4

0.2

0.0

0.2

0.4

0.6
Rotation rate

0.00 0.05 0.10 0.15 0.20
Freq (Hz)

400

300

200

100

0

100

200

300

400
FFT of acceleration

0.00 0.05 0.10 0.15 0.20
Freq (Hz)

20

15

10

5

0

5

10

15

20
FFT of rotation rate

ID 50: Bend severity 2 classified normal

0 2 4 6 8 10 12
4
3
2
1
0
1
2
3
4
5

Acceleration

0 2 4 6 8 10 12 14
0.4

0.2

0.0

0.2

0.4

0.6
Rotation rate

0.00 0.05 0.10 0.15 0.20
Freq (Hz)

400

300

200

100

0

100

200

300

400
FFT of acceleration

0.00 0.05 0.10 0.15 0.20
Freq (Hz)

20

15

10

5

0

5

10

15

20
FFT of rotation rate

ID 50: Bend severity 2 classified aggressive

Figure 5.10: The accelerometer and gyroscope signals, and their FFTs, for a speci�c bend
taken normally and aggressively.

Figure 5.10 shows signal plots from a speci�c bend. The four plots on the left shows an
example of the accelerometer and gyroscope signals, and their fourier transforms (FFT),
of when the bend was taken normally. The plots on the right shows an example of when
the same bend was taken aggressively. In Table 5.1, the medians were calculated of all the
accelerometer and gyroscope signals' fundamental frequencies (f0) for each bend severity
taken normally and aggressively. In general, for each type of turn, the mean f0 of the
accelerometer signals is lower for the higher bend severities. The di�erence in the mean
f0 of the gyroscope signals is negligible, indicating a weak correlation of the signals' f0
to bend severity and aggressiveness. The standard deviation (SD) from the mean f0 for
both signals of each type of turn is at least 27% or more, further pointing to a weak
correlation. There is a considerable di�erence in the mean magnitude of f0 between the
three bend severities for both the accelerometer and gyroscope signals. There is also a
larger di�erence in the mean magnitude between normal and aggressive turns than with
the mean f0, from which we can surmise that the magnitude of f0 is a better feature than
f0 itself.
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Table 5.2 shows the performance measures obtained by using di�erent combinations
of features for aggressive manoeuvre classi�cation. For the sake of simplicity, minimum,
average and maximum amplitudes are not included, as it was found that peak-to-peak
amplitude, on its own, always resulted in better performance than any combination of
amplitude features. The results also show that, as expected, the fundamental frequency
magnitude is a better feature than the fundamental frequency itself. As mentioned in
Section 4.4.2.1, given these results, the peak-to-peak amplitude ax(pk−pk), energy Eax , and
f0 magnitude of the accelerometer signal, as well as the f0 magnitude of the gyroscope
signal, the GPS speed v, and output of the bend severity classi�er h, are selected as the
best feature set.
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Table 5.3: Performance measures (%) of di�erent supervised learning classi�ers.

Aggressive manoeuvre Bend severity

Classi�er Precision Recall Speci�city Accuracy Accuracy

Maximum likelihood 85.7 50.0 98.1 89.1 95.3

k-Nearest-neighbour 66.7 33.3 96.2 84.5 91.5

Classi�cation tree 52.6 41.7 91.4 82.2 80.6

LD Analysis 90 37.5 99 87.6 92.2

DLD Analysis 60 50 92.4 84.5 75.2

5.4.1.2 Supervised learning classi�ers

Table 5.3 provides a comparison of a few di�erent supervised learning classi�ers in suc-
cessfully classifying manoeuvres. The same data set with the same selected features was
used to train and test each classi�er. The given performance measures were obtained by
creating a confusion matrix. The maximum likelihood (ML), k-nearest neighbour and
classi�cation tree classi�ers have non-linear decision boundaries. The linear discriminant
analysis (LDA) and diagonal linear discriminant analysis (DLDA) classi�ers have linear
decision boundaries.

The ML classi�er achieves the best compromise between precision and recall with
aggressive manoeuvre classi�cation. It also has the highest accuracy with both classi�ca-
tions. The LDA classi�er's performance comes very close to that of the ML classi�er. The
best way to compare the classi�ers' trade-o� between precision and recall is calculating a
weighted average, or F -measure, de�ned as

Fσ = (1 + σ2) · precision · recall
(σ2 · precision) + recall

(5.4.2)

where if σ < 1, it increases the weight of precision. The balanced F1 score of the ML and
LDA classi�ers are 0.632 and 0.529, respectively, for aggressive manoeuvre classi�cation.
However, precision is considered more important than recall, because it is considered
unfair to label a driver as aggressive based on false positively identi�ed aggressive ma-
noeuvres. Therefore we also consider the F0.5 score, which weights precision higher than
recall. The F0.5 scores are 0.714 and 0.6 for the ML and LDA classi�ers respectively.
Based on these F -measures, the ML classi�er is the best suited for our aggressive driving
model.

5.4.2 Final tests and comparison

Detailed results of the dynamic time warping approach and maximum likelihood classi�er
on the test data set is given and discussed in this section. The two methods' performance,
advantages, and room for improvement and expansion are compared. The complete data
set was �rst sorted by bend severity, and then by normal and aggressive turns, before
splitting it into the training and test set. This ensures that the di�erent combinations
of labelled turns are evenly distributed between the sets. The �nal test set contains 129
turns, of which 24 are labelled aggressive. In addition to the performance measures, the
confusion matrices from which they are calculated are given. A confusion matrix shows
the number of true positive, true negative, false positive and false negative aggressive
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Figure 5.11: Gyroscope and accelerometer signal templates for the three bend severities
taken both normally and aggressively.

turns. The number of true positive and false negative turns adds up to the 24 aggressively
labelled turns in the test set, while all four values together adds up to the total number
of 129 turns.

5.4.2.1 Dynamic time warping approach

The training data set was used to create gyroscope and accelerometer signal templates for
the three bend severities taken both normally and aggressively. Twelve templates were
thus created from the gyroscope and accelerometer data in total. A function was written
to automatically generate the templates from the training data set. The accelerometer
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Figure 5.12: Band-pass �ltered lateral acceleration of left (L) and right (R) turns labelled
with the bend severity (1�3).

Table 5.4: Dynamic time warping approach results.

Bend severity classi�cation:

Accuracy = 83.7%

Aggressive manoeuvre classi�cation:

Precision = 64.3%

Recall = 37.5% TP FP = 9 5

Speci�city = 95.2% FN TN 15 100

Accuracy = 84.5%

and gyroscope signals of every label matching turn were summed and averaged. For both
signals of each turn, a �xed number of samples centered around the maximum peak of
the signal are cut out and summed sample-by-sample. This must be done to ensure a
template with a representative curve is obtained. Figure 5.11 shows the automatically
generated templates. The length of the gyroscope and accelerometer signal templates are
�xed at 200 and 400 samples respectively, but they are the same length in time, namely
10 seconds.

The test data set was used to obtain the results given in Table 5.4. Performance
measures and the confusion matrix from which they are calculated are shown. The DTW
based bend severity and aggressive manoeuvre classi�ers achieved an overall accuracy of
83.7% and 84.5%, respectively. The aggressive manoeuvre classi�er obtained a very poor
recall of only 37.5%, but an excellent speci�city of 95.2%.

More speci�cally, for the driver labelled as most aggressive from �rst-hand observation,
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Table 5.5: Maximum likelihood classi�er results.

Bend severity classi�cation:

Accuracy = 91.5%

Aggressive manoeuvre classi�cation:

Precision = 77.8%

Recall = 58.3% TP FP = 14 4

Speci�city = 96.2% FN TN 10 101

Accuracy = 89.1%

the classi�er achieved a FN and FP rate of 80% and 10.5%, respectively. The high FN
rate indicates that the classi�er is biased towards classifying a turn as normal rather than
aggressive. This is too be expected however, given the fact that only 18% of the data set
consists of aggressively labelled turns. Figure 5.12a shows the lateral acceleration of a
one minute section where 4 of his aggressive turns occurred. The vehicle's average speed
was 85 km/h through this section.

Figure 5.12b shows the lateral acceleration of another driver for the same section of
road as in Figure 5.12a. All of the second driver's turns were observationally labelled as
normal, and his average speed was 70 km/h through the section. The lateral acceleration
never exceeded 0.1g, whereas with the aggressive driver the acceleration exceeded 0.1g for
all four turns. The classi�er achieved a FN and FP rate of 0% and 5.9%, respectively, for
this driver.

With 24 aggressive turns out of 129 in the test set, the aggressive turn labelling
heuristic achieved a FN and FP rate of 62.5% and 4.8%, respectively. Although the FN
rate is high, a lower FP rate is desirable. It is biased to label a driver as aggressive
based on falsely identi�ed aggressive manoeuvres. The heuristic was tuned to obtain the
least false positives, at the expense of missing many true positives (TP). Although the
sample size was small, it is clear that the classi�er's precision and recall is poor and
could be improved. The strength of the system is that it can de�nitely be expanded to
recognize other manoeuvres by preparing relevant templates for the same or other axes
of the sensors.

5.4.2.2 Maximum likelihood classi�er

Table 5.5 shows the results of the ML classi�er on the test data set. Performance measures
and the confusion matrix are once again shown. The feature set as described in Chapter
4, Section 4.4.2.1, was used to obtain these results. The ML bend severity and aggressive
manoeuvre classi�ers obtained an accuracy of 91.5% and 89.1%, respectively. That is
7.8% and 5.2% higher than the DTW based classi�ers' accuracies. The ML aggressive
manoeuvre classi�er obtained a recall of 58.3% and speci�city of 96.2%. The di�erence
in speci�city between the DTW and ML classi�er is negligible. The ML classi�er had
only one less false positive compared to the DTW classi�er, out of 129 turns. The ML
classi�er's recall of 58.3%, however, is comparatively a signi�cant improvement.

Most importantly though, the precision of the ML classi�er is substantially better than
the DTW classi�er's, 77.8% compared to 64.3%, respectively. As previously discussed in
Section 5.4.1.2, the F0.5 score is an useful performance measure, as it weights precision
higher than recall. The F0.5 scores of the ML and DTW classi�ers are 0.729 and 0.563,
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Figure 5.13: The ML classi�ers' labelling of the turns in the test data set.

respectively. Considering all the mentioned scores, the ML classi�er is clearly better for
both bend severity and aggressive manoeuvre classi�cation.

Once again, the results for the most aggressive driver are 40% and 10.5% for the FN
and FP rate, respectively. The ML classi�er obtains half the FN rate of the DTW classi�er,
while maintaining the same FP rate, which is a crucial improvement. These results are
further evidence of the ML classi�er's superiority in classifying aggressive manoeuvres.

An interesting observation is that, although the DTW and ML aggressive manoeuvre
classi�cation results are the same for the normal driver, the ML bend severity classi�er
obtains an accuracy of 94.1% compared to 76.5% of the DTW classi�er. This suggests
that the DTW bend severity classi�er struggles with bends that were taken slower, were
the gyroscope signal is stretched out over time with a lower peak.

Figure 5.13 shows a few maps overlaid with the GPS traces of turns included in the
test data set. It serves as an example of how feedback can be presented to a driver. Each
turn's classi�cations, as made by the ML classi�ers, accompanies the traces. The red pins
indicate the starting position of a turn, labelled with the turn's identifying number, an L
or R for a left or right turn, and the classi�ed bend severity. The turns with green and
red traces are classi�ed as normally and aggressively taken, respectively.
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Chapter 6

Conclusion

The work in this thesis is concluded in this chapter. A summary of the work is given,
whereafter the conclusions drawn from the test results are discussed, and the hypotheses
that were made are evaluated. Lastly, possible applications and recommendations for
future work are discussed.

6.1 Summary of work

This thesis focuses on the use of smartphones to monitor a person's driving behaviour.
Aggressive driving is one of the major causes of road accidents, and it is therefore impor-
tant to investigate ways to improve people's driving habits. To this end, a system was
developed that speci�cally detects lateral driving manoeuvres and that classi�es them as
aggressive or not. Various supervised learning classi�cation algorithms and a dynamic
time warping approach was implemented and tested for aggressive manoeuvre classi�ca-
tion. The work serves as a framework for developing a smartphone-based system that can
detect and classify various aggressive driving manoeuvres.

In Chapter 2, a comprehensive literature survey of the current state of smartphone-
based vehicle monitoring systems were presented. Work falling into the categories of road
condition monitoring, vehicle telematics, driver behaviour monitoring and collaborative
driving were discussed. Particular focus was placed on a few examples of smartphone-
based driver behaviour monitoring systems. The best existing solution was implemented,
and then compared to the most e�ective supervised learning classi�cation algorithm that
was tested. A design overview of the manoeuvre detection and classi�cation system was
given in Chapter 3, as well as a discussion of the aggressive driving model that was used.
The model is based on the angle of a turn, the lateral force exerted on the vehicle and its
speed through the turn. Chapter 4 described the system design in further detail. The data
acquisition system and collection process was discussed, as well as the two implemented
aggressive driving recognition classi�ers. Lastly, in Chapter 5 the tests and results of
the implemented manoeuvre detection and classi�cation algorithms were presented and
thoroughly discussed. The performance of each classi�er was tested using the same data
set and a quantitative comparison was made between them. In the next section the results
are also used to con�rm the hypotheses made in Chapter 1.

50
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6.2 Conclusions

The goal of this study was to determine if aggressive and normal lateral driving manoeu-
vres could be successfully detected and classi�ed by a smartphone, using data from its
embedded accelerometer, gyroscope and GPS. We also wanted to determine if a super-
vised learning classi�er could outperform a dynamic time warping classi�cation approach
in aggressive driving recognition.

The lateral driving manoeuvre detection algorithm that is described in Section 4.3 is
evaluated in Section 5.3.3. It successfully detected 95% of the turns in the test data set
using only gyroscope data that was sampled at 20 Hz on the smartphone. The maximum
likelihood and dynamic time warping classi�ers, as described in Section 4.4, managed to
correctly label the bend severity of 92% and 84% of the turns, respectively, as shown in
Section 5.4.2. Both classi�ers only used the gyroscope signals of the turns. These results
con�rms Hypotheses 1 and 2.

Hypothesis 1:
Smartphone sensors can be sampled and processed fast enough to detect and classify
driving manoeuvres.

Hypothesis 2:
Rotation rate measurements from a gyroscope are su�cient to detect the start and
end of a lateral driving manoeuvre, and to classify the severity of a road bend when
driving through it.

The implemented Kalman �lter described in Section 4.3.1, is evaluated in Section 5.3.1.
It is shown to work well smoothing the accelerometer and gyroscope signal and e�ectively
removing noise. The �nite impulse response �lter that is designed as in Section 4.3.2, is
evaluated in Section 5.3.2. The high-pass �lter succeeds in e�ectively removing the grav-
itational force vector from the accelerometer signal. These results con�rms Hypothesis
3.

Hypothesis 3.
Acceleration and rotation rate measurements can be successfully �ltered to remove
unwanted noise and o�sets.

The two aggressive driving manoeuvre classi�cation methods are described in Section 4.4.
Both the maximum likelihood and dynamic time warping classi�ers use the classi�ed bend
severity, vehicle speed, and data from the accelerometer to identify aggressive turns. The
performance results of the two aggressive manoeuvre classi�ers are presented in Section
5.4.2. The ML and DTW classi�ers achieved an accuracy of 89% and 85%, respectively,
in labelling turns as aggressive or normal, which con�rms Hypothesis 4. Furthermore,
the F0.5 scores of the ML and DTW classi�ers are 0.73 and 0.56, respectively. The F0.5

scores provides the best performance comparison of the aggressive manoeuvre classi�ers.
Hence, the ML classi�er is clearly better, and since it is a supervised learning classi�er,
it proves Hypothesis 5.

Hypothesis 4.
Aggressive lateral driving manoeuvres can be identi�ed from acceleration, speed and
bend severity information.
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Hypothesis 5.
Supervised learning classi�cation algorithms can be successfully applied to aggres-
sive driving recognition, and they can perform better than the existing dynamic
time warping approach as found in literature.

6.3 Future work

The aim of this study was to provide a framework for developing a smartphone-based
driving manoeuvre recognition system. Valuable insight was gained in potential imple-
mentations and the performance that can be attained. Various recommendations can be
made for future work and potential applications.

The logical next step is to expand this system to detect longitudinal manoeuvres, such
as braking and forward acceleration. Then the aggressive driving model can be improved
and used to classify aggressive braking and acceleration. The system can also be eas-
ily upgraded to classify other driving manoeuvres such as lane changing and swerving,
if adequate data can be collected. Performing further tests with a larger data set of
various drivers, vehicles and manoeuvres is recommended, to re�ne the system's perfor-
mance. Only thereafter would it be sensible to fully implement the improved system on
a smartphone, because the classi�ers must already be trained in order to operate in a
real-time application. When developing the system into a smartphone application, it is
strongly recommended to implement and thoroughly test a phone-orientation calibration
process. It is needed for the system to work reliably, without requiring the user to keep
the smartphone in a �xed orientation inside their vehicle.

Overall, the work in this thesis accomplished its research objectives. A lateral driving
manoeuvre detection and recognition system was successfully developed, and its poten-
tial to be implemented on a smartphone was substantiated. The suitability of supervised
learning classi�ers for classifying aggressive driving, in comparison to dynamic time warp-
ing classi�cation, was demonstrated and used to validate our aggressive driving model.
Conceivably, this work can be employed in the future to develop an holistic smartphone-
based driver behaviour monitoring system, which can be easily deployed on a large scale
to help make the public drive better. This would make our roads safer, reducing the
occurrence of road accidents and fatalities.
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