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Abstract 

Over the last three decades, Rhenium-188 (188Re) applications in Nuclear Medicine 

therapies have gathered a lot of interest thanks to the favorable physical and chemical 

characteristics of this isotope. In order to optimize 188Re therapies, the accurate knowledge of the 

activity distribution within the patient body is required. To this end, the nuclear medicine images 

must yield accurate quantitative measurements. However, the decay of 188Re results in a large 

variety of emissions such as 𝛽-particles, 𝛾-particles and Bremsstrahlung, making quantitative 

measurements of 188Re activity a very difficult task. The objective of this thesis was to develop a 

series of methods which would allow us to perform accurate measurements of 188Re activities in 

the nuclear medicine department. 

To address the thesis’ objective, four major studies were carried out: 1) to ensure that 

measurements of patients administered activities are accurate, a practical method to determine 

dose-calibrator dial settings using a thyroid-probe was developed; 2) to assess the influence of 

188Re multiple emissions on quantitative imaging, a series of Monte-Carlo simulations of 188Re 

single photon emission computed tomography (SPECT) were performed; 3) to assess the image 

quality and image quantification accuracy of a pre-clinical SPECT camera based on multi-

pinhole collimators, a series of experiments using phantoms filled with 188Re were performed 

and; 4) to investigate the accuracy of quantitative 188Re SPECT using a clinical system as well as 

the accuracy of image-based dosimetry calculations in the context of 188Re radioembolization, a 

series of phantom experiments and Monte-Carlo simulations were performed. 

The proposed thyroid-probe method enabled us to determine dose-calibrator settings for 

188Re which resulted in measurements of activity within 5% of the sample’s true value. The 

analysis of Monte-Carlo simulations indicated that Bremsstrahlung photons emitted from 188Re 
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do not really affect image-quantification. The results from phantom experiments showed that 

accurate quantification of 188Re activities is possible in pre-clinical and clinical SPECT when 

images are reconstructed with iterative algorithms and corrections for attenuation, scatter using 

the triple-energy window method, resolution loss and dead-time. Due to the sub-optimal 

segmentation methods, dosimetry calculations based on 188Re images underestimated the true 

dose by 15-20%, on average. 
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Lay Summary 

Rhenium-188 (188Re) is a promising isotope for applications in Nuclear Medicine therapies. In 

order to optimize therapies using 188Re, it is essential to accurately measure the amount of this 

isotope’s activity administered to patients, as well as the distribution of activity within the 

patient’s body. In particular, the knowledge of the 188Re activity distribution in patients allow us 

to determine the amount of radiation dose delivered during treatment. The goal of this thesis is to 

develop quantitative methods to accurately measure 188Re activities in patient studies. These 

methods, which are now being implemented in some clinics, will ensure that 1) the 188Re 

activities administered into patients are safe and 2) the outcomes from clinical and pre-clinical 

studies using 188Re are reliable. Most importantly, these methods will help us to improve our 

understanding of the effects of radiation dose delivered during 188Re treatments and the 

effectiveness of these therapies. 
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Chapter 1: Introduction 

1.1 Fundamentals of Nuclear Medicine: Diagnostic and Therapy 

Nuclear Medicine (NM) is the branch of medicine that uses unsealed radioactive 

compounds (radiopharmaceuticals) for diagnosis and/or treatment of diseases. Currently, the 

majority NM procedures performed in clinics are intended for diagnosis purposes. However, the 

number of therapeutic NM procedures (also known as radionuclide therapies) is on the rise [1].  

In a typical diagnostic study, a pharmaceutical labelled with a 𝛾-emitting or positron-

emitting radionuclide is injected into the body of the patient. Thanks to its biological and 

molecular properties, the radiopharmaceutical is able to target the diseased site (e.g., tumor cells) 

and its 𝛾-emissions (or secondary annihilation photons, for the case of positron emitters) can be 

detected using single photon emission computed tomography (SPECT) or positron emission 

tomography (PET) scanners. These NM cameras collect the information about the origin and 

intensity of the radiopharmaceutical emissions at different angular views around the patient 

(referred to as projections). Such information is subsequently processed (a step known as image 

reconstruction, see Section 1.2.2) and a 3-dimensional (3-D) image of the radiopharmaceutical 

distribution within the patient’s body is obtained and used for diagnostic purposes. Table 1.1 

shows the characteristics of some of the diagnostic radionuclides most commonly used in NM.
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Table 1.1 Characteristics of most commonly used isotopes in diagnostic nuclear medicine [2–6] 

Isotope Half-life [h] Decay 

mode 

Main photon 

energy [keV] 

Intensity of 

photon emission 

[%] 

Radiopharmaceutical Applications 

99mTc 6.01 IT† 140 89 99mTc-PHOSPHONATE, 99mTc-

MIBI, 99mTc-HYNIC 

Diagnosis of bone tumors, 

diagnosis of heart-conditions 

(myocardial perfusion), diagnosis 

of neuroendocrine tumors 

18F 1.83 𝛽+ 511 193 18F-FLUORO-DEOXY 

GLUCOSE (FDG)  

Diagnostic and staging of cancer 

67Ga 78.28 EC†† 93, 

185 

39, 

21 

67Ga-CITRATE/TRANSFERRIN Diagnosis of tumor, especially 

lymphomas 

68Ga 1.13 𝛽+ 511 178 68Ga-DOTA Diagnosis of neuroendocrine 

tumors 

111In 67.2 EC 171, 

245 

91, 

94 

111In-IBRITUMOMAB Radioimmunotherapy (pre-therapy 

imaging) 

†IT = isomeric transition decay; ††EC = electron capture decay
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Alternatively, radionuclide therapies are promising procedures for the treatment of 

unlocalized tumors (e.g., metastases) where surgical tumor resection or traditional external beam 

radiotherapy is not a suitable treatment option. In these therapies, radiopharmaceuticals are 

labelled with 𝛽− or 𝛼-emitting isotopes and are injected into the body of the patient.  The 

pharmaceutical is then able to target the tumor cells and the interaction of 𝛽− or 𝛼 particles with 

the targeted tissue results in the local deposition of energy and potentially the destruction of 

these tumor cells. Thanks to the short interaction range of charge particles in tissue [7], most of 

the particle’s energy is deposited within the tumor site, minimizing the energy absorbed (and 

therefore, the toxicity) by the surrounding normal tissue. The physical characteristics and 

applications of some of the isotopes most commonly used in radionuclide therapies are presented 

in Table 1.2. The choice of the optimal isotope depends on the target tumor characteristics. For 

instance, high-energy 𝛽-emitting isotopes such as 90Y are suitable for treating bulky tumors 

thanks to their higher particle penetration range whereas 𝛼-emitters like 223Ra are optimum for 

the treatment of small tumor metastases.  

Patient-specific radionuclide therapies consist of two major steps. First, the patient 

undergoes a diagnostic NM procedure to determine the extent of disease, predict the likelihood 

of response to a given radiopharmaceutical and to assess the amount of activity to be injected. In 

order to better predict the therapeutic dose, the diagnostic pharmaceutical must be identical (or 

very similar) to the therapeutic one to ensure that the same pharmacokinetics and tumor uptake 

will take place during both diagnosis and treatment. In the second step, the optimum amount of 

therapeutic radiopharmaceutical is delivered. As shown in Table 1.2, some of the commonly 

used isotopes in radionuclide therapies also emit photons with energies suitable for SPECT 

imaging which allows us to image the bio-distribution of the therapeutic tracer and to calculate 
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the radiation dose delivered to targets (i.e., tumor) and organs at risks [8]. The combination of 

diagnosis and therapy using the same pharmaceutical in personalized nuclear medicine is termed 

‘theranostics’. Some examples of ‘theranostics’ agents are 99mTc-188Re microspheres for 

treatment of hepatocellular carcinoma [9] and 111In-90Y IBRITUMOMAB for 

radioimmunotherapy [10].  

In order to ensure that the pharmacokinetic information obtained during the diagnostic step 

of the theranostic procedure is accurate, as well as to guarantee accuracy of dosimetry 

calculations based on post-therapy SPECT, the NM images must represent the true 

radioisotope’s concentration (in MBq/mL) within the patient body. In other words, the images of 

the tracer biodistribution must be quantitatively accurate. However, accurate quantitative SPECT 

imaging is challenging due to multiple image-degrading effects such as photon attenuation, 

photon scatter, resolution loss and dead-time. The remaining sections of this chapter describe the 

principles of quantitative imaging and image-based dosimetry calculations (Sections 1.2 and 1.3, 

respectively). Additionally, the main characteristics of 188Re, a promising isotope in NM which is 

the focus of this thesis, are described in Section 1.4. Finally, the aim and outline of this thesis are 

introduced in Section 1.5.
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Table 1.2 Characteristics of most commonly used isotopes in radionuclide therapy [11–15] 

Isotope Half-

life [d] 

Decay 

mode 

Maximum 

particle 

energy† 

[keV] 

Maximum 

range in 

tissue 

[mm] 

Main 

photon 

energy 

[keV] 

Intensity of 

photon 

emission 

[%] 

Radiopharmaceutical Applications 

131I 8.02 𝛽− 971 2.3 364 82 131I-MIBG; NaI-131; 

Bexxar 

Neuroendocrine tumors, thyroid 

cancer, radioimmunotherapy 

177Lu 6.73 𝛽− 498 1.8 113, 

208 

6, 

11 

177Lu-DOTATATE; 
177Lu-DOTATOC 

Neuroendocrine tumors 

90Y 2.67 𝛽− 2280 11.3 N/A  Zevalin; 90Y-

microspheres 

Radioimmunotherapy, 

radioembolization of liver 

cancer,  

188Re 0.71 𝛽− 2120 10.4 155 16 188Re – HEDP; 188Re – 

microspheres  

Palliation of painful bone 

metastases, radioembolization of 

liver cancer 

223Ra 11.43 𝛼 5716 <0.1  84, 

269 

25, 

14 

223Ra-dichloride Metastatic prostate cancer 

 

†For 𝛼-decay, the energy spectrum of emitted 𝛼-particles is discrete. For 223Ra, this cell represents the energy of the most abundant 𝛼-particle by this isotope
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1.2 Quantitative SPECT Imaging 

1.2.1 Requirements for Quantitative SPECT 

Thanks to the introduction of hybrid SPECT/CT systems, the advances in iterative image 

reconstruction algorithms and the availability of accurate correction methods for image-

degrading effects,  SPECT is considered a quantitative imaging modality [16]. The main 

requirements for a quantitative SPECT image reconstruction algorithm are: 

1) the algorithm must behave in a linear fashion as a function of the activity present in the 

scanner field of view (FOV); 

2) the algorithm must compensate for the attenuation of photons within the patient’s body as 

well as remove the scattered photons from the data (Figure 1.1 A and B); 

3) the algorithm must include corrections for the losses of detected photons due to detector 

dead-time. Dead-time is defined as the time required by the system to process a detected 

event. During this time, the SPECT system is not able to record another event.  

4) Additionally, the reconstructed data (typically in units of counts per voxel) must be 

calibrated to obtain an image with units of activity (MBq) or activity concentration 

(MBq/mL) per voxel. 

The requirements mentioned above are sufficient to obtain reconstructed images in which 

the total activity measured in the entire FOV corresponds to the injected activity (within 

uncertainty) [17,18]. However, there is an additional source of image degradation: the 

collimator-detector response (CDR). The CDR is the principal cause of the poor spatial 

resolution of SPECT images. The loss of resolution due to CDR consists of a combination of 

four effects:  intrinsic detector resolution, collimator resolution, septal penetration and septal 

scatter [19]. Figure 1.2 illustrates the CDR response of a point-source at two different distances 
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from the collimator.  The effect of CDR might affect quantification accuracy of structures within 

the SPECT image because the activity distribution spills out of the physical boundaries of the 

object of interest. This effect, also known as partial volume effect (PVE), is more severe for 

small objects where the object’s size is comparable to (or less than) three times the SPECT 

system resolution [20].   

 

Figure 1.1 Diagram of photon attenuation (A) and photon scattering (B) in SPECT. The dashed lines 

represent the photon paths. Photons 1 and 3 are properly collimated and detected by the SPECT crystal. 

Photons labelled as 2 are considered “attenuated” because these can no longer be detected. Photon 4 is 

scattered within the patient and subsequently detected, providing wrong information about the source 

location. 

Since image-based dosimetry calculations require the knowledge of the activity 

distribution in structures such as organs and tumors (Section 1.3), a compensation for CDR 

should be included in the reconstruction algorithm to optimize quantification accuracy of SPECT 

imaging and subsequent image-based dosimetry calculations. 
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Figure 1.2 Collimator-detector response (CDR) of a small radioactive source at two different distances. The 

detected source profile at a close distance shows a  narrower distribution than the profile at far distance. 

1.2.2 The Image Reconstruction Algorithm 

In order to obtain a 3-D image representing the activity distribution within the patient’s 

body using SPECT, a series of projection images are acquired at different angular views. These 

measured projections are processed following an analytical or iterative algorithm (i.e., image 

reconstruction) to obtain the 3-D image. Details of image reconstruction methods can be found 

elsewhere [21,22].  

The standard reconstruction algorithm used for quantitative SPECT is the iterative ordered-

subset maximum likelihood expectation maximization (OSEM) algorithm [23], which is an 

accelerated version of the maximum likelihood expectation maximization method (MLEM) [24]. 

The main principle of the MLEM algorithm is to determine the 3-D activity distribution that is 

most likely to produce the measured projections. This iterative method is derived from Poisson 

statistics and offers the possibility to model the physical characteristic of the acquisition process 
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in the reconstruction and therefore to compensate for the image-degrading effects listed in 

Section 1.2.1.  

 

Figure 1.3 Flow diagram of the MLEM iterative image reconstruction algorithm. The algorithm starts with 

an initial image estimate that is forward projected to obtain estimated projections. The projections are 

compared to the measured projections and a projection error is computed. The projection error is 

backprojected to create an error image that is used to update the initial image estimate. The procedure is 

repeated until convergence is reached. 

Figure 1.3 shows a diagram of the general structure of the MLEM iterative reconstruction 

algorithm. The new estimate of the 3-D image ( 𝑋𝑗
𝑛𝑒𝑤) is obtained from the old image estimate 

(𝑋𝑗
𝑜𝑙𝑑) using the following iterative equation: 

 

𝑋𝑗
𝑛𝑒𝑤 =

𝑋𝑗
𝑜𝑙𝑑

Σ𝑖=1
𝑁 𝐶𝑖𝑗

∑𝐶𝑖𝑗
𝑔𝑖

∑ 𝐶𝑖𝑘𝑋𝑘
𝑜𝑙𝑑′𝑀

𝑘=1

,

𝑁

𝑖=1

 (1.1) 

where 𝑔𝑖 represents the measured projection pixel 𝑖 and N represents the total number of 

projection pixels. The quantity 𝐶𝑖𝑗 corresponds to the element 𝑖𝑗 of the system matrix. The 

system matrix represents the probability that photon which is emitted from the image voxel 𝑗, is 
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detected in the projection pixel 𝑖. The quantity 𝑀 corresponds to the total number of voxels in 

the image 𝑋𝑘
𝑜𝑙𝑑. 

The behavior of the MLEM equation is described as follows: 

a) an initial estimate of the 3-D activity distribution is generated. The initial estimate can be 

as simple as a uniform image; 

b) the current estimate (𝑋𝑗
𝑜𝑙𝑑) of the 3-D image is forward projected to generate a set of 

projection estimates ∑ 𝐶𝑖𝑘𝑋𝑘
𝑜𝑙𝑑′𝑀

𝑘=1 ; 

c) the ratio between each measured projection 𝑔𝑖 and each estimated projection 

∑ 𝐶𝑖𝑘𝑋𝑘
𝑜𝑙𝑑′𝑀

𝑘=1   is calculated. These ratios represent the projection error estimates; 

d) the generated projection error estimates are backprojected into the image space to create 

an error image (∑ 𝐶𝑖𝑗
𝑔𝑖

∑ 𝐶𝑖𝑘𝑋𝑘
𝑜𝑙𝑑′𝑀

𝑘=1

𝑁
𝑖=1 ); 

e) the error image is normalized and multiplied by the old image estimate to obtain a new 

image estimate 𝑋𝑗
𝑛𝑒𝑤; 

f) the process starts again with the new image estimate and repeats (steps b to e) until a 

stopping condition is met (e.g., the total number of iterations is reached).  

The OSEM method accelerates the reconstruction by taking only a subset of the total 

acquired projections to update the image estimate. For example, if the patient’s scan was 

acquired using a total of 24 projections and the image is reconstructed using OSEM with 4 

subsets and 1 iteration, then the image would be estimated using the following subsets of 

projections at each sub-iteration: {1,5,9,13,17,21} for sub-iteration 1;  {2,6,10,14,18,22} for 

sub-iteration 2; {3,7,11,15,19,23} for sub-iteration 3; and {4,8,12,16,20,24} for sub-iteration 4. 

In this example, the OSEM would update the image four times in one iteration. 
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1.2.3 Attenuation and Scatter Corrections 

Several clinically available reconstruction algorithms include CT-based attenuation 

corrections and window-based scatter corrections. The CT-based attenuation makes use of a 

linear-attenuation coefficient map that is derived from a low-dose CT image of the patient’s 

body. The attenuation map is implemented into the system matrix during the forward/back-

projection steps (Section 1.2.2) of the reconstruction algorithm to model the effects of 

attenuation in the projection estimates. 

Currently, there are multiple methods available in the clinical SPECT reconstruction 

software to correct for scatter. One approach is to use energy window-based methods such as the 

dual-energy window [25] or the triple-energy window (TEW) [26] methods. In the TEW method, 

the counts measured in two scatter windows set up around the photopeak window are used to 

estimate the spatial distribution of scattered photons at each measured projection. The projection 

images of the estimated scattered photons are subsequently included as an additional term in the 

denominator of the OSEM reconstruction algorithm (at the forward projection step) of Equation 

1.1.  Although the TEW method only approximates the spatial distribution of scatter [27], its 

simplicity, fast implementation and relatively good quantification accuracy [28,29] makes it 

attractive for clinical use. Alternatively, scatter can be estimated using analytical methods 

[30,31] or by means of Monte-Carlo simulations of the projection images of scattered photons to 

be implemented during the forward projection step of the reconstruction process [32]. Monte-

Carlo or analytical methods yield better accuracy of scatter estimates than window-based 

methods but significantly increase the computation time, making them rather impractical for 

clinical use. Nevertheless, the introduction of fast Monte-Carlo techniques [33], parallel 
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computing and/or GPU-computing [34,35] might allow to bring these computationally expensive 

methods into routine clinical practice. 

1.2.4 Collimator-Detector-Response Compensation 

The compensation for the loss of resolution due to CDR response is often performed by 

modelling the distance-dependent spatial resolution into the system matrix of the iterative 

reconstruction [36,37]. In this method, the spatial blurring of the collimator is modelled by a 

distance-dependent Gaussian function. The standard deviation of such function (𝜎𝑠𝑦𝑠(𝑑)), which 

represents the system resolution at distance 𝑑, can be determined using the following expression: 

 
𝜎𝑠𝑦𝑠(𝑑) = √𝜎𝑖

2 + 𝜎𝑐𝑜𝑙𝑙
2 (𝑑), (1.2) 

where 𝜎𝑖 represents the intrinsic detector resolution and 𝜎𝑐𝑜𝑙𝑙(𝑑) represents the distance-

dependent collimator resolution. The main problem of implementing CDR response into the 

system matrix of the OSEM algorithm is that it substantially increases the computation time. 

Additionally, the CDR-compensation method described in Equation 1.2 does not include 

modelling of the septal penetration or septal scatter which can be substantial for isotopes 

emitting medium or high-energy photons such as 111In, 131I or 67Ga [19]. 

1.2.5 Detector Dead-time Correction 

In nuclear medicine, traditional diagnostic scans do not have to consider detector dead-time 

because the amounts of injected activities are low. However, nuclear medicine images of patients 

who underwent radionuclide therapies often suffer from detector dead-time due to very high 

administered activities, which result in very high flux of photons striking the detector. If the 

images of patients acquired after therapy are intended for dosimetry calculations, the photon 
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losses due to camera dead-time must be accounted for to guarantee accurate determination of 

activity distribution. 

 

Figure 1.4 Illustration of dead-time calibration curve (A) and dead-time correction factor tabulated curve 

(B). 

Since quantitative SPECT images are created using primary photons only (i.e., collimated 

photopeak photons that did not scatter within the patient or the camera), the dead-time correction 

factors (DTCFs) must represent the dead-time losses of these photons only. There are two main 

methods to determine DTCFs. In the first approach, the DTCFs can be determined from 

experimental phantom calibration curves. Essentially, these curves represent the measured 

(referred to as observed) count-rate of primary photons as a function of increasing activity in the 

phantom. The shape of the curve should be a straight line. However, it deviates from linearity for 

high-activities (i.e., high observed count-rates) where the detector experiences dead-time (Figure 

1.4 A). The deviation of the observed primary-photon count-rate from linearity is used to 

estimate the DTCF which can be tabulated against the observed photopeak count-rate (Figure 1.4 

B) [38] or the total detected count-rate in the entire energy spectra. The main drawback of this 
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method is that the DTCF obtained from these calibration curves might be inaccurate in cases 

where the scattering conditions in the patient are too different from the conditions in calibration 

scans. In the second approach, a marker (point-source) of well-known activity is placed within 

the scanner FOV and its primary photon count-rate is measured with and without the patient. The 

DTCF is determined from the ratio of counts in a small region of interest (ROI) drawn around 

the marker from the patient + marker scan (where dead-time is present) and the marker alone 

[39].  

1.2.6 System Calibration 

The system calibration factor, which converts the counts in the reconstructed image into 

the units of activity (or activity concentration), can be determined by acquiring a planar image of 

a point-source of the isotope of interest with well-known activity. During the acquisition, the 

energy window settings must be identical to those selected during the typical SPECT scans. The 

system calibration factor can be determined with the following equation: 

 
𝑘 =

𝐶

𝑡 × 𝐴
 (1.3) 

where 𝐶 represents the counts in the photopeak window, 𝑡 represents the acquisition time of the 

planar scan and 𝐴 represents the activity of the isotope. The point-source method relies on the 

assumption that scatter and attenuation within the point-source are minimal, so the measured 

counts in the photopeak window represent primary photons only. If the isotope’s emissions 

include high-energy photons (above the measured photopeak), the previous assumption may not 

hold true due to the presence of down-scattered high-energy photons in the photopeak window. 

In such case, the TEW method can be applied to remove the counts due to down-scattered 

photons in the photopeak window. The point-source calibration method is expected to yield 
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accurate estimates of the reconstructed activity if all the image-degrading factors are properly 

compensated for during the reconstruction. 

 Alternatively, the calibration factor can be determined from a tomographic acquisition of 

a large phantom that models the conditions of a typical patient scan. This method is 

recommended in cases where the reconstruction algorithm is not fully quantitative. In such case, 

the system calibration factor (𝑐𝑝𝑠 → 𝑀𝐵𝑞) is derived from an image that suffers from the same 

quantification inaccuracies as the patient images. 

1.3 Fundamentals of Image-Based Dosimetry in Nuclear Medicine 

1.3.1 The Absorbed Dose Equation for Radionuclide Therapies 

In radionuclide therapies, the radiation dose absorbed by a given target tissue can be 

determined using quantitative post-treatment SPECT imaging. The equation that governs 3D 

image-based internal dosimetry is described in the Committee on Medical Internal Radiation 

Dose (MIRD) pamphlets [8,40,41]:  

 𝐷(𝑟𝑇 , 𝑇𝐷) =∑�̃�(𝑟𝑆, 𝑇𝐷)

𝑟𝑆

𝑆(𝑟𝑇 ← 𝑟𝑆). 
(1.4) 

The quantity 𝐷(𝑟𝑇 , 𝑇𝐷) represents the mean radiation absorbed dose (i.e., energy deposited per 

unit mass) to a target tissue 𝑟𝑇 over a dose-integration period 𝑇𝐷, in the presence of activity 

distributed uniformly within a source tissue 𝑟𝑆. The quantity �̃�(𝑟𝑆,𝑇𝐷) represents the time-

integrated activity (total number of nuclear decays) in the source 𝑟𝑆 over the time period 𝑇𝐷 and 

𝑆(𝑟𝑇 ← 𝑟𝑆) is the absorbed dose in 𝑟𝑇 per nuclear decay in 𝑟𝑆 (also known as S-value). The 

following sections describe the fundamentals of time-integrated activity determination and the 

calculations of S-values. 
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1.3.2 Determination of the Time-Integrated Activity 

The time-integrated activity �̃�(𝑟𝑆, 𝑇𝐷) is defined as the total number of decays in a given 

source region 𝑟𝑆 over a period of time 𝑇𝐷. Therefore, calculating �̃�(𝑟𝑆, 𝑇𝐷) requires the accurate 

knowledge of the source’s activity as a function of time, between the time interval [0, 𝑇𝐷], where 

𝑇𝐷 is usually infinity. In practice, this is achieved by: 

 obtaining a series of NM images (planar or SPECT) of the activity distribution at 

different time points; 

 delineating the source region of interest (image segmentation) at each time point; 

 calculating the activity within the segmented source region at each time point to create 

the so-called time-activity curve and; 

 integrating the time-activity curve (i.e., calculating the area under the curve). The time-

integration can be performed numerically or, in some cases, it might be calculated 

analytically if the measured activity values are fit to a function. The choice of the fitting 

function depends on the temporal distribution and the number of sampling activity points. 

Additionally, it depends on the details of the pharmacokinetic modeling that describes the 

uptake-washout of activity in the source region [42]. 

The general procedure described above clearly illustrates the need for accurate quantitative 

imaging in order to obtain an accurate estimate of the time-integrated activity, and therefore, 

absorbed dose (Equation 1.4). There are three possible imaging protocols that can be used to 

determine the time-activity curve for each source region: the conjugate view (planar) method, the 

hybrid planar/SPECT method and the purely SPECT method. 
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1.3.2.1 The Conjugate View Method 

Traditionally, the time-integrated activity was determined by taking a series of conjugate 

views (anterior-posterior) using planar NM acquisitions in order to measure the activity in source 

organs after administration of the radiopharmaceutical. The mathematical formulation of the 

conjugate view method is described in the MIRD pamphlet No. 16 [43]. Based on this method, 

the source activity 𝐴𝑆 can be estimated using the following equation: 

 

𝐴𝑆 = √
𝐼𝐴𝐼𝑃
𝑒−𝜇𝑒𝑥

𝑓𝑆
𝑘
,    (1.5) 

where 𝐼𝐴 and 𝐼𝑃 represent the count-rate in the source region at the anterior and posterior views, 

respectively. The quantity 𝑒−𝜇𝑒𝑥 represents the effective photon transmission factor across the 

patient thickness 𝑥 through the source region. The effective transmission factor may be 

determined directly by measuring the ratio of the count rates 𝐼/𝐼0, obtained using a planar scan 

of a calibrated flood source without (𝐼0) and with the patient in place (𝐼). If the flood source does 

not contain the isotope of interest, a scaling factor is applied to the ratio 𝐼/𝐼0 to account for the 

differences in photon attenuation between the flood source and the isotope of interest. The factor 

𝑘 represents the camera calibration factor (Equation 6.2) and 𝑓𝑆 is a factor used to correct for 

photon attenuation within the source region. Equation 6.2 assumes that the source organ is 

embedded within tissue containing no radioactivity. Further improvements can be made to 

equation 6.2 to account for more complex situations in which one or more source organs overlap 

with each-other or when source organs are in the presence of background activity [43].  

Figure 1.5 shows the planar images (anterior view) at three time points (3 hours, 24 hours 

and 48 hours post administration) of a patient that received an injection of 188Re – Lipiodol, a 

radiopharmaceutical used for treatment of liver cancer [44]. Details about time-integrated 
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activity curve (TIAC) calculations, organ segmentation and curve fitting for this and other 

patients receiving 188Re – Lipiodol therapy are described in Chapter 6.  

 

 

Figure 1.5 Whole body planar images (anterior view) of a patient that received an intra-hepatic injection of 

1.9 GBq of 188Re-Lipiodol for the treatment of liver cancer. The images were acquired 3 hours, 24 hours and 

48 hours post-administration of 188Re-Lipiodol.  𝑰𝒎𝒂𝒙  represents the maximum pixel intensity of each planar 

image. 

In general, the main limitations of the conjugate view method are its inability to perform 

proper quantification, to resolve the source depth and its lack of reliability to estimate the activity 

in overlapping tissues. Therefore, a hybrid planar/SPECT or purely SPECT approach is 

recommended for image-based dosimetry calculations [8]. The conjugate-view method has one 

more limitation. Due to the lack of 3-D spatial information of activity distribution of planar 
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images, the conjugate method only allows to estimate the TIACs at the organ level as opposed to 

SPECT-based methods. Therefore, dose calculations based on the conjugate view method are 

limited to mean dose absorbed to target organs. There is mounting evidence that the mean 

absorbed dose over the target organ is not necessarily a predictor of deterministic effects such as 

tumor control or normal-organ toxicity [45]. 

 

Figure 1.6 Example of tumor time activity curve (from the patient data of Figure 1.5) determined with the 

hybrid planar/SPECT method. The activity measurements were fit to a mono-exponential function from t= 3 

hours (time of first scan) to infinity. The activity between 0 h and t = 3 h was assumed to grow linearly. 

1.3.2.2 The Hybrid Planar/SPECT Method and the Purely SPECT Method 

The hybrid method requires a series of planar images (conjugate views) of the patient’s 

activity distribution and at least one SPECT scan. The planar acquisitions are used to determine 

the functional form (i.e., the shape) of the time-activity curve for each source region. 

Subsequently, each source’s absolute activity is determined from the quantitative SPECT image 

of the patient and the time-activity curve is re-normalized so that the time-activity curve passes 

through the SPECT based activity measurement. Figure 1.6 shows the time-activity curve 

determined with the hybrid method for the same patient shown in Figure 1.5.  
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Finally, the time-activity curve of each source region can be accurately determined by 

acquiring a series of quantitative SPECT scans. This technique is known as the volumetric or 

purely SPECT method.  

Both the hybrid and the purely SPECT methods are expected to yield better accuracy of 

TIACs and therefore, dose absorbed by target organs [46] if the SPECT image reconstruction is 

quantitative, as discussed in Section 1.2. Additionally, thanks to the 3D spatial information of 

activity distribution provided by SPECT, the hybrid and volumetric methods offer the possibility 

to calculate TIAC at organ, sub-organ or voxel level. However, voxel-level dosimetry requires 

exact co-registration of SPECT images from different time points to generate accurate voxel 

time-activity curves. The option to perform voxel-level dosimetry allows us to generate dose-

volume histograms (DVH) and calculate other dosimetric parameters such as maximum, 

minimum and median dose for a given region of interest. These dosimetric parameters have been 

shown to be better predictors than average organ dose for deterministic effects such as tumor 

control, normal-organ toxicity and patient survival [8,38]. 

1.3.3 Determination of S-Value 

The second step in internal dosimetry calculation is to combine the TIAC ( �̃�(𝑟𝑆, 𝑇𝐷)) in 

the source region with the S-Value 𝑆(𝑟𝑇 ← 𝑟𝑆) to determine the absorbed dose to a given target 

region. The S-Value represents the fraction of absorbed dose in the target region per one decay 

of the isotope present in the source region. Therefore, determination of the S-factor requires the 

knowledge of the physics of the isotope’s decay (energy, abundance and type of particles 

emitted) and the information about the specific anatomy of the source and target. There are 

different methods to determine the S-Value depending on the type of dosimetry calculations to 
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be performed (organ, sub-organ or voxel level). The following paragraphs summarize these 

methods. 

For organ dosimetry, isotope-specific S-Values are determined using standard 

computational phantoms that model the average human anatomy [40,47]. The pre-calculated S-

vales are available through different commercial or research software packages such as the 

Organ Level Internal Dose Assessment (OLINDA) [47] and IDAC [48]. The main limitation of 

pre-calculated S-vales based on the “average” human phantom data is that the anatomy of the 

patient may differ significantly from the “average” phantom. 

For sub-organ dosimetry, the voxel S-Value method [49], the point dose kernel (PDK) 

method and the Monte-Carlo method are available. The voxel S-Value method combines the 3-D 

activity distribution at the voxel level with pre-calculated lookup tables (i.e., voxel S-Value 

tables) to determine the corresponding 3-D dose distribution. The look-up tables contain 

information about the absorbed dose fraction in an array of target voxels due a single source 

voxel. It is important to note that the look-up tables are isotope-, tissue- and voxel size – specific. 

As opposed to pre-calculated organ-level S-Values, voxel S-Values allow us to generate high-

order dosimetric parameters (DVHs, maximum and minimum dose, etc.) for a region of interest. 

Furthermore, they generate 3-D dose distributions fast. However, the application of voxel S-

Value method is not valid for regions of known tissue density inhomogeneity. For example, the 

air-tissue interface in the chest region or the bone-tissue interfaces near skeletal regions. In these 

cases, the use of voxel-S method may lead to large errors in estimated doses [50]. Figure 1.7 

shows the profile of the absorbed dose rate per unit activity (mGy/MBq/s) as a function of 

distance in a voxelized soft-tissue phantom (i.e., voxel S-Values) for 188Re, 131I, 177Lu and 90Y 

[51]. 
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The PDK method is similar to the voxel-S value method with the only difference that in the 

PDK method the source activity is defined as a point-source at the center of the voxel whereas 

the voxel-S method assumes the source activity is distributed uniformly within the voxel.  

The most accurate method to determine doses based on quantitative SPECT imaging is the 

Monte Carlo method. In this method, the reconstructed SPECT images provide information 

about the activity distribution of the radiopharmaceutical within the patient’s body. The Monte 

Carlo code transports the emitted particles through a computerized version of the patient’s 

anatomy that can be generated from a CT image of the patient. This method allows to perform 

fully patient-specific dosimetry as it takes into account the true anatomy and source-target region 

geometries. The main drawback of the Monte Carlo method is its complexity and the 

computation time. Some examples of Monte Carlo programs used for dosimetry applications are 

Monte-Carlo N-Particle (MCNP) [52], Geant4 applications for tomographic emission (GATE) 

[53,54] and the electron-gamma shower code (EGS) [55]. 
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Figure 1.7 Voxel S-Values for isotopes commonly used in radionuclide therapy. The voxel size is 4.8 mm, 

typical of SPECT reconstructed images. 

1.4 Rhenium-188 

Table 1.2 presented some of the most common isotopes used for radionuclide therapies. 

Among these isotopes, there is Rhenium-188 (188Re). The interest in the use of 188Re in 

radionuclide therapies has grown over the last decades thanks to its favorable physical and 

chemical characteristics. Firstly, Re188 decays by emission of high-energy beta particles (𝐸𝑚𝑎𝑥 =

2.1 MeV) which are suitable to deliver high radiation dose to targeted tumor cells. Secondly, the 

decay of 188Re is accompanied by emissions of 155-keV photons which can be imaged using 

SPECT, allowing to perform image-based dosimetry calculations for 188Re therapies [56,57]. 

Additionally, the chemistry of 188Re is similar to that of its congener 99mTc, making the pair 

188Re-99mTc an ideal candidate for theranostic applications. Lastly, 188Re can be cost-effectively 

obtained from a 188W/188Re generator which, due to the parent’ half-life of 69 days, has a useful 

shelf-life of several months [58,59]. For the remainder of this chapter, the main characteristics of 
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production and decay of 188Re, as well as its main clinical applications, are described. 

Additionally, the challenges of performing quantitative measurements of 188Re activities in 

nuclear medicine, which led to the main motivation of this doctoral dissertation, are discussed. 

1.4.1  Characteristics of 188Re Decay 

Rhenium-188 decays by 𝛽− (half-life, 𝑇1/2= 17 h) to 188Os (Figure 1.8). The 𝛽− decay is 

the emission 𝛽-particles (electrons) with a continuous energy spectrum, accompanied by 

emissions of electron-antineutrinos which share with electrons the energy and momentum of the 

decay. For 188Re, there are two main 𝛽-decay branches with maximum 𝛽-energies of 2120 keV 

(70%) and 1965 keV (26.3%) (Figure 1.8). There are additional 𝛽-decay branches with lower 

probabilities (<5%). The net 𝛽-emission energy spectrum of 188Re is shown in Figure 1.9. This 

energy spectrum represents the number of 𝛽-particles emitted per decay of 188Re as a function of 

the electron’s energy. The average energy of the emitted 𝛽-particles from 188Re is 764 keV.  

In addition to 𝛽-particles, 188Re decay is accompanied by emissions of 𝛾-particles, 

conversion electrons, X-Rays and Auger Electrons (Table 1.3). Gamma-particles are photons 

emitted from de-excitation of the daughter nucleus 188Os. The most abundant emission (15.6%), 

which has the energy of 155 keV, is of great interest for radionuclide therapies because it allows 

to image 188Re with SPECT systems and therefore, to perform image-based dosimetry.  
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Figure 1.8 Decay scheme of 188Re [14]. Only the three most intense 𝜷-decay branches, and the three most 

intense 𝜸-emissions (blue arrows) are shown. 

The conversion electrons are the result of the internal conversion process. In this process, 

the de-excitation energy of the daughter nucleus 188Os is used to eject an atomic electron instead 

of emitting a 𝛾-particle.  The ejected electron leaves a vacancy in the electronic shells that is 

subsequently filled by another atomic electron from a higher energy level. As a result of this 

transition, a characteristics X-rays and/or Auger electrons are emitted. As opposed to 𝛽-particles, 

the energy spectra of conversion electrons and Auger electrons are discrete (Table 1.3). 
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Figure 1.9 Energy spectrum of 𝜷-emissions by 188Re [60]. 

Table 1.3 Energy and yields from most abundant 188Re emissions [14] 

Type Energy [keV] Yield [%] 

𝛽1
− Emax = 1965.4 26.3 

𝛽2
− Emax =2120.4  70.0 

X-ray (kα) 61-63 3.8 

X-ray (k) 71-73 1 

-photons 155 15.6 

478 1.1 

633 1.4 

829 0.4 

Conversion Electrons 82 5.0 

142 5.9 

Auger Electrons 7 7.0 
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1.4.2 Production of 188Re: the 188W/188Re Generator 

 

Figure 1.10 Schematic view of a typical 188W/188Re generator. 

One of the benefits that 188Re brings into radionuclide therapies is the availability of 

Tungsten-188 (188W)/188Re generators which can supply 188Re activity on-demand in the nuclear 

medicine department. A radionuclide generator is essentially an in-house isotope production unit 

in which a long-lived parent nucleus (188W, half-life 69 days) is decaying into a short-lived 

daughter (188Re, half-life 17 hours). Thanks to the difference in half-lives between the parent and 

the daughter, the daughter isotope can be repeatedly removed from the generator. Figure 1.10  

shows a schematic view of a common alumina-based 188W/188Re generator. In these generators, 

the parent nucleus is absorbed on the glass column material while the daughter 188Re is 

selectively eluted from the generator with a sterile solution (saline). The end product is high 

activity concentration of liquid 188Re solution, with a low 188W breakthrough.  
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Figure 1.11 Diagram of 188W production. The quantity 𝝈 represents the reaction cross-section (in barns). 

As 188Re is obtained mainly through the decay of 188W in the generator, its availability is 

directly related to the availability and/or production of 188W. The parent 188W is produced by 

double neutron capture by 186W in a nuclear reactor, as shown in the reaction diagram of Figure 

1.11. The double neutron capture is a very inefficient process because it depends on the product 

of the two individual neutron-capture cross-sections. Since these cross-sections have relatively 

low values (~10−24 cm2), the product of the cross-sections is even smaller and therefore, the 

188W production yield is low. Additionally, a fraction of the produced 188W is loss due to neutron 

burn-up (a radiative neutron capture by 188W that produces 189W plus the emission of a 𝛾-

particle). As a consequence, very high neutron flux reactors are needed to produce 188W with 

high-specific activities to be used as a generator [61]. The use of enriched 186W targets (instead 

of natural W) to produce 188W is also important to increase the production yield and to minimize 

the production of other radioactive isotopes of W.  According to the recent report by the 

International Atomic Energy Agency (IAEA) [62], only the following reactors have capabilities 

to produce 188W having adequate specific activities for used in generators: SM Reactor, RIAR, 

Dmitrovgrad, Russian Federation; ORNL HFIR, USA and BR2 Reactor, Belgium.  

1.4.3 Applications of 188Re in Nuclear Medicine 

Thanks to its favorable physical and chemical characteristics, 188Re is an isotope with a 

wide range of applications in nuclear medicine therapies. The most common therapies using 
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188Re focus on the treatment of liver cancer with intra-hepatic radioembolization [63] and the 

palliation of bone pain in patients suffering from prostate cancer using 188Re-1,1-

hydroxyethylidenediphosphonate (188Re-HEDP) [64,65]. Additionally, other less common 

applications of 188Re include the treatment of rheumatoid arthritis with 188Re-colloids [66], 188Re-

labelled monoclonal antibodies for radioimmunotherapy [67] and the use of liquid 188Re in 

endovascular brachytherapy for the treatment of in-stent stenosis [68,69]. The major findings 

from 188Re clinical studies on radioembolization therapies and 188Re-HEDP bone pain palliation 

are summarized in the following paragraphs. 

Radioembolization is a clinical procedure that combines embolization and internal 

radiation therapy to treat liver cancer. This procedure exploits the fact that tumors in the liver 

receive most of their blood supply from the hepatic artery, whereas normal liver tissue receives 

most of its blood supply from the portal vein. During radioembolization, 188Re-labeled particles 

such as Lipiodol [63], Human-Serum Albumin (HSA) [70,71] or polymer-based microspheres 

[9] are administered through the hepatic artery, lodge in hepatic end-arterioles and deliver 

radiation to the surrounding tumor cells. There are multiple papers reporting the efficacy of 188Re 

radioembolization. In a large study (185 patients) supported by the IAEA which used 188Re-

Lipiodol [44,72,73], 25% of the treated patients showed partial response (defined as at least 50% 

reduction in tumor size). Similarly, a small study (10 patients) reported partial response in 20% 

of the patients treated with 188Re-HSA radioembolization [70].  

188Re-HEDP is an effective radiopharmaceutical for the palliative treatment of bone 

metastases. Lange et al. [65] reported an overall 69% pain response in patients receiving this 

therapy, a similar response to that of external beam radiotherapy. Similar findings were reported 
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by Chen et al [64], where most of the patients experienced an improvement in the quality of life 

without induction of serious bone marrow reduction. 

In addition to all the clinical applications, a substantial amount of research is currently 

performed at the pre-clinical level mostly directed at development and labeling pharmaceuticals 

with 188Re. Most of this work is focused on pre-clinical studies for liver cancer therapies. In a 

recent publication, Verger et al. [74] introduced starch-based micro-particles that can be labeled 

with both 68G and 188Re for applications in radioembolization. Similarly, Häfeli et al. [75] 

developed polymer-based microspheres that can be loaded with 99mTc or 188Re [9]. Both 68G-

188Re and 99mTc-188Re microspheres are promising agents for new generation of liver 

radioembolization. In parallel with clinical studies,  pre-clinical research of 188Re tracers also 

includes Radioimmunotherapy studies [76] and bone palliation studies [77]. 

1.5 Statement of the Problem, Aim and Thesis Outline 

Optimization of 188Re therapies requires the accurate knowledge of the administered 

activity and the activity distribution within the patient’s body. Unfortunately, the decay of 188Re 

is very complex, resulting in a large variety of emissions such as 𝛽-particles, 𝛾-particles, or X-

rays from which only the 155 keV photons are useful for imaging and measurements of activity. 

In addition, the interaction of 𝛽-particles with the surrounding tissue produces Bremsstrahlung 

(BRS) radiation which introduces further undesired emissions. In such scenario, isolating the 155 

keV signal from the rest of emissions to perform quantitative measurements of 188Re becomes a 

very challenging task.  

Addressing this challenge involves understanding the physics of 188Re emissions and its 

interactions with a variety of nuclear medicine equipment. First, to ensure that patients receive 

the appropriate prescribed treatment dose, the 188Re activity must be accurately measured using 
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dose calibrators (DC). The problem with dose calibrators is that the DC reading might be highly 

sensitive to the sample’s geometry, especially for 𝛽-emitting isotopes [78]. Many authors 

recommend to determine the correct dose-calibrator dial settings experimentally, for each isotope 

and geometry used routinely in the department [79]. However, the recommended methods 

require the use of equipment that is not readily available in the nuclear medicine department. 

Since the amount of activity eluted from the 188W/188Re generator may be different each time, it 

is crucial to verify that dose-calibrator readings for 188Re are accurate as patient injected dose 

solely depends on this single measurement. 

Second, the characteristics of 188Re emissions, and in particular, the production of 

Bremsstrahlung by 188Re, must be investigated to understand their influence on the activity 

measurements with SPECT. 

Third, the introduction of new 188Re-labeled pharmaceuticals and therapies into clinical 

practice relies on pre-clinical studies that often use small animal SPECT systems. The aim of 

such studies is to determine the radiotracers’ pharmacokinetics, targeting ability and potential 

toxicity in different organs. To accurately quantify tracer uptake, these imaging systems are 

required to provide users with high resolution, quantitative and statistically robust images. To 

this date, the performance of pre-clinical quantitative 188Re SPECT has not been evaluated. This 

task is essential to guarantee that the outcome from these pre-clinical studies is reliable.  

Lastly, in order to assess the effectiveness of 188Re therapies, the knowledge of the 

radiation dose delivered to targets and organs at risk is required. Such knowledge can be used, 

for instant, to determine the maximum dose that is tolerated by organs at risk, or to estimate the 

minimum dose required to control the tumor. As described in Section 1.3, dosimetry can be 

performed using quantitative 188Re SPECT images. The accuracy of quantitative 188Re images 
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will be influenced by the choice of the collimator, the image acquisition parameters and the 

accuracy of the corrections for image-degrading factors implemented in the reconstruction 

algorithm (Section 1.2). Several studies extensively investigated quantitative capabilities of 

SPECT for imaging radionuclide therapy isotopes such as 131I [42], 177Lu [80] and 90Y [10]. At 

this time, however, no systematic studies of quantitative 188Re SPECT have been reported.   

1.5.1 Aim of the Thesis 

The aim of this thesis was to establish a practical method for quantitative measurements of 

188Re activity distribution in patient studies. To address this goal, four objectives, which focused 

on each of the challenges described above, were proposed: 

1) To develop a practical method to determine (or verify) DC settings that ensures accurate 

measurements of patient’s injected activities.  

2) To investigate the characteristics of 𝛾-emissions and Bremsstrahlung production in tissue by 

188Re and understand their influence on quantitative SPECT imaging. 

3)  To evaluate the 188Re image performance of a state-ot-the-art pre-clinical SPECT/CT multi-

pinhole system.  

4) To investigate the quantification accuracy of 188Re SPECT imaging for clinically relevant 

situations and reconstruction methods. In addition, to determine the accuracy of image-based 

dosimetry calculations for 188Re therapies. 

Additionally, the quantitative method developed in this thesis was applied to perform 

patient-specific dosimetry of patients undergoing 188Re-Lipiodol trans-arterial radioembolization 

therapy. 
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1.5.2 Thesis Outline 

This thesis is structured as follows. In Chapter 1, the topics related to quantitative SPECT 

imaging and dosimetry calculations for radionuclide therapies are described. These topics serve 

as a background foundation to introduce the isotope 188Re and its main applications in nuclear 

medicine.  The chapter ends summarizing the challenges related to quantitative measurements of 

188Re in nuclear medicine, which leads to the four thesis subprojects. 

In Chapter 2, a practical method to determine the DC settings using a thyroid-probe is 

described. The accuracy and uncertainty analysis of this method is evaluated and reported. The 

method was applied to determine 188Re dial settings for two commercial dose calibrators. 

Chapter 3 summarizes the results of a simulation study that investigates the characteristics 

of 188Re emissions, with special emphasis on Bremsstrahlung production in tissue.  

In Chapter 4, the methods and results from a series of phantom experiments aimed to 

evaluate the performance of VECtor/CT (a state-of-the-art pre-clinical multi-pinhole SPECT/CT 

system) for 188Re are reported. The image performance was evaluated in terms of the spatial 

resolution, the contrast, the contrast-to-noise ratio and the accuracy of activity quantification. In 

parallel, a series Monte-Carlo simulations of this pre-clinical system were performed to 

understand the challenges of multi-pinhole imaging of 188Re. The results of these simulations are 

also presented in this chapter. 

Chapter 5 focuses on 188Re imaging using clinical SPECT camera. The accuracy of 

standard clinical reconstruction methods applied to 188Re is investigated by performing a series 

of phantom experiments. The phantom experiments were combined with Monte-Carlo 

simulations of a clinical SPECT system to investigate the limitations of the TEW scatter 
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compensation method. Based on the most quantitative 188Re images obtained using clinical 

reconstruction protocols, the accuracy of dosimetry calculations was investigated.  

In Chapter 6, the methods and findings described in Chapter 2, 3 and 5 are applied to 

perform patient-specific dosimetry for patients receiving 188Re-Lipiodol radioembolization. The 

average tumor and organs at risk doses were calculated for a total of 4 patients. Additionally, the 

pharmacokinetics of 188Re-Lipiodol in tumor and healthy tissue is determined and compared to 

other published studies. The patients in this study were treated at Kovai Medical Centre Hospital 

(KMCH) (Coimbatore, India). The project is a collaboration between the Medical Imaging 

Research Group (Vancouver, Canada) and Nuclear Medicine department at KMCH, led by Dr. 

Ajit Shinto. 

Finally, Chapter 7 summarizes the main conclusions of this thesis and discuss possible 

lines of future work that could help to improve the quality of 188Re therapies. 

The structure of Chapters 2 to 6 follows the traditional journal article scheme with self-

contained introduction, methods, results, discussion and conclusions. 
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Chapter 2: Accuracy and Uncertainty Analysis of a Thyroid-Probe Based 

Method to Determine Dose-Calibrator Settings 

2.1 Introduction 

In nuclear medicine departments, the activity of radiotracers is measured using dose 

calibrators (DC). A dose calibrator (also known as re-entrant ionization chamber) consists of a 

pressurized gas detector which measures the ionization current generated by radiation (emitted 

by the radiotracer) crossing its sensitive volume. The intensity of the generated current is 

proportional to the total energy deposited by radiation in the gas chamber. In order to obtain an 

activity reading, the current is converted into units of activity by applying an appropriate 

calibration factor (also referred to as DC dial-setting). Dial-settings must be specified for each 

isotope and source geometry and are applied or varied with either a dial or a numeric keypad 

placed on the DC. Instrument manufacturers supply DC dial-settings for most isotopes 

commonly used in nuclear medicine measured in standard source geometries. 

However, DC readings for some isotopes, especially those which emit β−particles and/or 

low energy photons may be highly sensitive to source geometry [78,81–83]. Since β-emitting 

isotopes are gaining importance in Nuclear Medicine for radionuclide therapies (for example 

188Re, 90Y or 177Lu), having the correct dial settings to determine activity is critical for ensuring 

that patients receive their prescribed treatments and are not underdosed or overdosed. Based on 

multiple studies investigating the geometry dependence of the dose calibrator response to β-

emitting isotopes [78,84–87], it has been recommended to empirically determine dose calibrator 

settings for less common isotopes and non-standard geometries that may be used in clinical 

procedures [79]. 
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Methods to experimentally determine or verify dose-calibrator settings require independent 

measurements (or prior knowledge) of the activity of a sample of the isotope of interest. There 

are two main approaches to measure sample activity: liquid scintillation counting and γ−ray 

spectroscopy techniques. The former method was applied to determine DC settings to a variety 

of standard and non-standard isotopes used in nuclear medicine including 117mSn [88], 188Re [89], 

62Cu [90], and 223Ra [91]. On the other hand, using the γ−ray spectroscopy approach, Cannata et 

al. [92] determined 99mTc DC settings with a 4πγ-sodium iodide (NaI) detector. Similarly, 

Marengo et al. [93] and Beattie et al. [94] used High Purity Germanium detectors (HPGe) to 

calibrate their DC for 188Re and two β+-emitting isotopes ( 89Zr and 124I). These methods, 

however, require the use of sophisticated equipment that is not easily accessible in average 

nuclear medicine departments. 

A practical approach to determine DC settings is to make use of the equipment that is 

already available in the NM departments. Gamma camera, well-counter and thyroid-probe are 

such widely available NM instruments capable to perform γ-ray spectroscopy measurements. 

Our decision to use the thyroid-probe (TP) was justified by the following reasons: TP has 

relatively high counting sensitivity, its configuration and collimation allow for reproducible 

measurements of sources of different sizes (contrary to well-counter), it offers a fast and flexible 

user interface to analyze the data, and finally, it is less frequently used for patient studies (thus, 

more available) than gamma camera. 

Using the TP (or any other γ-ray spectrometer) to determine DC settings for the isotope of 

interest involves performing three measurements (Figure 2.1). First, the energy-dependent 

efficiency of the thyroid-probe (i.e., NaI detector) must be established using standard sources 

with well-known activities. This step is crucial, as the accuracy of the TP-based activity 
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measurements depends on the accuracy of its efficiency determination. At the second stage, the 

gamma radiation emitted by the sample of the investigated isotope is measured with the TP. 

Now, this sample activity can be determined using γ-ray spectroscopy methods, given that the 

information about the TP efficiency, isotope photon yield and half-life are known. If necessary, 

background, source-geometry and dead-time corrections should be applied during the efficiency 

and the activity determination steps. Finally, in the third step, the TP based activity is used to 

determine the DC settings by direct calibration or using the calibration curve method [89]. The 

details of the latter approach will be discussed in Section 2.2.1.4; it is used in cases when the true 

sample activity cannot be determined prior to the DC measurement. Each of these steps 

introduces errors that propagate and impact the accuracy of the DC settings determination. 

Identification of sources of these errors and estimation of their values is essential if one wants to 

optimize the accuracy of determination of the TP-based dose calibrator settings, and maximize 

accuracy of future activity measurements. 

In this work, we discuss this methodology and identify and analyze the sources of errors 

associated with each step of the measurement process. In order to illustrate the performance of 

the TP method, and to compare its results with the published data [89], we applied it to 

determine DC dial settings for accurate measurement of 188Re activity. 
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Figure 2.1 Diagram showing the steps and measurements involved in the thyroid probe-based method to 

determine dose calibrator settings. 

2.2 Materials and Methods 

The thyroid probe used in this study was an Atomlab 950 Thyroid Uptake System (Biodex 

Medical Systems, USA). This system contains a 5.08 cm x 5.08 cm (diameter x height) NaI 

crystal coupled to a multi-channel analyzer (MCA) with 1024 channels which enables 

acquisition of the energy spectrum of γ-emission. The MCA is connected to a personal computer 

for system operation, data acquisition and analysis. A lead collimator placed at the front of the 

system accepts only photons coming within the probe acceptance angle, thus limiting 

background counts. In our experiments, a custom designed Styrofoam box was used to support 

radioactive sources. Source positions were determined using a custom-made distance template, 
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as shown in Figure 2.2. All sources were placed at the same distance from the detector (d = 20.5 

cm) which resulted in the total acceptance angle equal to 14o. 

Following manufacturer recommendation, before every experiment, a daily energy 

calibration test of the probe was performed using a 137Cs source. In addition, a blank scan was 

acquired each day to measure the ambient background radiation. In all our experiments, the 

multi-channel analyzer was set to cover the energy range from 0 keV to 763.5 keV, which 

resulted in a 1024 channel spectrum with the energy bin size of 0.746 keV. For analysis, the 

acquired spectra were saved in ASCII format and processed using MATLAB (Mathworks, US). 

 

Figure 2.2 Thyroid-probe experimental setup. 

2.2.1 Determination of Dose Calibrator Settings Using the Thyroid Probe 

Figure 2.1 summarizes the steps needed to determine DC settings based on TP measurements of 

activity. The following sections describe these steps in detail. 

2.2.1.1 Thyroid-probe Efficiency Curve 

Prior to measuring sample activity, the energy-dependent efficiency of the TP must be 

determined. This should be done using standard sources with well-known activities. We let 𝜖(𝐸) 

represent this efficiency, defined as: 
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𝜖(𝐸) =

𝑁𝑝ℎ𝑜𝑡𝑜𝑝𝑒𝑎𝑘(𝐸)

𝑁𝑒𝑚𝑖𝑡𝑡𝑒𝑑(𝐸)
𝜅(𝐸)𝐷𝑇(�̇�)𝑓 (2.1) 

where 𝐸 represents the energy of the photopeak photons, 𝑁𝑝ℎ𝑜𝑡𝑜𝑝𝑒𝑎𝑘(𝐸) is the number of 

detected photopeak photons, 𝑁𝑒𝑚𝑖𝑡𝑡𝑒𝑑(𝐸) is the number of these photons emitted from the 

radioactive source and the factors 𝜅(𝐸) and 𝐷𝑇(�̇�) represent correction factors for source-

geometry (if sources with different geometries are used for calibration) and dead-time losses 

(due to high detector count-rate, �̇�), respectively. The variable 𝑓 represents any other factors that 

may affect efficiency determination such as the coincidence sum peaks from cascade emissions 

(in particular, when using standard sources with multiple γ-emissions). A detailed analysis on the 

factors that may affect γ-ray spectroscopy measurements for NaI detectors can be found in the 

American National Standard Institute (ANSI) report N42.12-1994 [95]. Based on Equation 2.1, 

the TP efficiency will depend on a number of factors, including the characteristics of the NaI 

crystal, the geometry of the source and the source-to-detector distance. 

The TP efficiency was measured using two NIST-traceable calibration sources: 152Eu and 

22Na (Table 2.1). The geometry of 152Eu (a point source encapsulated in solid 0.6 cm thick 

acrylic disk and placed parallel to the detector front plane) was used as the reference geometry. 

Since the 22Na activity was encapsulated in a thinner (0.3 cm) solid acrylic disk, a correction 

factor (disk-to-reference) had to be applied to account for its geometry. The geometry correction 

factor was estimated using an analytical expression that accounts for the differences in photon 

attenuation between the 152Eu and the 22Na disks geometries (Section 2.2.1.3). The measured 

count-rates of 152Eu and 22Na sources were 0.5 kcounts/s and 0.7 kcounts/s, respectively, well 

below the TP maximum count rate of 100 kcounts/s reported by the manufacturer. Therefore, the 
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dead-time losses were assumed to be negligible (i.e., 𝐷𝑇 factor was equal to 1). For higher count 

rates, however, it is essential to measure dead-time of the system so that the factor 𝐷𝑇 can be 

estimated. The TP dead-time can be measured by various methods such as the “decaying-source 

method” [96] or the “two-source method” [95]. Although coincidence sum peaks may be 

important for 152Eu, this factor was assumed to be negligible because of the large source-to-

detector distance (20.5 cm) and the small acceptance angle (14o) which minimized the chance of 

detecting coincident emissions falling within the same solid angle. The validity of these 

assumptions was later confirmed by the accuracy of activity estimates obtained with the TP 

method (Section 2.3.3) and the agreement between the measured and simulated TP efficiency 

(Appendix A). 

Table 2.1 Manufacturer specifications, source geometry, activity, photopeak energy and photon yield for 

isotopes used in thyroid-probe efficiency calibration experiment. The quantities in brackets represent the 

expanded uncertainties (k = 2) at 95% confidence level. Nuclear data was obtained from the Nuclear Data 

Sheets [97,98]. 

Isotope Manufacturer Geometry 

(material; 

dimensions) 

Activity 

[MBq] 

Emission 

Energy [keV] 

Photon 

Yield  

152Eu Isotope Products 

Labs, USA 

Solid acrylic 

disk; d = 2.5 

cm, h = 0.6 

cm 

0.065(2) 121.7817(6) 0.2853(32) 

244.6974(16) 0.0755(8) 

344.2785(24) 0.2659(40) 

22Na Isotope Products 

Labs, USA 

Solid acrylic 

disk; d = 2.5 

cm, h = 0.3 

cm 

0.072(2) 511.0 1.8076(8) 
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The energy spectra of the calibration sources were measured 5 times. After each 

measurement, the source was intentionally removed and re-positioned again at the Styrofoam 

box so that the variability in photopeak counts due to source positioning could be evaluated. In 

particular, the energy spectra of 152Eu and 22Na were measured each time for 68 and 20 minutes, 

respectively, which resulted in more than 10000 counts in their respective photopeaks. For each 

energy spectrum, the following analysis was performed: 

 The counts acquired from the daily blank scan (ambient radiation) were removed from 

the measured energy spectra. The ambient count-rate was approximately 1.5% of the 

152Eu and 22Na source count-rates. 

 A wide energy window was selected around the photopeak to count the number of 

detected photons (𝑁𝑑𝑒𝑡𝑒𝑐𝑡𝑒𝑑). They included both photopeak and scattered photons with 

energies that fell within the photopeak window. 

 Two additional windows were positioned on both sides of the photopeak and counts were 

recorded (𝑁𝐿 and 𝑁𝑈). The upper and lower windows were selected as indicated in Figure 

2.3. Details of the energy window settings for the efficiency calibration isotopes can be 

found in Table 2.2. 

 The total number of photopeak photons, 𝑁𝑝ℎ𝑜𝑡𝑜𝑝𝑒𝑎𝑘, was calculated by subtracting the 

scatter component (𝑁𝑆𝐶), from the total number of detected photons: 

  𝑁𝑝ℎ𝑜𝑡𝑜𝑝𝑒𝑎𝑘 = 𝑁𝑑𝑒𝑡𝑒𝑐𝑡𝑒𝑑 − 𝑁𝑆𝐶  (2.2) 

where the scatter component, estimated using the triple energy window method [26], is 

equal to: 
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𝑁𝑆𝐶 =

1

2
(
𝑁𝑈
𝑊𝑈

+
𝑁𝐿
𝑊𝐿
) ×𝑊𝑑𝑒𝑡𝑒𝑐𝑡𝑒𝑑, (2.3) 

where 𝑁𝑈 and 𝑁𝐿 represent the number of photons detected in the upper and lower 

windows, respectively, and 𝑊𝑑𝑒𝑡𝑒𝑐𝑡𝑒𝑑, 𝑊𝑈 and 𝑊𝐿 represent the width of the 

corresponding windows. 

 A geometry correction factor was applied to the TP efficiency value measured at 511 keV 

(22Na). 

 

Figure 2.3 Energy spectrum of 99mTc acquired with the thyroid-probe. Dashed lines show the boundaries of 

the lower window, photopeak and upper window. The shaded area represents the scatter estimate using the 

triple energy window method. 

For each photopeak E, the number of emitted photons 𝑁𝑒𝑚𝑖𝑡𝑡𝑒𝑑(𝐸) was calculated as the 

product of the time-integrated activity (i.e., the total number of decays occurring during 

acquisition time T) and the photon yield corresponding to the analyzed photopeak E (i.e., the 

number of photons with energy E emitted per decay; see Table 2.1):
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𝑁𝑒𝑚𝑖𝑡𝑡𝑒𝑑(𝐸) = ∫ 𝐴0𝑌(𝐸)exp (−
𝑙𝑛2

𝑇1
2

𝑡
𝑇

0

)𝑑𝑡 = 𝐴0𝑌(𝐸)𝑇1
2
[1 − exp(−

𝑙𝑛2

𝑇1
2

𝑇)] 

 
= 𝐴0𝑌(𝐸)𝐷𝐹 (𝑇1

2
, 𝑇) 

(2.4) 

where 𝑇 represents the acquisition time, 𝑇1/2 represents the isotope half-life, 𝐴0 represents the 

activity of the source at time of measurement and 𝑌(𝐸) represents the photon yield for the 

photopeak of energy 𝐸. The factor 𝐷𝐹(𝑇1/2, 𝑇) represents the solution to the time-integral of the 

exponential function. 

Table 2.2 Energy window settings for isotopes used in thyroid-probe efficiency calibration experiment. The 

values in brackets indicate the window boundaries. 

Isotope Energy 

[keV] 

𝑾𝒑𝒉𝒐𝒕𝒐 

[keV] 

𝑾𝑼 

[keV] 

𝑾𝑳 [keV] 

152Eu 122 (105,141) (141,152) (96,105) 

245 (219,282) (282,296) (190,219) 

344 (313,395) (395,401) (299,313) 

22Na 511 (460,562) (562,572) (450,460) 

 

In order to characterize the efficiency of the thyroid-probe as a function of energy, the 

following 2-parameter function was fit to the experimental data using a weighted least-squares 

fitting method: 

 log(𝜖′(𝐸)) = 𝑎 + 𝑏𝐸. (2.5) 

The weighting factors for the least-square fit were defined as: 
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𝑤𝜖(𝐸) =

𝜖(𝐸)

Δ𝜖(𝐸)
 (2.6) 

where Δ𝜖(𝐸) represents the efficiency uncertainty. Uncertainty analysis is described in the 

Appendix A.2. 

2.2.1.2 Sample Activity Determination Using the Thyroid-probe 

Once the efficiency of the thyroid probe is obtained, the unknown activities of additional 

samples can be determined using the following equation: 

 
𝐴 =

𝑁𝑝ℎ𝑜𝑡𝑜𝑝𝑒𝑎𝑘(𝐸)

𝜖′(𝐸)𝐷𝐹(𝑇1/2, 𝑇)𝑌(𝐸)
𝜅(𝐸)𝐷𝑇(�̇�)𝑓 (2.7) 

where 𝜖′(𝐸) represents the fitted efficiency at energy 𝐸, 𝜅(𝐸) represents the geometry factor that 

corrects for differences between geometry of the calibration source (reference) and that of the 

measured sample, 𝐷𝑇(�̇�) represents the dead-time correction factor and 𝑓 represents additional 

correction factors, as discussed in section 2.2.1.1. 

The method was applied for 99mTc, 188Re, 131I and 57Co sources (Table 2.3). In the cases of 

99mTc, 188Re and 131I, the activities were diluted in 20 mL of water and dispensed into 25 ml glass 

vials. A geometry correction factor (vial-to-reference) was applied when estimating the activities 

of these samples. The 57Co source was confined at the bottom part of a plastic tube (r = 0.6 cm, h 

= 7.5 cm) therefore a geometry correction factor (tube-to-reference) was also applied in this case. 

Since the measured count-rate of all investigated isotopes was lower than 5 kcounts/s, the count 

losses due to dead-time were assumed to be negligible. The ambient count-rate was 0.1%, 5%, 

4% and 33% of the 99mTc, 188Re, 123I and 57Co sources count-rates, respectively. While a single 

140 keV photopeak was used to measure 99mTc activity, for 188Re and 131I, three photopeaks were 

identified in each spectrum and activities of these radionuclides were determined independently 
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using each of these peaks. Estimating the activity of the 57Co source was challenging due to the 

overlap between its two photopeaks: 122 keV and 136 keV. For this reason, the 57Co activity was 

estimated using two different methods: 1) using a standard photopeak window set around 122 

keV and; 2) using a wider window covering both the 122 keV and the 136 keV photopeaks and 

using the sum of the corresponding photon yields. The energy window settings for each of these 

isotopes are shown in Table 2.4. 

Table 2.3 Manufacturer specifications, source geometry, activity, photopeak energy and photon yield for 

isotopes used to evaluate accuracy of thyroid-probe activity estimates. The quantities in brackets represent 

the expanded uncertainties (k = 2) at 95% confidence level. Nuclear data was obtained from the Decay Data 

Evaluation Project [99] and the Nuclear Data Sheets [11,14,100]. 

Isotope Manufacturer Geometry 

(material; 

dimensions) 

Emission Energy 

[keV] 

Photon Yield  

99mTc 99Mo/99mTc 

generator. 

Lantheus Medical 

Imaging (USA) 

20 mL water; 

25 mL glass 

vial 

140.511(2) 0.885(4) 

188Re 188W/188Re 

generator. ITG 

(Germany) 

20 mL water; 

25 mL glass 

vial 

155.041(8) 0.1561(36) 

 477.992(50) 0.01081(20) 

632.983(42) 0.01374(26) 

131I Jubilant 

DraxImage 

(Canada) 

20 mL water; 

25 mL glass 

vial 

284.305(10) 0.612(12) 

364.489(10) 0.815(8) 

636.989(8) 0.0716(20) 

57Co Reflex Industries 

(USA) 

12x75 mm 

plastic tube 

122.06065(24) 0.8560(34) 

136.47356(58) 0.1068(16) 
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Table 2.4 Energy window settings for isotopes used to evaluate the accuracy of thyroid-probe activity 

estimates. The values in brackets indicate the window boundaries 

Isotope Energy 

[keV] 

𝑾𝒑𝒉𝒐𝒕𝒐 

[keV] 

𝑾𝑼 

[keV] 

𝑾𝑳 [keV] 

99mTc 140 (119,160) (160,164) (115,119) 

188Re 155 (135,177) (177,182) (129,135) 

478 (428,523) (523,540) (417,427) 

633 (574,684) (684,706) (551,574) 

131I 284 (237,312) (312,325) (232,237) 

 364 (325,409) (409,428) (317,325) 

 637 (578,681) (681,685) (570,578) 

57Co 122 (99,141) (141,145) (96,99) 

57Co 122+136 (99,150) (150,157) (96,99) 

 

2.2.1.3 Geometry Correction Factors 

Three types of geometry correction factors were calculated to account for differences 

between the source and reference geometry used for calibration of the TP: 1) a vial-to-reference 

geometry correction factor 𝜅𝑉𝑅(𝐸) for each photopeak energy 𝐸 of 99mTc, 188Re and 131I isotopes; 

2) a disk-to-reference geometry correction factor 𝜅𝐷𝑅(𝐸) for the 511 keV 22Na photopeak and; 3) 

a tube-to-reference geometry correction factor 𝜅𝑇𝑅(𝐸) for the 122 keV and 136 keV 57Co 

photopeaks. 

In general, each source-to-reference geometry correction factor was estimated as the ratio 

of the average photon transmission factor in the 0.6 cm thick solid acrylic disk (reference 

geometry) to the average photon transmission factor in the geometry of interest. Details of the 
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specific source-geometry correction factor calculations used in our study can be found in the 

Appendix A.1. 

In order to validate the analytical geometry correction factor model, Monte-Carlo 

simulations of the TP system and the vial and reference source geometries were performed. The 

details of the Monte-Carlo simulations can be found in the Appendix A.3. The accuracy of the 

analytical geometry factor was evaluated by the percent difference between the analytical (𝜅(𝐸)) 

and the Monte-Carlo geometry factor (𝜅𝑀𝐶(𝐸)): 

 
%𝑔𝑒𝑜(𝐸) =

𝜅(𝐸) − 𝜅𝑀𝐶(𝐸)

𝜅𝑀𝐶(𝐸)
× 100. (2.8) 

2.2.1.4 Determination of the Dose Calibrator Dial Settings 

After measuring the sample activity using the thyroid probe, the dose calibrator dial 

settings can be determined. There are two possible scenarios: 

a) Direct calibration. This method can be applied to the samples for which activity was 

determined using thyroid-probe prior to the DC measurements. In this case, the sample 

is placed inside the dose-calibrator and the dial-setting is adjusted until the DC activity 

reading (𝐴𝐷𝐶) agrees with the activity determined by the thyroid-probe (𝐴𝑇𝑃). 

b) Calibration curve method. This method, introduced by Zimmerman et al. [89], is very 

useful in cases when the sample activity is too high for the thyroid-probe (i.e., high 

dead-time losses) or when the isotope half-life is very short. The method is a four-step 

procedure. First, the sample is placed inside the DC and the dial-settings (DS) are 

uniformly changed over a wide range of values. At each dial-setting, the apparent 

activity (𝐴𝑎𝑝𝑝) of the sample (i.e., the DC reading) is recorded. Second, a polynomial fit 

of degree 1 is applied to the measured data (𝐴𝑎𝑝𝑝vs DS) resulting in a function 
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𝐴𝑎𝑝𝑝
′ (𝐷𝑆) = 𝑐 × 𝐷𝑆 + 𝑑 that describes the response of the DC to the change in dial-

setting. Third, the sample is left to decay until its activity is low enough (< 1 MBq) to 

prevent dead-time losses in the TP detector. Then, the sample activity is measured with 

the TP (𝐴𝑇𝑃) and it is decay corrected to the time of DC measurements. The correct 

dial-setting is determined from the calibration curve [𝐴𝑎𝑝𝑝
′ (𝐷𝑆)] as the DS value that 

yields an activity reading equal to the activity measured with the TP (i.e., 𝐴𝑇𝑃).   

In our work, the calibration curve method was applied to determine 188Re DC settings for 

two commercial dose calibrators: Atomlab 100plus (Biodex Medical Systems, USA) and 

Capintec CRC55-tR (Capintec, USA). The empirically determined 188Re DC dial settings were 

compared with the manufacturer recommendations and with experimental settings reported in the 

literature [89]. Although Zimmerman findings were obtained using a different Capintec model 

(CRC-15R), the 188Re DC settings for both CRC-15R and CRC-55tR are the same (as reported 

by the manufacturer [101,102]). 

2.2.2 Uncertainty of Dose Calibrator Settings Determined with the Thyroid Probe 

As discussed in Section 2.2.1, the method to determine DC settings for a new isotope (or a 

new sample geometry) using TP consists of the following three steps: 1) efficiency calibration of 

TP, 2) determination of activity of the new isotope sample using TP and, 3) determination of the 

DC dial settings for the new isotope. Based on equations 2.1 to 2.8, the uncertainty of the TP-

based DC dial settings (Δ𝐷𝑆) is affected by the following factors: 

 Uncertainty of the TP-efficiency Δ𝜖, which was calculated by applying the standard error 

propagation formula [103] through Equation 2.1. This uncertainty depends mainly on the 

uncertainty of the photopeak counts Δ𝑁𝑝ℎ𝑜𝑡𝑜𝑝𝑒𝑎𝑘, the uncertainty of the number of 
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emitted photons Δ𝑁𝑒𝑚𝑖𝑡𝑡𝑒𝑑 (which is dominated by the standard-source activity 

uncertainty Δ𝐴0 and the uncertainty of the photon yield Δ𝑌) and the uncertainties 

associated to geometry (Δ𝜅) and dead-time correction factors (Δ𝐷𝑇), when applicable. 

The uncertainty of the fitted efficiency (Δ𝜖′(𝐸)) was determined by the uncertainty of the 

measured efficiency propagated through Equation 2.5. 

 Uncertainty of sample activity determination using the TP (Δ𝐴), which was calculated by 

applying the error propagation formula to equation 2.7. The main factors affecting the 

uncertainty of the TP-based activity are the uncertainty of the photopeak counts 

Δ𝑁𝑝ℎ𝑜𝑡𝑜𝑝𝑒𝑎𝑘 and the uncertainty of the fitted efficiency curve Δ𝜖′(𝐸). Additionally, 

uncertainty of the sample’s geometry correction factor was also determined. 

A detailed mathematical description of uncertainty calculations can be found in the 

Appendix A.2. 

2.2.3 Determination of Accuracy of Thyroid-probe Activity Measurements 

In order to evaluate the accuracy of activity determination using TP-based gamma 

spectroscopy method, the true activity of a sample must be known to be compared with that 

determined using the TP. Thus, for each investigated isotope (99mTc, 188Re, 131I and 57Co) this 

information had to be independently acquired. In the case of 57Co, which is a NIST-traceable 

source, the true activity was provided by the calibration report. The activities of other isotopes 

were measured using a High Purity Germanium detector (HPGe) (Canberra, USA) available at 

the BCCA Cyclotron Laboratory. The efficiency of the HPGe detector was independently 

determined using a NIST-traceable multi-nuclide source (Eckert & Ziegler Isotopes products, 

USA) having the same geometry as the 99mTc, 188Re and 131I sources. In all cases, the activities 
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were in the range of 37 - 74 kBq (1 - 2 µCi) which resulted in the HPGe dead-time losses below 

6%. 

The accuracy of the activity determined with the TP (𝐴𝑇𝑃) was quantified in terms of the 

percent difference with respect to the true activity (𝐴𝑇𝑅𝑈𝐸): 

 
%𝑑𝑖𝑓𝑓 =

(𝐴𝑇𝑃 − 𝐴𝑇𝑅𝑈𝐸)

𝐴𝑇𝑅𝑈𝐸
× 100 (2.9) 

where 𝐴𝑇𝑅𝑈𝐸  represents the activity determined with HPGe for 99mTc, 188Re and 131I; and the 

activity provided by the calibration report for 57Co. 

 

Figure 2.4 Energy spectra of 152Eu and 22Na measured with the thyroid-probe and used for the efficiency 

calibration experiment. The photon yields are shown in parenthesis. 

2.3 Results 

2.3.1 Determination of Dose Calibrator Settings Using a Thyroid-Probe 

2.3.1.1 Thyroid-Probe Efficiency Curve 

The energy spectra of 152Eu and 22Na measured using the TP are shown in Figure 2.4. The 

low energy (30 − 45 keV) peak observed in 152Eu corresponds to the X-ray emissions from its 

respective daughter nuclei [98] (for 22 Na, the X-rays have very low energies and are not 

displayed [97]). The measured values of the TP efficiencies are shown in Figure 2.5. Note that 
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the measured efficiency at 511 keV (22Na) was re-scaled using the disk-to-reference geometry 

factor. The TP efficiency curve derived from these measurements is also shown in Figure 2.5. 

While there are many functions that could be used to model the detector efficiency, a simple 2-

parameter model (Equation 2.5) was used as there was a limited number of efficiency points, it 

was a simple model and provided an adequate fit to the experimental data (p-value <  0.01 and 

the 𝑅2 = 0.9850). This is likely because the NaI-efficiency decreases smoothly with energy for 

energies greater than 120 keV [104]. If additional data points were measured at energies below 

120 keV, a function with more than two parameters might be necessary to accurately describe the 

efficiency of the thyroid-probe. 

The parameters of the fit obtained in our study are specific to the reference source 

geometry, a combination of the TP lead collimator and source-to-detector distance of 20.5 cm 

and the intrinsic efficiency of this particular NaI detector. It is important to note that the 

efficiency curve determined in this study cannot be directly applied to a different thyroid-probe, 

even when all the experimental conditions are identical, as the intrinsic efficiency may vary 

between detectors. 

2.3.1.2 Dose Calibrator Dial Settings for 188Re 

The 188Re activity was extracted from a 188W/188Re generator (iTG – Isotopen 

Technologien München, Germany), diluted into 20 mL water and dispensed into a 25-mL glass 

vial. Since the sample activity was too high to be measured using the TP prior to DC 

measurements, the “calibration curve method” (Section 2.2.1.4) was applied. The response of 

both dose calibrators in the measured dial setting range was well modelled by the linear function 

𝐴𝑎𝑝𝑝
′ = 𝑐 × 𝐷𝑆 + 𝑑, with 𝑅2 = 1 and 𝑅2 = 0.9987 for Atomlab 100plus and Capintec CRC-

55tR, respectively. 
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Figure 2.5 Thyroid-probe efficiency curve (solid line) as a function of energy determined by fitting the 2-

parameter linear function in 𝒍𝒐𝒈(𝝐). Dashed lines represent the derived uncertainty from the fit. Error bars 

represent experimental uncertainties. All uncertainties are expanded uncertainties (k = 2) at 95% confidence 

level. 

Table 2.5 Comparison between 188Re dose calibrator settings determined empirically by different methods 

and recommended by the manufacturer. All reported uncertainties are expanded uncertainties (k = 2) at 95% 

confidence level. 

 Atomlab 100plus Capintec CRC-55tR 

 Setting # Geometry Setting # (x10) Geometry 

Manufacturer 86.6 Plastic syringe, 

vial or thin wall 

glass ampoule 

496 5 mL ampoule 

Thyroid Probe 76.5 ± 4.8 20 mL solution 

dispensed into 

25 mL glass 

vial 

646 ± 43 20 mL solution 

dispensed into 

25 mL glass 

vial 

Zimmerman[89]  N/A 631 ± 4 5 mL ampoule 

621 ± 3 5 mL SoloPak 

vial 
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Rhenium-188 dose calibrator settings determined with the thyroid-probe are shown in 

Table 2.5. These results are compared to the manufacturer recommended settings and to other 

recommended settings found in the literature [89]. For both dose calibrators, the manufacturer-

recommended values disagree with those determined in our experiments. 

For Atomlab 100plus, using the manufacturer-recommended settings would over-estimate 

the 188Re activity by approximately 10% relative to the TP-based settings. It is important to note 

that the manufacturer recommends to use these settings when measuring 188Re in a rather broad 

variety of geometries (a plastic syringe, vial or thin wall glass ampoule) which are all different 

than our calibration geometry (a 25-mL glass vial). In order to clarify if the difference between 

TP-based and manufacturer settings are caused by variations in response due to source geometry, 

the Atomlab 100plus activity readings were additionally determined for three different 

containers: a 10-mL plastic syringe, a 20-mL plastic syringe and the 25-mL glass vial used for 

calibration (Figure 2.6). The difference in DC response for a plastic syringe and the 25-mL glass 

vial was less than 4%. These results, in addition to the independent measurement of 188Re sample 

activity using HPGe, suggest that using TP-based dial settings would result in more accurate 

activity readings than when using manufacturer-recommended settings for the Atomlab 100plus. 

Figure 2.6 also shows that, for filling volumes larger than 5-mL, the Atomlab 100plus dose 

calibrator response remains nearly constant for the 20-mL syringe and the 25-mL glass vial. 

Similar findings were reported for a 3-mL vial filled with increasing volumes of 186Re [84] and 
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for a 10-mL plastic syringe filled with 90Y [85].

 

Figure 2.6 Atomlab 100plus relative response for three source geometries (10-mL plastic syringe, 20-mL 

plastic syringe and 25-mL glass vial) filled with increasing volumes of 188Re solution. 

For Capintec CRC-55tR, the manufacturer recommended 188Re dial setting is 496x10 

[101]. This setting, which is also recommended for CRC-15R models [102], was reported to 

over-estimate 188Re activity by 30% [89]. The TP-based 188Re settings for CRC-55tR confirms 

the results of Zimmerman [89] and illustrate the importance of experimental determination of 

DC settings, in particular for non-conventional isotopes. 

2.3.1.3 Geometry Correction Factors 

Figure 2.7 shows a comparison between the vial-to-reference (𝜅𝑉𝑅) geometry correction 

factors and those obtained with Monte-Carlo simulations for 99mTc, 188Re and 131I photopeaks. 

The analytical model (described in Appendix A.1) underestimates the Monte-Carlo factors by 

2.4%, on average. Differences in the calculated factors are likely due to the approximations used 

in the analytical method which only consider uniform photon attenuation, while the Monte-Carlo 

simulation accounts for attenuation, scatter and also the changes in the energy spectrum of 

photons reaching the detector. Despite these differences in modelling, the analytical method still 
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provides a good approximation of the geometry correction factors and it is necessary to improve 

the accuracy of TP-based activity estimates when sources with different geometries are used. The 

application of the vial-to-reference geometry factor is especially important for low energy 

photons, for which the loss of counts in the photopeak were approximately 10% to 14% due to 

larger photon attenuation within the vial source as compared to the reference disk geometry. 

Figure 2.7 Comparison of the analytical and the Monte-Carlo vial-to-reference geometry correction factors. 

2.3.2 Factors Affecting Uncertainty of Dose Calibrator Settings Determined with the 

Thyroid-Probe 

In the following sections, all the reported uncertainties represent expanded uncertainties. 

The expanded uncertainties were calculated by multiplying the standard uncertainties (Section 

2.2.2 and Appendix A.2) by a coverage factor 𝑘 = 2, which resulted in the uncertainty interval 

having a 95% confidence interval. 

2.3.2.1 Uncertainties of Thyroid-Probe Efficiency Curve 

The uncertainties of the TP efficiency values, which are represented by the error bars in 

Figure 2.5, ranged from 3.2% to 4.4% (relative uncertainty). These error bars were calculated by 

combining the contributions from the individual uncertainties discussed in Section 2.2.2. The 
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most significant contribution was the uncertainty of the number of emitted photopeak photons 

(Δ𝑁𝑒𝑚𝑖𝑡𝑡𝑒𝑑), which accounted for 2.9% at most. This uncertainty is determined by the 

uncertainty of the isotope half-life, the uncertainty of the photon yield (reported on nuclear data 

tables) and the uncertainty of the standard source activity (provided by the manufacturer). These 

individual contributions cannot be minimized and set a limitation on the lowest uncertainty that 

can be achieved with this method. The application of the disk-to-reference geometry correction 

factor resulted in an additional contribution of 0.6% to the 511 keV (22Na) efficiency uncertainty, 

illustrating the importance of using the same geometry for all the calibration sources to maximize 

accuracy. The uncertainty of the scatter-corrected photopeak counts (Δ𝑁𝑝ℎ𝑜𝑡𝑜𝑝𝑒𝑎𝑘) contributed to 

0.6% for the 511 keV 22Na photopeak and ranged from 1.2% to 1.9% for 152Eu photopeaks. The 

increase in Δ𝑁𝑝ℎ𝑜𝑡𝑜𝑝𝑒𝑎𝑘 for 152Eu is due to the presence of high scatter under the photopeak 

(Figure 2.4). The uncertainty of the scatter-corrected photopeak counts may be minimized by 

considering the following: 1) long enough acquisition times of the energy spectrum so that the 

statistical errors in the photopeak counts are minimized; 2) precisely measuring the source-to-

detector distance so that the variability due to positioning of the source is decreased and; 3) when 

available, measuring efficiency using photopeaks for which the presence of scatter is low 

compared to the intensity of the peak. 

2.3.2.2 Uncertainties of Thyroid-Probe Activity Measurements 

The uncertainties of the samples’ activities measured with the TP (Table 2.7) ranged from 

6.6% to 12.7%. The largest uncertainties were obtained when the activity was estimated using 

photopeaks with low intensity and/or very high scatter counts (relative to the photopeak counts) 

such as the 478 keV and 633 keV 188Re photopeaks, and the 122 keV 57Co photopeak (Figure 
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2.8). In the case of activities determined with the most intense photopeaks, the uncertainties 

ranged from 6.6% to 8.1%.  

The largest contribution to the TP-based activity uncertainty was the uncertainty of the 

vial-to-reference geometry factor which ranged from 3.4% to 4.8%. This uncertainty, however, 

could be minimized if the dimensions of the vial geometry were measured with more precision. 

The second largest contribution to the uncertainty of the sample’s activity was the uncertainty of 

the scatter-corrected photopeak counts (which ranged from 1% to 5.6%), followed by the 

uncertainty of the fit efficiency (ranging from 1.8% to 2.9%). Lastly, the uncertainties associated 

with the photon yields were usually low, except for the uncertainty of the 155 keV 

188Re and 364 keV 131I photon yields, which represented a 2.3% and 2% relative uncertainty, 

respectively. The uncertainty of the decay factors 𝐷𝐹, which are related to the uncertainty of the 

isotope half-life, were negligible in all cases. 

The most precise measurements were obtained when the photopeaks with the largest 

number of counts were used. In addition to our limitation in the knowledge of the nuclear data, 

there is a lower limit to the activity uncertainty set up by the uncertainty of the TP efficiency. It 

is therefore crucial to precisely and accurately determine the efficiency of the TP in order to 

optimize activity measurements, and eventually DC settings.  

In the best-case scenario, when the source geometry is the same as the reference geometry 

(i.e., Δ𝜅 would be zero), the lowest uncertainty of the TP based activity would range from 3% to 

4% for the isotopes investigated. This uncertainty, however, is still higher than uncertainties 

obtained by other techniques such as liquid scintillation counting which may yield 1% 

uncertainty for 188Re activity measurements [89]. Therefore, we recommend to use these other 
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techniques that allow for more accurate and precise measurements of the sample activity if they 

are available at the NM department. 

2.3.2.3 Uncertainties of Dose Calibrator Settings 

For the case of 188Re, the relative uncertainties of the DC settings were 6.16% and 6.67% 

for the Atomlab 100plus and the Capintec CRC-55tR, respectively. These uncertainties were a 

combination of the uncertainty of the sample activity (6.15%), the uncertainty of the DC 

response (DC repeatability) and the propagation of the uncertainty through the fit. Table 2.6 

shows the contribution of each individual component to the DC settings uncertainty. The main 

factor limiting the uncertainty of the DC settings was the uncertainty of the sample activity.  

The experimentally determined dial settings not only depend on the sample activity, but 

also on the parameters of the fit used for the calibration curve method. Therefore, the uncertainty 

of the activity readings using the newly determined settings (Δ𝐴𝐷𝑆) depends on the dial setting 

uncertainty propagated through the equation of the fit (𝐴𝑎𝑝𝑝
′ = 𝑐 × 𝐷𝑆 + 𝑑). For Atomlab 

100plus, a 6.16% uncertainty on the DS settings resulted in a 6.26% uncertainty of the activity 

readings. For Capintec CRC-55tR, a 6.67% uncertainty of the DS settings is translated into 

6.94% uncertainty of the activity reading, showing a greater impact of the variability of the 

calibration curve (i.e., larger uncertainty of the parameters of the fit c and d) on the final 

uncertainty.  

Being able to determine uncertainties of the method is essential to understand its 

limitations. Having 6.2% relative expanded uncertainty (k=2) of the DC settings (as in the case 

of 188Re) means that the TP method is able to provide DC settings sensitive to source geometry 

in situations where the DC response variations are larger than, at least, 3.1% (i.e., the DC 

uncertainties partially overlap). If the response of the DC settings is less than 3.1% to changes in 
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source geometry, the TP method would not be sensitive enough to yield two different DC 

settings. 

Table 2.6 Top: expanded uncertainty components (k = 2, at 95% confidence level) of the TP-based 188Re 

activity. Bottom: resulting uncertainties of 188Re activity, 188Re DC dial settings and 188Re DC activity 

readings using the TP-based dial settings. 

 Atomlab 100plus Capintec 

CRC-55tR 

Uncertainty component of A: % 

Corrected photopeak counts 

(𝚫𝑵𝒑𝒉𝒐𝒕𝒐𝒑𝒆𝒂𝒌) 

1.86 

Fit efficiency at 155 keV (𝚫𝝐′) 2.57 

Geometry factor (𝚫𝜿) 4.74 

Decay factor (𝚫𝑫𝑭) 0.05 

Photon yield (𝚫𝒀) 2.31 

Resulting uncertainty: % 

188Re TP-based activity (𝚫𝑨) 6.15 

188Re dial setting (𝚫𝑫𝑺) 6.16 6.67 

188Re dose calibrator reading 

using TP-based settings (𝚫𝑨𝑫𝑺) 

6.26 6.94 

 

2.3.3 Accuracy of Thyroid-Probe Activity Measurements 

The energy spectra measured with TP and corresponding to the 99mTc, 188Re, 131I and 57Co 

sources are shown in Figure 2.8. For the 188Re energy spectrum, two low intensity photopeaks 

are visible (633 keV and 478 keV). However, due to poor detector energy resolution and its low 

efficiency at high energies, the selection of good energy-window settings for these two peaks 

was difficult. A similar situation was encountered with the 637 keV and the 284 keV photopeaks 

of 131I which were lying on top of a very large background. The energy spectrum of 57Co shows 
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the 122 keV peak. Although not visible, the shape of the 122 keV high-energy tail indicates the 

presence of the 136 keV peak. 

Table 2.7 compares these isotope activities determined using the HPGe-based γ-ray 

spectroscopy method and with the thyroid-probe. Very good accuracy (errors below 3.8%) was 

found when the isotope activity was estimated using its most intense photopeak such as the 140 

keV 99mTc photopeak, the 155 keV of 188Re photopeak and the 364 keV 131I photopeak. The 

accuracy of the 122 keV 57Co photopeak was lower (7.5% error), reflecting the challenges of 

determining the proper window settings due to the presence of two overlapping photopeaks. 

Similar situation occurs for the 637 keV 131I photopeak, which partially overlaps with a lower 

intensity photopeak at 721 keV. 
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Figure 2.8 Energy spectra of 99mTc, 188Re, 131I and 57Co measured with the thyroid-probe and used to evaluate 

accuracy of activity estimates. 
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Table 2.7 Comparison between activity measured with HPGe and activity measured with the thyroid-probe 

for 99mTc, 188Re, 131I and 57Co. All the reported uncertainties are expanded (k = 2) at 95% confidence interval. 

Isotope Energy 

[keV] 

𝑨𝑻𝑹𝑼𝑬 [MBq] 𝑨𝑻𝑷 [MBq] % diff 

99mTc 140 1.166 ± 0.006 1.12 ± 0.08 −3.8 ± 6.6 

188Re 155 0.241 ± 0.005  0.236 ± 0.014 −2.1 ± 6.4 

 478  0.231 ± 0.030 −4.1 ± 12.5 

 633  0.243 ± 0.030 +0.8 ± 12.4 

131I 284 0.0401 ± 0.0011 0.0359 ± 0.0022 −10.5 ± 7.4 

 364  0.0389 ± 0.0019 −3.0 ± 7.1 

 637  0.0363 ± 0.0026 −9.5 ± 8.1 

57Co 122 (3.38 ± 0.09) × 10−3 (3.12 ± 0.25) × 10−3 −7.6 ± 9.5 

 122+136  (3.01 ± 0.23) × 10−3 −11.0 ± 8.9 

2.3.4 Limitations and Practical Considerations in the Nuclear Medicine Department 

2.4 Conclusions 

A practical method, based on γ-ray spectroscopy, to determine DC settings using the 

thyroid-probe was described. A detailed analysis of the factors that affect the uncertainty of the 

dose calibrator settings determined with this method was performed. The accuracy of thyroid 

probe-based activity measurements was investigated. 

Our results suggest that the largest source of uncertainty of the thyroid probe-based DC 

settings is due to the application of geometry correction factor, followed by the uncertainty in the 

photopeak corrected counts and the uncertainty of the TP efficiency calibration experiment. In 

order to minimize this uncertainty and improve accuracy of the TP efficiency determination, we 
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recommend the following: the use of accurately calibrated standard sources, precisely measured 

source-to-detector distance, acquisition times long enough to minimize statistical errors in 

photopeak counts, and the use of calibration sources with consistent geometries. 

Our analysis shows that the thyroid probe method allows us to determine activities of the 

samples to within 5% of their true activities using the most intense photopeaks of the sample’s 

emissions. In such situations, the expanded uncertainties of the measurements were as low as 

6.6% (at 95% confidence level).  

The described protocol was applied to determine the 188Re dial settings for two commercial 

dose calibrators (Atomlab 100plus and Capintec-CRC55tR). Dial settings obtained using the TP-

method were compared to the manufacturer-recommended settings. For Atomlab 100plus, 

manufacturer-recommended settings over-estimate 188Re activity by 10% relative to thyroid-

probe settings, which were shown to yield more accurate results confirmed by HPGe γ-ray 

spectroscopy. For Capintec-CRC55tR, differences larger than 20% were found between 

manufacturer recommendation and the thyroid probe method, in agreement with previous results 

[89]. 

In conclusion, this study shows that accurate (within 5% errors) and reproducible (with 6-

8% expanded uncertainties at 95% confidence level) measurements of activity can be performed 

using a thyroid probe. Additionally, identifying the factors that impact the uncertainties of the 

dose calibrator settings enabled us to maximize accuracy of this method, and potentially of any 

similar method that may use alternative instruments available in the nuclear medicine department 

(such as gamma-camera or well-counter). 
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Chapter 3: Characteristics of 𝜸-emissions and Bremsstrahlung production by 

188Re for SPECT/CT Quantification in Radionuclide Therapies 

3.1 Introduction 

Rhenium-188 is a suitable isotope for radionuclide therapies thanks to the characteristics of 

its nuclear decay. The abundance and energy range of the 𝛽-particles emitted by 188Re (𝐸max =

2.1 MeV; 𝐸𝑚𝑒𝑎𝑛 = 0.763 MeV) results in the delivery of high-radiation dose to tumor sites, 

while sparing surrounding healthy tissue (maximum 𝛽-range in tissue is 11.0 mm; mean 𝛽-range 

of 3.8 mm). Additionally, the emission of 155 keV photons by de-excitation of its daughter 

nucleus 188Os (Table 1.3) allows us to perform quantitative 188Re SPECT imaging which is 

essential to verify activity distributions in the patient body and to estimate tumor and healthy 

organ’s radiation doses. However, the interaction of 𝛽-particles with tissue results in the 

emission of Bremsstrahlung (BRS) radiation which contributes to patient dose and may be 

detected by the gamma camera. As the popularity of radionuclide therapies using 188Re increases, 

the BRS effect following administration of 188Re radiopharmaceuticals becomes more relevant 

because it may influence both accurate SPECT/CT quantification and internal dose calculation. 

The understanding of the BRS energy spectrum associated with 188Re emissions is 

fundamental to optimize image acquisition parameters and obtain accurate quantification of 

images. In particular, it is important to quantify the fraction of BRS detected photons in the 188Re 

photopeak window to determine if additional corrections for 188Re SPECT images are needed. 

Different simulation studies have been performed to investigate BRS emission from two 

commonly used isotopes in radionuclide therapies: 90Y [108–110] and 131I [111]. Additionally, 

Monte-Carlo (MC) simulations were used to analyze primary and scattered components in 177Lu, 
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131I and 90Y planar images [112]. To the best of our knowledge, no detailed studies of BRS 

production and 𝛾-emissions for 188Re have been performed. 

The purpose of this study was to investigate: (1) the characteristics of BRS spectra 

produced in tissue by 188Re and; (2) the characteristics of the 188Re energy spectra detected by a 

typical SPECT camera (SymbiaT, Siemens Medical, Germany) with low energy high resolution 

(LEHR), medium energy low penetration (MELP) and high energy (HE) collimators. The 

features of both BRS production and detected energy spectra with SPECT were obtained using 

MC simulations of a Jaszczak phantom filled with water. The MC model of the SPECT system 

was validated against experimental measurements of the 188Re detected energy spectra acquired 

from the same Jaszczak phantom. 

3.2 Materials and Methods 

3.2.1 Simulation of Spectra Detected by SPECT Camera 

3.2.1.1 Camera Modeling 

 

Figure 3.1 Geometry of SPECT camera model implemented in GATE. (A) lateral view, (B) 3-D surface 

rendered view and, (C) magnified frontal view showing the collimator holes. Note: the lateral shielding 

volume surrounding the camera head is not shown in these views. 

A SymbiaT (Siemens Healthcare, Erlangen, Germany) SPECT camera with LEHR, 

MELP, and HE collimators was modeled using the MC code GATE v6.1 [53,54]. The 
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collimator’s geometries were obtained from the manufacturer datasheets (Table 3.1). The camera 

detector was modeled as a 3/8" Sodium-Iodide (NaI) crystal covered by a 0.5 mm aluminum 

layer placed at the front. The back-compartment region of the detector contained a 0.95 cm thick 

light-guide made of glass followed by a 5.65 cm uniform material mix (23% glass, 56% vacuum 

and 21% air [113]) that modeled the photomultiplier tubes. The camera head shielding was 

modeled as a lead layer with a thickness of 4 cm at the sides and 3 cm at the back [114]. The 

geometry of the camera simulated with GATE is shown in Figure 3.1. 

The 188Re decay data was built-in in GATE, and it is based on the Evaluated Nuclear 

Structure Data File (ENSDF) database [115]. The interactions of radiation were modeled using 

the standard electromagnetic physics list builder (“emstandard_op3”) of GATE. The physics list 

includes modelling of photoelectric processes, Compton and Rayleigh scattering, pair 

production, electron ionization and scattering, BRS and electron-positron annihilation. The 

detector energy resolution 𝑅 (full width half-maximum, FWHM) was set at 𝑅0 = 10% for the 

reference energy 𝐸0 = 140 keV. The dependence of resolution 𝑅 with photon energy was 

modeled as an inverse square root law (𝑅(𝐸) = 𝑅0𝐸0/√𝐸). Only photons which deposited 

energies between 50 keV to 700 keV in the detector were recorded.  

Table 3.1 Characteristics of the SymbiaT LEHR, MELP and HE collimators. Data obtained from 

manufacturer datasheets [116]. Note: the LEHR, MELP and HE collimator specifications were determined 

using 99mTc, 67Ga and 131I sources, respectively. 

Collimator 

type 

Hole 

diameter 

[cm] 

Septal 

length 

[cm] 

Septal 

thickness 

[cm] 

Sensitivity 

@10 cm 

[cpm/𝝁Ci] 

Geometric 

resolution 

@10 cm 

[mm] 

System 

resolution 

@10 cm 

[mm] 

LEHR 0.111 2.405 0.016 202 6.4 7.5 

MELP 0.294 4.064 0.114 275 10.8 12.5 

HE 0.400 5.970 0.200 135 13.2 13.4 
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3.2.1.2 Phantom Simulations 

A total of three simulation runs (one for each collimator), modeling experimental 

acquisitions, were performed. The geometry of a Jaszczak phantom (radius = 11.1 cm; height = 

19.5 cm) containing a hollow plastic sphere (radius = 1.0 cm; shell thickness = 0.1 cm) placed at 

the center of the phantom was built in GATE. The phantom body was filled with water and the 

distance from the center of the sphere to the collimator surface was set to 25 cm. The sphere 

body was filled with a uniform activity of 188Re dissolved in water. 

From the simulation runs, the following data were recorded at three successive levels: 

1. The total number and energy spectra of photons generated inside the Jaszczak phantom.  

2. The total number of photons that were not absorbed and escaped the phantom.  

3. The energy spectra of photons detected by the camera for the three collimators. 

At the first two levels, the total BRS yield (𝑇𝐵𝑌), defined as the ratio of photons created by 

the BRS process (𝛾𝐵𝑟𝑒𝑚𝑠𝑠) relative to the total number of 188Re decays (𝑁), was evaluated using 

the following formula: 

 𝑇𝐵𝑌 =
𝛾𝐵𝑟𝑒𝑚𝑠𝑠
𝑁

. (3.1) 

The parameter 𝛾𝐵𝑟𝑒𝑚𝑠𝑠 included not only BRS photons generated by the 𝛽-particles emitted by 

188Re, but also those generated by electrons created in secondary processes, such as ionization 

and internal conversion. In addition, the total non-BRS yield (𝑁𝐵𝑌) was estimated, where 𝑁𝐵𝑌𝑖 

was defined as the ratio of photons produced by processes other than BRS (𝑖 = “radioactive” for 

photons from 188Os de-excitation; 𝑖 = “X-ray” for photons produced by photoelectric absorption 

inside the phantom) to 𝑁: 
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 𝑁𝐵𝑌𝑖 =
𝛾𝑖
𝑁
. (3.2) 

The 𝑁𝐵𝑌𝑟𝑎𝑑𝑖𝑜𝑎𝑐𝑡𝑖𝑣𝑒 was further sub-divided into 155-keV photons (which are used for imaging 

188Re with SPECT), low-energy photons (< 155 keV) and high-energy photons (>155 keV). 

Additionally, the mean energies of the BRS photons generated inside the phantom (𝑀𝐵𝐸𝑔𝑒𝑛), as 

well as the mean energy of those BRS photons escaping the phantom (𝑀𝐵𝐸𝑜𝑢𝑡), were calculated. 

The difference of the total number of photons recorded at levels 1 and 2 reflects the effect of 

photon attenuation in the Jaszczak phantom.  

At the third level, the energy spectrum recorded by the camera was simulated for all three 

collimators. In this case, the detected photons were separated into the following components: 

 Primary: 𝛾-photons generated by the radioactive decay of the 188Re source that did not 

interact with any component of the system and whose energy was fully deposited in the 

detector. 

 Scatter: photons emitted from the 188Re decay that scattered with one, or more parts of the 

system before being detected. The origin of scattered photons was further categorized into 

155-keV self-scattered and high energy downscattered photons. This group also includes 

photons that scatter in the detector crystal and deposit only a fraction of their initial energy. 

 Bremsstrahlung: photons that were produced by Bremsstrahlung process when 𝛽-particles 

or secondary electrons interacted with the surrounding material. 

 X-rays: photons that were produced by lead atomic de-excitations after photoelectric 

absorption in the collimator or shielding material. 

GATE includes the so-called actors or sets of tools that allow the user to interact with the 

simulation and collect different types of information. The phase space actor was used to 
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compare the production of photons inside the phantom with those that exit the phantom (i.e., 

levels 1 and 2). For level 3, a new actor was coded to correctly identify scattered photons, in 

particular those that scattered in the crystal and deposited only part of their energy, and to 

identify the process which generated them (e.g. radioactive vs. BRS). For the first two levels of 

analysis, 2 × 107 188Re decays were simulated. For level 3, 3 × 109 decays were launched. The 

simulations were performed using a 64-core computer with 128 GB of RAM, and all the cores 

were used at the same time using parallel computing. The simulation results were validated 

against the experimental energy spectrum detected by the gamma camera acquisition of the 

Jaszczak phantom which was scanned under the same conditions as the simulations. 

Finally, simulated planar images of the Jaszczak phantom for the three collimators were 

collected using the 155-keV photopeak window with 20% window width. Additionally, line 

profiles were drawn through the center of the 188Re source. The relative numbers of primary, 

scattered, and BRS photons measured in the entire image and in a circular ROI with 5.6 cm 

diameter drawn around the source (referred as to source ROI) was determined for each 

collimator acquisition. 

3.2.2 Phantom Experiments 

In order to validate the simulations, three measurements of the phantom spectra were 

performed at the Nuclear Medicine department of the Vancouver General Hospital (Vancouver, 

Canada) using the same SymbiaT SPECT camera which was modeled in our simulations. The 

experimental conditions (i.e., phantom sizes, acquisitions geometry and collimator) were 

identical to those used in the simulations (Section 3.2.1.2). The activity placed in the 188Re 

sphere was 62.1 MBq. 
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The spectra were collected for each of the three collimators, namely LEHR, MELP and 

HE. ASCII files containing the measured energy spectra were exported directly from the 

manufacturer’s computer and rescaled to match the corresponding simulated spectra. 

Unfortunately, the camera does not provide the information about the duration of spectrum 

measurement (probably because energy spectra are only measured and visualized for quality 

control purposes, to check location and shapes of the photopeaks and to help the setup of the 

energy windows). Due to this problem, it was not possible to match the exact number of decays 

that occurred during spectra acquisition with the number of the simulated events. Therefore, the 

energy spectra were collected by visually inspecting their shapes until the number of counts was 

such that no apparent changes in shapes were observed and then, they were normalized dividing 

the counts in each bin by the sum of counts in the energy interval from 100 keV to 500 keV 

[109]. Since the low energy parts of the spectra were affected by both the energy cut-off set on 

the physical camera and the camera model used in simulations [113], only energy higher than 

100 keV were used for normalization. 



72 

 

3.3 Results 

 

Figure 3.2 Photon yields of Bremsstrahlung (𝑻𝑩𝒀), 𝜸-particles (𝑵𝑩𝒀𝒓𝒂𝒅𝒊𝒐𝒂𝒄𝒕𝒊𝒗𝒆) and X-rays (𝑵𝑩𝒀𝑿−𝒓𝒂𝒚) 

generated by the 188Re decay source inside the simulated Jaszczak phantom (INSIDE), and the corresponding 

yields of photons that escaped the phantom (OUTSIDE). 

Figure 3.2 presents the BRS (Equation 3.1) and non-BRS yields (Equation 3.2) calculated 

using GATE simulation of the 188Re source for photons generated inside the Jaszczak phantom, 

and those which escaped the phantom. The energy spectrum of all photons produced inside the 

Jaszczak phantom and that of photons that escape of the phantom is shown in Figure 3.3. The 

mean energies of BRS photons which were generated in the phantom (𝑀𝐵𝐸𝑔𝑒𝑛) as well as those 

which left the phantom (𝑀𝐵𝐸𝑜𝑢𝑡) were 32.1 keV and 120.1 keV, respectively. 
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Figure 3.3 Energy spectra of (A: INSIDE) total photons produced inside the Jaszczak phantom after 188Re 

decay and (B: OUTSIDE) total photons that escaped the phantom. The contribution from BRS photons is 

also shown in both cases. 

Figure 3.4 compares the measured and simulated energy spectra for the 188Re source 

acquired with LEHR, MELP and HE collimators. Figure 3.5 shows the components of the 

simulated spectra presented in Figure 3.4.  

 

Figure 3.4 Comparison between experimental and simulated 188Re energy spectra for LEHR, ME and HE 

collimator. 

Figure 3.6 shows the profiles obtained from the planar images of the 188Re source placed in 

the Jaszczak phantom for the 20% energy window set around the 155-keV photopeak. The 
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spatial distributions of primary, scattered and BRS photons are separately displayed. Table 3.2 

summarizes the relative contributions of primary, scatter and BRS photons to the entire 

projection images and to the source ROI. 

 

Figure 3.5 Analysis of different components of the simulated 188Re energy spectra acquired with LEHR, ME 

and HE collimators. 

 

Figure 3.6 Profiles obtained from 188Re planar images using a 20% width window set around the 155 keV 

photopeak. 
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Table 3.2 Relative contributions of primary, scatter and BRS photons to the 188Re image acquired using 20% 

wide energy window set on the 155 keV photopeak. Contributions to the entire image and the source ROI 

were estimated. 

Collimator Relative contributions to the entire 

image 

Relative contributions to the source 

ROI 

Primary 

[%] 

Scatter [%] BRS [%] Primary 

[%] 

Scatter [%] BRS [%] 

LEHR 5.2 91.1 3.7 72.0 26.5 1.4 

MELP 23.5 74.0 2.5 79.4 19.5 1.2 

HE 36.1 64.6 2.3 80.3 18.5 1.2 

 

3.4 Discussion 

3.4.1 Comparison of Simulations and Phantom Experiments 

Direct quantitative comparison of the simulated and experimental spectra was difficult 

because normalization, which had to be applied here, was rather arbitrary. Additionally, the 

camera modeling used in the simulation was approximate and did not fully reflect the details of 

the geometry of our experimental studies. Despite these limitations, the shapes of the spectra 

obtained from simulations reproduce relatively well those from experimental measurements 

(Figure 3.4). The differences seen in all spectra at very low photon energies, where the 

simulations overestimate the measured spectra, are due to the fact that most SPECT cameras 

have a cut-off energy below which no photons are accepted. For the Siemens SymbiaT camera 

which was used in this study, the cut-off value is set around 20 keV. 

In the range of photon energies between 100 keV and 120 keV, simulations exceed 

experimental data suggesting increased number of scattered photons in the simulations. This 

effect is probably due to discrepancies in the modeled camera geometry. A detailed examination 

of the relationship between the accuracy of camera modeling (with medium energy general 
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purpose collimator) and the shapes of the energy spectra simulated by GATE was performed by 

Rault et al. [113]. The camera model used in our simulation would correspond to the 

“intermediate model” used in Rault’s study. Although direct comparison of the simulation results 

is impossible because none of the radioisotopes which were simulated by us were included in 

Rault’s study, the general trends are very similar. In particular, similar excess of scattered 

photons in the 100-120 keV region as seen in our study, was also observed in 131I and 18F spectra 

simulated by Rault. Overall, the agreement between the simulated and experimental 188Re spectra 

is good, best for the HE collimator.  

3.4.2 Quantitative Analysis of 188Re Bremsstrahlung Simulations 

At the level 1 and 2 of the simulations, the number of photons produced inside the 

phantom, and those that escaped the phantom (Figure 3.2) were evaluated and the following 

characteristics were observed: 

 Approximately 9 BRS photons are produced per 100 decays of 188Re in tissue, from which 

only 1 BRS photon is able to escape the phantom. The yield of BRS photons escaping the 

phantom is much lower than that of non-BRS photons, which account to approximately 20 

photons per 100 decays of 188Re. However, out of these 20 photons, only 3 have the energy 

of 155 keV, useful for SPECT imaging. The remaining photons that escape the phantom 

have mostly low energies (< 155 keV) and correspond to scatter photons. 

 The 𝑀𝐵𝐸 of BRS photons that escaped the phantom relative to 𝑀𝐵𝐸 of photons which 

were generated in the phantom is significantly shifted towards higher energies (similar to 

“beam hardening” of X-rays), indicating that majority of BRS photons have very low 

energy, as seen in Figure 3.3 A and are absorbed in the water filling the phantom. 
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 The energy spectra of photons generated inside the phantom illustrates the complexity of 

188Re decay, which shows numerous high-energy gamma emissions. Some of these 

emissions have energies as high as 2.1 MeV [14] (not shown in Figure 3.3). The scatter 

interactions of high-energy and 155 keV photons in the phantom volume results in an 

energy spectrum of “escaping” photons dominated by the low-energy (<155 keV) photons 

(Figure 3.2 and Figure 3.3).  

 The fraction of 188Re-BRS photons that leave the phantom relative to the total number of 

photons recorded outside the phantom is 5%. 

3.4.3 Spectra Analysis and Optimization of Acquisition Parameters 

Simulations provide an excellent opportunity to isolate groups of photons that were created 

through different effects, with or without scatter in the media, and to analyze their relative 

contributions to the spectra (Figure 3.5). Such analysis may be very helpful in identifying 

acquisition parameters (collimators and energy windows) which would lead to best quality 

images. 

The contribution from BRS to the 155 keV photopeak window 188Re is very low, much 

lower than that from other photons. The number of detected BRS photons never exceed 4% of 

the total detected photons in the entire projection image (Table 3.2), and decreased to 1% - 1.5% 

when only the source ROI was considered. Therefore, since BRS contribution to the photopeak 

counts is small, the selection of collimator and energy windows can be based entirely on the 

analysis of 188Re’s 𝛾-emissions. The following paragraph summarizes both current practice and 

the recommendations based on this study. 

Traditionally, the 155 keV peak is used in imaging 188Re [117]. Considering its relatively 

low energy, close to the 140 keV of 99mTc, the use of LEHR collimator would seem to be well 
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justified. However, 188Re numerous high energy emissions, although relatively weak, can easily 

penetrate this collimator. The contribution from these high-energy photons scattered in the 

patient and the camera is responsible for substantial background visible in Figure 3.6. In our 

simulated spectra, the scatter component for the LEHR collimator was greater than 90% in the 

entire image but decreased to 26% when the ROI was chosen around the source. In both, the 

entire image and ROI, the primary photon component is higher for the MELP than for LEHR 

collimator, and even more so for the HE (Table 3.2). Considering only counts in the ROI, the 

ratio of primaries to scatter increased even more with the HE collimator, providing the best ratio, 

by 5.7% greater than MELP. Therefore, based on these results, the use of MELP or HE 

collimators is recommended for 188Re imaging. The advantage of using MELP over HE 

collimator would be its higher sensitivity and better resolution; however, more septal penetration 

was observed in the MELP than in HE images.  

It is important to note that the geometry used in these simulations (i.e., sphere located at 

the center of a Jaszczak phantom) might not be representative of other possible activity 

distributions found in patients studies. Therefore, the obtained BRS, primary and scatter photon 

fractions reported in this study might differ from other cases. Despite these differences, it is 

expected the trends observed in our simulation study (i.e., BRS fraction is small compared to 

𝛾′𝑠) will also be observed for other activity distributions. 

3.5 Conclusions 

The aim of this study was to investigate the characteristics of 𝛾-emissions and BRS 

produced in tissue by 188Re. This was done in order to improve our understanding of the energy 

spectra acquired during medical imaging studies as this would allow us to identify camera 

configuration which would result in best quality and quantitative accuracy of images. 
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The simulations showed not only that 188Re BRS yield is very low (below 9%), but also 

that most of the created BRS photons have energies below 50 keV. For this reason, when 

imaging 188Re, BRS contributions to the energy spectra detected by the camera would be less 

than 4%. However, background of scattered high-energy photons must be corrected for when 

quantitative activity determination is required. This background is especially pronounced in 

studies performed with LEHR collimator. 

The analysis of 188Re simulated spectra indicates that optimal imaging conditions for this 

isotope will be achieved when using HE collimator.  
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Chapter 4: 188Re Image Performance Evaluation of a Pre-Clinical Multi-

Pinhole SPECT/PET/CT system 

4.1 Introduction 

Evaluation of new radiopharmaceuticals often involves small animal imaging studies using 

high resolution  pre-clinical SPECT [118] and CT systems [119] aiming to establish the 

radiotracers’ pharmacokinetics, targeting ability and potential toxicity in different organs [120].  

To accurately quantify tracer uptake, imaging systems are required to provide users with high 

resolution, statistically robust images. Many pre-clinical SPECT and/or PET imaging systems 

have been evaluated for this purpose, with different radioisotopes [121–126]. One of such state-

of-the-art scanners is the VECTor/CT (MILabs, Utrecht, The Netherlands), a pre-clinical 

SPECT/PET/CT system that uses multi-pinhole collimators and is able to achieve submillimeter 

spatial resolution [127,128]. VECTor’s  quantitative capabilities have been demonstrated for 

isotopes such as 99mTc, 111In, 125I, 201Tl [129,130] and most recently, for 131I [131] . Additionally,  

image quality for  99mTc [132,133], 18F [134] and simultaneous imaging of 99mTc and 18F 

[135,136] have been investigated. Similarly, de Swart et al. [137] evaluated the feasibility of 

imaging 213Bi, a SPECT isotope emitting high energy gammas. At this time, however, no 

systematic studies of VECTor camera performance for 188Re have been reported. Although its 

155 keV gamma emissions seem to be perfectly suited for SPECT imaging using low energy 

collimators, 188Re also emits several high-energy photons (similar to 213Bi) which have low 

intensities but can still negatively impact the quantitative accuracy of the images. 

The goal of our study was to investigate 188Re image quality and accuracy of data 

quantification obtained with the VECTor/CT camera by performing a series of phantom 
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experiments using two multi-pinhole collimators: the Ultra High Resolution rat-size Collimator 

(UHRC); and the High Energy Ultra High Resolution mouse-size Collimator (HE-UHRC). The 

camera performance for imaging 188Re was compared with that for 99mTc (which was considered 

the gold-standard) using similar phantom configurations and/or the published data. Additionally, 

energy spectra acquired experimentally and those from Monte-Carlo simulations were analyzed 

to help us to understand the challenges of 188Re imaging using the two multi-pinhole collimators. 

Finally, the characteristics of the ex-vivo images of a C57BL/6-mouse injected with 

biodegradable microspheres [75] labelled with 188Re were evaluated. Although this study focuses 

on 188Re imaging using VECTor/CT, the results might also be relevant for other imaging system 

based on pinhole when studying isotopes that emit multiple high-energy photons such as 67Ga, 

123I or 124I. 

4.2 Materials and Methods 

4.2.1 The VECTor/CT System 

4.2.1.1 VECTor/CT 

The phantom experiments were performed using VECTor/CT, a small animal 

SPECT/PET/CT camera, located at the Centre for Comparative Medicine in Vancouver, BC, 

Canada. The VECTor system is capable of imaging both SPECT and PET radiotracers [135]. 

Additionally, the CT module provides anatomical information of the imaged animal and is used 

to create transmission maps for use in attenuation correction. VECTor consists of three large 

field-of-view (FOV) sodium iodide (NaI) detectors arranged in a triangular geometry (Figure 

4.1). The direction of incoming photons is determined using focusing multi-pinhole collimators. 
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Figure 4.1 (a) The VECTor/CT camera system (printed with permission of MILabs) (b) Cross-sectional 

diagram of the collimator geometry with the Field of View (FOV) and the Central Field of View (CFOV). 

Two types of multi-pinhole collimators were used in our study: The Ultra High Resolution 

rat-size Collimator (UHRC) [127] and the High Energy Ultra High Resolution mouse-size 

Collimator (HE-UHRC) [135]. In particular, the HE-UHRC is specifically designed to reduce 

collimator walls and pinhole edge penetration of higher energy gammas. Table 4.1 summarizes 

the main characteristics of the collimators. 

Table 4.1 Characteristics of UHRC and HE-UHRC geometry. All dimensions are in mm. 

 Bore 

diameter 

Wall thickness Number of 

pinholes 

Pinhole 

diameter 

UHRC (rat size) 98 15 75 1 

HE-UHRC 

(mouse size) 

48 43 192 0.7 

 

The volume within the object which is simultaneously sampled by all the pinholes is 

referred to as the Central Field of View (CFOV) of the camera (Figure 4.1). To image objects 

with volumes larger than the VECTor‘s CFOV (6 cm3 for UHRC and 1 cm3 for HE-UHRC), the 
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animal bed moves and stops inside the camera using so-called multi-planar or spiral trajectories 

[138], whereas the detectors and pinhole collimator remain stationary. 

4.2.1.2 Image Reconstruction and System Calibration 

VECTor acquires data in a list-mode over a wide range of photon energies (30 to 1200 

keV), which enables the user to select and test different energy-window settings. This post-

processing is done while creating the projection data, after the animal scan is finished. 

Additionally, this list-mode acquisition allows for the creation of datasets with different number 

of counts from a single experiment.  

The photopeak and scatter/background window settings used to create 188Re and 99mTc 

projections in our study are shown in Table 4.2. The lower and upper  windows were used to 

correct for self-scatter, high-energy scatter and background of the photopeak data using the triple 

energy window (TEW) method [26]. The projection data were then reconstructed using a Pixel-

based ordered subset expectation maximization (POSEM) algorithm [139] with 16 subsets and 6 

iterations and a voxel size of 0.4 x 0.4 x 0.4 mm3. After reconstruction, all images were corrected 

for attenuation using the CT-based non-uniform Chang method [130,140] (CT tube voltage = 60 

kV, tube current = 615 μA). 

Table 4.2 Energy window settings used for reconstruction of 188Re and 99mTc data. All the quantities are in 

keV. 

Isotope Photopeak 

window 

Lower  

window 

Upper window 

188Re (139.5,170.5) (120.9,139.5) (170.5,189.1) 

99mTc (119.9,154.1) (111.3,119.9)  (154.1,162.7) 
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In order to obtain 3-D images of activity distribution, the reconstructed images were re-

scaled using the experimentally determined calibration factor (𝐶𝐹) that converts the voxel counts 

(arbitrary units) into the units of activity concentration (MBq/mL). The 𝐶𝐹 was obtained 

following the method described by Wu et al [129]. The details of our 𝐶𝐹 experiments are 

provided in the Appendix B.1.  

4.2.2 Phantom Experiments 

The fact that the energies of 99mTc and the main photopeak of 188Re  (140 keV and 155 

keV, respectively) are very similar may suggest that  UHRC would be well suited for 188Re 

imaging as this collimator has been shown to yield accurate 99mTc quantification [129,130]. 

However, since 188Re emits also high-energy photons, high-energy β-particles and associated 

Bremsstrahlung radiation in addition to the 155 keV gammas, the HE-UHRC may thus provide 

better image quality and image quantification. Although 188Re has already been imaged with 

VECTor using HE-UHRC [77,141], the advantages of using HE-UHRC over UHRC have not 

been investigated. Based on these considerations, imaging studies of 188Re were performed using 

both collimators.  

Table 4.3 summarizes the three series of phantom experiments that were performed to 

assess image quality and image quantification. The image quality experiment aimed to determine 

the spatial resolution, contrast and contrast-to-noise ratio (CNR) using two different micro-

Jaszczak phantoms (referred to as a.1 and a.2). Image quantification was evaluated in 

experiments with two phantom configurations: 1) a mouse-size phantom to assess quantification 

in animal whole-body scans and; 2) a multi-point source phantom to evaluate quantification 

accuracy at different levels of activity concentration and to assess potential cross-talk effects due 

to activity which is present outside of the currently imaged CFOV volume. Additionally, the 
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same phantom experiments were repeated for 99mTc (imaged with both UHRC and HE-UHRC). 

The details of all the phantom experiments are described in Section 4.2.2.1 and Section 4.2.2.2. 

Table 4.3 Summary of phantom experiments performed to evaluate image quality and image quantification 

of 188Re with the VECTor camera. 

 
Phantom 

experiment 

Experimental 

conditions 
Objective Isotope Collimator 

Image Quality Two 

different 

Micro-

Jaszczak 

phantoms 

(a.1 and 

a.2) 

Images were 

reconstructed 

using 100%, 

25% and 

2.5% of the 

total acquired 

counts 

Measure 

spatial 

resolution, 

contrast and 

CNR at three 

level of noise 

99mTc 

and 

188Re 

UHRC and 

HE-UHRC 

Image 

Quantification 

Mouse-size 

phantom 

Phantom body 

filled with air, 

water and hot 

(radioactive) 

water 

Accuracy of 

quantification 

for whole-

body animal 

scan 

99mTc 

and 

188Re 

UHRC and 

HE-UHRC 

Multi-point 

source 

phantom 

Phantom body 

filled with 

water and hot 

(radioactive) 

water 

Accuracy of 

quantification 

for small 

sources 

(lesion) of 

decreasing 

activity 

99mTc 

and 

188Re 

UHRC and 

HE-UHRC 
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4.2.2.1 Image Quality 

The spatial resolution of the system for 188Re and 99mTc images was determined using two 

Micro-Jaszczak resolution phantoms containing 6 sectors of small diameter rods. Each sector of 

the phantom consisted of a set of equally sized capillaries with diameters ranging from 0.85 mm 

to 1.7 mm (phantom a-1) and 0.40 mm to 1.1 mm (phantom a-2) (Figure 4.2a). The space 

between the rods was equal to the rod diameter. Phantom a-1 was filled with 12 MBq of 188Re 

activity and was scanned for 90 minutes using UHRC and HE-UHRC. In order to obtain similar 

number of photons of 155 keV 188Re and 140 keV 99mTc during the image quality phantom 

acquisitions, phantom a-1 was filled with 15.4 MBq of 99mTc activity and was scanned for 10 

min using UHRC and HE-UHRC. Phantom a-2 was filled with 14 MBq of 188Re activity and was 

scanned for 60 minutes using HE-UHRC. Similarly, phantom a-2 was filled with 57 MBq of 

99mTc and was scanned for 3 minutes using HE-UHRC. The acquired scan times resulted in 

approximately 8 × 109 (155 keV) and 9 × 109 (140 keV) photons emitted during 188Re and 

99mTc measurements, respectively. The resolution of the system was determined as the minimum 

rod diameter that could be clearly distinguished in the reconstructed image. Image contrast and 

CNR vs rod diameter were quantified using images of the same Micro-Jaszczak resolution 

phantoms following the method described by Walker et al. [134]. The details of this method are 

also described in the Appendix B.2.  

The acquired list-mode data were post-processed to produce three projection sets with 

decreasing counts (equal to 100%, 25% and 2.5% of the total counts acquired in the original 

scans). The image contrast and CNR values were plotted against the rod diameter for these three 

decreasing levels of activity (corresponding to increasing noise).  
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Figure 4.2 Geometry of (a) the two micro-Jaszczak phantoms, (b) the two line-source phantoms and (c) the 

multi-source phantom. Due to the arrangement of the small sources in the multi-source phantom, two 

syringes were needed in order to scan a total of 6 sources. All reported volumes (in mL) refer to the filling 

volumes. All dimensions are in mm. 

4.2.2.2 Image Quantification 

4.2.2.2.1 Mouse-size Phantom Experiments 

Two cylindrical mouse-sized phantoms were custom-built to test the accuracy of 99mTc 

(gold standard) and 188Re (isotope of interest) activity quantification for conditions modelling a 

whole-body animal scan. The phantoms contained a capillary tube (ID = 1.0-1.1 mm, volume = 

0.05-0.07 mL) filled with activity, located along the central axis of a small cylinder (Figure 

4.2b). For each experiment, the phantom was scanned three times: (1) with air in the phantom 

body to test the accuracy of reconstruction (Scan A), (2) with water in the phantom body to test 

the attenuation and scatter corrections (Scan B) and (3) with radioactive water (hot water) in the 

phantom body to test the accuracy of quantitation using the conditions of a real animal scan 

(Scan C). 
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Table 4.4 Activities, source-to-background ratio and acquisition times for the mouse-size phantom 

experiments. 

 Collimator Line-

source 

[MBq] 

Line-

source 

[MBq/mL] 

Background 

[MBq/mL] 

Source-to-

Background 

ratio 

Acquisition 

time [min] 

99mTc  UHRC 13.8 203 2.3 88 10 

HE-UHRC 

188Re  UHRC 25 500 5.0 100 30 

HE-UHRC 

 

The activities of 188Re and 99mTc filling the phantom insert (line-source) and the 

background activity concentrations are listed in Table 4.4 (adjusted to the time of Scan A), 

together with acquisition times used in these experiments. Overall, the total number of 155 keV 

photons emitted from the line-source during the 188Re scans (approximately 6.8 × 109) was 

comparable to the number of 140 keV photons emitted during the 99mTc acquisitions 

(approximately 7.4 × 109). 

4.2.2.2.2 Multi-source Phantom Experiments 

The multi-source phantom was designed to evaluate the accuracy of activity quantification 

for different levels of activity concentration. The phantom (Figure 4.2c) consisted of 0.2 mL 8-

strip Polymerase Chain Reaction (PCR) tubes placed inside a 20-mL plastic syringe. In total, six 

individual compartments of the PCR tubes were filled with decreasing amounts of 188Re activity 

(70 μL each volume), modelling different levels of uptake in organs or tumors in the animal. The 

space between two consecutive filled compartments was determined as shown in Figure 4.2c to 

ensure that only one source was visible within the CFOV of each individual acquisition. Since a 

maximum of three compartments were filled per PCR tube, two PCR tubes were required to scan 
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the total of six individual compartments. Two configurations for each PCR tube were imaged: a) 

with the syringe filled with water (cold-water scan) and b) filled with 1 MBq/mL of 188Re 

activity concentration (hot-water scan). The phantom was imaged with UHRC and HE-UHRC. 

Additionally, the cold-water and hot-water phantom experiment was repeated with 99mTc activity 

using the UHRC and HE-UHRC.  

The point-sources covered a relatively wide range of activities ranging from 0.3 MBq to 

4.0 MBq (or 4.3 MBq/mL to 57.1 MBq/mL activity concentration) and were imaged individually 

(using appropriate FOV’s), taking advantage of the targeting capabilities of multi-pinhole 

imaging with VECTor [142]. The acquisition time for each individual point-source was 5 

minutes and 2 minutes for 188Re and 99mTc scans, respectively. 

4.2.2.3 Data Processing for Image Quantification 

The accuracy of image quantification was evaluated by calculating the percent difference 

between the activity recovered from the SPECT images (𝐴𝑆𝑃𝐸𝐶𝑇) (reconstructed and rescaled 

using 𝐶𝐹 factor) and the true activity of the phantom, as measured with the dose calibrator 

(𝐴𝑇𝑅𝑈𝐸): 

 
%𝑑𝑖𝑓𝑓 =

𝐴𝑆𝑃𝐸𝐶𝑇 − 𝐴𝑇𝑅𝑈𝐸
𝐴𝑇𝑅𝑈𝐸

× 100. 
(4.1)  

For the mouse-size phantom experiments, the activity was evaluated for two different 

volumes-of-interest (VOIs). The first VOI (VOI A) was defined as a narrow cylinder (diameter = 

5 mm, height = 70 mm) surrounding the line-source. To quantify the activity of the line source 

inside the VOI A, a 1% threshold was applied to segment the source in Scan A and Scan B, and 

6% threshold for the Scan C. The 1% threshold was consistent with that used in 

𝐶𝐹 determination. A larger threshold (6%) was applied to segment the source in the presence of 
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radioactive water in order to avoid the inclusion of the background counts into the calculation of 

the line source activity. The second VOI (VOI B) corresponded to a larger cylinder (diameter = 

19 mm, height = 70 mm) that encompassed the entire phantom. The VOI B is used to evaluate 

quantification of the whole-body activity.  

For the multi-source phantom experiments, the reconstructed activity concentration 

(Ck
SPECT) for each individual source k (k=1-6) was calculated from corresponding SPECT images 

as the mean voxel value inside a VOI drawn within each source boundaries. The VOI was 

defined as a cylinder (diameter = 2 mm, height = 3 mm) placed at the center of each source to 

avoid partial volume effects (i.e., spill out of activity).  

The measured activity concentrations were compared with the true values. Following 

Vandeghiste et al. [125], two linear fits were applied to the measured data: one for the sources 

scanned in water and another for sources in radioactive background and accuracy of quantitation 

was evaluated by their slopes. 

4.2.3 Ex-vivo Study 

A C57BL/6-mouse was injected intravenously with biodegradable microspheres [75] 

labelled with 188Re. The total injected activity was 1.7 MBq. One hour after injection, the mouse 

was scanned twice for 75 minutes (two static acquisitions) using the UHRC and the HE-UHRC. 

The mouse was euthanized prior to the image acquisition to prevent any changes in the 

microsphere distribution between scans.  

The mouse images were reconstructed using the same parameters as used in the phantom 

experiments (Section 4.2.2). After intravenous injection, the microspheres are expected to 

accumulate mainly in the lungs and the liver [75]. For this reason, the lungs and liver uptake 

were evaluated from the SPECT images and compared to the total injected activity.  
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The animal study was carried out in compliance with the approved ethics protocol at the 

University of British Columbia. 

4.2.4 Understanding 188Re and VECTor/CT 

4.2.4.1 Analysis of the Measured Energy Spectra 

In order to understand the phenomena that may affect the performance of the VECTor 

camera for 188Re imaging studies, the measured energy spectra from the mouse-size phantom 

experiments were displayed and compared with those from 99mTc scans. Since VECTor acquires 

data at multiple bed positions inside the FOV, the energy spectra were analyzed for each of these 

positions.  Although the total volume scanned was the same using the two collimators, the 

resulting number of bed positions was different due to the differences in CFOV size between the 

collimators. In total, 35 and 174 bed positions were acquired during the mouse-size phantom 

scan using UHRC and HE-UHRC, respectively. Three examples of such energy spectra (for each 

isotope/collimator) are discussed in this manuscript. The three energy spectra corresponded to 

three bed positions with increasing number of counts in the photopeak (Figure 4.1 b). 

4.2.4.2 Monte-Carlo Simulations 

Two Monte-Carlo simulations of the VECTor system with a simplified model of UHRC 

were performed. In the first simulation, a 188Re point-source was placed at the centre of a 

cylindrical water phantom that modelled attenuation as it would be observed during a mouse 

scan. The phantom long axis was parallel to the collimator axis, and the centre of the phantom 

(i.e., the 188Re point-source) was positioned at the CFOV (i.e., the area of maximum sensitivity 

in the collimator). In the second simulation, the same source was placed 4 cm off-centre, 

representing a bed position of very low sensitivity. From each simulation, the detected energy 
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spectrum was recorded and separated into four different components according to the origin of 

the detected photons: 

 Primary: photons emitted from the 188Re decay that did not interact with any component of 

the system and whose energy was fully deposited in the detector. 

 Scatter: photons emitted from the 188Re decay that scattered with one, or more parts of the 

system before being detected. The origin of scattered photons was further categorized into 

155 keV self-scattered and high energy down-scattered photons. This group also includes 

photons that scatter in the detector crystal and deposit a fraction of their initial energy. 

 Bremsstrahlung: photons that were produced by Bremsstrahlung process when β-particles 

interacted with the surrounding material. 

 Tungsten X-rays: photons that were produced by tungsten atom de-excitations after photo-

electric absorption in the collimator or shielding material. 

Additionally, each scattered photon was categorized according to the volume of its last 

interaction before being detected by the NaI crystal. The following scattering volumes were 

included in the analysis: 

 Phantom: photons that scattered within the water cylinder volume. 

 Aluminum-Layer: photons that scattered in the Aluminum layer, placed in front of the NaI 

detector. 

 Collimator: photons that scattered in the Tungsten collimator tube. 

 Back-compartment: photons that scattered in the back-compartment region that modeled 

the Photo-Multipliers tubes (PMTs), as well as the lead shielding material located behind 

the PMTs. 
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 Crystal: photons that only scattered in the NaI crystal, depositing a fraction of their initial 

energy.  

The details of the Monte-Carlo simulation can be found in the Appendix B.3. The 

simulations were performed using GATE, version 6.1 [53,54]. The simulated spectra were 

validated by comparing them with the experimental 188Re energy spectra acquired with VECTor 

using the UHRC. Furthermore, the simulated scatter-corrected count rate in the 155-keV 

photopeak (i.e., system sensitivity) of a 188Re point-source measured with UHRC was compared 

to the experimental measurements. The simulated sensitivity was multiplied by a factor of 5 to 

account for the differences between the UHRC (75 pinholes) and the simplified model of this 

collimator (15 pinholes) used in the simulations. 

4.3 Results 

4.3.1 Phantom Experiments 

4.3.1.1 Image Quality 

Six trans-axial slices from the 188Re and 99mTc SPECT images of the Jaszczak phantoms 

are displayed in Figure 4.3. The smallest visible rod size was 0.95 mm for 188Re-UHRC 

(phantom a-1). The resolution was slightly better for 99mTc-UHRC, where the smallest visible 

rod size was 0.85 mm. Similarly, the smallest visible rod size was 0.60 mm for both 188Re-HE-

UHRC and 99mTc-HE-UHRC. 
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Figure 4.3 Transaxial slices from the SPECT images of the micro-Jaszczak resolution phantoms filled with 

188Re and 99mTc. The phantom rod diameters are shown in mm. The sector with the smallest distinguishable 

rods are highlighted with a red dashed triangle. Note: the largest rods (1.7 mm) of Phantom a-1 were not 

effectively filled with 99mTc. 

 

The image contrast and CNR as a function of rod size for different count levels are plotted 

in Figure 4.4. Scans with HE-UHRC produced images with better contrast than those observed 

for UHRC for both 188Re and 99mTc. In the original scans (100% of counts), the contrast in the 

188Re-UHRC image was 9% lower than in the 99mTc-UHRC image for almost all rod sizes. The 

HE-UHRC scans yielded similar contrast for large rod sizes (0.95 mm – 1.5 mm) in 188Re and 

99mTc images, and lower contrast of 188Re images of small rod sizes (0.6 mm to 0.8 mm). The 

HE-UHRC scans also resulted in CNR values higher than those obtained with UHRC for the two 

isotopes investigated. Overall, CNR in 188Re images were comparable to those of 99mTc with the 
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exception of very low counts reconstructions (2.5% of total counts), where 99mTc HE-UHRC 

performed better (i.e., higher CNR) than 188Re HE-UHRC. 

 

Figure 4.4 Contrast and contrast-to-noise ratio as a function of rod diameter and level of counts for 188Re (a, 

c) and 99mTc (b, d), scanned using HE-UHRC and UHRC. 

4.3.1.2 Image Quantification 

The results of the mouse-size phantom experiments are reported in Figure 4.5. The bar 

graphs represent the accuracy of activity quantification (calculated as the percentage error) of 

99mTc and 188Re phantoms. Quantification of activity within the line source (VOI A) resulted in 

average errors of less than 4% and 5% for 99mTc-UHRC/HE-UHRC and 188Re-UHRC/HE-

UHRC, respectively. When the region of interest was extended to cover the entire phantom (VOI 

B), the total activity calculated in the 188Re-UHRC image overestimated the true total activity by 
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+48% on average. The use of HE-UHRC improved the quantification of the total body activity, 

resulting in +20% overestimation. For 99mTc, errors were as high as 9%. 

Figure 4.6 summarizes the results of the multi-source phantom experiments. The lines of 

best fit show small deviations from the “optimum” quantification system (slope = 1) for both 

sources in water and sources in hot background. 

Table 4.5 shows the slope values of the lines of best fit from the multi-source phantom 

experiments. For all cases, the deviation from the truth (slope = 1) were less than 6%. 

 

Figure 4.5 Quantification accuracy of 99mTc-UHRC, 99mTc-HE-UHRC, 188Re-UHRC and 188Re-HE-UHRC line 

source phantom experiments for VOI A (a) and VOI B (b). The dashed horizontal line shows the 10% error 

level. 

Table 4.5 Summary of slope values obtained from linear fits to the multi-source phantom quantification 

experiment data 

 Slope value Slope value 

 Water Hot water 

99mTc UHRC 1.0040.004 0.9900.003 

99mTc HE-UHRC 0.9570.002 0.9530.002 

188Re UHRC 0.9990.004 0.9930.004 

188Re HE-UHRC 0.9840.003 0.9760.003 
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Figure 4.6 Quantification accuracy of 99mTc-UHRC (a), 99mTc-HE-UHRC (b), 188Re-UHRC (c) and, 188Re-HE-

UHRC (d) multi-source phantoms as a function of activity concentration. A line of best fit is plot for sources 

in water and in the presence of 0.85 MBq/mL to 1 MBq/Ml background activity. 
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Figure 4.7 Energy spectra from 99mTc-UHRC, 99mTc-HE-UHRC, 188Re-UHRC and 188Re-HE-UHRC 

acquisitions of a line-source in a (cold) water phantom obtained at three different bed positions 

corresponding to different count-rate levels. For each isotope and collimator, the count-rates in the energy 

spectra were divided by the phantom activity. 

4.3.2 Understanding 188Re and VECTor/CT 

4.3.2.1 Experimental Energy Spectra 

Figure 4.7 shows the acquired energy spectra for the 99mTc-UHRC, 99mTc-HE-UHRC, 

188Re-UHRC and 188Re-HE-UHRC scans of the line source phantom in (cold) water at three bed 
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positions. The number of counts in the 140 keV 99mTc and the 155 keV 188Re photopeaks 

increases as the source on the bed is moved towards positions where the sensitivity increases 

(i.e., close proximity to CFOV). The same is not true, however, for the 478 keV and 633 keV 

photopeaks in the 188Re-UHRC spectra. In this case, the number of counts remains nearly 

constant, indicating that the UHRC is not effectively stopping high-energy photons as they are 

being detected at the same rate at any bed position. Three interesting phenomena are observed in 

the 188Re-UHRC energy spectra: 1) contribution from scattered photons is larger than that of 

99mTc-UHRC, 99mTc-HE-UHRC and 188Re HE-UHRC; 2) scatter vary very little across bed 

positions and; 3) the relative intensity of the 155 keV photopeak with respect to the background 

is very low. The use of HE-UHRC for 188Re imaging resulted in much cleaner (low background) 

spectrum and stronger intensity of the 155 keV photopeak in the spectrum (with respect to the 

background counts). 

 

Figure 4.8 Comparison of experimental and simulated energy spectra of the 188Re point source scanned with 

UHRC. The energy spectra were normalized to the sum of counts in the energy interval from 100 keV to 700 

keV. 
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4.3.2.2 Monte-Carlo Simulations 

4.3.2.2.1 Validation of Monte-Carlo Simulations 

Figure 4.8 shows the experimental and simulated 188Re energy spectra of a point source 

that were used to validate the Monte-Carlo model of VECTor-UHRC. Overall, the most 

important features of the 188Re energy spectrum are well reproduced by the simulations with the 

exception of the intensity of the 155-keV peak, which is lower in the simulations due to the fact 

that number of simulated pinholes (15 pinholes) was 5 times lower than in the real system (75 

pinholes). Additionally, there is a small mismatch between the energies of the simulated and 

experimental 478 keV and 633 keV photopeaks (probably caused by a loss of linearity in the 

detector energy calibration). The measured and the simulated 188Re-UHRC sensitivities were 144 

cps/MBq and 176 cps/MBq, respectively. 

4.3.2.2.2 Analysis of 188Re Emissions and Scatter Volumes 

Figure 4.9 (a-b) presents the components of the simulated 188Re energy spectrum for a 

source being at the CFOV and 4 cm off-center. The simulations indicate that the majority of 

scattered photons detected on 188RE-UHRC scans originated from the high-energy emissions. 

Only a small fraction of photons corresponds to self-scatter from the 155 keV emissions. The 

155 keV photopeak disappears in spectra collected outside the CFOV, indicating that UHRC 

successfully stops un-collimated 155 keV photons. On the contrary, 478 keV and 633 keV 

photopeaks intensities change very little regardless of the position of the source relative to the 

CFOV. 

Based on the simulations, the fraction of Bremsstrahlung photons in the 155 keV 

photopeak window was estimated to be 3%, whereas the scattered photons accounted for 70-90% 



101 

 

of the total counts depending on the position of the source. The fraction of 155 keV primary 

photons ranged from 23% (highest sensitivity) to 0% (source completely outside FOV). 

Figure 4.9-c shows that majority of detected scattered events (approximately 69%) 

scattered in the crystal (i.e., high-energy photons that only deposit a fraction of their energy in 

the NaI detector). Scatter in the phantom accounts for only 1.4% of the total detected scatter 

counts. The fraction of scatter in the collimator (13%) was similar to that in the back-

compartment region of the system (15%). 

 

Figure 4.9 Monte-Carlo simulations of spectra components for the 188Re-UHRC acquisition of a point source 

(placed inside a cylindrical water phantom) at the center of CFOV (a), and 4 cm off-center (b). Sub-figure (c) 

shows the simulated spectra of scattered photons categorized by the location of their last interaction. 

4.3.3 Ex-vivo Study 

The 188Re microspheres distribution within the mouse, scanned with UHRC and HE-

UHRC, is shown in Figure 4.10. Due to the very low injected activity (high level of noise), a 

Gaussian filter (FWHM = 1.0 mm) was applied to the reconstructed images. The quantitative 

analysis, however, was performed on the un-filtered data. Overall, both UHRC and HE-UHRC 

yielded similar spatial distribution of the microspheres’ activity, showing the largest 
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accumulation in the lungs, followed by that in the liver. High levels of noise made determination 

of other organs’ uptake difficult. 

 

Figure 4.10 Coronal slices of the fused SPECT/CT mouse scans showing the biodistribution of 188Re 

microspheres (1 hour after injection). Images were acquired using UHRC and HE-UHRC. The dashed lines 

indicate regions of uptake in the lungs and liver. 

 The activities in the lungs and the liver estimated from the SPECT images are reported in 

Table 4.6. The two collimators yielded comparable microsphere accumulation in both organs, 

with the HE-UHRC resulting in 10% higher activities than UHRC.  
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Table 4.6 Distributions of the 188Re-labeled microspheres at 60 min after tail vein injection into the C57BL/6 

mouse. 

 Injected 

Activity 

[MBq] 

Lungs 

Activity 

[MBq] 

Liver 

Activity 

[MBq] 

Lungs 

%ID 

Liver 

%ID 

UHRC 1.70 1.13 0.27 66 16 

HE-UHRC 1.70 1.26 0.33 74 19 

4.4 Discussion 

The spatial resolution of pinhole collimators depends on (a) the pinhole diameter and (b) 

the distances between object-pinhole and pinhole-detector [143] (i.e., bore diameter). Therefore, 

it was expected that HE-UHRC (0.7 mm diameter, 48 mm bore diameter) would perform better 

than UHRC (1.0 mm diameter, 98 mm bore diameter) for 188Re imaging. The important finding, 

however, was that spatial resolution of 188Re images was comparable to that of 99mTc (for both 

collimators) despite the higher complexity of 188Re emissions. It is interesting to note that UHRC 

yielded slightly better resolution for 99mTc than 188Re (0.85 mm vs 0.95 mm). Such degradation 

of 188Re-UHRC resolution is probably due to the large amount of scatter in the projection data, 

which potentially affects image contrasts (as seen in the experimental and simulated energy 

spectra, Figure 4.7 and Figure 4.9). The smallest discernible rod size for 188Re-HE-UHRC was 

the same as that of 99mTc-HE-UHRC (0.6 mm), because the amount of scatter is substantially 

lower when imaging 188Re with HE-UHRC. Our values of 99mTc spatial resolution are slightly 

larger than other published data: 0.80 mm for 99mTc-UHRC [127] and 0.50 mm for 99mTc-HE-

UHRC [135]. We believe that these differences in resolution may have been caused by 

differences in counting statistics (lower activity and/or lower imaging time in our experiments 

that would decrease the ability to distinguish small rods in the resolution phantom). No 
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smoothing filter was applied in our study. Additionally, our spatial resolution was determined 

from 0.17 mm thick SPECT slices, whereas the cited studies used 3 mm thick slices.  

Image contrast decreased considerably for rod sizes near the resolution limit of each 

collimator. Thus, it is meaningful to compare contrast (and CNR) between the two collimators 

for larger rods (>1.1 – 1.7 mm). In such scenario, 188Re HE-UHRC resulted in a 15-30% better 

contrast with respect to 188Re UHRC (Figure 4.4 a). The evaluation of CNR illustrated the effect 

of noise on image quality (Figure 4.4 c-d). For low noise levels and large objects, 188Re HE-

UHRC yielded CNR values ranging from 13 to 60, whereas 188Re UHRC ranged from 2 to 30 

which represents an approximately 55% reduction. For images with a very low number of 

counts, both collimators yielded CNR values below 10 for most of the rod-sizes. The comparison 

of 188Re contrast and CNR with those of 99mTc allowed us to investigate the effect of 188Re high-

energy scatter on image quality. In particular, the use of UHRC for 188Re imaging (i.e., imaging 

strongly affected by large amount of down-scattered high-energy photons) resulted in 9% lower 

contrast than 99mTc UHRC for all rod sizes. However, nearly identical contrast was obtained in 

188Re HE-UHRC and 99mTc HE-UHRC images of large objects (>0.80 mm), where the amount of 

detected scatter in both 188Re and 99mTc energy spectra was comparable. Interestingly, the CNR 

values from images of 188Re and 99mTc were similar, with 188Re images showing slightly higher 

CNR for some rod sizes. This finding suggests that although contrast of 188Re images was lower 

than that of 99mTc, the 188Re images were smoother than 99mTc ones (i.e., lower variability within 

the pixel values), resulting in similar CNR values for both isotopes. 

The results of the line-source phantom experiments demonstrated that the VECTor system 

with both UHRC and HE-UHRC accurately quantified 188Re activity in experiments modelling 

the whole-body mouse scan. The level of accuracy was similar to that achieved for other isotopes 
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[125]. The fact that the measured 188Re activity in the whole phantom (VOI B, Figure 4.5 b) 

greatly over-estimates the true value is due to the presence of a non-negligible background signal 

in areas of the image where the activity should be zero. In order to better illustrate this problem, 

off-axis line profiles of activity concentration were drawn in the SPECT images of the line-

source in air for 188Re UHRC/HE-UHRC and 99mTc UHRC/HE-UHRC. Figure 4.11 shows these 

profiles (a-d), as well as coronal slices from the reconstructed images (e-h). The profile along the 

188Re UHRC image (Figure 4.11 c) shows background values as high as 0.54 MBq/mL (0.17 

MBq/mL on average), whereas 188Re HE-UHRC line profile shows lower values (maximum 0.48 

MBq/mL, average 0.09 MBq/mL). This background was mostly uniform across the entire image, 

as can be seen in Figure 4.11 g-h. Additionally, substantial amount of background seems to be 

visible at the edges of the 188Re UHRC phantom image which might be due to scatter (or back-

scatter) of 188Re emissions with the collimator walls. None of these effects were observed in the 

99mTc scans (Figure 4.11 a-b, e-f), suggesting that this additional “undesired” background 

counts/noise in 188Re images are mostly related to emissions other than its 155 keV photopeak. 

These are primary and scattered high-energy photons which penetrate the collimator and 

Bremsstrahlung radiation which may also contribute to the photopeak window. The analysis of 

the energy spectra from Monte-Carlo simulations completed our understanding of this issue, as 

discussed in the following paragraph. 
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Figure 4.11 Activity concentration profiles drawn parallel to the main axis of phantom for the 99mTc 

UHRC/HE-UHRC and 188Re UHRC/HE-UHRC SPECT images of the line source in air (a-d). Coronal slices 

of the fused SPECT/CT images of the line-source air phantoms (e-h). The color-map of SPECT images was 

re-scaled to 0.1 of the maximum value in each SPECT image to better visualize the background signal.  

Figure 4.7 (third row) demonstrates that 188Re UHRC energy spectra are severely affected 

by scatter. Monte-Carlo simulations confirmed that the majority of photons detected within the 

188Re UHRC photopeak window correspond to down-scattered photons from high-energy 

emissions (Figure 4.9 a - b). As a result, only a small fraction of 155 keV-collimated photons, 
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which contain meaningful spatial information about the source activity distribution, is detected at 

each bed position. At bed positions with low collimator sensitivity, the intensity of the 155 keV 

peak is very low compared to the scatter background (Figure 4.7: 188Re – UHRC, Low Counts). 

In such conditions, the majority of photons in the photopeak window are due to high-energy 

photons which are penetrating the UHRC collimator walls and scattering in the NaI crystal, as 

shown in Figure 4.9 c. The fraction of detected photons that scattered in the phantom is 

negligible because phantom scatter occurs more often for low energy photons (155 keV or X-

rays). Photons of these low energies will likely be absorbed within the collimator walls and no 

longer be detected. 

The use of HE-UHRC appreciably improved the quality of 188Re projection data, 

increasing the relative intensity of the 155 keV photopeak relative to the background (Figure 4.7-

fourth row). Figure 4.7 (first and second row) illustrates the optimum case of 99mTc, where the 

amount of scatter is minimal. 

The projection data were corrected for scatter using the triple energy window (TEW) 

method. However, this method is just an approximation and does not necessarily model the 

spatial distribution of scatter. As a consequence, not all the scattered photons are effectively 

removed from the 188Re projection data (in particular, high-energy down-scatter) resulting in 

scattered counts reconstructed as true counts, increasing the background counts in 188Re images. 

Quantitatively, these “spurious” counts are identified as 155 keV emissions in the image, which 

explains the large overestimation of the true activity in the mouse-size phantom experiments 

(Figure 4.5, VOI B for UHRC). Our analysis suggests that a more sophisticated scatter correction 

method that accounts for collimator penetration may be required to further improve 188Re image 

quality and reduce noise. Nonetheless, quantification of activity within a small VOI surrounding 
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the object of interest (for example, a tumor), will be accurate for both 188Re UHRC and HE-

UHRC. Imaging 188Re with UHRC might be problematic for image-based biodistribution studies 

where uptake in different organs are calculated using SPECT. In such cases, for instance, organs 

with very low uptake might yield an increased activity due to the presence of this “spurious” 

background signal. In order to address this issue, we recommend the following (in case when a 

high-energy collimator is not available): 1) quantify the average contribution from the 

background signal in areas where activity is known to be zero such as outside the animal body 

and; 2) subtract this estimated background concentration from the measured organ uptake. 

It should be noted that our simulation of the UHRC has limitations. The most important is 

that only the central ring of pinholes was modelled (15 pinholes), whereas the real collimator 

contains 5 rings (75 pinholes in total). As a consequence, the simulated collimator sensitivity for 

155 keV photons is expected to be lower than the experimental one, as it can be observed in the 

normalized energy-spectra of Figure 4.8. When taking into account the difference in number of 

pinholes, the 188Re UHRC simulated sensitivity of the 155-keV photopeak remained in relatively 

good agreement with the experiment (176 cps/MBq vs 144 cps/MBq, +22% difference). The 

over-estimation of simulated sensitivity might be due to the assumption that all pinholes have the 

same sensitivity. This assumption might not be true for pinholes located at the outer rings of the 

collimator, where collimated photons are projected onto the edge of the detector planes. 

Nonetheless, the simulated UHRC served as a good model to illustrate the relative variations of 

intensities of scatter, Bremsstrahlung and primary photons as the source moves inside the camera 

FOV (Figure 4.9 a-b) as well as to provide information about the location of scatter events within 

system (Figure 4.9 c). The features obtained in our simulated 188Re VECTor detected energy 

spectrum (in particular, large amounts of high-energy down-scatter and low detected 
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bremsstrahlung) were also reported by Uribe et al. [144] for simulations of 188Re clinical SPECT 

cameras using low energy high resolution (LEHR) collimators. Monte-Carlo simulations suggest 

that Bremsstrahlung photons in 188Re do not degrade image quantification due to their low yield 

and detection fraction compared to the other photons. For pure-beta emitters such as 90Y or 32P, 

Bremsstrahlung radiation has been recently shown to be useful for small animal planar imaging 

[145]. 

The mouse study (Figure 4.10) served as an illustration for 188Re small animal imaging 

using VECTor with UHRC and HE-UHRC. The image quality experiments showed that, at very 

low levels of activity, there was no major advantage of using HE-UHRC over UHRC for 188Re 

(Figure 4.4). In such conditions, the high noise that dominates the images is due to very low 

count statistics while other image-degrading effects are less important. Such noise (due to low 

statistics) degrades image quality and image quantification. In particular, it resulted in higher 

level of uptake in lungs and liver measured in our 188Re HE-UHRC animal image, compared to 

188Re UHRC. Counting statistics could have been improved by using the targeting capabilities of 

VECTor and focusing the scan on the abdominal area of the animal. The low 188Re injected 

activity (1-2 MBq) was a limitation in our ex-vivo mouse experiment. It was due to the low 188Re 

concentration available in our 188W/188Re generator combined with a low labelling yield of the 

microspheres. Since 188Re microspheres are intended for the therapeutic use, it is expected that 

larger doses will be administered in future animal studies. Nevertheless, we have learned that 

imaging very low 188Re activities becomes extremely challenging (compared to 99mTc) as large 

number of down-scattered photons combined with the low signal from 155 keV photons results 

in images with high noise and low contrast.  
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As the interest in radionuclide therapies has grown over the last years, new isotopes with 

complex emissions are being investigated for imaging and/or therapeutic applications 

[137],[146]. Similar to 188Re, some of these isotopes (e.g. 67Ga, 213Bi, 124I) emit multiple high-

energy photons which potentially may affect the quality of images.  For such isotopes, there may 

be situations in which image degradation effects similar to those discussed in this paper may be 

observed. In particular, such degradation may occur for systems based on pinhole collimation 

where the pinhole FOV is small compared to the object’s size. In such systems, if the collimator 

is not thick enough, due to penetration of high-energy photons through the collimator walls, the 

projection data will contain a large fraction of scattered high-energy photons which originated in 

areas outside the pinhole FOV. 

4.5 Conclusions 

Despite the presence of large number of down-scattered photons detected within the 155 

keV photopeak window, VECTor ultra-high resolution and high-energy ultra-high resolution 

collimators produced 188Re images with submillimeter spatial resolution and high accuracy of 

activity quantification (errors below 10% for quantification of activity within small VOIs around 

the radioactive object of interest), comparable to 99mTc. The main difference from 99mTc images, 

however, was the presence of high background in images mainly caused by high-energy photons 

penetrating the collimator. Such background signal resulted in more than 20% overestimation of 

activity in the entire field of view for both collimators. The use of High-Energy Ultra High 

Resolution collimator optimized both image quality and image quantification of 188Re in 

VECTor/CT. 
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In the context of theranostic applications, the reliable quantification of 99mTc and 188Re 

becomes very important to ensure good treatment planning (using the diagnostic isotope) and to 

perform accurate post-therapy dosimetry calculations. 
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Chapter 5: Accuracy of Activity Quantification and Image-Based Dosimetry 

Calculations for 188Re SPECT/CT 

5.1 Introduction 

Accurate measurements of 188Re activity using clinical SPECT cameras is challenging due 

to the complex decay scheme of this isotope (Table 1.3). Considering 𝛾-emissions, 188Re emits, 

in addition to the 155 keV photon, high-energy photons which result in large amounts of down-

scattered events within the photopeak energy window [144,147]. Furthermore, these high-energy 

photons also cause high levels of collimator septal-penetration. To minimize these problems, the 

use of medium energy (ME) or high energy (HE) collimators to image 188Re has been 

recommended [117]. However, poor spatial resolution of these collimators results in strong 

partial volume effects. On a positive note, although the interactions of 𝛽-particles (emitted from 

the 188Re decay) with tissue produce Bremsstrahlung radiation, its contribution to the detected 

signal in the gamma camera is negligible (see Chapter 3) [144]. 

Given the problems described above, it is expected that accuracy of 188Re SPECT activity 

quantification will be influenced by the choice of the collimator, the image acquisition 

parameters and the accuracy of the corrections for image-degrading factors implemented in the 

reconstruction algorithm.  

Several studies have investigated quantitative capabilities of SPECT for imaging 

radionuclide therapy isotopes other than 188Re, such as 131I [42], 177Lu [29,148] and 90Y 

[108,149]. Regarding 188Re, Hambye et al 2002 [56] performed a phantom study to investigate 

the differences between the image quantification capabilities of 188Re and 99mTc. The authors 

concluded that the accuracy of target-to-background activity estimation in the phantom was 
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significantly lower for 188Re than for 99mTc, mostly due to the presence of downscattered photons 

recorded in the 188Re photopeak.  

Another phantom study (Chaudakshetrin et al 2004 [150]) showed that quantification of 

188Re activity using a 2-D imaging method can be reasonably accurate, with errors below 25%. 

This method was applied to perform patient-specific dosimetry for 188Re therapy of liver cancer 

[57]. 

More recently, Shcherbinin et al 2013 [38] demonstrated the feasibility of accurate 

quantification of 188Re SPECT images using phantom experiments. However, the experimental 

conditions of this phantom study (phantom geometry and activity levels) did not resemble those 

used in typical 188Re therapies. Additionally, the images were corrected for scatter using an 

analytical method [30], which is not available in clinical scanners. For these reasons, the 

quantitative accuracy of 188Re SPECT imaging for clinically relevant situations and using 

standard reconstruction methods available in clinical scanners still remains unknown.  

In this work we performed a series of phantom experiments aiming to expand and 

complement those performed by Shcherbinin et al 2013. In this context, the objectives of our 

study were:  

1) To evaluate the accuracy of image quantification for 188Re SPECT studies acquired under 

clinically relevant conditions. and reconstructed using the standard ordered subset 

expectation maximization (OSEM) [151] algorithm with the three clinically available 

corrections CT-based attenuation, triple-energy window (TEW) scatter and resolution 

recovery.  

2) To evaluate the performance of the TEW scatter correction method using two different 

scatter window settings. 
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3) To determine the parameters of the dead-time correction method for 188Re SPECT. 

4) To evaluate and compare  the accuracy of 188Re dosimetry estimates performed using the 

OLINDA method [47] and the point-dose kernel (PDK) method [152].  

Additionally, Monte-Carlo simulations of a phantom filled with 188Re and scanned with a 

commercial SPECT system were performed. The goal of these simulations was to better 

understand the results of the quantification experiments (objectives 1-3), and to calculate the 

reference dose to be used to evaluate the accuracy of the 188Re image-based dosimetry (objective 

4). 

5.2 Materials and Methods 

The accuracy of 188Re SPECT activity quantification and dosimetry calculations was 

investigated through phantom experiments and Monte-Carlo simulations. To this end, three 

series of phantom experiments were performed:   

a) Quantification experiments - to evaluate the accuracy of the reconstructed activity 

distribution of 188Re with compensation for attenuation (AC), scatter (SC), resolution 

recovery (RR) and dead-time losses (DT); 

b) Dead-time experiments - to determine the dead-time correction factors to be applied on 

188Re SPECT high-activity studies; 

c) Calibration experiments - to determine the camera normalization factor that converts 

corrected counts in the reconstructed image into the units of activity (or activity 

concentration).  

The 188Re images from the quantification experiments were subsequently used to determine 

the average absorbed dose-rates (AADRs) for each of the individual phantom inserts. 



115 

 

Additionally, two series of Monte Carlo simulation studies were done using GATE v7.1 

[53]: 

a) Tests of the TEW scatter correction - the 188Re planar acquisitions of a sphere and a 

point source as would be acquired with the SPECT camera equipped with medium energy 

and high energy collimators were simulated to investigate the performance of the TEW 

scatter correction method and; 

b) Dosimetry calculation - the dose deposited in the phantom which was used in our 

quantification experiments was simulated to determine the reference radiation dose rate 

for evaluation of the accuracy of image-based dosimetry. 

The details of the phantom experiments and the dosimetry calculations are described in the 

following sub-sections. 

5.2.1 188Re Phantom Experiments 

5.2.1.1 Quantification Experiments 

 

Figure 5.1 Photographs, axial and coronal CT slices of the thorax phantom (from the experiment with 

phantom filled with air) with the two configurations of spheres and bottles (A and B) used in the 

quantification experiments. The spheres and bottles are labeled as S1-S6 and B1-B4, respectively. 
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The accuracy of quantification of 188Re SPECT was investigated using a thorax phantom 

(Data Spectrum Corporation, USA) with lungs (filled with lung-equivalent material) and spine 

inserts (filled with bone-equivalent material). The phantom was scanned in two configurations: 

A) containing a set of five spheres (labeled as S1-S5) and two bottles (B1 and B4) and B) 

containing a set of four bottles (labeled as B1-B4) and one sphere (S6).  

These objects model lesions of different sizes located at different positions inside the body 

(Figure 5.1). To test the accuracy of quantification under the challenging attenuation and 

scattering conditions, some of the objects were placed at locations resembling regions with non-

uniform distribution of tissue density such as between the spine and the lungs (Figure 5.1).  The 

information about the phantom experimental conditions, including object volumes and activities 

are summarized in Table 5.2. 

The 188Re activities were measured using an Atomlab 100plus dose calibrator (Biodex, 

USA) available at our Nuclear Medicine department at Vancouver General Hospital (VGH). The 

188Re dose calibrator dial setting number (76.5 ± 4.8) was determined experimentally using the 

thyroid-probe method described in Chapter 2 [153]. Both phantom configurations were scanned 

under three conditions: 1) with empty background (air) - to investigate the quantification with 

minimal scatter and attenuation; 2) with the phantom body (background) filled with water 

(water) - to investigate the performance of attenuation and scatter corrections and; 3) with the 

background filled with a 188Re solution (hot-water), to evaluate the accuracy of quantification in 

conditions similar to those of a real patient scan. The source-to-background ratio (SBR) in the 

hot-water scan was 7:1, which represents an intermediate value of Tumor-to-Normal liver ratio 

in 188Re radioembolization therapies, as measured in clinical and pre-clinical studies [154].  
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All phantom experiments were performed using a SymbiaT (Siemens Medical, Germany) 

SPECT/CT camera at VGH. The acquisitions were performed twice: with the medium-energy 

low penetration (ME) and the high-energy (HE) collimators. The collimator specifications are 

shown in Table 3.1. 

In order to investigate the effect of the scatter-energy window width on the accuracy of 

quantification of the reconstructed images, the projection data from the phantom experiment with 

configuration A was acquired using the 155 keV photopeak energy window and the two sets of 

scatter windows referred to as “narrow” and “wide” (Table 5.1). The projection data from the 

phantom with configuration B was acquired using the 155 keV photopeak and the “narrow” 

window settings only. 

The acquisition matrix was 128x128 and a total of 90 projections were acquired for each 

scan using non-circular orbits. The projection time was 5 seconds for the scans in air, and 10 

seconds for the scans in water and hot-water. At the scan time, the sum of activity in the phantom 

inserts (spheres and bottles) was 697 MBq and 575 MBq for A and B configurations, 

respectively. The total activity in the entire phantom, including the hot background, was 1193 

MBq for phantom B, whereas only 491 MBq for phantom A because this scan was performed 

two days after the air/water acquisitions due to an unexpected mechanical problem of the 

camera. 

Table 5.1 Energy window settings (narrow and wide) for the 188Re quantification and the dead-time phantom 

experiments. Extra windows SLE (spectrum at low energies) and SHE (spectrum at high energies) were used 

to measure the count-rate in the entire energy spectrum. Values are given in keV. 

 Photopeak Lower 

Scatter  

Upper 

Scatter 

Extra SLE Extra SHE 

Narrow 139.5-170.4 132.6-139.4 170.4-180.6 N/A N/A 

Wide 139.5-170.4 125.8-139.4 170.4-204.2 N/A N/A 

Dead-time 139.5-170.4 132.6-139.4 170.4-180.6 17.5-132.5 183.5-687.5 
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Table 5.2 Details of 188Re phantom quantification experiment. SBR = Source-to-background ratio. 

Phantom 

Configuration 

Object 

label 

Object 

diameter 

[cm] 

Object 

volume 

[mL] 

Object 

activity 

[MBq] 

Object activity 

concentration 

[MBq/mL] 

Background 

conditions 

Total Activity 

in Phantom 

[MBq] 

Notes 

A S1 1.56 2 6.8 3.5 Air 697  B1 and B4 placed 

under lungs  

 S1 and S4 placed 

between spine and 

lungs 

 

 S2 1.97 4 13.8  Cold water 664 

 S3 2.48 8 28.3  Hot water 

(SBR = 7:1) 

491 

 S4 3.13 16 55.6   

 S5 3.37 20 69.4    

 B1 2.54 34 117.8    

 B4 5.64 197 405.3 2.1   

B B1 2.54 33 33.1 1.0 Air 575  B3 and B4 placed 

under lungs 

  B2 3.15 75 75.9  Cold water 554 

 B3 4.69 142 146.5  Hot water 

(SBR = 7:1) 

1193 

 B4 5.64 196 204.0   

 S6 6.03 111 115.6    
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5.2.1.2 Dead-time Experiments 

Dead-time correction factors (DTCF) for 188Re imaged on the SymbiaT camera equipped 

with ME and HE collimators were obtained following the method described by Celler et al 2014 

[155]. This method requires the determination of the calibration curves corresponding to the 

losses of primary photons due to dead-time as a function of increasing activity in the imaged 

object (patient or phantom). We are interested in dead-time losses of primary photons because 

only these photons are used in the creation of quantitative images. The experimental procedures 

used in the dead-time experiments were as follows: 

 A 20 MBq/mL 188Re master solution was prepared by diluting 4.5 GBq of 188Re into 230 

mL of water. 

 This master solution was dispensed into 17 syringes with the following distribution: ten 

syringes were filled with 100 MBq each, four syringes were filled with 250 MBq each, 

one was filled with 500 MBq and two with 1000 MBq each. The exact activity in each 

syringe was measured using our Atomlab 100plus dose-calibrator. 

 In a series of experiments, the content of each of these syringes was sequentially 

dispensed into a 300-mL bottle that was placed off-center inside a water filled Jaszczak 

phantom. As a result, the bottle activity increased from 0 MBq to 1000 MBq (in 10 steps, 

100 MBq each), from 1000 MBq to 2000 MBq (in 4 steps, 250 MBq each), from 2000 

MBq to 2500 MBq (in 1 step, 500 MBq) and from 2500 MBq to 4500 MBq (in 2 steps, 

1000MBq each).  

 For each activity level, planar scans were performed with camera heads in a 180o 

configuration.  Both ME and HE collimators were used in these scans. The distance 

between the collimator and the center of the bottle was 35 cm and 25 cm for head 1 and 
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head 2, respectively. This geometry created different photon flux and different scattering 

conditions for head 1 and head 2. The energy window settings for the planar acquisitions 

are shown in Table 5.1. In total, the data were acquired in five energy windows covering 

the entire energy spectrum measured by the camera (18 keV to 700 keV). To minimize 

errors due to counting statistics, the acquisition times of planar images ranged from 5 

minutes (for activities lower than 500 MBq) to 1 minute (for activities higher than 1500 

MBq). 

 For each individual planar image, the observed primary photons count-rate was 

determined as the collected count-rate in the 155-keV photopeak window corrected for 

scatter using the TEW method. The true primary count-rate was estimated by linear 

extrapolation of the observed primary photon count-rates from acquisitions where the 

measured count-rate in the entire spectrum was less than 50 kct/s (i.e., camera dead-time 

was negligible, Figure 5.2, A-B).  

 The “observed” vs “true” primary photon count-rates were plotted and the data for each 

detector head were fitted to the paralyzable + non-paralyzable model [156]: 

 
𝑅𝑂 =

𝑅𝑇
exp[𝜏𝑃𝑅𝑇] + (𝜏𝑁𝑃 − 𝜏𝑃)𝑅𝑇

 (5.1) 

where 𝑅𝑂 and 𝑅𝑇 represent the “observed” and the “true” primary photon count-rates, 

respectively; 𝜏𝑃 and 𝜏𝑁𝑃 represent the paralyzable and non-paralyzable camera dead-time 

values (in seconds). Curve fitting was performed using a non-linear least squares method 

applying the “trust-region” algorithm on MATLAB (Mathworks, USA). The phantom 

calibration curves are shown in Figure 5.2 A-B. 
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 From the phantom calibration curves, for each observed count-rate of primary photons, 

the DTCF can be calculated as the ratio of the “observed” to the “true” primary photon 

count-rates.  

 In order to determine the DTCF to be applied to the reconstructed images, the value of 

this factor had to be determined (and tabulated) as a function of the total count-rates 

corresponding to the observed primary photon losses. This was done by relating the 

values of the observed primary photons count-rates to the corresponding total observed 

count rates. 

 

Figure 5.2 A-B) Phantom calibration curves used to determine dead-time correction factors (DTCF) for HE 

and ME collimators. C-D) DTCF as a function of the observed total count-rate for HE and ME collimators. 

Fit parameters of HE dead-time: 𝝉𝑷 = 𝟑. 𝟒 × 𝟏𝟎
−𝟓s; 𝝉𝑵𝑷 = 𝟑. 𝟕 × 𝟏𝟎

−𝟏𝟒 s. Fit parameters of ME dead-time: 

𝟓. 𝟒 × 𝟏𝟎−𝟓 s; 𝝉𝑵𝑷 = 𝟓. 𝟑 × 𝟏𝟎
−𝟔 s. 
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When performing the dead-time correction for the subsequent patient (or phantom) study, 

first the “observed” total count-rate (recorded in the entire spectrum) has to be estimated, as the 

measured count rate averaged over all the tomographic projections. Subsequently, the dead-time 

correction factor corresponding to this total count rate has to be evaluated using the tabulated 

DTCF values (determined in the previous phantom experiments).  Finally, this correction factor 

has to be applied to the SPECT image reconstructed using primary photons only. The DTCF 

curves obtained for ME and HE collimators are shown in Figure 5.2 C-D. 

5.2.2 Monte-Carlo Simulations for 188Re SPECT 

Parallel to the experimental acquisitions, Monte Carlo simulations of the SPECT system 

were performed. The model of the SymbiaT camera included the following elements: the ME 

and HE collimators (Table 3.1); a 9.5 cm thick NaI detector covered by a 0.05 cm thick 

aluminum layer at the front; a back-compartment region (light-guide and photo-multiplier tubes) 

and; lead shielding around the scanner head. The model of the camera was validated in Chapter 3 

[144].  

The planar images of a 188Re point-like source (0.15 cm radius) in air, a sphere filled with a 

188Re solution (1.0 cm radius) placed in air, and the same sphere placed inside a Jaszczak 

phantom filled with water were simulated. For each source, the projections of the true scattered 

photons detected in the photopeak window and those of scattered photons, which would be 

acquired using narrow and wide settings of the energy windows used with the TEW scatter 

correction, were generated. Additionally, the energy spectra that would be detected by the 

camera for each source type were simulated. A total of 1.2 × 109 and 3 × 109 188Re decays were 

simulated for the point source and the sphere, respectively. The 188Re decay data in GATE is 

based on the Evaluated Nuclear Structure Data File (ENDSF) database [115]. The physics of 



123 

 

photon interactions included photoelectric processes, Compton and Rayleigh scattering, pair 

production, electron ionization and scattering, Bremsstrahlung and electron-positron 

annihilation. 

5.2.3 Image Reconstruction, Data Processing and Camera Calibration 

The tomographic reconstructions were performed using the standard ordered subsets 

expectation maximization (OSEM) algorithm [23] with 10 subsets and 8 iterations. Our previous 

tests (not described here) indicate that these reconstruction parameters provide a good 

compromise between the recovery of small and large reconstructed objects and the speed of the 

reconstruction, and are similar to those typically used in clinics. The corrections for attenuation 

(using the CT-based attenuation map), scatter (using the TEW method with two sets of scatter 

window settings, see Table 5.1), and resolution recovery (as described in Section 1.2.4 and in 

Blinder et al 2001 [37]) were applied. Since the amount of Bremsstrahlung photons present in 

the photopeak window of 188Re tomographic projections is negligible (see Chapter 3) [144], no 

further corrections were required.  

The counts in the reconstructed SPECT images were corrected for dead-time losses (as 

described in Section 5.2.1.2) and then converted into units of activity using the experimentally 

measured calibration factor (CF). The CFs for ME and HE collimators were determined using 

planar acquisitions of a 12 MBq 188Re point source. These planar images were corrected for 

background from high-energy scattered photons using the TEW with “narrow” and “wide” 

scatter windows (Table 5.1). In the analysis of images for the camera calibration, the counts 

recorded in the entire image were used (a 1% threshold was applied).  

The quantification accuracy of 188Re images was evaluated in terms of the recovery 

coefficients (RC), which represent the ratio of the measured activity in each object in the 
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reconstructed image to this object’s true activity, as determined using the dose calibrator. The 

recovery curves (i.e., RC vs object volume) were determined for each phantom configuration (A 

and B), both scatter energy window settings (“narrow” and “wide” window) and all scanning 

conditions (air, water and hot-water).  

To quantify the individual object’s activity, three segmentation methods were applied. 

First, a fixed 1% threshold (consistent with that used in the camera calibration measurement) was 

applied to the SPECT image of the objects in cold background (Air and Cold-water images). 

This segmentation method was implemented to investigate the quantification accuracy of objects 

without the influence of partial volume effects (PVEs) as in this case the resulting volumes were 

large enough to account for the spill-out of activity.  However, for obvious reasons, the 1% 

threshold could not be used for hot-water phantoms. 

Moreover, the object’s activities in Air, Cold- and Hot-water images were quantified by 

applying a fixed 40% threshold, which is often used in clinical settings [157,158] and; b) by 

delineating (in 3D) the object’s boundaries based on its physical shape from CT images. 

Additionally, since the accuracy of a small object’s activity quantification can be strongly 

influenced by the segmentation method due to partial volume effects (especially for objects in 

hot-water), the accuracy of activity quantification in the whole phantom was evaluated for all 

phantom configurations.  The total activity in the entire phantom was determined by applying a 

1% fixed threshold to the SPECT image. This approach allowed us to evaluate the accuracy of 

activity quantification independent of the segmentation method. The quantification errors were 

estimated as the percent difference between the total phantom activity recovered in the 

reconstructed image and its true activity 
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5.2.4 Image-Based Dosimetry Calculations 

 

Figure 5.3 Diagrams showing the two image-based dosimetry approaches that were investigated in this study 

(OLINDA S-Value and point-dose kernel) and compared to the reference dose obtained from the Monte 

Carlo-based calculation. For OLINDA and point dose kernel, the volumes of interests were segmented using 

two methods: a fixed 40% threshold and CT-based boundaries. 

Subsequently, the 188Re images of the hot-water phantoms (Section 5.2.1.1) were used to 

estimate the spheres’ and bottles’ average absorbed dose-rates (AADRs). The AADRs were 

calculated using two methods: (a) OLINDA S-Value for spheres and (b) point dose kernel 

(PDK). These two methods were selected to investigate how their different use of segmentation 

affects their accuracy. For an OLINDA–type calculation, the segmentation is applied to the 

images of activity distribution while in PDK calculations, where the 3D dose (or dose-rate) maps 

are created, the determination of the average organ/tumour dose requires segmentation of these 

maps. The accuracy of image-based dosimetry estimates was calculated as the percent error 

between the ADDRs estimated from 188Re images and the reference ADDRs calculated with 
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Monte-Carlo (Section 5.2.4.3). Diagrams that summarize the sequences of procedures used in the 

two dosimetry methods are shown in Figure 5.3.  The details of these methods are described in 

the following paragraphs. 

5.2.4.1 OLINDA S-Values Method 

The AADR for each object in the phantom was estimated as the product of this object’s 

activity and a volume-dependent S-Value. OLINDA/EXM 1.1 sphere model was used to obtain 

the tabulated S-Values for each object in units of mGy/MBq. These S-Values were subsequently 

re-scaled to yield average absorbed dose per unit activity and per unit time (i.e., mGy/MBq/s). 

The object’s activity was obtained from the 188Re quantitative SPECT image by applying a fixed 

40% threshold (method OLINDA-A), as well as by segmenting the object using its physical 

boundaries based on the CT image (method OLINDA-B). 

5.2.4.2 Point Dose Kernel (PDK) Method 

In parallel, the quantitative SPECT images of the hot-water phantoms (i.e., 3-D activity 

distribution) were convolved with a 3-D 188Re PDK, resulting in 3-D dose-rate maps. The PDK 

was generated with the Monte-Carlo code GATE v7.1 by simulating a 188Re point source placed 

at the center of a uniform water phantom. This phantom was voxelized using a 31 x 31 x 31 

matrix, with cubic voxels of 4.79 mm in size (identical to voxel sizes of the reconstructed 

SPECT images). The phantom dimensions (half-length = 77 mm) were much larger than the 𝛽-

particles’ maximum range (11 mm), to ensure that the kernel includes all dose-deposition due to 

𝛽-particles and most of the dose due to 𝛾-particles. The units of the PDK were dose per unit 

activity per unit time (mGy/MBq/s). Subsequently, the average absorbed dose-rate for each 

object was obtained by segmenting these 3-D dose-rate maps. Similar to the OLINDA method, 

two segmentation approaches were used: a fixed 40% threshold (method PDK-A) and the 
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physical object’s boundaries from CT (method PDK-B). The AADRs were calculated as the 

average voxel value within the segmented volumes. 

5.2.4.3 Monte-Carlo Simulations for 188Re Dosimetry Calculations 

In order to evaluate the accuracy of 188Re image-based dosimetry estimates, the reference 

AADR was calculated using the full Monte-Carlo simulation of a voxelized version of the hot-

water thorax phantom. The voxelized phantom (127 x 168 x 85, 1.95 mm voxel size) was created 

from CT-images of the real phantom filled with the true activity distributions (as measured with 

the dose-calibrator) for each object inside the phantom for configurations A and B (Figure 5.3). 

For simplicity, only three different materials were defined in the phantom simulations: air for the 

lungs, bone for the spine insert and water for the remaining volume (spheres, bottles and 

background).  

A total of 3 × 108 188Re decays were simulated for each phantom configuration and the 

dose deposited per unit time at each voxel within the phantom was recorded using the “dose 

actor” function in GATE.  Subsequently, the spheres and bottles were segmented on the 3-D 

Monte-Carlo dose distribution map using their true boundaries. The reference AADRs were 

calculated as the average voxel value within the segmented volumes. The statistical uncertainty 

(obtained using the GATE “dose-uncertainty” actor) of the Monte-Carlo absorbed dose 

calculations was less than 1.3% for voxels within the spheres and bottles and less than 5% for 

voxels belonging to the phantom background.   

5.3 Results 

5.3.1 Measurements of Camera Dead-time Factors 

Figure 5.2 A-B shows the primary photons’ count losses due to the dead-time for ME and 

HE collimators, measured with both camera detectors. These curves represent the observed 
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count-rates of primary photons (i.e., TEW-scatter corrected photopeak photons) as a function of 

the true primary photons count-rates. Because we used an additional 10 cm of water between the 

source and detector 1 (as compared to source-detector 2), detector 1 count-rates were not 

sufficiently high to generate any visible camera dead-time when using HE or ME collimator. For 

detector 2, the primary photon count-losses were observed with both HE and ME collimators and 

the measured dead-time was modelled as a combination of paralyzable and non-paralyzable 

system (Equation 5.1).  

The DTCF estimated from the HE and ME calibration curves were tabulated and plotted as 

a function of the total observed count-rate (Figure 5.2 C-D).  

5.3.2 188Re Quantification 

The experimentally determined camera calibration factors, required to convert the 

reconstructed image counts into activity values when using TEW-narrow energy window settings 

were equal to 0.840 cpm/kBq and 1.137 cpm/kBq for HE and ME collimators, respectively. The 

use of wide window settings for scatter correction of the calibration scan yielded slightly larger 

calibration factors, 0.853 cpm/kBq (HE) and 1.161 cpm/kBq (ME).  

The activity recovery curves (i.e., ratio of reconstructed to true object’s activity) 

determined from the 188Re SPECT images of objects segmented with the 1% threshold, the 40% 

threshold and the CT-based volume-of-interests (VOIs) are shown in Figure 5.4. Data acquired 

with HE collimator and reconstructed using narrow TEW energy windows yielded relatively 

accurate RCs (errors below 7%) for objects in air (average RC = 0.95 ± 0.03) and water 

(average RC = 1.07 ± 0.02) segmented with the 1% threshold method. The use of ME 

collimator combined with the 1% threshold segmentation and narrow TEW settings resulted in 

RCs consistently lower than those of HE, with RC average values of 0.86 ± 0.04 and 1.00 ±
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0.05 for sources in Air and Cold-water, respectively. The RCs were mostly independent of the 

object size for objects larger than 30 mL (>2.5 cm in diameter), scanned in cold background (Air 

and Cold-water) and segmented using a 1% fixed threshold. Although the same segmentation 

was applied for images in Air and Cold-water, the RCs of objects in Cold-water were 

approximately 8% higher than RCs of objects in air. This 8% difference was observed at all 

objects sizes and for both collimators. 

The 40% fixed threshold method resulted in substantial underestimation of activities of 

most objects (RCs were always below 0.80) scanned using all experimental conditions and both 

collimators. The CT-based segmentation yielded slightly higher RCs than the 40% threshold 

method but still these RCs ranged from 0.60 (for objects with 2-3 cm in diameter) to 0.85 (for 

large objects), resulting in underestimation of the activities higher than 10%. 

For objects in cold background, the use of wide scatter windows for TEW scatter 

correction resulted in RCs approximately 5% to 10% higher than those obtained with narrow 

scatter window settings. This trend was observed in images acquired with both collimators. In 

the case of hot-background, the effect of the scatter window width on the RCs was more 

noticeable for ME collimator and large objects.  

Overall, the analysis of the RCs suggests that the use of HE collimator results in 188Re 

SPECT images with better quantification accuracy than those acquired with ME collimator.  



130 

 

 

Figure 5.4 Recovery curves (RC) of air, water and hot-water phantoms scanned with high-energy and 

medium-energy collimators and reconstructed the narrow (solid-line) and wide (dashed line) scatter window 

settings. Note: data with wide scatter windows settings were available for phantom configuration A only. 

The quantification accuracies (i.e., percent errors) of the activity measurements in the 

entire SPECT images of the thorax phantom with and without DTCF are reported in Table 5.3 

and are summarized in the box-plots of Figure 5.5. The activity values measured with the dose-

calibrator were decay corrected to the beginning of each scan. For experiments where activities 

were high enough to cause dead-time losses (only acquisitions with ME in our study), including 

DTCFs improved the accuracy of activity quantification (errors decreased from 18% to <10%, 

Figure 5.5 B). The application of DTCF was particularly important for ME collimator 

acquisitions, where the estimated camera dead-time losses of primary photons were as high as 

13.9% (phantom B, ME hot-water in Table 5.3). For the phantom images acquired with HE 
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collimator, the estimated DTCFs were always lower than 2% and the change in quantification 

accuracy was negligible (Figure 5.5 A). 

 

 

Figure 5.5 Box-plots summarizing the quantification errors of the total activity measured in the SPECT 

images of the phantoms with and without dead-time corrections. The dashed lines show the ±𝟏𝟎% error 

limits.
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Table 5.3 Phantom activities, estimated dead-time correction factors and percentage errors of total phantom 

activity quantification. Note: Phantom A, Hot-Water has relatively low activity as it was scanned three half-

lives later after Air and Water measurements. 

Phantom 

Configuration 

- Collimator 

Background 

Conditions 

True 

Total 

Activity 

[MBq] 

Estimated 

DTCF 

[%] 

Reconstructed 

Activity with 

no DTCF 

[MBq] 

Reconstructed 

Activity with 

DTCF [MBq] 

% error 

with no 

DTCF 

% error 

with 

DTCF 

A-ME Air 713 9.7 592 649 -17 -9.0 

 Water 648 3.7 625 647 -3.6 -0.1 

 Hot-water 525 2.7 474 487 -9.7 -7.3 

A-HE Air 697 0.7 676 681 -3.0 -2.3 

 Water 664 0.6 714 718 +7.6 +8.2 

 Hot-water 491 0.2 483 483 -1.7 -1.6 

B-ME Air 586 5.8 537 568 -8.3 -3.0 

 Water 563 3.4 579 599 +2.8 +6.3 

 Hot-water 1227 13.9 1006 1146 -18 -6.6 

B-HE Air 575 0.6 591 594 +2.7 +3.3 

 Water 554 0.3 608 608 +9.7 +9.7 

 Hot-water 1193 1.6 1206 1225 +1.1 +2.7 

 

5.3.3 Image-Based Dosimetry 

Figure 5.6 evaluates the accuracy of 188Re image-based dosimetry calculations using the 

four investigated methods (OLINDA-A, OLINDA-B, PDK-A and PDK-B). The dosimetry 

calculations were performed using images of the hot-water phantom only since these represent 

the most realistic conditions, best approximating those of 188Re therapy scans.  
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Figure 5.6 Percent errors of the average absorbed dose-rates calculated using: OLINDA S-Values with 40% 

threshold segmentation (OL-A), OLINDA S-Values with CT-based segmentation (OL-B), point dose kernel 

with 40% threshold segmentation (PDK-A) and point dose kernel with CT-based segmentation (PDK-B). 

All dosimetry methods underestimated the average absorbed dose rates (AADR) by more 

than 10%, as shown by the negative error values on the box plots in Figure 5.6. For images 

obtained with HE collimator, the average errors for OLINDA-A and OLINDA-B were equal to –

30% (range -54% to -12%) and –22% (range -43% to -11%), respectively. The average error for 

AADR estimated using PDK-B method was -29% (range -59% to -14%) while PDK-A yielded 

the most accurate results, with an average error of -15% (range -18% to -3%). The errors of 

PDK-A decreased to -10% on average when only objects with large volumes (>30 mL) were 

considered.  

As expected, the AADR estimated from ME collimator images were lower than those 

obtained with HE which was consistent with the trend of RCs observed in ME and HE images.  
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5.4 Discussion 

5.4.1 Accuracy of 188Re SPECT Image Quantification 

Figure 5.2 C-D shows that, for the same observed total count-rate, the count losses of 

primary photons for ME collimator were only slightly larger (i.e., higher DTCF) than those for 

the HE collimator. This result agrees with our hypothesis that primary photon dead-time losses 

depend mostly on the total observed count-rate. However, the same total observed count rates for 

ME and HE result from much lower activity when ME collimator is used, partly due to its higher 

septal penetration. Therefore, the losses of primary photons due to dead time for ME are 

typically substantially higher than those of HE at the same activity level (Figure 5.5 and Table 

5.3). 

Our analysis of RCs for objects with different sizes placed in a cold background (air and 

water phantom) and segmented with a 1% fixed threshold allowed us to investigate the 

quantification accuracy of 188Re image reconstructions without the influence of the partial 

volume effects (PVE). Additionally, the measurements of objects in air and water helped us to 

compare the performance of attenuation and the TEW scatter corrections in these conditions.  

It is interesting to notice that, regardless of the segmentation method, the RCs for objects in 

water were always higher than those of objects in air. To clarify this issue, we investigated the 

performance of the TEW scatter corrections using Monte-Carlo simulations (Section 5.2.2). A 

point source in air (modeling the conditions of the calibration acquisition), and a 2-cm diameter 

sphere placed in air and water (modeling the experiment) were simulated. Figure 5.7 shows the 

differences between the simulated true scatter, the simulated TEW-narrow scatter estimate, and 

the simulated TEW-wide estimate (for simulations with HE collimator). The analyses of the 

simulated energy spectra and the projections of scattered photons show that for sources in air the 
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number of photons in the TEW-scatter windows exceeds the true scattered photons. Therefore, 

the reconstructed activity is lower than the true activity. However, this situation is reversed for 

the sphere placed in water, where simulations indicate that TEW-scatter windows seriously 

underestimate the true scatter. Similar results were obtained for simulations with ME collimator 

(Figure 5.8).   

The Monte-Carlo simulations also revealed that scatter estimates using the wide energy 

window settings are slightly lower than those obtained with narrow TEW settings (Figure 5.7 

and Figure 5.8). This effect is mostly due to the substantial contribution of the tails of the 

photopeak into narrow scatter windows. Therefore, the RCs for images reconstructed with 

narrow TEW settings are consistently lower than RCs for images with wide settings. This result 

is not as pronounced for scans in cold water, where the effect of underestimation of scatter by 

TEW dominates and, amplified by attenuation correction, causes RC to be 8-10% higher than 1. 

The TEW method, although simple and practical, only approximates the true scatter and its 

performance depends on the object scattering conditions (see Figure 5.7, sphere in air and water). 

Robinson et al 2016 [27] also reported a similar overestimation of activity due to TEW in a 

phantom study using 177Lu. To compensate for the differences between the estimated scatter and 

the true scatter, the use of scaling factor was suggested [42,159]. 

The investigation of quantification accuracy for scans of objects placed in hot background 

(which represents clinically realistic conditions), underlines the importance of an adequate 

segmentation method. The RCs for objects segmented using the 40% threshold clearly show that 

this segmentation fails to recover the true objects’ activities in both HE and ME collimator 

images. This is caused by the partial volume effects. Although the loss of resolution was 

compensated in our reconstruction algorithm, the implemented method did not model septal 
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penetration. Septal penetration of high-energy photons was substantial in both these cases [144]. 

Additionally, the 40% threshold method yielded noisy RCs (i.e., RCs that did not increase 

“smoothly” with object’s diameter). Such variability in RCs could be due to the fact that the size 

and shape of the segmented VOIs were very sensitive to the statistical noise, the shape of the 

object and the activity distribution within the segmented object. Although the objects in our 

study were filled with uniform activity, the use of resolution recovery during reconstruction 

created Gibbs artefacts (displayed as “horns” at the edges of large objects, or as a “peak” in the 

center of small objects) which resulted in non-uniformities of activity in the SPECT image of 

these objects. The Gibbs artefacts are rarely apparent in patient studies, however, they may 

influence activity distribution and this analysis illustrates the variability of accuracy of activity 

quantification using a fixed thresholding method.   

For CT-based segmentation, the activity RCs were approximately 5% higher (on average) 

than those obtained with the 40% threshold segmentation because CT-derived VOIs were 

consistently larger than those obtained with the 40% threshold method. The recovery values were 

always below 0.85 except for the large objects (> 100 mL) reconstructed with wide TEW energy  

settings. 
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Figure 5.7 Comparison of simulated true scatter, simulated TEW-narrow scatter estimate and simulated 

TEW-wide scatter estimate from a 188Re point-source and a 2.0 cm diameter sphere filled with 188Re in air 

and water and scanned using HE collimator. Row 1: simulated energy spectra obtained from counts within a 

5.0 cm diameter circular ROI around the source center. The wide (W) and narrow (N) scatter window 

settings are indicated with vertical dashed lines. Row 2-4: Simulated projection images. Row 5: profiles along 

the simulated projection images. 
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Figure 5.8 Comparison of simulated true scatter, simulated TEW-narrow scatter estimate and simulated 

TEW-wide scatter estimate from a 188Re point-source and a 2.0 cm diameter sphere filled with 188Re in air 

and water and scanned using ME collimator. Row 1: simulated energy spectra obtained from counts within a 

5.0 cm diameter circular ROI around the source center. The wide (W) and narrow (N) scatter window 

settings are indicated with vertical dashed lines. Row 2-4: Simulated projection images. Row 5: profiles along 

the simulated projection images. 
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In terms of the quantification accuracy of total activity measurements in the entire 

phantom, the point source calibration method applied to 188Re images reconstructed with CT-

based attenuation corrections, TEW-narrow scatter correction, resolution recovery and dead-time 

corrections resulted in errors below 10% for all the investigated phantom configurations (Figure 

5.5 and Table 5.3). The accuracy achieved in this study for 188Re is similar to that reported by 

other phantom studies of 99mTc, 111In, 131I [17] and 177Lu [29,148], demonstrating that the 

standard reconstruction with corrections yields relatively accurate quantification of 188Re total 

activities. The remaining challenge, however, is image segmentation and partial volume effect 

corrections on nuclear medicine images. 

Due to septal penetration of high-energy photons the dead-time losses for the ME 

collimator were as high as 14% (Table 5.3) for 1.2 GBq activity, a typical dose in 188Re 

radioembolization procedures [44]. The use of the HE collimator considerably decreased septal 

penetration and minimized the DT losses. In our study, the applied DTCFs did not completely 

recover the activity of ME images (Table 5.3), causing RCs to be slightly lower than those of the 

HE images, but still below ±10% (Figure 5.5 B).  

One limitation of the proposed dead-time correction method is that it estimates the DTCF 

based on the count-rate of the whole energy spectrum averaged over all the acquired 

tomographic projections which may not apply to patient studies that show large variations in the 

count-rate across different projection angles. However, these deviations in DTCF will be small 

and will only marginally affect the overall DT corrections (which for HE collimator usually 

remain below 10%).  Additionally, despite this limitation, the simplicity of this approach and the 

resulting improvement of activity quantification (especially for high-activity studies acquired 

with ME scans) seems to justify its potential use in clinics. 
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Another factor that needs to be considered for image quantification is the camera 

calibration factor. Different methods for camera calibration have been proposed [8,148]. The 

point source planar method is a simple method and it is expected to provide accurate estimates of 

activity if all the image-degrading factors are properly compensated during the reconstruction 

[29]. Alternatively, if the reconstruction algorithm is not fully quantitative, a calibration factor 

derived from a tomographic acquisition of a large phantom filled with activity is recommended 

as it is expected that in this case both the calibration phantom and patient images would suffer 

from the same quantification inaccuracies [8]. In our study, the camera calibration factor was 

determined using the planar image of a 188Re point source scanned in air, with corrections for 

scatter using TEW. The TEW method was required to remove the down-scattered high-energy 

photons recorded in the photopeak window of the planar calibration image. 

5.4.2 Accuracy of 188Re SPECT Image-Based Dosimetry 

The determination of the absorbed dose in an entire organ or tumour requires segmentation 

of this organ/tumour volume (volume of interest, VOI). With the reconstruction techniques used 

in this study, both the 40% fixed threshold (OLINDA-A and PDK-A) and CT-based 

segmentations (OLINDA-B and PDK-B) under-estimated the absorbed doses by more than 10%.  

For the PDK-A, the average errors in AADRs were much lower than those obtained with 

OLINDA-A (average errors were equal to -15% and -30%, respectively).  On the other hand, 

when CT-segmentation was applied, the errors of AADRs estimated with OLINDA-B (average 

error of -22%) and PDK-B (average error of -29%) were similar to each other. Please note that 

since our reference dose obtained from MC simulations was estimated using true volumes of the 

objects (which is equivalent to CT-based segmentation), these errors must be attributed to other 

causes than segmentation. Indeed, in our case these errors had different origins. For the 
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OLINDA-B method, the dose was underestimated because the CT volumes were not large 

enough to completely recover the objects’ activities (due to partial volume effect). For the PDK-

B method, the convolution with the dose kernel on the activity map (which was already suffering 

from partial-volume effects) decreased the average dose value within the segmented object’ 

volume. 

The analysis of the impact of image segmentation on the activity map (OLINDA) or dose-

rate map (PDK) helped us understand why PDK-A yield better dose-rate estimates than all other 

methods. For the investigated SBR of 7:1, the 40% threshold delineated smaller volumes than 

those found within CT-based boundaries (as illustrated in Figure 5.3). These smaller volumes did 

not include many voxels belonging to the dose fall-off tails, so the resulting calculated average 

dose-rates were less affected by the partial volume effect. It is important to note, however, that 

this result cannot be generalized to other scans, as the difference between VOI obtained with 

40% threshold and that from CT-image will depend on the SBR, as well as on the activity 

distribution within the organ of interest. 

In summary, our results illustrate the variability of dose-estimates and emphasize the need 

for better segmentation methods. 

The use of the PDK method for image-based dosimetry calculations offers the possibility 

to investigate dose profiles, dose-volume histograms (DVH), and other parameters such as 𝐷90 

(commonly used in external beam radiotherapies). There is evidence that suggests that average 

absorbed dose might not be predictive of deterministic effects like tumor-control and organ 

toxicities [8]. For instance, Shcherbinin et al 2013 determined that 𝐷90 tumor dose correlates 

better to patient response than the average tumor dose for patients receiving 188Re-Human Serum 

Albumin radioembolization. 
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The analysis of these parameters on SPECT-based dose maps, however, must be done 

carefully. Firstly, the images compensated for resolution loss may display  Gibbs artefacts [160] 

which are displayed as “horns” at the edges of large objects with sharp boundaries (Figure 5.9 

E); or as a “peak” at the center of small objects (Figure 5.9 B). The presence of Gibbs artefacts 

may impact the accuracy of the DVH [161].  To illustrate the severity of this problem for 188Re, 

dose-rate profiles and DVHs for the 20 mL and 110 mL spheres inside the hot water phantom 

were generated and compared to the reference values obtained from Monte-Carlo (Figure 5.9).  

Additionally, large differences are observed in DVHs generated from dose-maps derived 

from images with and without resolution recovery. Using these DVHs, the 𝐷90 values can be 

determined. For example, the estimated 𝐷90 doses obtained from DVHs of images compensated 

for resolution (i.e., affected by Gibbs artefacts) were 22 Gy and 6.8 Gy for the small and large 

sphere, respectively. These estimates, however, decreased to 13.5 Gy (small sphere) and 5.6 Gy 

(large sphere) if no resolution recovery is applied. The reference 𝐷90 doses obtained from 

Monte-Carlo derived DVHs were 30.7 Gy and 8.8 Gy for the 20-mL and the 110-mL sphere, 

respectively. These large variabilities in the DVHs and 𝐷90, which depends on the resolution 

recovery and the segmentation method, reflect the importance of investigating the accuracy of 

the image reconstruction and dosimetry method to be applied in clinical studies. Although not 

discussed here, other factors such as noise and reconstruction parameters (iteration numbers) 

might also affect the accuracy of the DVHs [161]. For example, the convergence rate for objects 

in hot background might be lower than that of objects in cold background. As a result, images of 

objects in hot-background might yield lower RCs (and hence, dose estimates) than images in 

cold background if the same number of subsets and iterations are used.
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Figure 5.9 (A,D) Monte-Carlo dose-maps showing the 20-mL sphere and the 111-mL sphere in hot water; 

(B,E) Dose-profiles along the 20-mL sphere and the 111-mL sphere for three cases: Monte-Carlo dose-map, 

dose-map obtained from images reconstructed with (“PDK-A RR”) and without resolution recovery + filtered 

with a 5-mm Gaussian kernel (“PDK-A no RR + Gaussian”); (C,F) Dose volume histograms calculated for 

the 20-mL and 111-mL spheres derived from images with and without resolution recovery. The cumulated 

dose was calculated from the dose-rate map, assuming the physical decay of 188Re only. 

5.5 Conclusions 

In this work, the accuracy of activity quantification and image-based dosimetry 

calculations of 188Re was evaluated using phantoms and Monte-Carlo simulations. The 

experimental conditions resembled those of typical 188Re radioembolization therapy scans. 

In conclusion, good accuracy of activity quantification (errors below 10%) was obtained 

for the entire phantom and for objects scanned in cold background (air and water) when 

reconstruction was performed with OSEM (10 subsets, 8 iterations), with CT-based attenuation 

correction, TEW scatter corrections with narrow scatter windows, resolution recovery and dead-

time correction was applied. However, the accuracy of activity quantification for objects placed 

in hot water was strongly influenced by the applied segmentation method. Substantial errors 
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(20% and higher) were observed when object activities were determined using the 40% 

thresholds or object boundaries were obtained from CT images. The use of a ME collimator 

resulted in large dead-time losses that decreased quantification accuracy despite the fact that the 

dead-time correction was applied. The Monte-Carlo simulations confirmed that TEW scatter 

correction applied to 188Re, although practical, yields only approximate estimates of the true 

scatter. 

In terms of image-base dosimetry, the errors of the 188Re average absorbed dose rates were 

larger than 10% for both dosimetry methods used in this study. However, our analysis suggests 

that these errors are not related to SPECT quantitation, but were mostly due to partial volume 

effects and were further exacerbated by the poor segmentation methods. 

For patient-specific dose calculations of 188Re therapies, the use of improved segmentation 

methods, such as the iterative adaptive threshold [162], potentially could reduce these errors. 

Alternatively, the errors in dose estimates can be decreased by applying correction factors for 

partial-volume effects, for example by using coefficients derived from the recovery curves. 

In spite of this somehow limited accuracy of dose calculations, in our opinion patient 

specific image based dosimetry does provide information which is sufficient and crucially 

important and will allow physicians to correlate administered activities and doses delivered to 

tumours and critical organs with the therapy outcomes. 
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Chapter 6: Image-Based Dosimetry of Patients Undergoing 188Re-Lipiodol 

Trans-arterial Radioembolization 

6.1 Introduction 

The Canadian Cancer Society reports that the incidence of primary liver cancer 

(hepatocellular carcinoma) and secondary liver cancer, with the most common form being 

metastatic colorectal carcinoma, are on the rise [163]. These types of cancers are one of the 

leading causes of cancer related deaths worldwide [164]. For patients suffering from primary or 

secondary liver cancer, resection represents the therapy of choice, but only a minority of patients 

fulfil the criteria for resection surgery or liver transplantation [165].  When surgery is not an 

option, other treatment strategies are being used such as systemic chemotherapy for liver 

metastases [166], hepatic arterial embolization (with or without chemotherapy), radiofrequency 

ablation [167] or brachytherapy [168]. External beam radiotherapy might also be effective but 

can only be applied in localized disease. Another alternative for these patients is the use of 

radioembolization with radioactive particles.  

The majority of radioembolization procedures involve the use of 90Y-microspheres (glass 

or resin) [169]. The high-energy of 90Y 𝛽-emissions (Table 1.2) makes this isotope suitable for 

treating tumors. However, since 90Y is a pure 𝛽-emitter, imaging the microsphere biodistribution 

within the patient is commonly performed with Bremsstrahlung SPECT, which is not optimal for 

quantitative measurements [170]. Alternatively, quantitative 90Y imaging can be achieved using 

PET/CT [171], but this imaging procedure has some drawbacks. Due to the very low emission 

yield of positrons by 90Y, these PET images suffer from high levels of noise, and also PET/CT 

scanners are less common than SPECT/CT in nuclear medicine departments due to their high 
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cost. Additionally, the commercially available 90Y microspheres are expensive, making this 

treatment option inaccessible in some cases, especially for developing countries where 

hepatocellular carcinoma has high prevalence in the population [44].  

The use of 188Re for radioembolization offers advantages with respect to 90Y. As 

demonstrated in Chapter 5, its 155 keV 𝛾-emissions allows performance of quantitative 188Re 

SPECT and image-based dosimetry. In addition, the availability of 188Re through the generator 

makes the treatment less costly and more practical as 188Re can be produced on site. Overall, 

188Re is a very attractive isotope for Radioembolization. 

The main clinical experience with 188Re radioembolization comes from on a large study 

sponsored by IAEA that involved 8 countries [44,72]. In this study, 185 patients received 

radioembolization using 188Re-Lipiodol. Among these patients, 25% of them showed objective 

response (tumor size reduction by 50%, as seen on CT); stable disease was observed in 53% and 

tumor progression in 22%. Overall, this multi-center study showed that 188Re-Lipiodol is a safe 

and cost-effective method to treat primary HCC. An alternative carrier to deliver 188Re in 

radioembolization studies is Human Serum Albumin (HSA). Two small 188Re-HSA clinical 

studies with 10 and 13 patients were carried out in Germany and Poland, respectively [70,71]. In 

the German study, Liepe et al [70] reported that 2 out of 10 patients showed partial response to 

therapy, 5 out of 10 showed stable disease, and 3 out of 10 showed disease progression. 

Similarly, Nowicki et al [71] reported a partial response in 1 out 13 patients, stable disease in 7 

out of 13 and disease progression in 5 patients. The slightly worse outcomes in the European 

studies (relative to the IAEA trial) can be related to the fact that these studies included patients 

with HCC and colorectal liver metastases, whereas the IAEA study mostly included patients with 

HCC, which has better prognosis than the secondary liver cancer. 
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The organs at risk during 188Re radioembolization therapies are the lungs, the liver and the 

bone marrow with maximum tolerated doses of 12 Gy, 30 Gy and 1.5 Gy, respectively [57]. 

Zanzonico et al [57] developed a clinical algorithm to estimate the patient-specific therapeutic 

activity for 188Re-Lipiodol radioembolization. In this protocol, a pre-treatment 188Re ‘scout’ 

planar scan is used to estimate the maximum injected activity (i.e., the therapeutic dose) that 

would result in organs-at-risk doses below the tolerance limits. The protocol was applied to the 

IAEA study. Despite the efforts by the IAEA team to perform patient-specific treatment planning 

and the reported promising results, there is still room for optimization. Firstly, the treatment 

planning in the IAEA study was based on a single 188Re whole-body planar image which had 

limited quantitative accuracy due to the lack of depth information and proper quantification, 

which could lead to sub-optimal prediction of therapeutic activities. Secondly, the protocol relied 

on the assumption that biological clearance of 188Re Lipiodol by tumor and other organs was 

very low and therefore, the effective clearance was modelled by the physical half-life of 188Re. 

This assumption, which was based on 131I-Lipiodol studies [172], was not confirmed during the 

clinical study due to the lack of patient images at multiple time points after 188Re-Lipiodol 

administration.  

Applying quantitative SPECT to 188Re therapies not only would improve the treatment 

planning, but would also allow us to perform accurate calculations of doses absorbed by tumors 

and organs at risk. The current dose-limits for lung, liver and marrow are inferred from external 

beam radiotherapy. There is a growing evidence that radiobiology and tissue response in 

radionuclide therapies are different from those in external beam therapies because of the 

differences in dose rates and dose distributions [173,174]. Furthermore, the availability of 3-D 

dose distribution would allow us to investigate the relationship between Dose-Volume 
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Histograms (DVHs) or D90 doses and the patient response to therapy. In some cases, it has been 

shown that these parameters are better predictors of biological response than the mean absorbed 

doses [8,71]. 

The objective of this study was to apply the quantitative methods developed in this thesis 

to perform patient-specific dosimetry of patients undergoing 188Re-Lipiodol radioembolization. 

For the scope of the thesis, this work is intended as an illustration of the capabilities of these 

methods allowing us to discuss their practical limitations. The data presented in this study have 

been obtained in the scope of the collaboration between the Medical Imaging Research Group 

(Vancouver, Canada) and the Nuclear Medicine department at Kovai Center Medical Hospital 

(Coimbatore, India). In this study, the following objectives are being addressed: 

1) Determination of the effective half-life of 188Re Lipiodol in tumors and organs at risk. 

2) Determination of average absorbed radiation dose to tumor and organs at risk based on 

quantitative SPECT imaging. In the future, the correlation between the average doses 

and biological response will be investigated. 

3) Comparison of the 188Re-Lipiodol radioembolization average absorbed tumor/organ 

doses obtained with two dosimetry methods: OLINDA and Voxel S-Value. 

4) Investigation of the correlation between DVHs (and/or other parameters derived from 

3-D data) and the biological response. 

Up to date, only four patients’ data have been analyzed. Therefore, the results that are 

presented here must be considered only as an illustration of the application of the 188Re 

quantitative methods. 
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6.2 Materials and Methods 

6.2.1 Preparation of 188Re-Lipiodol 

Rhenium-188, in the form of sodium perrhenate (Na188ReO4), was eluted from a 

188W/188Re generator (iTG – Isotopen Technologien München, Germany) using a 0.9% NaCl 

solution. Rhenium-188 Lipiodol labelling was performed using Rhenium-4-hexadecyl-4,-7-

diaza-1,-10-decaedithiol Lipiodol 188 (188Re-HDD-Lipiodol) labelling kits, following the 

procedure described previously in Paeng et al 2003 [175]. The labelling kits were obtained from 

Seoul National University Hospital, Korea. Routine quality control testing for radiochemical 

purity was done prior to patient injection, consisting mainly in thin layer chromatography. 

The activity of 188Re was measured prior to the labelling procedure using a Capintec CRC-

25 R dose calibrator (Capintec, USA). Based on our findings from Chapter 2 (Section 2.3.1.2), 

and the published data [89], the dose calibrator dial settings were set to 621 × 10. 

6.2.2 Patient Selection Criteria 

Patients with histologically proven hepatocellular carcinoma (HCC) who fell under Child-

Pugh class A with adequate bone marrow & liver function were selected for the study. Only 

patients who demonstrated uni-lobular involvement in contrast-enhanced CT (CCT) images were 

included in the study. The patients with extra-hepatic metastases, chronic kidney disease and 

significant co-morbidities were excluded from the study. A written informed consent was 

obtained from all the patients before taking part in the study. 

Up to date, a total of 4 patients (2 males and 2 females) with a mean age of 49 years (range 

20 years to 71 years) have been included in the presented work. The radioembolization treatment 

and all the image acquisitions were performed at the nuclear medicine department in Kovai 

Medical Centre Hospital (KMCH) (Coimbatore, India). 
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6.2.3 Treatment Planning and Imaging Protocol 

For each patient, the image protocol consisted of a diagnostic CCT and a series of 2 to 3 

nuclear medicine acquisitions performed at 𝑡1= 3 hours, 𝑡2= 12 hours and 𝑡3= 48 hours post-

administration of 188Re-Lipiodol.  

The therapeutic activity of 188Re-Lipiodol was calculated empirically based on the patient’s 

tumor volume determined on the diagnostic CCT image. Approximately, 37 MBq (1 mCi) of 

188Re was administered per mL of tumor. For very small tumors, the dose per unit volume was 

increased up to 92.5 MBq/mL (2.5 mCi/mL) whereas for very large tumors, the dose was 

decreased to approximately 14.8 MBq/mL (0.4 mCi/mL).  

For each nuclear medicine acquisition, a whole-body anterior/posterior planar scan and a 

SPECT/CT scan of the lungs-abdominal area were performed using a SymbiaT SPECT/CT 

camera (Siemens Medical, Germany) equipped with the HE collimator. In order to acquire an 

image of the whole-body, the speed of the patient-bed was set to 15 cm/min. During SPECT 

acquisitions, a total of 32 projections (20 seconds/view) were acquired over 360 degrees around 

the patient (angular step = 360/32 = 11.25 degrees). The nuclear medicine data were collected 

using the quantitative “narrow” energy window settings (Section 5.2.1.1, Table 5.1). In addition, 

a low-dose CT was also acquired to be used for attenuation correction of the SPECT images. The 

details of each patient’s protocol (administered activity, tumor volume and imaging times) are 

reported in Table 6.1. 
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Table 6.1 Administered 188Re-Lipiodol activities, tumor volumes and imaging protocols of the four patients 

investigated in this study. The tumor volumes (reported by the physicians) were determined from diagnostic 

contrast enhanced CT images. 

 Injected 

Activity 

[MBq] 

Tumor 

Volume 

[cc] 

Whole-

body 

Scans 

SPECT/CT 

Scans 

Acquisition 

# 1 [h] 

Acquisition 

# 2 [h] 

Acquisition 

# 3 [h] 

Patient 01 1296 22 2 2 1.3 27.7 N/A 

Patient 02 1527 10 2 2 4.6 27.3 N/A 

Patient 03 1918 400 3 3 3.1 24.7 49.2 

Patient 04 5239 600 2 2 4.2 29.1 N/A 

 

6.2.4 Image Reconstruction, Camera Calibration and Activity quantification 

The whole-body planar data were processed according to the MIRD pamphlet No. 16 [43]. 

Since no transmission scans were available, attenuation and/or scatter corrections were not 

applied to these images. For this reason, the 2-D planar data were only used to determine the 

relative change in organ/tumor activities over time (i.e., shape of the time activity curve). 

The patient’s tomographic data were reconstructed using the 188Re quantitative protocol 

described in Chapter 5. The protocol consisted of standard OSEM reconstruction (8 subsets, 12 

iterations) with corrections for attenuation (CT-based), scatter (TEW [26]), dead-time (based on 

the experimental phantom calibration, Section 5.2.1.2) and resolution recovery (RR) [37]. The 

number of subsets and iterations (8 subsets, 12 iterations) was slightly modified with respect to 

the phantom quantification experiments (10 subsets, 10 iterations) because patient data were 

acquired using 32 projections, which did not allow one to create 10 subsets.   

The counts in the reconstructed images were converted into units of activity by applying 

the camera calibration factor (CF) determined with the point-source method (Section 5.2.3). The 
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details of this procedure, which was performed at KMCH, are as follows: a planar image of a 25 

MBq point source of 188Re was acquired for 10 minutes using the “narrow” energy window 

settings. The counts corresponding to high-energy down-scattered photons were removed from 

the planar image using the TEW method. The counts in the final image, which represents 

primary photons only, were obtained by applying a 1% threshold on this image. As expected, the 

CF obtained for the SPECT/CT camera at KMCH was similar to that obtained for our 

SPECT/CT in Vancouver because the same SPECT/CT system, collimator and energy window 

settings were used in both centers. This CF, however, cannot be applied to the whole-body planar 

images because the counts in these images do not represent counts from primary photons only.   

6.2.5 Dosimetry Protocols 

The goal of image-based dosimetry calculations is to determine the dose absorbed by 

tumor(s) and organs at risk on a patient-by-patient basis. For 188Re-Lipiodol radioembolization, 

the organs at risk include the normal liver, lungs and bone marrow. In addition, other organs that 

might uptake 188Re-Lipiodol are the stomach, kidneys, spleen and thyroid (Figure 6.1). In this 

study, the doses in these organs were estimated based on three quantitative protocols: the hybrid-

OLINDA, the hybrid-Voxel S-Value and the purely SPECT-Voxel S-Value. These methods 

combine two imaging protocols (hybrid planar/SPECT and purely SPECT imaging, Section 

1.3.2.2) to determine the time-integrated activity curves (TIACs) in source regions with two 

dosimetry methods (OLINDA and Voxel S-Value, Section 1.3.3), to calculate the average 

absorbed dose by target regions.  

In all methods, the whole-body planar images from different time points were co-registered 

to the whole-body image at 𝑡1 using a rigid-registration algorithm. Similarly, rigid registration 

was also applied to the CT and the SPECT images. The image-registration, organ segmentation, 
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TIACs calculations and dosimetry estimates were performed using Q-Dose, a software for 

dosimetry calculations in radionuclide therapy (ABX-CRO, Germany). The details of each 

protocol are described in the following sub-sections. 

6.2.5.1 Hybrid Planar/SPECT – OLINDA 

In the hybrid planar/SPECT-OLINDA method, rough boundaries of the source-regions 

(organs/tumor) were first delineated on the whole-body planar images. Subsequently, within 

these boundaries, a 40% threshold was applied to determine the count-rate (and therefore, the 

relative activity) within each segmented region of interest (ROI). For each patient, the following 

source regions were segmented on planar data: tumor, entire liver, normal liver, lungs, kidneys, 

spleen, stomach, thyroid and urinary bladder (see Figure 6.1). The normal liver ROI was defined 

as the difference between the entire liver ROI and the tumor ROI. Since the planar images from 

different time-points were co-registered to each-other, the activity as a function of time (time-

activity curve, TAC) was obtained for each source region. These curves only represent the 

relative activity change over time in each source organs. To determine the absolute time-activity 

curves, the source’s absolute activities were determined using the SPECT images and the curves 

were re-scaled as described in Section 1.3.2.2. The boundaries of the source-organs that were 

visible on the SPECT/CT FOV (i.e., all the listed organs except for the thyroid and the urinary 

bladder) were manually delineated based on their physical size using the CT image which was 

co-registered to the SPECT data. The boundaries of tumors were obtained in two steps. Firstly, a 

rough boundary was manually drawn (on the CT) within the liver segment or lobe that contained 

the tumor (as reported by the physicians). Secondly, a fixed threshold was applied within this 

boundary on the SPECT image such that the recovered volume would equal the reported tumor 
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volume of Table 6.1 (Figure 6.3). The quality of this approach to tumor segmentation will be 

discussed with the nuclear medicine physicians at KMCH. 

For each source region, the quantitative time-activity data were fit to a mono-exponential 

function: 

 
𝐴𝑓𝑖𝑡(𝑡) = 𝑎 × 𝑒

−
𝑙𝑛2
𝑇𝑒𝑓𝑓

𝑡
 

(6.1) 

where 𝑎 and 𝑇𝑒𝑓𝑓 are the parameters of the fit. The quantity 𝑎 represents the source region 

activity at time of injection (𝑡 = 0). The quantity 𝑇𝑒𝑓𝑓 represents the effective half-life of 188Re-

Lipiodol clearance in the source of interest, which is related to the physical half-life of 188Re 

(𝑇𝑝ℎ𝑦𝑠 = 17 ℎ) and the biological half-life (𝑇𝑏𝑖𝑜): 

 1

𝑇𝑒𝑓𝑓
=

1

𝑇𝑝ℎ𝑦𝑠
+

1

𝑇𝑏𝑖𝑜𝑙
. 

(6.2) 

This mono-exponential fit was only applied to time values between the first (𝑡1) and the last 

acquired time-point (𝑡𝑙𝑎𝑠𝑡). Since three of the patients were only scanned twice, the mono-

exponential function perfectly fitted the two data points 𝑡1 and 𝑡2. For Patient 03, which was 

scanned three times, the mono-exponential function fitted the data well (𝑅2 = 0.997). Between t 

= 0 hours and 𝑡1, the source activity was assumed to grow linearly. For 𝑡 > 𝑡𝑙𝑎𝑠𝑡, the activity was 

extrapolated assuming a mono-exponential clearance following the 188Re physical decay. Figure 

6.4 A shows the normalized tumor TACs of the four patients investigated in this study. The total 

number of decays within each source-region were calculated by analytical integration of the 

time-activity curves. The resulting TIACs were divided by the injected activity to determine the 

so-called “residence time”. The “residence time”, combined with the model of a 70-kg human 

(male or female) phantom, was used to determine the average organ radiation dose using 
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OLINDA/EXM 1.1 [47]. In order to determine the tumor and the normal liver dose, the 

OLINDA sphere model was used. This model assumes that the tumor/normal liver activity is 

uniformly distributed within a sphere that has a volume equal to the segmented tumor/normal 

liver volumes.  

 

Figure 6.1 Anterior whole-body view of Patient 01 showing the manually drawn organ's ROIs. Note: The 

thyroid and the urinary bladder were not visible on SPECT/CT. 

6.2.5.2 Hybrid Planar/SPECT – Voxel S-Value 

The imaging protocol, organ segmentation and time-activity curve determination of the 

hybrid planar/SPECT – Voxel S-Value method were identical to those of the hybrid-OLINDA 

method. The only difference between these two methods was the calculation of average 

organ/tumor doses. The hybrid – Voxel S-Value required the knowledge of the TAC for each 

voxel in the SPECT image. For a given segmented region, the shape of the TAC for each 

individual voxel was assumed to be that of the whole region. The absolute TAC for each voxel 
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was determined by re-scaling this relative-curve with this voxel activity. Subsequently, the area 

under each voxel’s TAC was calculated. As a result, a 3-D map of the total number of 188Re 

decays at each particular voxel was obtained. Next, this 3-D map was convolved with the 188Re 

PDK (Section 5.2.4.2) yielding a 3-D dose-map. Finally, the average tumor/organ absorbed dose 

was calculated as the average voxel value within the segmented region (tumor/organ) of interest 

on the dose-map. In addition to average doses, the 3-D dose map was used to generate tumor and 

normal-liver DVHs. Due to large non-uniformity of density within the lung-tissue and lack of a 

188Re PDK for this organ, the average doses absorbed by the lungs were not calculated with the 

Voxel S method. 

6.2.5.3 Purely SPECT – Voxel S-Value 

With the purely SPECT – Voxel S-Value, the time-activity curves for each organ and 

tumor were determined solely from SPECT data. The rest of the procedure was identical to that 

of the hybrid Voxel S-Value method. Since SPECT and CT data were co-registered, and SPECT 

images from different time points were also co-registered to each-other, the organ/tumor 

boundaries that were drawn on the CT image at 𝑡1 were propagated to the remaining time points. 

Additionally, due to the limitations and inaccuracies of rigid-registration of soft-tissue organs, 

the segmented volumes at each time point were reviewed and edited.  
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6.3 Results 

 

Figure 6.2 Planar images of 188Re-Lipiodol biodistribution in the four patients investigated in this study. The 

images shown were acquired 3 hours post-administration of the radiopharmaceutical. For comparison 

purposes, the counts in each image were normalized by the corresponding injected activity. 

Figure 6.2 shows the whole-body nuclear medicine images (anterior-view) of the four 

patients investigated in this study. The images were acquired approximately 3 hours after the 

administration of 188Re –Lipiodol. For the sake of comparison, the count-rate in each image was 

normalized to the corresponding injected activity. The maximum uptake of 188Re-Lipiodol is 

observed in the liver/tumor region. The thyroid and possibly the salivary glands also show large 

uptake, followed by those in the urinary bladder, the stomach, the kidneys, the spleen and the 

lungs. 

Figure 6.3 shows coronal views from CT and fused SPECT/CT images of each patient. 

Since Lipiodol is radio-opaque, its presence in liver tissue is clearly visible on the CT images. 

The fused SPECT/CT images in Figure 6.3 also show the boundaries of the delineated tumor 
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volumes. It is very important to keep in mind that the following results concerning effective half-

life, dose and DVH of tumors are based on the current segmentation method. 

Table 6.2 reports the effective half-lives for each organ/tumor determined with the hybrid 

and the purely SPECT imaging protocols. Both the hybrid and the purely SPECT methods 

yielded very similar effective half-lives for all the regions of interest and patients investigated. 

On average, the tumor effective half-life was 11.9 ± 2.5 h and 12.3 ± 1.4 h for the hybrid and 

the pure SPECT method, respectively. The 188Re-Lipiodol retention in the normal liver (12.2 ±

2.5 h for hybrid, 13.0 ± 1.3 h for purely SPECT) was similar to that observed in the tumor. The 

slowest observed clearance of 188Re-Lipiodol was found in the spleen (16.5 ± 2.7 h). The fastest 

clearance of 188Re-Lipiodol was observed in stomach (8.0 ± 0.8 h), thyroid (7.9 ± 0.5 h) and 

urinary bladder (6.8 ± 1.6 h). 
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Figure 6.3 CT (top-row) and fused SPECT/CT (bottom-row) coronal slices showing the 188Re-Lipiodol biodistribution within the liver and the 

segmented tumor boundaries of the four patients investigated in this study. 
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Table 6.2 Effective half-lives of tumor and organs at risk determined with the hybrid planar/SPECT method (H) and the purely SPECT method (P). 

 Tumor [h] Normal 

Liver [h] 

Stomach [h] Lungs [h] Kidneys [h] 

(Left/Right) 

Spleen [h] Thyroid [h] Urinary 

bladder [h] 

 H  P H P H  P H  P H  P H  P H  P H  P 

Patient 01 9.8 10.7 9.8 11.2 7.8 7.4 9.8 9.7 8.6 7.8 10.4 13.6 7.6 N/A 6.1 N/A 

Patient 02 10.8 12.1 11.0 13.6 8.9 9.0 8.5 8.5 9.8 21.1 17.9 21.0 7.7 N/A 9.6 N/A 

Patient 03 10.7 11.8 11.6 12.4 10.9 8.4 13.6 13.5 12.6 15.8 11.5 15.8 7.6 N/A 5.5 N/A 

Patient 04 16.2 14.6 16.3 14.7 11.5 7.0 11.6 11.5 14.0 9.2 17.2 15.8 8.7 N/A 6.0 N/A 

Average [h] 11.9 12.3 12.2 13.0 9.8 8.0 10.9 10.8 11.3 13.5 14.3 16.5 7.9 N/A 6.8 N/A 

SD [h] 2.5 1.4 2.5 1.3 1.4 0.8 1.9 1.9 2.1 5.4 3.3 2.7 0.5 N/A 1.6 N/A 
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Figure 6.4 Comparison of tumor time-activity curves for all the patients (A) and organ-time activity curves 

for Patient 03 (B). The time-activity curves were determined from purely SPECT data and were normalized 

by the injected activity. With this normalization, the area under these curves represents the residence time. 

The normalized tumor time-activity curves of each patient are shown in Figure 6.4 A. The 

presented tumor data of Figure 6.4-A indicates that, for very large tumors (Patient 03 and Patient 

04), approximately 20% to 25% of the injected activity localized in the tumor volume at 𝑡1. For 

very small tumors (Patient 01 and Patient 02), approximately 5% of the injected activity 

localized in the tumor site. Figure 6.4 B shows the differences between the tumor and the organ-

at-risk time-activity curves of Patient 03, reflecting the higher concentration of 188Re in tumor 

with respect to normal liver, stomach or lungs.  

Table 6.3 compares the tumor and organ doses per injected activity (averaged over all 

patients) estimated with the hybrid-OLINDA, hybrid-Voxel S and purely SPECT – Voxel S 

methods. On average, the coefficient of variation of the relative tumor and normal-liver doses 

estimated with the three methods was 2% and 5%, respectively. In terms of organ doses, the 

hybrid-Voxel S and the purely SPECT – Voxel S methods also yielded comparable results, with 
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an average percent difference (determined as 
𝐷𝑂𝑆𝐸ℎ𝑦𝑏𝑟𝑖𝑑−𝐷𝑂𝑆𝐸𝑝𝑢𝑟𝑒

𝐷𝑂𝑆𝐸𝑝𝑢𝑟𝑒
× 100) equal to +20%, -20% 

and -4% for stomach, kidneys and spleen doses, respectively. The hybrid-OLINDA method, 

however, yielded stomach doses substantially smaller than the Voxel-S methods. The opposite 

trend was observed for hybrid-OLINDA spleen doses. These differences are mostly due to the 

fact that OLINDA assumes that the activity is distributed uniformly in the standard organ 

geometry of an adult phantom (male or female), whereas Voxel-S methods account for the true 

volume and activity distribution to calculate the average dose. The stomach volumes of the 

standard phantoms used in OLINDA were often larger than those of the patients (determined 

from their CT images) whereas the OLINDA spleen volumes were usually smaller than those 

obtained from CT images. The dose-estimates obtained with OLINDA can be improved by 

introducing a scaling factor that takes into account the patient-specific organ mass.  

Table 6.3 Tumor and organs at risk doses per injected activity. The doses were determined with the Hybrid 

OLINDA, the Hybrid Voxel S and the Purely SPECT Voxel S methods. All quantities are expressed in 

mGy/MBq. Data are average ± SD over the four patients. The quantities in parenthesis represent the range of 

values. 

 Hybrid OLINDA Hybrid Voxel S Purely SPECT Voxel S 

Tumor 12.5 ± 13.1  

(3.7 − 31.9) 

11.9 ± 11.3 

(3.4 − 27.8) 

12.2 ± 12.7 

(3.2 − 30.8) 

Normal Liver 0.95 ± 0.72 

(0.37 − 1.96) 

0.85 ± 0.66 

(0.33 − 1.76) 

0.93 ± 0.78 

(0.35 − 2.01) 

Stomach 0.24 ± 0.08 

(0.13 − 0.32) 

0.66 ± 0.13 

(0.53 − 0.81) 

0.55 ± 0.16 

(0.34 − 0.71) 

Lungs 0.20 ± 0.07 

(0.11 − 0.27) 

N/A N/A 

Kidneys 0.24 ± 0.12 

(0.07 − 0.34) 

0.23 ± 0.13 

(0.08 − 0.41) 

0.29 ± 0.11 

(0.20 − 0.45) 

Spleen 0.45 ± 0.28 

(0.10 − 0.54) 

0.24 ± 0.17 

(0.10 − 0.48) 

0.25 ± 0.16 

(0.11 − 0.45) 
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Regardless of the method, the calculated average dose in lungs and normal liver were well 

below the maximum tolerated values (30 Gy for liver, 12 Gy for lungs) in all the patients (Table 

6.4). The dose absorbed by bone marrow, however, was not determined on this study. The 

absorbed tumor doses ranged from 9 Gy (Patient 03) to approximately 48 Gy (Patient 02). As 

shown in Figure 6.2, there was large accumulation of 188Re in the thyroid and salivary glands 

which might indicate that a fraction of 188Re (in the form of perrhenate) is dissociated from 

Lipiodol in-vivo and travels in the circulatory system. Unfortunately, neither the thyroid or 

salivary glands organs were visible on the SPECT/CT images. Therefore, accurate estimates of 

the absorbed doses are not available. Nevertheless, the absorbed dose to the thyroid was 

estimated semi-quantitatively using only the planar images. These estimations ranged from 3 Gy 

(Patient 01) to 12 Gy (Patient 04).  

Table 6.4 Radiation doses absorbed by tumor, normal liver and lungs calculated with the hybrid - OLINDA 

(H-O), the hybrid - Voxel S (H-VS) and the purely SPECT - Voxel S (P-VS) methods. All the quantities are in 

Gy. 

 Tumor Normal Liver Lungs 

 H-O H-VS P-VS H-O H-VS P-VS H-O H-VS P-VS 

Patient 01 11.65 11.05 12.05 1.27 1.17 1.28 0.32 N/A N/A 

Patient 02 48.78 42.44 47.08 2.99 2.69 3.07 0.41 N/A N/A 

Patient 03 9.55 8.87 9.34 0.65 0.57 0.61 0.28 N/A N/A 

Patient 04 19.14 17.84 16.51 2.61 2.15 1.92 0.61 N/A N/A 
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Figure 6.5 shows the tumor and normal-liver DVHs generated from the hybrid – Voxel S-

Value method for each patient. The use of DVHs in this clinical study will be discussed with the 

physicians in the future. 

 

Figure 6.5 Dose volume histograms (DVH) of tumor and normal liver volumes of the patients investigated in 

this study. For the sake of comparison, the dose-range on each DVH is set to [0Gy, 50Gy]. 

6.4 Discussion 

The presented patient data (only 4 patients) corresponds to a small subset of a large clinical 

study that includes 30 patients receiving 188Re-Lipiodol for treatment of primary HCC. For this 

reason, the trends and findings obtained with these data might not be representative for the 

complete patient dataset. Furthermore, the segmented tumor boundaries based on the fixed-

threshold value that recovered the tumor volume (Table 6.1) might not correlate to the true 

physical tumor distribution. In order to evaluate the validity of our tumor segmentation, the 

diagnostic CCT images showing the true tumor volume are required. Despite these concerns, the 

preliminary analysis of the small dataset was very useful to identify the limitations of the 



165 

 

methods, optimize the imaging protocols and establish the final dosimetry tools to be used on the 

large patient group. Currently, these results are being discussed with the clinical team at KMCH. 

One of the main assumptions of the treatment plan developed by Zanzonico et al [57] for 

the IAEA clinical trial was that 188Re-Lipiodol follows a mono-exponential clearance in tumor 

and organs at risk with an effective half-life of 17 h (i.e., 188Re physical half-life). Our 

preliminary analysis indicates that tumor clearance is faster than 17h, with an average effective 

half-life of 12 hours, obtained with both hybrid imaging and pure-SPECT imaging protocols. It is 

worth noting that on a pre-clinical study of rabbits bearing liver tumors that received 188Re-

HDD-Lipiodol radioembolization, the average effective half-life of 188Re-Lipiodol in tumor was 

also reported to be 12 hours [175]. Since Zanzonico et al treatment planning was based on 

estimates of the maximum tolerated-activity for lungs, normal liver and red marrow, assuming a 

‘slow’ clearance of 188Re-Lipiodol provided a conservative prediction of the maximum injected 

activity. If our preliminary findings are proven to be true (once a larger set of patient data is 

analyzed), the current treatment planning for patients receiving 188Re-Lipiodol radioembolization 

could be improved. A ‘faster’ clearance of 188Re-Lipiodol by organs at risk could allow higher-

administered activities than those prescribed in the IAEA study, were the average injected dose 

was 4 GBq (range 0.8 GBq to 13.5 GBq) and minimal side-effects were reported. 

The estimated relative tumor doses (i.e., doses per injected activity) ranged from 3 

mGy/MBq to 30 mGy/MBq (Table 6.3). For normal-liver, the relative doses ranged from 0.3 

mGy/MBq to 2.0 mGy/MBq. These large inter-patient dose variations highlight the importance 

of performing patient-specific dose estimates for 188Re-Lipiodol therapies.  

Up to date, the current imaging protocol includes both whole-body planar and SPECT/CT 

acquisitions at each time point. The preliminary data, however, indicates that similar estimates of 
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tumor and organs-at-risk doses were obtained using the hybrid and purely SPECT methods.  

Given the limited resources and time at nuclear medicine departments, it might be beneficial for 

these centers to update the 188Re-Lipiodol imaging protocol by including a series of whole-body 

acquisition to determine the shape of the time-activity curves, and only one quantitative 

SPECT/CT to determine absolute activities. However, if accurate estimates of doses to thyroid, 

urinary bladder and surrounding tissues are required, additional SPECT acquisitions of these 

areas of the body would be needed.  

In the majority of patients of the IAEA study, the predicted radiation dose to normal liver 

(based on the planar ‘scout’ scan) was one of the factors that limited the maximum injected 

activity [72]. As seen in the whole-body scans of the presented patient data (Figure 6.2), 188Re-

Lipiodol uptake is substantial not only in normal-liver, but also in lungs, stomach and thyroid. 

Additionally, the presence of 188Re-Lipiodol in blood can be used to estimate radiation dose to 

red-marrow [57]. Nevertheless, the relatively high-uptake of 188Re-Lipiodol by these organs and 

the potential tissue toxicities seem to be one additional limiting factors for this therapy.  

Lipiodol, as an emulsion of iodized ethyl esters of fatty acid of poppy-seed oil, behaves 

like a chemical embolization agent with high-viscosity [176]. Promising candidates for trans-

arterial radioembolization include Human-Serum Albumin [71] or bio-degradable polymer-based 

microspheres [9], which are physical embolization agents. As such, they mainly accumulate (and 

physically lodge) in the tumor vasculature, reducing the exposure to radiation for other organs 

such as lungs, normal-liver, stomach and bone-marrow.  

6.5 Conclusions 

The image-based dosimetry calculations of four patients receiving 188Re-Lipiodol for the 

treatment of hepatocellular carcinoma were performed using the quantitative 188Re SPECT 
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reconstruction algorithm described in this thesis. The preliminary results indicate that tumor 

clearance of 188Re-Lipiodol might be faster than what was expected based on previous clinical 

studies. The estimated average absorbed doses to lungs and normal liver were well below the 

maximum tolerated doses, indicating that injected activity could potentially be increased to 

improve tumor control and partial response rates. The preliminary results illustrate the 

importance of accurate quantitative 188Re imaging to optimize radionuclide therapies.  
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Chapter 7: Conclusions and Future Work 

7.1 Conclusions 

The objective of this thesis was to establish practical methods for quantitative 

measurements of 188Re activities in radionuclide therapies. In order to achieve this objective, five 

subprojects that covered a wide range of applications of 188Re in nuclear medicine (from pre-

clinical studies to patient-specific dosimetry) were identified and performed.  

1) A practical method to determine dose-calibrator dial settings using a thyroid probe was 

developed. The goal of this method was to ensure that measurements of administered 

activities in patient studies are accurate and that patients are not over/under-dosed. 

Compared to alternative methods based on sophisticated (and often, unavailable) 

equipment such as liquid-scintillation or HPGe 𝛾-ray spectroscopy, this method uses 

equipment that is readily available in most of the nuclear medicine departments. The 

analysis of the accuracy showed that the thyroid-probe method yields sample’s activity 

measurements within 5% of its true value. The method was applied to determine 188Re 

dial settings for two commercially dose-calibrators. In both cases, the method yielded 

188Re dial settings that resulted in activity readings more accurate than those obtained 

with settings recommended by the instrument manufacturer. 

2) A series of Monte-Carlo simulations of 188Re emissions were performed to investigate the 

influence of Bremsstrahlung on quantitative SPECT imaging. The simulations indicated 

that the contribution of Bremsstrahlung photons to the detected gamma-camera signal 

was negligible thus no specific corrections for Bremsstrahlung during image-

reconstruction are needed. However, our results showed that the majority of detected 

photons in the 188Re photopeak corresponds to down-scattered high-energy photons. This 
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analysis allowed us to identify the camera configuration which would result in best 

quality and quantitative accuracy of 188Re images. Although the medium-energy 

collimator has better sensitivity than high-energy collimator, the use of a high-energy 

collimator maximizes the fraction of primary-to-scatter photons in the 188Re photopeak 

and it is therefore recommended for imaging this isotope. 

3) The image performance of 188Re SPECT was assessed for VECTor/CT, a pre-clinical 

multi-pinhole system. The main goal of this project was to ensure that the results from 

image-based pre-clinical studies using 188Re are accurate and reliable. A series of 

phantoms experiments were performed to evaluate the image quality and image 

quantification capabilities of VECTor equipped with two of its multi-pinhole collimators: 

the ultra-high resolution collimator and the high-energy ultra-high resolution collimator. 

In parallel, for comparison, the same phantom experiments were performed with the 

gold-standard 99mTc. Despite the presence of large number of down-scattered photons 

detected within the 155 keV photopeak window, VECTor ultra-high resolution and high-

energy ultra-high resolution collimators produced 188Re images with submillimeter spatial 

resolution and high accuracy of activity quantification (errors below 10% for 

quantification of activity within small VOIs around the radioactive object of interest), 

comparable to 99mTc. This work also provided insight into the challenges of pinhole-

based imaging of isotopes that emit high-energy photons. 

4) We performed a series of phantom experiments to investigate the accuracy of activity 

quantification for 188Re SPECT studies acquired under clinically relevant conditions and 

reconstructed using the standard ordered subset expectation maximization (OSEM) 

algorithm with corrections available in many clinical systems. Using these quantitative 



170 

 

images, we also evaluated and compared the accuracy of 188Re image-based dosimetry 

estimates performed with the OLINDA method and the point-dose kernel method. As a 

gold-standard, to evaluate the accuracy of 188Re dosimetry, we performed Monte-Carlo 

simulations of a digital version of the phantoms used in this study. Additionally, we 

simulated a clinical SPECT system to test the performance of the TEW scatter correction 

method for 188Re imaging. We showed that good quantification accuracy is achieved 

when the 188Re projection data is acquired using HE or ME collimator, and reconstructed 

with OSEM (10 subsets, 8 iterations), CT-based attenuation correction, TEW scatter 

corrections with narrow scatter windows, dead-time corrections and resolution recovery. 

The Monte-Carlo simulations confirmed that TEW scatter correction applied to 188Re, 

although practical, yields only approximate estimates of the true scatter. In terms of 

image-base dosimetry, the OLINDA method and the PDK method underestimated the 

average absorbed dose-rates of 188Re by more than 10%. Our analysis suggests that these 

errors were mostly due to the poor segmentation methods. For patient-specific dose 

calculations of 188Re therapies, the use of improved segmentation methods, such as the 

iterative adaptive threshold [162], could potentially reduce these errors. 

5) Finally, the quantitative 188Re SPECT method was applied to perform patient-specific 

dosimetry calculations of four patients receiving 188Re-Lipiodol radioembolization. This 

work is part of a large collaboration with the nuclear medicine department at Kovai 

Medical Center Hospital (Coimbatore, India). These preliminary results indicate that 

tumor clearance of 188Re-Lipiodol might be faster than what was expected from previous 

clinical studies. The estimated average absorbed doses to lungs and normal liver were 
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well below the maximum tolerated doses, indicating that injected activity could 

potentially be increased to improve tumor control and partial response rates.  

7.2 Future Work 

7.2.1 Comparison of 188Re-SSS/Lipiodol and 188Re-HDD/Lipiodol in Vivo Dosimetry of 

Patients Undergoing Trans-Arterial Radioembolization 

The patient data presented in Chapter 6 is part of a large clinical study carried out at Kovai 

Medical Center Hospital (KMCH). In this study, approximately 30 patients received 188Re 

radioembolization therapy. Half of these patients received 188Re-HDD-Lipiodol, whereas the 

other half were treated with a different radio-conjugate known as 188Re-Super Six Sulphur-

Lipiodol (188Re-SSS-Lipiodol) [154]. The main differences between these two radio-conjugates 

is their in-vivo biodistribution and pharmacokinetics, which may potentially lead to differences 

in tumor and organ at risk absorbed doses.  

The preliminary work presented in this thesis could be expanded by performing patient 

specific dosimetry for all the patients included in the study. A comparison between 188Re-HDD-

Lipiodol vs 188Re-SSS-Lipiodol could be of great interest to determine which radio-conjugate 

results in larger tumor retention of Lipiodol while having the faster organ’s clearance. In 

addition, the investigation of the correlation between the average tumor doses (and potentially, 

other parameters such as DVHs or 𝐷90) and the response to therapy (measured as patient 

survival, or tumor response) would also be important to further understand the efficacy of 188Re 

radioembolization therapies. 

Given the strong interest on trans-arterial radioembolization using 188Re in developing 

countries such as India, Thailand and Mongolia, where the prevalence of hepatocellular 

carcinoma is very high, I believe there is also potential for further collaboration between the 
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Medical Imaging Research Group, the Hafeli Lab and the nuclear medicine department at 

KMCH. This collaboration could bring the recently developed bio-degradable microspheres at 

the Hafeli’s Lab [9] into a clinical study at KMCH. In this collaboration, two interesting research 

topics could be explored: 1) to investigate the use of 99mTc-labelled microspheres for diagnosis 

and treatment planning of 188Re radioembolization, and 2) to perform patient-specific dosimetry 

based on 188Re-SPECT and investigate the correlation between the tumor/normal liver doses and 

the patient response to the treatment.  

7.2.2 Performance Evaluation of an Iterative Dual-threshold Segmentation Method for 

188Re Imaging: Phantom and Simulation Study 

In Chapter 5, the quantitative capabilities of 188Re SPECT were demonstrated. Under 

clinically relevant conditions (such as those of 188Re radioembolization scans), the measured 

activities on 188Re images were quantitatively accurate when these images were reconstructed 

using the standard OSEM algorithm with corrections that are available in many clinical scanners. 

However, 188Re images suffer from partial volume effects. As a result, image based dosimetry 

estimates have relatively large errors mostly due to the poor segmentation methods that are often 

used in clinical practice. The presented work could be expanded by investigating the 

performance of improved segmentation methods applied to 188Re SPECT such as the iterative 

adaptive dual-threshold (IADT) [162]. This method uses phantom calibration curves to 

determine the optimum threshold that should be applied to the image to recover the object’s true 

activity or true volume under specific conditions of signal-to-background ratio. The IADT 

method, which was tested on 99mTc and 177Lu SPECT images of phantoms, provided accurate 

estimates of object’s activities and object’s volumes. As 188Re images have worse image quality 

(i.e., large partial volume effects) than 99mTc or 177Lu images due to the use of HE collimators, it 
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would be important to test the performance of the IADT method for 188Re. I would, however, 

propose to replace the phantom calibration curves experiments by Monte-Carlo simulations as 

physical phantoms are tedious, suffer from measurements errors and cause exposure to radiation 

dose. In addition, I would investigate the performance of the IADT on more realistic geometries 

such as simulated patient images of non-uniform activity distributions where the true organ 

activity and its volume are known. 
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Appendices 

Appendix A  - Supplementary Material for Chapter 3 

A.1 Geometry Correction Factors 

The 𝜅𝑉𝑅(𝐸) factor was estimated as the ratio of the average photon transmission factor in 

the 0.6 cm thick solid acrylic disk 〈𝑇𝐹𝑟𝑒𝑓〉 (reference geometry) to the average photon 

transmission factor in the vial source 〈𝑇𝐹𝑣𝑖𝑎𝑙〉: 

 
𝜅𝑉𝑅(𝐸) =

〈𝑇𝐹𝑟𝑒𝑓〉

〈𝑇𝐹𝑣𝑖𝑎𝑙〉
. (A.1)  

The following approximations were made in the calculation of 𝜅𝑉𝑅(𝐸): the vial source was 

modelled as a water cylinder (𝑅 =  1.4 𝑐𝑚, ℎ =  3.2 𝑐𝑚) of uniform activity; the reference 

source was modelled as a plastic cylinder (𝑅 =  1.3 𝑐𝑚, ℎ𝑟𝑒𝑓 = 0.6 cm) with point source 

activity at its centre and; the photons were assumed to be emitted in the forward direction. Based 

on these approximations and the orientation of each source relative to the TP (Figure A.1), the 

value of 〈𝑇𝐹𝑣𝑖𝑎𝑙〉 did not depend on the height of the vial, and was defined by the following 

analytical expression: 

 
〈𝑇𝐹𝑣𝑖𝑎𝑙〉 =

1

𝐴
∫exp[𝜇𝑤(𝐸)𝑙(𝑥, 𝑦)]𝑑𝐴
𝐴

 (A.2)  

where 𝐴 represents the cross-sectional circular area of the vial, 𝜇𝑤(𝐸) represents the linear 

attenuation coefficient for photons of energy 𝐸 in water and 𝑙(𝑥, 𝑦) represents the path length (in 

the forward direction) traveled by a photon emitted from position (𝑥, 𝑦) in the vial (Figure A.1). 

The result of the 2-D integral of Eq. A.2 was calculated numerically as: 

 
〈𝑇𝐹𝑣𝑖𝑎𝑙〉 ≈

1

𝑁
∑∑exp [𝜇𝑤(𝐸) (√𝑅2 − 𝑦𝑖

2 − 𝑥𝑖)]

𝑥𝑖𝑦𝑖

 (A.3)  
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where 𝑥𝑖  and 𝑦𝑖 represent the sampled points (0.03 cm step size) within the cross-sectional 

circular area of the vial source and 𝑁 represents the total number of sampled points. The value of 

〈𝑇𝐹𝑟𝑒𝑓〉 did not depend on the radius of the disk, and it was estimated as: 

 
〈𝑇𝐹𝑟𝑒𝑓〉 = exp(−

𝜇𝑝(𝐸)ℎ𝑟𝑒𝑓

2
) (A.4)  

where 𝜇𝑝(𝐸) represents the linear attenuation coefficient for photons of energy 𝐸 in plastic and 

ℎ𝑟𝑒𝑓 represents the thickness of the reference disk source geometry (Table 2.1). Similarly, 

𝜅𝐷𝑅(𝐸) was calculated as 

 
𝜅𝐷𝑅(𝐸) =

〈𝑇𝐹𝑟𝑒𝑓〉

〈𝑇𝐹𝑑𝑖𝑠𝑘〉
= exp (

𝜇𝑝

2
[ℎ𝑑𝑖𝑠𝑘 − ℎ𝑟𝑒𝑓]) (A.5)  

where ℎ𝑑𝑖𝑠𝑘 represents the thickness of the 22Na disk source. 

Lastly, 𝜅𝑇𝑅(𝐸) was calculated using Equation A.4 and replacing the vial dimensions by the 

dimensions of the tube (i.e., 𝑅 =  0.6 𝑐𝑚). 

 

Figure A.7.1 Diagram of vial source and disk source used for geometry correction factor estimation. 
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A.2 Uncertainties of Dose Calibrator Settings Determined with the Thyroid Probe 

As discussed in Section 2.2.1, the method to determine DC settings for a new isotope (or 

a new sample geometry) using TP consists of the following three steps: 1) efficiency calibration 

of TP, 2) determination of activity of the new isotope sample using TP and, 3) determination of 

the DC dial settings for the new isotope. In this section, the formulas used to estimate the 

standard uncertainties (at a 68% confidence level) of each measuring step are derived. 

Uncertainties of Thyroid Probe Efficiency Curve 

The uncertainty of the TP efficiency determination was calculated by applying the standard error 

propagation formula through equation 2.1: 

 
(
Δ𝜖

𝜖
)
2

= (
Δ𝑁𝑝ℎ𝑜𝑡𝑜𝑝𝑒𝑎𝑘

𝑁𝑝ℎ𝑜𝑡𝑜𝑝𝑒𝑎𝑘
)

2

+ (
Δ𝑁𝑒𝑚𝑖𝑡𝑡𝑒𝑑
𝑁𝑒𝑚𝑖𝑡𝑡𝑒𝑑

)
2

+ (
Δ𝜅

𝜅
)
2

+ (
Δ𝐷𝑇

𝐷𝑇
)
2

+ (
Δ𝑓

𝑓
)
2

. (A.6)  

The Δ𝑁𝑝ℎ𝑜𝑡𝑜𝑝𝑒𝑎𝑘 value accounted for: 1) the uncertainty of the total detected counts in the 

photopeak (Δ𝑁𝑑𝑒𝑡𝑒𝑐𝑡𝑒𝑑) and 2) the uncertainty of 𝑁𝑈 and 𝑁𝐿, propagated through the scatter-

correction formula (equation 2.2): 

 
(Δ𝑁𝑝ℎ𝑜𝑡𝑜𝑝𝑒𝑎𝑘)

2
= (Δ𝑁𝑑𝑒𝑡𝑒𝑐𝑡𝑒𝑑)

2 + (
𝑊𝑑𝑒𝑡𝑒𝑐𝑡𝑒𝑑

2
)
2

(
Δ𝑁𝑈

2

𝑊𝑈
2 +

Δ𝑁𝐿
2

𝑊𝐿
2 ) (A.7)  

where Δ𝑁𝑑𝑒𝑡𝑒𝑐𝑡𝑒𝑑, Δ𝑁𝑈 and Δ𝑁𝐿 were estimated as the standard deviations (𝜎𝑖) of 𝑁𝑑𝑒𝑡𝑒𝑐𝑡𝑒𝑑, 𝑁𝑈 

and 𝑁𝐿, respectively, added in quadrature with the uncertainty of the ambient background counts 

of each corresponding energy window (ΔN𝑏𝑘𝑔−𝑖): 

 (Δ𝑁𝑑𝑒𝑡𝑒𝑐𝑡𝑒𝑑)
2 = 𝜎𝑑𝑒𝑡𝑒𝑐𝑡𝑒𝑑

2 + (Δ𝑁𝑏𝑘𝑔−𝑑𝑒𝑡𝑒𝑐𝑡𝑒𝑑)
2
. (A.8)  

The standard deviations of 𝑁𝑑𝑒𝑡𝑒𝑐𝑡𝑒𝑑, 𝑁𝑈 and 𝑁𝐿  were calculated from repeated measurements 

of the isotope’s energy spectra. The unertainty of 𝑁𝑏𝑘𝑔−𝑖 was estimated as √𝑁𝑏𝑘𝑔−𝑖 (Poisson 
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statistics). As a result, the uncertainty in the photopeak corrected counts (Δ𝑁𝑝ℎ𝑜𝑡𝑜𝑝𝑒𝑎𝑘) accounts 

for the statistical fluctuations in the number of counts in each energy window (Poisson statistics), 

the uncertainty due to ambient background subtraction and the variability in counts due to source 

positioning. Errors in window settings were ignored. 

Considering the definition of 𝑁𝑒𝑚𝑖𝑡𝑡𝑒𝑑(𝐸) (Equation 2.4), the uncertainty of the number of 

emissions was calculated as: 

 
(
Δ𝑁𝑒𝑚𝑖𝑡𝑡𝑒𝑑
𝑁𝑒𝑚𝑖𝑡𝑡𝑒𝑑

)
2

= (
Δ𝐴0
𝐴0
)
2

+ (
Δ𝑌

𝑌
)
2

+ (
Δ𝐷𝐹

𝐷𝐹
)
2

 (A.9)  

where the uncertainty of the activity (Δ𝐴0) was obtained by propagating the manufacturer 

reported activity uncertainty (at time of calibration) and the isotope half-life uncertainty (Δ𝑇1/2) 

through the exponential decay formula to the time of scan. The uncertainties of the emission 

yields (Δ𝑌) were obtained from the Nuclear Data Sheets (Table 2.1) and the uncertainty of the 

factor DF was calculated as: 

 

(Δ𝐷𝐹)2 = (
1

𝑙𝑛2
[1 − exp(−

𝑙𝑛2

𝑇1
2

𝑇)] +
1

𝑇1
2

[𝑇𝑒𝑥𝑝(−
𝑙𝑛2

𝑇1
2

𝑇)])

2

(Δ𝑇1
2
)
2

. (A.10)  

 

The uncertainty of the vial-to-reference geometry (or tube-to-reference) correction factor 

(Δ𝜅𝑉𝑅) is a combination of the vial (or tube) and reference source transmission factor 

uncertainties (Δ〈𝑇𝐹𝑣𝑖𝑎𝑙〉 and Δ〈𝑇𝐹𝑟𝑒𝑓〉, respectively): 

 
(
Δ𝜅𝑉𝑅
𝜅𝑉𝑅

)
2

= (
Δ〈𝑇𝐹𝑣𝑖𝑎𝑙〉

〈𝑇𝐹𝑣𝑖𝑎𝑙〉
)

2

+ (
Δ〈𝑇𝐹𝑟𝑒𝑓〉

〈𝑇𝐹𝑟𝑒𝑓〉
)

2

 (A.11)  

where Δ〈𝑇𝐹𝑣𝑖𝑎𝑙〉 of and Δ〈𝑇𝐹𝑟𝑒𝑓〉 were calculated by propagating the uncertainties of the source 

dimensions (Δ𝑅 = 0.05 cm and Δℎ𝑟𝑒𝑓 = 0.05 cm) through Equation A.3 and Equation A.4: 
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(Δ〈𝑇𝐹𝑣𝑖𝑎𝑙〉)
2 =

1

𝑁2

(

 ∑∑exp [𝜇𝑤 (√𝑅2 − 𝑦𝑖
2 − 𝑥𝑖)] 

𝑅𝜇𝑤

√𝑅2 − 𝑦𝑖
2

  

𝑥𝑖𝑦𝑖
)

 

2

Δ𝑅2 (A.12)  

 
( Δ〈𝑇𝐹𝑟𝑒𝑓〉)

2
= (

𝜇𝑝

2
exp [−

𝜇𝑝ℎ

2
])

2

(Δℎ𝑟𝑒𝑓)
2
. (A.13)  

Similarly, the uncertainty of the disk-to-reference (Δ𝜅𝐷𝑅) geometry factor was calculated 

by propagating Δℎ𝑟𝑒𝑓 and Δℎ𝑑𝑖𝑠𝑘 through Equation A.5: 

 
(Δ𝜅𝐷𝑅)

2 = [
𝜇𝑝

2
exp (

𝜇𝑝

2
[ℎ𝑑𝑖𝑠𝑘 − ℎ𝑟𝑒𝑓])]

2

(Δℎ𝑟𝑒𝑓
2 + Δℎ𝑑𝑖𝑠𝑘

2 ). (A.14)  

The uncertainties of the dead-time and other corrections factors were 0 since these factors 

were assumed to be equal to 1. 

Uncertainties of the Sample Activity Determination Using Thyroid Probe 

The uncertainties of determination of samples activity were calculated by applying the 

error propagation formula to Equation 2.7: 

 
(
Δ𝐴

𝐴
)
2

= (
Δ𝑁𝑝ℎ𝑜𝑡𝑜𝑝𝑒𝑎𝑘
𝑁𝑝ℎ𝑜𝑡𝑜𝑝𝑒𝑎𝑘

)

2

+ (
Δ𝜖′

𝜖′
)

2

+ (
Δ𝐷𝐹

𝐷𝐹
)
2

+ (
Δ𝑌

𝑌
)
2

+ (
Δ𝜅

𝜅
)
2

+ (
Δ𝐷𝑇

𝐷𝑇
)
2

+ (
Δ𝑓

𝑓
)
2

 (A.15)  

where the uncertainty of the fitted efficiency Δ𝜖′ was determined by the uncertainty of the 

measured efficiency propagated through the logarithmic function in Equation 2.5: 

 
(Δ log(𝜖′))2 = (

Δ𝜖′

𝜖′
)

2

=∑(
𝜕𝑎

𝜕 log(𝜖𝑖)
+

𝐸𝜕𝑏

𝜕 log(𝜖𝑖)
)
2

(Δ log(𝜖𝑖))
2.

𝑖

 (A.16)  

The uncertainty of DF, and the geometry factors 𝜅 were calculated according to Equation 

A.10 and Equation A.11, respectively. The uncertainty of the photon yields and isotope half-life 

were obtained from the Nuclear Data Sheets, except for 99mTc data which was obtained from the 

Decay Data Evaluation Project (Table 2.3).  
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Uncertainties of the Dose Calibrator Dial Settings 

The correct dial setting (DS) was determined from the calibration response curve (𝐴𝑎𝑝𝑝
′ =

𝑐 × 𝐷𝑆 + 𝑑) for the case 𝐴𝑎𝑝𝑝
′ = 𝐴𝑇𝑃 (Section 2.2.1.4): 

 
𝐷𝑆 =

𝐴𝑇𝑃 − 𝑑

𝑐
. (A.17)  

The uncertainty of the dial setting was obtained by applying the error propagation formula to 

Equation A.17: 

 
(Δ𝐷𝑆)2 =∑[

1

𝑐
(

𝜕𝑑

𝜕𝐴𝑎𝑝𝑝−𝑖
) +

1 − 𝑑

𝑐2
(

𝜕𝑐

𝜕𝐴𝑎𝑝𝑝−𝑖
)]

2

(Δ𝐴𝑎𝑝𝑝−𝑖)
2 + (

Δ𝐴𝑇𝑃
𝑐2

)
2

𝑖

 (A.18)  

where Δ𝐴𝑎𝑝𝑝−𝑖 represents the uncertainty of the dose calibrator measurements of the apparent 

activity (i.e., repeatability uncertainty). 

The uncertainty in the activity measured with the experimentally determined dial setting 

(Δ𝐴𝐷𝑆) was calculated by propagating the dial setting uncertainty and the uncertainty of c and d 

through the fitting equation of 𝐴𝑎𝑝𝑝
′ : 

 (Δ𝐴𝐷𝑆)
2 = (𝐷𝑆 Δ𝑐 )2 + (𝑐Δ𝐷𝑆)2 + (Δ𝑑)2. (A.19)  

A.3 Calculation of the Source Geometry Correction Factor using Monte-Carlo 

The efficiency of the thyroid probe depends on the geometry and the density of the 

material of the radioactive source. In this study, two source geometries were mainly used: a 

point-like source embedded in a solid acrylic disk and a 25-mL glass vial containing 20-mL 

liquid solution. Due to photon attenuation within the walls of the vial and the source material, for 

a same total number of emissions 𝑁𝐸, the number of photons exiting the vial is lower compared 

to the disk geometry. This results in fewer detected photons 𝑁𝐷 and therefore a lower efficiency. 

In order to account for the differences in geometry and to be able to use the disk-source 
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efficiency curve (reference geometry) to evaluate activity of vial-type sources, a correction for 

the geometry was required. The vial-to-reference geometry correction factor (𝜅𝑉𝑅) was 

calculated using an analytical method (Section 2.2.1.3). In the following material, the set of 

Monte-Carlo simulations that were performed to validate the analytical method are described. 

The Monte-Carlo Model of the Thyroid Probe 

In the Monte-Carlo method, the vial-to-reference geometry correction factor was defined 

as: 

 
𝜅𝑉𝑅−𝑀𝐶 =

𝑁𝐷−𝑟𝑒𝑓−𝑀𝐶(𝐸)

𝑁𝐷−𝑣𝑖𝑎𝑙−𝑀𝐶(𝐸)
 (A.20)  

where 𝑁𝐷−𝑟𝑒𝑓−𝑀𝐶(𝐸) and 𝑁𝐷−𝑣𝑖𝑎𝑙−𝑀𝐶(𝐸) represent the number of scatter-corrected photopeak 

photons for the reference and for the vial source, respectively. The factor 𝜅𝑉𝑅−𝑀𝐶 represents the 

change in photopeak counts due to source geometry differences as it includes modelling of 

attenuation, scatter, more realistic source geometry and efficiency of the thyroid probe. All the 

simulations in this study were performed using GATE 7.1. A total of 12 sources (6 disk sources, 

6 vial sources) of mono-energetic photons corresponding to the photopeak energies of all the 

isotopes used in this study were simulated. The disk-source geometry was modelled following 

the manufacturer specifications. The vial source was modelled as a glass hollow cylinder (height 

= 6.2 cm, internal diameter = 2.5 cm) with 0.15 cm wall thickness, filled with 20 mL of water. 

The source-to-detector distance was set to 20.5 cm, reproducing the experimental conditions. 

The thyroid-probe detector was modelled as a 5.08 cm x 5.08 cm (diameter x height) NaI crystal, 

surrounded by a cylindrical lead collimator of 1 cm thickness. The energy resolution (𝑅) of the 

detector was first measured experimentally using a 99mTc source (FWHM 𝑅0 = 9.05 at 𝐸0 =

140 keV) and then it was modelled in the simulations as an inverse square law (𝑅(𝐸) =
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𝑅0𝐸0/√𝐸) by making use of the digitizer tool in GATE. For each simulation, the energy 

spectrum of photons detected by the thyroid-probe was recorded and the total number of scatter-

corrected photopeak counts (𝑁𝐷) was calculated applying the same method as used in the 

experiments. A total of 𝑁 = 108 photons were simulated at each energy and source geometry. 

The relative uncertainty of the geometry factor was calculated using the following expression: 

 
(
Δ𝜅𝑉𝑅−𝑀𝐶
𝜅𝑉𝑅−𝑀𝐶

)
2

= (
Δ𝑁𝐷−𝑟𝑒𝑓−𝑀𝐶

𝑁𝐷−𝑟𝑒𝑓−𝑀𝐶
)

2

+ (
Δ𝑁𝐷−𝑣𝑖𝑎𝑙−𝑀𝐶
𝑁𝐷−𝑣𝑖𝑎𝑙−𝑀𝐶

)
2

 (A.21)  

where Δ𝑁𝐷−𝑟𝑒𝑓−𝑀𝐶 and Δ𝑁𝐷−𝑣𝑖𝑎𝑙−𝑀𝐶 were calculated using the same methodology as in the 

experiments. 

In order to validate the Monte-Carlo model of the thyroid-probe and the geometry 

correction factors, the efficiency of the simulated thyroid-probe as a function of energy was 

calculated as: 

 
𝜖𝑀𝐶(𝐸) =

𝑁𝐷−𝑟𝑒𝑓−𝑀𝐶

𝑁
. (A.22)  

where 𝑁 represents the total number of simulated photons for each energy 𝐸. Subsequently, the 

simulated and experiment efficiency were compared. 

Validation of Monte-Carlo Simulations 

The simulated and the experimental efficiency curves are shown in Figure A.2. The 

measured efficiency agrees (within experimental uncertainty) with the simulations for all 

measured points. The larges difference between simulation and experiments found at the 511 

keV 22Na photopeak. This difference might be explained by the angular correlations of the 511 

keV annihilation photons from 22Na, which were not modelled in the simulation. Overall, the 
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thyroid-probe simulations modelled the experiments well and served as a validation of the 

analytical geometry factors used in our experiments. 

 

Figure A.7.2 Comparison between experimental and Monte-Carlo simulations of the thyroid probe efficiency.
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Appendix B  - Supplementary Material for Chapter 5 

B.1 VECTor/CT Calibration Experiments 

In order to obtain 3-D activity distribution, the reconstructed images were re-scaled using a 

Calibration Factor (CF) that converts the voxel values (arbitrary units) into activity concentration 

(MBq/mL). The CF was obtained from the reconstructed image of a point source of well-known 

activity using the following expression: 

𝐶𝐹 =
𝐴

𝑉∑𝑅𝑖
𝐵. 1 

where A represents the point source activity (in MBq), measured using a dose calibrator 

(Atomlab 500, Biodex), V represents the voxel volume in the reconstructed image (in mL) and 

∑𝑅𝑖 represents the sum of voxel values in a volume of interest (VOI) drawn around the point 

source. A 1% threshold was applied to segment the point source within the drawn VOI. 

The CF depends on the isotope, collimator and energy window settings. In this study, the 

CF was measured for 188Re (UHRC and HE-UHRC) using a 79 MBq point source scanned 

during 15 minutes. Similarly, the CF was also measured for 99mTc (UHRC and HE-UHRC) using 

a 37 MBq point source scanned during 15 minutes. The point source images were reconstructed 

using the same window settings and corrections described in the manuscript (Section 4.2.1.2). 

The measured calibration factors were 3398 MBq/mL, 3100 MBq/mL, 551.8 MBq/mL and 466.9 

MBq/mL for 188Re-UHRC, 188Re-HE-UHRC, 99mTc-UHRC and 99mTc-HE-UHRC, respectively. 

B.2 Calculation of Image Contrast and Contrast-to-noise Ratio 

Image contrast and CNR vs rod diameter were quantified using images of the same Micro-

Jaszczak resolution phantom following the method described by Walker et al. 2014 [134]. For 

each image, cylindrical VOIs (5 mm height) were placed on each rod and in the space between 
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the rods. The diameter of each VOI was 0.9 times the diameter of the analyzed rod. The image 

contrast was defined as: 

𝐶𝑑 =
ℎ𝑑̅̅ ̅ − 𝑏𝑑̅̅ ̅

ℎ𝑑̅̅ ̅
𝐵. 2 

where ℎ𝑑̅̅ ̅ represents the average voxel value of all ROIs drawn on the hot rods within a section 

of rod diameter d. Similarly, 𝑏𝑑̅̅ ̅ represents the average voxel value of all ROIs drawn in between 

the rods (i.e., in the background). The noise 𝑁𝑑 was defined as the variability between ROI mean 

values, and was calculated as: 

𝑁𝑑 =
√𝜎ℎ𝑑

2 + 𝜎𝑏𝑑
2

rois𝑑̅̅ ̅̅ ̅̅ ̅
𝐵. 3

 

where 𝜎ℎ𝑑
2  and 𝜎𝑏𝑑

2  represent the standard deviation of ℎ𝑑 and 𝑏𝑑 respectively and rois𝑑̅̅ ̅̅ ̅̅  

represents the mean value of all ROIs (h and b) within the sector with rods having diameter d. 

The Contrast-to-Noise ratio (CNR) was calculated as 
𝐶𝑑

𝑁𝑑
. 

B.3 Monte-Carlo Model of VECTor/CT 

The Monte-Carlo model of the VECTor system included: three 9.5 cm thick NaI detectors 

covered by a 0.05 cm thick aluminum layer at the front. The back-compartment region of the 

detector contained a 0.95 cm thick light-guide made of glass followed by 5.65 cm of an uniform 

material modeling the photomultiplier tubes made of 23% glass, 56% vacuum and 21% air [113]. 

In addition, three lead panels (3 cm thickness) were added to model the shielding material around 

the system. Only the UHRC collimator was simulated. For the sake of simplicity, the UHRC was 

modelled as a Tungsten hollow cylinder with a 9.8 cm bore diameter (van der Have et al. 2009 

[127]) and 1.5 cm thickness containing a single ring of pinholes at the center of the tube (15 
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pinholes in total). The pinhole diameter for this collimator was set to 1 mm, and the opening 

angle was 30o (Vaissier et al. 2012 [177]).  

The 188Re decay data were built-in in GATE, and it is based on the Evaluated Nuclear 

Structure Data File (ENSDF) database (Bhat 1992 [115]). The detector energy resolution R 

(FWHM) was set at R0 =10% for E0 =140 keV photons. The dependence of resolution R with 

photon energy was modeled as an inverse square root law (𝑅(𝐸) = 𝑅0𝐸0/√𝐸). Only photons 

which deposited energies in the range 50 keV to 700 keV in the detector were recorded. 

A total of 108 decays of 188Re were launched for each of the simulations described in the 

manuscript, Section 4.2.4.2. The modelling of the system and simulations were performed using 

Geant4 Application for Tomographic Emissions (GATE), version 6.1 [53,54]. 

 


