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Abstract

Cinema projectors need to compete with home theater displays in terms
of image quality. High frame rate and high spatial resolution as well as
stereoscopic 3D are common features today, but even the most advanced
cinema projectors lack in-scene contrast and more importantly high peak
luminance, both of which are essential perceptual attributes for images to
look realistic. At the same time studies on High Dynamic Range (HDR)
image statistics suggest that the average image intensity in a controlled am-
bient viewing environment such as cinema can be as low as 1% for cinematic
HDR content and does not often exceed 18%, middle gray in photography.
Traditional projection systems form images and colours by blocking the
source light from a lamp, therefore attenuating on average between 99%
and 82% of light before it reaches the screen. This inefficient use of light
poses significant challenges for achieving higher peak brightness levels. We
propose a new projector architecture built around commercially available
components, in which light can be steered to form images. The gain in
system efficiency significantly reduces the total cost of ownership of a pro-
jector (fewer components and lower operating cost) and at the same time
increases peak luminance and improves black level beyond what is prac-
tically achievable with incumbent projector technologies. At the heart of
this computational display technology is a new projector hardware design
using phase-modulation in combination with new optimization algorithms
for real-time phase retrieval. Based on this concept we propose and design
a full featured projector prototype. To allow for display of legacy Standard
Dynamic Range (SDR) as well as high brightness HDR content on light
steering projectors we derive perceptually motivated, calibrated tone map-
ping and colour appearance models. We develop a calibrated optical forward
model of the projector hardware and analyse the impact of content mapping
parameters and algorithm choices on (light) power requirements.
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Lay Summary

Movies look more appealing when they are brighter. In cinema, where the
viewing environment is dark, small and bright highlights such as light sources
and reflections or effects such as explosions are particularly important for
directors to tell a story. Today’s cinema projectors are limited in their ability
to produce bright images. Why? Projection screens are large; projector
light sources are expensive and hard to cool and projectors are inefficient in
forming images: by blocking or wasting light not used in darker regions of
an image.

This work analyses the problem and provides a solution: steering light
that is not needed in dark areas of an image into bright areas improves
the brightness of projectors dramatically and also allows for more visible
detail in dark parts of a scene. We discuss and build several prototypes that
show how this concept can be implemented with up to 20 times brighter
highlights.
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Preface

All publications that have resulted from or are related to the research pre-
sented in this work, along with the relative contributions of the collaborators
are listed herein.

1 High Dynamic Range Projection Systems - SID 2007 (Ref.: [19])
Authors: Gerwin Damberg, Helge Seetzen, Greg Ward, Wolfgang Hei-
drich, Lorne Whitehead
Contribution: As one of the early researchers at BrightSide Technolo-
gies Inc., a university start-up company, the author performed all of
the research work discussed in the paper, including the image analysis,
algorithms, and prototype work. The author wrote the first draft of
the paper with select input from the co-authors. The high level con-
cept of dual (amplitude) modulation in projectors was analogous to the
Light Emitting Diode (LED) back light in the BrightSide HDR TV.
Some of today’s high-end cinema (Premium Large Format for Cinema
(PLF)) projectors are based on the general architecture proposed in
this paper.
The publication text is not included in this thesis, but results are
summarized in Chapter 2.

2 Comparing Signal Detection Between Novel High-Luminance
HDR and Standard Medical LCD Displays - Journal of Display
Technology 2008 (Ref.: [106])
Authors: M. Dylan Tisdall, Gerwin Damberg, Paul Wighton, Nhi
Nguyen, Yan Tan, M. Stella Atkins, Hiroe Li, Helge Seetzen
Contribution: The research work described in the paper was jointly
performed by Dr. Tisdall and the author whose work was focussed on
the display hardware and image processing algorithms for the study,
whereas Dr. Tisdall’s work was focussed on preparing the Magnetic
Resonance Imaging (MRI) image data and the study stimuli. The user
study was executed jointly. The display prototype was built by the
author. This user study in the field of medical imaging was suggested
by Dr. Atkins and coordinated by the author.
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The publication text is not included in this thesis, but results are
summarized in Section 2.

3 A High Bit Depth Digital Imaging Pipeline for Vision Re-
search - APGV poster 2011 (Ref.: [58])
Authors: Timo Kunkel, Gerwin Damberg, Lewis Johnson
Contribution: The poster publication was initiated by Dr. Kunkel
based on joint work with the author. The author’s contribution are
the development of Matlab scripts to incorporate the display experi-
mentally into the PsychoPhysics Toolbox for vision research using the
High Definition Serial Digital Interface (HD-SDI). Dr. Kunkel and the
author prepared the poster. Mr. Johnson assisted in porting the Serial
Digital Interface, SMPTE 292M (SDI)-card driver code.
This poster was presented by Dr. Kunkel at the Applied Perception in
Graphics and Visualization (APGV) symposium in 2011. A modified
version of the text is incorporated in Section 4 as it ties together the
author’s work on tone mapping and colour appearance (Section 3) and
today’s Society of Motion Picture & Television Engineers (SMPTE)
HDR encoding and transmission standards. The research work on the
universal mapping function referenced in Section 4.2 was initiated by
the author and its final form was developed and published by Anders
Ballestad and Andrey Kostin (of Dolby Canada) and further modified
in the course of adoption in published video encoding standards by
other Dolby employees.

4 Calibrated Image Appearance Reproduction - Siggraph Asia
2012 (Ref.: [93])
Authors: Erik Reinhard, Tania Pouli, Timo Kunkel, Ben Long, An-
ders Ballestad, Gerwin Damberg
Contribution: As a Senior Research Engineer at Dolby Canada Re-
search, the author’s responsibilities included establishing new Univer-
sity relationships and guiding industry-relevant research work. This
paper was a close collaboration between the author’s research group
at Dolby and the University of Bristol, UK. The author suggested and
coordinated the work on combined colour appearance and tone map-
ping that is described in this paper and together with the first author,
Dr. Reinhard formulated the need for a simple Colour Appearance
Model (CAM) in the form of a tone mapping operator that functions
over a large luminance range and omits the backward step of classical
CAMs: the forward-only colour appearance model. Dr. Reinhard de-
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rived the first concept of the model. Both Dr. Kunkel and the author
implemented and evaluated early Matlab versions of the model. Dr.
Kunkel focussed part of his PhD work on a variant of the model. Dr.
Reinhard and Dr. Pouli later added the local adaptation parts of the
model and wrote the first draft of the joint paper.
A version of this paper is included in Chapter 3 of this document.

5 State of the Art in Computational Fabrication and Display -
Eurographics 2013 (Ref.: [47])
Authors: Matthias Hullin, Ivo Ihrke, Wolfgang Heidrich, Tim Weyrich,
Gerwin Damberg, Martin Fuchs
Contribution: In this high level State of the Art paper, the author
provided a draft of the section on novel display devices.
The publication text is not included in this thesis, but parts are sum-
marized in Section 2.

6 Efficient Freeform Lens Optimization for Computational Caus-
tic Displays - Optics Express 2015 (Ref.: [18])
Authors: Gerwin Damberg and Wolfgang Heidrich
Contributions: All of the research work and prototyping was per-
formed by the author. The research topic as well as the approach
was jointly suggested by the author and Dr. Heidrich. The physical
lenses were designed by the author and 3D printed and polished by
Dr. Heide who had access to a suitable 3D printer at the time.
A version of this publication is included in Sections 6.3 to 6.5 of this
document.

7 High Brightness HDR Projection Using Dynamic Freeform
Lensing - Transactions on Graphics 2015 - presented at SIGGRAPH
2016 (Ref.: [17])
Authors: Gerwin Damberg, James Gregson, Wolfgang Heidrich
Contribution: The author performed all experimental work, developed
the basic algorithm framework, implemented the image statistics work
and wrote the first draft of the paper. Dr. Gregson later developed and
implemented a real-time version of the algorithm which was included
in the paper and is described in Section 6.6.3. Dr. Ballestad mapped
the HDR images used in the HDR power survey. Dr. Ballestad and
the author jointly initiated the image statistic research.
Parts of the paper are incorporated into Section 6.6 and into Sec-
tion 5.3 of this document.
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8 Temporal Considerations and Algorithm Architecture for Light
Steering Projectors - MTT Innovation Incorporated (MTT) Inter-
nal Reports 2016
Authors: James Gregson, Eric Kozak and Gerwin Damberg
Contributions: The work related to the RGB prototype was performed
by the research team including the author (CTO) at MTT Innovation
Inc., a UBC collaboration partner and demonstrated internally and at
SIGGRAPH [15, 16]. The overall colourimetric calibration approach
was provided by the author. Dr. James Gregson developed and im-
plemented the specific calibration routines including capturing and
digitizing the Point Spread Function (PSF) and non-steered compo-
nents. Versions of the demo code were written by the author, Raveen
Kumaran and James Gregson, who also provided the first draft of the
algorithm write-up. The initial prototype hardware was conceptual-
ized and prototyped by the author and significantly refined by the
MTT research team, notably Raveen Kumaran, Johannes Minor, Erik
Kozak and James Gregson. The temporal synchronization schemes
were jointly developed and documented by the author and Eric Kozak.

vii



Preface

Prototype Demonstrations

9 HDR Projector With Improved Contrast - SIGGRAPH Emerg-
ing Technologies 2008 (invited)(Ref.: [20])
Authors: Gerwin Damberg, Peter Longhurst, Michael Kang

10 Light Steering Projector Monochromatic Proof of Concept -

SIGGRAPH Emerging Technologies 2014 (Ref.: [15])
Authors: Gerwin Damberg, Anders Ballestad, Erik Kozak, Johannes
Minor, Raveen Kumaran

11 High Brightness HDR Projection Using Dynamic Phase Mod-

ulation - SIGGRAPH Emerging Technologies 2015 (invited)(Ref.: [16])
Authors: Gerwin Damberg, Anders Ballestad, Erik Kozak, Johannes
Minor, Raveen Kumaran, James Gregson, Wolfgang Heidrich

Patents and Patent Applications

12 Dynamic Freeform Lensing With Applications To High Dy-
namic Range Projection - Provisional Patent Application US62007341
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13 Efficient, Dynamic, High Contrast Lensing with Applications
To Imaging, Illumination and Projection - PCT patent applica-
tion CA2015050515
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14 Light Detection, Color Appearance Models, and Modifying

Dynamic Range for Image Display - US WO 2010/132237
Inventors: Gerwin Damberg, Erik Reinhard, Timo Kunkel, Anders
Ballestad

15 Image Processing and Displaying Methods for Devices that

Implement Color Appearance Models - US WO 2010/083493
Inventors: Timo Kunkel, Erik Reinhard, Gerwin Damberg
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Chapter 1

Introduction and Structure
of the Thesis

1.1 Introduction

Display technologies have evolved increasingly fast over the past decades, al-
ways with the goal of providing the most realistic looking images, given cost
and technology constraints. Advances in new display materials, faster and
lower power semi-conductors, solid state illumination technologies as well
as more powerful computational hardware have motivated the emergence of
a new research discipline: computational displays. This field in computer
science lies at the intersection of display optics, mathematical analysis and
physical modelling, efficient computational processing, and, most impor-
tantly, visual perception. Computational displays aim to provide a visual
experience beyond the capabilities of traditional systems by adding compu-
tational power to the display architecture.

While a variety of research concepts from the field have made their way
into commercial display products, large screen projectors have predomi-
nantly been carved out from practical innovations in computational display.
For realistic image appearance, arguably the most important visual prop-
erty of a display system is the range and number of light levels and colours
that can be displayed. Unfortunately, increasing this range significantly in
projectors is prohibitively expensive, because peak luminance scales linearly
with display power and light source cost, while brightness perception of
luminance values is near logarithmic.

This thesis introduces our analysis and understanding of light require-
ments in the cinema production pipeline from capture and production on a
reference display, encoding and distribution to display on a projector and fi-
nally light perception by the audience. We explore tone mapping and colour
appearance in HDR image reproduction. We propose a new mathematical
framework and a simple model to accurately map HDR images between a
reference display and the projector and explore means to transmit video data
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1.2. Contributions and Outline of the Dissertation

from source to display in a bit-efficient manner. Based on this perceptual
understanding we propose and prototype a new, steerable light source and
projector architecture based on phase modulation to efficiently achieve the
required luminance and colour range for life-like images in cinema. Finally,
we assemble and analyse HDR image statistics for theatrical high brightness
HDR content. We work under the hypothesis that a much more optimized
projector design can be derived based on understanding the light require-
ments for large screen cinema.

1.2 Contributions and Outline of the Dissertation

The scope of work presented herein aims at addressing the remaining bot-
tlenecks in the current HDR pipeline in cinema including content creation
(colour and tone mapping), content delivery and display (high brightness
HDR projection) and finally the understanding of visual perception of light
levels by the observer. Figure 1.1 provides a high-level overview of the scope
of the Dissertation.

Figure 1.1: Scope of the proposed work to address the major bottlenecks
in the current cinematic pipeline to enable HDR. While HDR content cap-
ture/creation falls outside the scope of the work, we do perform statistical
analysis on scene referred (camera captured) and display referred (colour
corrected for presentation in a cinema) HDR content in order to better un-
derstand the requirements for an ideal HDR projector.
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1.2. Contributions and Outline of the Dissertation

The following overview outlines the remaining chapters of the thesis.

Chapter 2. Background and Related Work. We review basic con-
cepts of high contrast projection together with the state of the art in com-
putational displays as it relates to light steering, colour appearance models
and tone reproduction operators.

Chapter 3. Visual Perception and Colour Appearance. This
chapter introduces a new, combined colour appearance model and tone map-
ping operator that aids in mapping HDR content for arbitrary displays and
viewing environments. The model, in a modified form was adapted in the
SMPTE ST 2084:2014 standard that discusses the HDR Electro-Optical
Transfer Function (EOTF) for reference displays.

Chapter 4. Digital Imaging Pipelines and Signal Quantization.
In this chapter we discuss experiments related to utilizing video links with
higher bandwidth to allow for artifact free psycho-physical vision experi-
ments as well as encoding schemes that allow bit efficient quantization of
video signals that represent the luminance range of modern HDR displays.

Chapter 5. Image Statistics and Power Requirements. In this
chapter we discuss light steering projector architectures suitable for cinema
taking into consideration cost, power levels and performance. We propose a
new hybrid architecture consisting of a steered and a non-steered light path
based on our analysis of HDR image data.

Chapter 6. Freeform Lensing and HDR Projector Proof of
Concept. A new phase retrieval algorithm based on freeform lensing as
well as our work on a new light steering HDR projector architecture con-
cept is introduced.

Chapter 7. RGB Projector Prototype. We discuss the research and
development that lead to a full featured HDR projector prototype, including
suitable RGB laser light sources, temporal considerations of optically pulsed
components in the light path and the optical forward model with algorithm
implementations to control the system.

Chapter 8. Discussion and Conclusion. The contributions of this
thesis are summarized and future directions of research are indicated.
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Chapter 2

Background and Related
Work

Our research draws from and builds on a number of different fields of related
work, including display technologies and algorithms for freeform lens design,
human visual perception, colour appearance and image tone reproduction
operators. The following is a brief description of the state of the art in these
related fields.

2.1 Spatial Light Modulators

Throughout this work we make use of Spatial Light Modulators (SLMs) for
projection systems. In modern projectors these SLMs typically consist of
pixelated micro displays in which each pixel can be electronically addressed
to cause modulation of light. This section provides an overview of the key
characteristics of some of the different types of common light modulators.

2.1.1 Spatial Resolution and Pixel Dimensions

Today, typical micro display spatial resolutions for consumer applications
provide 1920 × 1080 pixels (High Definition (HD)) or 3840 × 2160 pixels
(Ultra-High-Definition (UHD)) of spatial resolution [110]. In digital cin-
ema, to accommodate a larger horizontal to vertical aspect ratio, the cor-
responding resolutions are 2048 × 1080 (Digital Cinema Initiative 2K stan-
dard (DCI2K)) and 4096 × 2160 (Digital Cinema Initiative 4K standard
(DCI4K)) respectively [23]. Today, the dimension of a typical individual
pixel can be between 1µm and 8µm in a projector [50]. There is a trend
towards smaller micro displays, higher pixel count and smaller pixel pitch.
Low power applications (e.g. mobile projectors and near-to-eye projectors)
can utilize small micro displays. Higher power applications (e.g. confer-
ence room, large venue or cinema projectors) tend to require larger micro
displays to manage heat dissipation and accommodate higher power light
sources with higher divergence of the light within the optical system [108].
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2.1. Spatial Light Modulators

The micro displays that were used in this work have a spatial resolution of
1920 × 1080 and a pixel pitch of 8µm leading to active area display dimen-
sions of 15.36 mm× 8.64 mm [42].

2.1.2 Types of Spatial Light Modulators

Conceptually, image formation in traditional projectors begins with a full
white screen (Full Screen White (FSW)) created by a light source that uni-
formly illuminates a SLM (with the help of beam homogenization optics).
Then, to create colours and tones of the image, light is attenuated on a
per-pixel basis. A number of micro display technologies exist for this pur-
pose. The three commercially most successful technologies are transmissive
Liquid Crystal Display (LCD) or High Temperature Poly-Silicon (HTPS),
reflective Digital Micromirror Device (DMD) and reflective Liquid Crystal
on Silicon (LCoS). A comprehensive discussion of the nuances of each of the
technologies is provided in [2] and [38].

Transmissive Liquid Crystal Displays. In the early days of digital
projectors most systems were based on transmissive LCD technology which
requires linearly polarized light at the input (e.g. with a polarization filter
following the light source). The LCD can rotate the state of the polarization
of light on a per-pixel basis (by applying an electric field across a cell filled
with Liquid Crystal (LC) material). The per-pixel (polarization) modulated
light then passes through another linear polarization filter (typically at 90°
to the orientation of the first filter). Light at pixels with rotated polarization
passes through the second polarization filter. Light at pixels with unchanged
polarization does not pass the polarization filter (it gets absorbed). Light
that has been partially rotated will partially pass the second filter and get
partially absorbed by the second polarization filter. Switching the individual
pixels at video rates requires active electronic components at each pixel, Thin
Film Transistors (TFTs) as well as the required wiring to control them.
These components within the clear or transmissive area of the display cause
a limited pixel fill-factor for HTPS-based micro displays as well as a visible
pixel structure on the projection screen (often referred to as the screen door
effect).

Reflective Digital Micromirror Devices. In the late 1980’s Texas In-
struments Inc. (TI) developed the DMD technology, consisting of a Micro-
electromechanical System (MEMS)-based pixelated array of micro mirrors
that can tilt into two distinct positions (typically across the diagonal of each
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2.1. Spatial Light Modulators

square pixel mirror) and either reflect incoming light towards a projection
screen or into a light dump (heat sink) to absorb the light. The typical
angle between the two states of each mirror is between ±10° and ±14°. A
large angle between the two mirror states enables a higher contrast in the
resulting image due to higher separation of the incoming and outgoing il-
lumination beams. Given the binary nature of the display device DMDs
can only form binary image patterns. However, the resulting binary images
can be updated at significantly higher speeds (between 20kHz and 80kHz)
compared to for example LCD (typically 30Hz to 240Hz) and thus grey
scale can be achieved with a binary/digital modulator. Benefits of DMDs
include a relatively high pixel fill factor, the high degree of repeatability
due to the digital drive scheme and well-defined mirror states, high reflec-
tivity, and good power handling. Most cinema projectors are based on three
DMD chips (one for each of the red, green and blue colour channels) and
typical out-of-lens optical power is between 20, 000 and 60, 000 lumens. A
draw back of DMD technology is the relatively high cost per device. In the
consumer market projectors containing three DMDs are sparse. Lower cost
single chip Digital Light Processor (DLP) projectors on the other hand use
field sequential colour schemes which can cause image artifacts (or image
deficiencies) related to colour break-up of the sequential colour image fields
(also referred to as the rainbow effect) [2, 105].

Reflective Liquid Crystal on Silicon Displays. LCoS technology was
developed to overcome some of the shortcomings of transmissive LCD pro-
jectors as well as the high cost of DLP technology predominantly in the rear-
projection Television (TV) market. However with the rapid introduction of
large, flat panel TVs based on plasma and LCD technology in the early
2000s there was less of an addressable market for the technology. A number
of large companies in the semiconductor field (such as Intel, Thompson and
Philips) as well as many small companies discontinued their investments
into the development of LCoS technology. Other companies (such as SONY
and JVC) pivoted and continued development of the technology for niche
markets for example high-end home theatre projectors and cinema.
In LCoS technology a LC layer is sandwiched between a cover glass that acts
as a global electrode and a silicon backplane with individually addressable
electrodes. Similar to transmissive LCD technology a voltage across the LC
cell rotates the crystals and with that changes the state of polarization of
incoming light. Linearly polarized light initially passes through the LC layer
and reflects off the backplane before passing through the LC layer a second
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2.1. Spatial Light Modulators

time to exit the display. Due to the light passing through the LC layer
twice, the gap thickness of the LC cell can be designed to be small which in
turn allows for a fast (polarization) switching speed and high frame rates.
Instead of a transmissive linear polarization filter, LCoS-based devices em-
ploy a Polarizing Beam Splitter (PBS) positioned at 45° to the surface of
the micro display. A PBS passes polarized light of one linear polarization
(P-polarized light for parallel) and reflects (at 90°) light of the other lin-
ear polarization (S-polarized light for German senkrecht = perpendicular).
LCoS devices can be produced at lower cost compared to DMDs. There are
no moving parts and the backplane manufacturing process is comparable to
the process used to produce semiconductors (e.g. Application-Specific Inte-
grated Circuits (ASICs)). Other benefits include the high switching speed, a
high pixel fill factor (93% and higher: all pixel switching circuitry is hidden
behind the reflective electrodes) and high contrast optical systems that can
be designed around the micro display [2].

Of the three technologies introduced here LCoS technology provides the
highest native contrast (e.g. 50, 000 : 1) compared to DMD (e.g. 2, 000 : 1)
and HTPS (e.g. 1, 000 : 1).

2.1.3 Amplitude and Phase-Only LCoS Modulators

The previous section discusses typical projection SLMs that attenuate light
on a per-pixel basis to form images. In this thesis we introduce the use
of programmable lenses to create a more efficient projection system (see
Chapter 6). Similar to static lenses (for example a spherical glass lens) we
would like to achieve a wavefront distortion effect to focus or spread light.
The change of the state of polarization in a traditional LCoS display display
always comes coupled with a retardation of the phase (in other words a
distortion of the wavefront) of light. It is possible to design the LC material
and the alignment layer of an LCoS device in such a way that the display can
be operated in phase-only mode [31, 41, 61–63, 113]. Incoming light should
be linearly polarized but the state of polarization will not change upon
reflection off the micro display. In this configuration no PBS is required and
hence light is not absorbed. Similar to the example of a static glass lens,
this dynamically addressable phase retardation is accomplished by adjusting
the effective refractive index along the light path in the LC material at
each pixel. The change in refractive index is possible due to the use of
a LC material with non-zero birefringence. In birefringent material the
refractive index of the material depends on the polarization of light that
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2.1. Spatial Light Modulators

passed thought it. Birefringence can be quantified as the difference between
refractive indices of a material and is defined as:

∆LCn = ne − no (2.1)

where ne is the extraordinary refractive index for incident light parallel
to the preferred orientation direction of the LC material (the director) and
no is the ordinary refractive index for light perpendicular to the director. A
typical LC has a positive birefringence between 0.05 and 0.45 (see [21, 54,
114]). The amount of phase retardation of light as it passes through the LC
material is given by:

δLC =
2π ∗∆n ∗ d

λ
(2.2)

where d is the thickness of the LC material and λ is the wavelength
of incident light. Given that an LCoS device is reflective and light passes
through the LC material twice, the total phase retardation can be expressed
as:

δLCoS =
2π ∗∆n ∗ 2d

λ
(2.3)

For programmable lens and holographic applications it is often desir-
able to allow for a maximum phase retardation of exactly one wavelength
(2π) for example for phase-wrapping of a phase function (see for example
Figure 6.11). In this case the thickness of the LC device should be:

d =
λ

2 ∗∆n
(2.4)

For broadband light device and material properties can be optimized
around a center wavelength λc. Light with shorter or longer wavelength com-
pared to λc will refract more or less which can cause wavelength dependant
image magnification or demagnification resulting in chromatic aberration
(see for example Figure 6.7).

Finally, in phase-only LCoS devices the pixel pitch plays an important
role. A small pixel pitch is generally desirable as it allows for larger diffrac-
tion angels. However, given that the LC material thickness remains constant
for a given desired phase retardation a small pixel pitch can cause inter-pixel
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2.2. Contrast Metrics

crosstalk (i.e. a mixed phase response) between individual pixels which can
be challenging to predict.

We refer the interested reader to [117] and [98] for further details on
phase-only LCoS devices and topics related to polarization engineering for
projection applications.

2.2 Contrast Metrics

When comparing the contrast performance between different projectors it
is important to differentiate between sequential contrast and in-scene con-
trast. The sequential contrast is a good indication of the native micro-
display contrast, while the in-scene contrast is a much more meaningful
contrast measure when judging the image quality of natural images as it
takes into account the entire system’s optics including for example scatter
in the projection lens.

2.2.1 Sequential Projector Contrast

As the name suggests the sequential contrast is typically calculated from
a set of sequential light measurements of the maximum (full white screen)
and minimum (full black screen) amount of light that can be displayed by
the projector. The sequential contrast serves as a good approximation of
the native micro-display contrast, provided the projector light source is not
globally dimmed/attenuated (see Section 2.2.1). While early video projec-
tors based on liquid crystal micro displays were limited to on the order of
500:1 sequential contrast, today’s projectors based on MEMS based devices
(for example TI’s DLP technology) or LCoS displays such as Sony’s Silicon
X-tal Reflective Display (SXRD) branded technology achieve on the order of
1,000:1 to 6,000:1 sequential contrast. JVC continues to push the envelope
achieving on the order of 30,000:1 sequential contrast using their flavour
of LCoS technology called Direct Drive Image Light Amplifier (D-ILA) [9].
The sequential contrast is an important data point in understanding a pro-
jector, but it is less relevant when predicting projector contrast performance
for the reproduction of natural images.

Dynamic Irises and Global Light Source Dimming. The sequential
contrast of a projector can be increased when the light source is dimmed
or turned off entirely. High-pressure discharge lamps that are common in
most projectors can neither be electrically dimmed by a large amount nor
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can they be dimmed rapidly (e.g. at video frame rates). In order to globally
modulate the lamp intensity, one or more dynamic irises are controlled in a
content-dependant fashion. Similarly, with solid state light sources replac-
ing lamps in more recent projector designs, an LED or laser array’s global
intensity can be dimmed electronically based on content. In overall bright
scenes, the iris will be fully open (or the solid state light source driven at
full intensity), whereas dark scenes will cause the light source to be off or
dark for better (=darker) black level. The dynamic iris feature helps boost
the sequential contrast metric for test patters, but provides little visual ben-
efit for any but the darkest images - provided no image feature (including
single white pixels) requires the peak luminance level. In this case, the
iris will either remain fully open, which leads to an elevated black level, or
the luminance of the bright image feature will be reduced by the amount
that the light source is dimmed [45, 59]. In product marketing material the
quoted sequential contrast numbers often exceed 1,000,000:1, in this context
a rather meaningless measure for real image content.

2.2.2 In-scene Projector Contrast

For natural images, the in-scene contrast is a much more meaningful con-
trast measure. Here, a bright and a dark feature are measured simulta-
neously within the same image. There are several common test patterns,
for example the American National Standards Institute (ANSI) 4x4 checker
board contrast consisting of a grid of alternating white and black rectan-
gles. The in-scene contrast, or simultaneous contrast, takes into account the
entire optical path within the projector. The native micro display contrast,
inter-pixel light scatter, scatter within the light path caused by reflections
off of optical elements, undesired divergence of light within the projector
as well as the optical quality of the projection lens all affect the in-scene
contrast.

Aside from the native contrast of the micro display, the in-scene contrast
of a projector is largely affected by the overall amount of light in an image
(the mean luminance of an image). This is due to scattered light within
the projector that raises the achievable black level more in brighter images
compared to darker ones. In the case of for example a small white feature
centered on a black background, a high in-scene contrast which is comparable
to the sequential contrast can be measured, whereas a larger bright feature
towards the edge of the same black image would cause a reduced in-scene
contrast. In the example of the JVC projector (30,000:1 sequential contrast),
the in-scene contrast for a dark image might be close to 30,000:1, whereas
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the in-scene contrast for a bright scene (e.g. ANSI 4x4 checker board, with
50% mean luminance) would be closer to 500:1 due to scatter in the optics
past the micro display. We refer to Section 5.3 for a first estimate of average
image intensity for HDR cinema and note that for overall dark scenes a black
level of 100,000× or less below the peak luminance can be appreciated by
the observer.

To compare image quality of different HDR projectors the in-scene con-
trast of a test pattern with mean luminance comparable to target image
content, or a selection of real images can be used. The capability of a pro-
jector to reproduce bright highlights is important for both, overall dark and
overall bright scenes [13, 14, 118].

2.3 Dual Modulation Projection Displays

Over the last two decades, there have been several different proposals to
implement dual modulation approaches in display applications to increase
in-scene contrast. The availability of large flat panel TVs and high power
LEDs led to an adoption of dual modulation techniques in consumer elec-
tronics [101]. Similar concepts to increase contrast in projectors include
screens with spatially varying reflectivity (either statically [7] or dynami-
cally [102]), and arrays of hundreds or even thousands of primitive projec-
tors [102], proposed as means to increase on-screen luminance. Few of these
concepts have made it past the research stage and small-scale prototypes.
One exception are dual modulation projector designs using two traditional
amplitude SLMs in sequence [8, 19, 20, 59]. These systems are typically
intended for specialty applications requiring good black level and limited
peak luminance. The low optical efficiency of amplitude SLMs results in
both a low light intensity on screen and high power consumption, all at sig-
nificantly increased system cost. Nevertheless dual amplitude attenuating
projectors are being deployed not only in planetariums, training and sim-
ulation applications, but recently also in high end, premium large format,
cinema.

To alleviate the problem of inefficient image formation, Hoskinson et
al. [44, 46] introduced the notion of light reallocation using 2D arrays of
tip-tilt mirrors in the light path of a small DLP projector, whereby the first
modulator does not actually absorb much light, but moves it around within
the image plane, so it can be reallocated from dark image regions to bright
ones, essentially creating moving, bright spots of approximately constant size
on the amplitude modulator. Hoskinson and co-authors used a continuously
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tilting micro-mirror array to achieve this light reallocation. Unfortunately
such mirror arrays are not easy to control accurately (achieving predictable
tile-angles for a given drive signal) and are still only available as research
prototypes at low spatial resolution (7× 4 pixels in their work).

2.4 Holographic Displays

Holographic image formation models (e.g. [65]) have been adapted to create
digital holograms [39] quite early in the history of phase SLMs. Holographic
projection systems have been proposed in many flavours for research and
speciality applications including projectors [10]. Some projection systems
use diffraction patterns addressed on a phase SLM in combination with tem-
porally and spatially coherent light for image generation. The challenges in
holography for projectors lie in achieving sufficiently good image quality, the
limited diffraction efficiency, often due to binary phase modulators [10], and
the requirement for a Fourier lens, often resulting in an undesired, bright Di-
rect Current (DC) spot within the active image area (zero-order diffraction,
which is hard to eliminate completely).

2.5 Freeform Lenses

Recently there has been increased interest in freeform lens design, both for
general lighting applications (e.g. [74]) and for goal-based caustics [6, 47].
In the latter application, we can distinguish between discrete optimization
methods that work on a pixelated version of the problem (e.g. [83, 84, 116]),
and those that optimize for continuous surfaces without obvious pixel struc-
tures (e.g. [33, 53, 87, 100, 115]). The current state of the art methods
define an optimization problem on the gradients of the lens surface, which
then have to be integrated up into a height field. This leads to a tension
between satisfying a data term (the target caustic image) and maintaining
the integrability of the gradient field.

Lens and Phase Function Equivalence. The effects of phase delays
introduced by a smooth phase function can be related to an equivalent,
physical refractive lens under the paraxial approximation, which can be
derived using either geometric optics or from the Hyugens principle. The
paraxial approximation is widely used in optics and holds when sin θ ≈
θ. For the projection system considered in this thesis, |θ| ≤ 12◦, which
corresponds to redirecting light from one side of the image to the other.
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The error in the paraxial approximation is less than 1% for this case, which
makes optimizing directly for the phase surface possible.

2.6 Tone Mapping Operators and Colour
Appearance Models

Image reproduction has a history dating back to the start of photography,
leading to significant advances in print reproduction [1], colour reproduc-
tion [48] and digital image reproduction [91]. The aim of image reproduction
is to offer imagery for human consumption that looks natural, realistic as
well as appealing and, above all, correct. It has long been understood that
human visual perception plays a key role, and should therefore be taken into
account in any image and video reproduction systems [48].

CAMs, for instance, focus on the perception of various attributes of
colour, including hue, lightness and colourfulness [27]. Of particular impor-
tance for our work is lightness, which in colour science is loosely defined as
the impression of how much light a patch of colour appears to emit, relative
to a patch of colour perceived as white. In psychology, lightness is exten-
sively studied as well, and it is found that its perception depends crucially
on the presence of light sources, their intensities, distances as well as sizes
([37] and references therein). It is therefore a complex spatial phenomenon,
not yet extensively explored in either colour appearance modeling or high
dynamic range imaging.

The CIECAM02 colour appearance model is the most recent industry
standard, adopted by the Commission International de l’Éclairage (CIE) [76].
CAMs can be used to adapt the tristimulus value of a patch of colour for ob-
servation under different viewing conditions. This is commonly achieved by
operating the model in reverse, substituting parameters describing the new
viewing environment. Although these models are accurate in their predic-
tion of colour appearance, they are validated only under certain conditions,
specifically for a limited range of illumination levels. One reason is that these
models are derived from psychophysical data collected for a limited range
of luminances [69]. A second reason is that by applying a CAM in both
forward and reverse mode, significant discrepancies in lighting conditions
are difficult to account for [92].

This can be remedied by deriving spatially varying colour appearance
models, known as image appearance models [29, 56, 86]. These models are
often closely related to CIECAM02, but include a spatially varying compo-
nent to better deal with dynamic range mismatches.
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2.6. Tone Mapping Operators and Colour Appearance Models

In the area of dynamic range reduction, image appearance models are
the exception in that their design naturally includes colour management.
Tone reproduction operators are specifically designed to deal with large dif-
ferences between the dynamic range of an image and that of the target
display. Global operators compress the image by applying a single function
to each pixel [24, 32, 109, 112]. The shape of this function is often sig-
moidal [90, 94] or close to sigmoidal (see Chapter 7 of Reinhard et al. [95]
for a discussion). Note that such response functions are known to describe
photoreceptor output well [111].

Local operators add a spatially varying compressive function to take pixel
neighbourhoods into consideration. This often takes the form of a Gaussian
filter to approximate locally adaptative processes [12, 94], may use stacks
of band-pass filters [67], or possibly employ edge-preserving smoothing op-
erators that help minimize haloing artifacts [25]. They can also serve the
purpose of local contrast management [30]. To our knowledge, only one
tone reproduction operator is spatially variant by taking inspiration from
lightness perception [55]. This method segments the image into separate
regions, called frameworks, which each have a significantly different average
luminance. This allows each framework to be treated semi-independently.
Our model is also inspired by lightness perception, although we embed our
technique into a colour management algorithm rather than a tone reproduc-
tion operator, allowing us to simultaneously manage lightness perception,
dynamic range as well as colour appearance.
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Chapter 3

Visual Perception and
Colour Appearance

Managing the appearance of images across different display environments is
a difficult problem, exacerbated by the proliferation of high dynamic range
imaging technologies. Tone reproduction is often limited to luminance ad-
justment and is rarely calibrated against psychophysical data, while colour
appearance modeling addresses colour reproduction in a calibrated manner,
albeit over a limited luminance range. Only a few image appearance mod-
els bridge the gap, borrowing ideas from both areas. Our take on scene
reproduction reduces computational complexity with respect to the state-
of-the-art, and adds a spatially varying model of lightness perception. The
predictive capabilities of the model are validated against all psychophysi-
cal data known to us, and visual comparisons show accurate and robust
reproduction for challenging high dynamic range scenes.

3.1 Introduction

Traditional imaging pipelines are designed around the abilities of conven-
tional capture and display devices, and therefore do not handle dynamic
range beyond what can be represented with a single byte per pixel per
colour channel. Light in the world around us cannot be well represented
by such highly quantized values. This has led to the development of a col-
lection of capture, processing and display technologies that are collectively
termed HDR imaging [72, 95]. In particular capture and display hardware
technologies are rapidly maturing [103, 107], opening up new opportunities
in entertainment and broadcasting, but bringing new demands on encoding,
storage and especially on display.

For instance, dynamic range reduction [77, 95] or expansion operators [5]
address luminance mismatches between image and display, and may take
display capabilities into account [71]. Many of these techniques offer sophis-
ticated mechanisms and models to handle the extensive luminance range of
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HDR, often inspired by aspects of the visual system. More often than not
however, tone reproduction operators treat colour as a separate modality,
and with much less precision. Usually, post-processing steps are applied to
reduce the saturation of colours [70, 99]. Although this may lead to satis-
fying results in many cases, they are not sufficient for accurately modelling
the appearance of colours under different conditions. For instance, a colour
timer preparing a movie for the cinema will need to take into account the
specific viewing conditions likely to occur (dark room, large display, varying
viewing distances). On the other hand, when preparing the same movie for
home viewing, to ensure that the viewer will have the same experience as
the cinema goer, different viewing conditions are considered.

CAMs may be employed to predict the appearance of a given colour un-
der different conditions (which are specified as inputs to the algorithm) [27].
As opposed to tonemapping, most CAMs are designed with a focus on colour
and less so on dynamic range, making them less appropriate for dealing with
HDR data as they offer little compression. Although CAMs offer high pre-
dictive power for single patches of colour, spatial relations in an image can
greatly affect the appearance of colours, requiring spatially varying image
appearance models instead [56].

Another mismatch between existing tonemapping and colour appear-
ance solutions is the treatment of the viewing environment. In the former,
display capabilities are rarely taken into account, albeit with one notable ex-
ception [71]. In CAMs on the other hand, the room illumination is taken into
account in a symmetric manner to the original scene environment. Mixed
adaptation to both room and display is not considered in any model that
we are aware of.

3.2 Contributions

We therefore propose a novel, fully calibrated model for reproducing the ap-
pearance of images under a wide range of different scene and display/viewing
conditions. As an example, the image in Figure 3.1 is processed for several
different viewing and display conditions, leading to images that, when seen
under the corresponding conditions, will have the same appearance. Algo-
rithmically, the novelty of our approach is, that rather than matching the
input to the visual system between scene and view environment, our algo-
rithm crucially achieves relative computational simplicity by matching an
intermediate state of visual processing, namely photoreceptor responses. We
borrow from lightness perception to implement a spatially varying response
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Figure 3.1: Our appearance reproduction model faithfully reproduces
colour, taking into account different viewing environments and display types
as shown here for different combinations of viewing environment and dis-
play. The plot shows the image histogram (grey) as well as the input/output
mapping (red, green and blue) for this particular image. The right panel
shows that contrast is accurately reproduced for most pixels (shown grey), as
determined by the dynamic range independent image quality metric [3].

to the input, leading to a natural reproduction of scene appearance.
The algorithm is uniquely matched against all psychophysical corre-

sponding colour and colour appearance data known to us. This allows
us to prepare images as well as video for observation under known view-
ing conditions, as well as predict appearance correlates. We believe that
this algorithm brings together best practices from research in colour ap-
pearance modeling, tone reproduction research as well as knowledge from
human lightness perception, leading not only to calibrated, but also visually
pleasing results. In summary, we offer the following contributions:

� We describe a calibrated and extensively evaluated global model that
can match image appearance over a wide range of conditions and dis-
plays.

� We derive correlates for appearance characterization using a signifi-
cantly simpler formulation than any existing models and achieve com-
parable predictive performance.

� We propose a novel formulation for modelling local aspects of lightness
perception, which allows us to take display size, viewing distance and
many other factors into account.

In Section 3.3 we describe our main model and in Section 3.4 we show how
it is extended to include a spatially varying notion of lightness perception.
The model is evaluated in the context of several applications in Section 3.5,
while conclusions are drawn in Section 3.6.
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3.3. Our Model

Figure 3.2: An overview of the steps of our model.

3.3 Our Model

We work under the hypothesis that it would be possible to match the output
of photoreceptors, and possibly further stages of visual processing, to obtain
a visual match. The aim is therefore to derive a model (a flow chart is shown
in Figure 3.2) to process images such that when presented on a known display
device under known illumination will elicit a perceptual response identical
to the original scene environment in which the image was captured. This
means that in addition to the input image (a), which we assume to be
specified in calibrated photometric units1 (cd/m2), the model requires a
set of parameters that characterizes the environment in which the image
was taken (e), as well as a characterisation of the display device (f2) and the
viewing environment (f1). These parameters are compatible with those used
in other colour and image appearance models. The output of the model is
then a new image (g2) which can be post-processed according to a desired
rendering intent (h) and displayed on the specified display (i), generating
the correct percept.

Additionally, it is possible to calculate a set of appearance correlates
(g1) which describe how pixels in the input image would be perceived in the
environment in which the image was captured. These are computed on the
output of the global model, and this is discussed in Section 3.5.3. These
correlates allow the model to serve as a standard colour appearance model.

We model the pathway that light takes from entering the eye until the
computation of the neural response generated by the photoreceptors. This
includes modulating the pupil size (Figure 3.2(b)), accounting for bleach-
ing (c), as well as subsequent modeling of the neural response of the three

1The model produces plausible results even if the input image is not calibrated, al-
though the resulting output image in that case is also not necessarily calibrated.
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cone types (d). Although tone reproduction and colour appearance models
often omit the effects of pupil size and bleaching, we have found that includ-
ing these allows the model to accurately predict photoreceptor output with
a straightforward model. The non-linear response is modulated by a spa-
tially varying measure of scene adaptation (e), which is inspired by lightness
perception and takes into account size, distance and strength of the light
sources in the scene (Section 3.4). Before describing each stage, we begin
by discussing the input parameters and their derivation.

3.3.1 Input Parameters

The first and most important input to the algorithm is an image I with N
pixels In = (Xn, Yn, Zn) that ideally would be linear and specified in abso-
lute values. We assume that the image is given in the CIE XYZ colour space,
and that the Y channel is in cd/m2. Like all colour appearance models, the
scene in which the photograph was taken needs to be characterised. This is
typically done by specifying an adapting luminance La,s as well as the white
point of the dominant luminant, specified as a CIE XYZ tristimulus value
Wa,s = (XW,s, YW,x, ZW,s) (with the Y channel normalized to 100)2. These
parameters can be estimated from the image, and although it would be pos-
sible to derive one set of parameters for the entire image, we believe that
for successful appearance reproduction it would be better to estimate these
parameters in a spatially varying manner. This will allow us to take proxim-
ity of light sources, their size and intensity into account, thereby effectively
approximating human lightness perception. This estimation technique is
described in Section 3.4.

Following CIECAM02 we compute the degree of adaptation Ds, an in-
terpolant which models to what extent the visual system is adapted [76]:

Ds = 1− exp((−La,s − 42)/92)

3.6
. (3.1)

In our calculations we also need a notion of the maximum values that
occur in the image. However, directly measuring the maximum value will
not lead to a robust algorithm. Instead, we compute the maximum scene
luminance by taking the 90th percentile, giving La,max,s. This value was
chosen such that small but extremely bright regions (e.g. sun) would not bias

2Note that we use ’s’ in subscripts to denote scene referred parameters, ’d’ to refer to
display parameters, and ’v’ to refer to the viewing environment in which the display is
located. If these identifiers are omitted, the variable applies equally to all scene, display
and viewing conditions.
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further computations. The associated maximum white point is Wa,max,s =
Wa,s La,max,s/La,s, a scaled version of the log average white point.

In most colour appearance models, each of the input parameters has a
counterpart that describes the display environment. However, the current
and future range of display capabilities means that it may not be sufficient
to only describe the viewing environment: humans may adapt to both the
viewing environment as well as the display itself — an issue particularly
important for HDR displays. We therefore specify two counterparts for
each scene-related parameter; one describing the display and one describing
the viewing environment. These parameters should be specified by the user,
whereby we note that we typically use the display white point for Wa,d =
(XW,d, YW,d, ZW,d), and measure a white piece of paper using a chromameter
to derive the viewing white point Wa,v = (XW,v, YW,v, ZW,v). We then infer
the following parameters: La,d = YW,d, La,v = YW,v, La,max,d = 5La,d,
La,max,v = 5La,v and finally, Yb,d = Yb,v = 20 and Dd = Dv = 1.

In the viewing environment the room illumination as well as the display
may contribute to the state of adaptation of the viewer. Although partial
adaptation is currently not a fully understood mechanism, we assume that
the viewing and display illuminants contribute relative to their intensities,
as well as the proportion of the field of view taken up by the display. As
a result, we combine the room and display parameters into a unified set of
parameters. This is achieved by measuring the visual angle α of the display
relative to the entire visual field, and weighting La,d and La,v according
to this fraction. This leads to a new La,v defined as αLa,d + (1 − α)La,v.
We weigh all other display and viewing parameters in the same manner,
reducing the number of viewing/display related parameters by half.

Finally, we convert the image as well as all tristimulus values to LMS
cones space by means of the Hunt-Pointer-Estévez transform [27]. In the
following we describe the model of human vision that we employ using scene
referred parameters. An exact counterpart can be assumed for the viewing
environment. The output of these two models is then combined into a single
algorithm that transforms the image such that appearance is preserved.

3.3.2 Pupil Size

The pupil size is normally interpreted as a function of the adapting lumi-
nance La,s and thus could be seen as providing an optimal aperture for the
given environment. However, it could also be interpreted as a protective
device, constricting the pupil in bright environments to minimise the risk of
damage to the retina. In that case, pupil area would be a function of the

20



3.3. Our Model

maximum adapting luminance La,max,s, used in the formulation for pupil
area As [75]:

As = π (2.45− 1.5 tanh(0.4 ln(La,max,s + 1))2mm2. (3.2)

The input image as well as all the white points and adapting luminances can
be converted to trolands by multiplying by pupil area As, yielding retinal
illuminance.

3.3.3 Bleaching

The opsins within the photoreceptors can change state if hit by too much
light, stopping them temporarily from being able to transduce light. The
probability that a photoreceptor is able to function is given by [43]:

p(W) =
4.3

4.3 + ln(W)
. (3.3)

The vector notation used here is to indicate that we compute the effect
of bleaching for each of the three colour channels separately. We compute
factors for Wa,s, Wa,max,s and Wa,v. This means that the effective retinal
illuminance for these two white points is:

We
a,s = Wa,s � p(Wa,s) As (3.4)

We
a,max,s = Wa,max,s � p(Wa,max,s) As. (3.5)

While we could compute the effective retinal illuminance for the image
as well, it would be computationally more efficient to compute a factor
fs = As p(Wa,s) that is used to account for retinal illuminance in the final
mapping function introduced in Section 3.3.5.

3.3.4 Photoreceptor Response

We choose a model of photoreceptor behavior that is similar to existing
models as they have been applied to tone reproduction as well as colour
appearance modelling, i.e. we use a model that is a variant of the well-known
Michaelis-Menten equation3:

Vs = Vmax,s

I

I + σs Vmax,s/fs
(3.6)

3Often the Naka-Rushton equation is used instead, which has the same form, albeit
with the I and σs terms exponentiated with n ∈ [0, 1]. In CIECAM02 n is 0.42, whereas
Kim et al. [51] use n = 0.73. There is significant debate as to what value would be optimal,
although measurements have shown that for the normal retina we have n = 1 ([34], page
17); hence our choice to omit the exponent.
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where Vs is the neural response due to stimulus strength I, the semi-
saturation constant is given by σs and the maximum response is given by
Vmax,s. The factor fs accounts for bleaching and pupil size, as discussed
in Section 3.3.3. The main difference with the standard sigmoidal form is
that the semi-saturation constant is multiplied by Vmax,s. This allows us
to match scene and viewing environments in a novel and interesting way, as
shown in the following section. Moreover, this equation can be rewritten as

Vs =
I

I V−1
max,s + σs/fs

, (3.7)

which shows that the output of this system is not normalized, but can
vary according to the choice of Vmax,s.

Most models of human vision choose Vmax,s to be constant. However,
it has been shown that this value should vary according to overall illumina-
tion [43]. In particular, the maximum neural response reduces somewhat in
bright environments. We surmise that its value is related to the maximum
effective retinal illuminance, so that we can compute Vmax,s as:

Vmax,s = k

(
θ + We

a,max,s

θ

)−0.5

. (3.8)

Although the literature does not specify values for k and θ, by optimising
against a set of corresponding colour datasets [66] we have found that k = 34
and θ = 67 yields consistently good results.

The semi-saturation constant σs models the neural mechanism of adap-
tation, and as such is a function of both the adapting luminance as well as
the adapting white point. Following Kunkel and Reinhard [57], we find that
interpolating between these values according to the degree of adaptation Ds

produces an appropriate triplet of semi-saturation constants σs:

σs = Ds We
a,s + (1−Ds)As La,s, (3.9)

where La,s = La,s (1, 1, 1) is a scaled identity vector. The neural response
for the scene environment Vs is now considered to be the quantity that gives
rise to all further perceptual effects. It is therefore desirable to match this
neural response across viewing conditions, which we discuss next.

3.3.5 Final Mapping Function

We assume that the neural response of the scene environment Vs needs to
be recreated in a potentially different viewing environment. If we were to
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display the image in a given room on a given display, this would elicit a
neural response Vv. We aim to modify the input image such that when
observed in this viewing environment, the neural responses are matched.

The modification of the input image to the display image can be written
as Ld = g(I). In general there is no guarantee that any mapping g() leads
to an appearance match. Alternatively, one could require that Vv(Ld) =
Vs(I) — effecting a direct appearance match — for whichever functional
form of V was chosen. Solving this equation for the tone reproduction
operator Ld leads to a solution that encodes the forward and backward
steps as seen in all colour appearance models and some tone reproduction
operators. If the photoreceptor model was chosen as a sigmoidal compressive
function, however, then it can be shown that the functional form of the tone
reproduction operator follows a power law [92], which is fine for images of
medium dynamic range but not sufficiently compressive for high dynamic
range imagery.

On the other hand, sigmoidal operators that omit the backward step
(e.g. [94]), have been shown to produce plausible images [64], despite be-
ing theoretically incorrect. The latter stems from the fact that sigmoidal
compression produces perceived values which are then displayed as if they
were luminances. This makes that the observer’s visual system incorrectly
perceives these values for a second time.

We can close this gap between theory and practice by noting that the
precise form of our neural response computation allows us to match Vv and
Vs in parts rather than as a single equation. We will show how this key
idea leads to a desirable result in the following.

We begin by choosing a specific form for our mapping function g(), such
that display values Ld are computed from the input I as follows:

Ld = Lmax
I

I + τ Lmax
=

I

IL−1
max + τ

. (3.10)

Note that our computational model has exactly the same functional form
as the assumed photoreceptor model of (3.6). Suppose we map the input
image with this function and display the result, then the neural response of
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an observer’s photoreceptors would be:

Vv = Vmax,v

Lmax
I

I + τ Lmax

Lmax
I

I + τ Lmax
+
σv
fv

Vmax,v

(3.11)

=
Vmax,v

1 +
σv
fv

Vmax,v

Lmax

I

I + τ
σv
fv

Vmax,v

Lmax

(3.12)

= c1
I

I + c2
. (3.13)

We note that (3.13) has once again the same form as (3.6). This is crucially
important, as equating Vv to Vs can now be achieved by equating the
constants c1 and c2 leading to two equations from which we can solve our
two unknowns Lmax and τ :

Vmax,s
I

I +
σs
fs

Vmax,s

=
Vmax,v

1 +
σv
fv

Vmax,v

Lmax

I

I + τ
σv
fv

Vmax,v

Lmax

. (3.14)

The two parts c1 and c2 correspond to the following two equations:

Vmax,s =
Vmax,v

1 +
σv
fv

Vmax,v

Lmax

(3.15)

σs
fs

Vmax,s = τ
σv
fv

Vmax,v

Lmax
. (3.16)

Solving this system of equations for Lmax and τ gives:

Lmax =
σv
fv

1

1/Vmax,s − 1/Vmax,v
(3.17)

τ =
σs
fs

fv
σv
. (3.18)

In practice, we would implement the right-hand side of (3.10), and therefore
need L−1

max which also has the mathematical advantage of approaching zero
when the scene and viewing conditions are identical (and thereby Vmax,s =
Vmax,v). Our method is formally not suitable to handle scene and display
environments whereby the maximum scene luminance is smaller than the
maximum luminance in the viewing environment. In that case we have
Vmax,s > Vmax,v (due to (3.8)) resulting in Lmax < 0. Bearing in mind
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that the range of values attained by Vmax is small, we therefore introduce
a straightforward variation to L−1

max that will produce plausible images even
when this condition is not met:

L−1
max =

fv
σv

∣∣∣∣ 1

Vmax,s
− 1

Vmax,v

∣∣∣∣ . (3.19)

An important observation is that our mapping function (3.10) reduces to
the identity operator in case the scene and viewing environments are the
same. This means that for images which do not require compression for the
given viewing environment, the operator leaves pixels unaltered.

The algorithm calculates in cone response space three fully independent
channels, which means that it is a strict von Kries model [27]. Although
most colour appearance models compute chromatic adaptation in a separate
sharpened colour space as a preprocess, we have folded chromatic adapta-
tion into the computation of three different semi-saturation constants, a
technique first shown to be viable by Kunkel and Reinhard [57].

As a result, the model can be directly evaluated against corresponding
colour datasets. Such psychophysical datasets are obtained by showing ob-
servers a patch of colour under a specific illuminant. The patch is then
shown under a different illuminant, and the observer is asked to adjust the
tristimulus value of the patch until it appears identical. We evaluate the
model against the CSAJ, Kuo and Luo, Lam and Rigg, Helson et al., Brene-
man, and the Braun and Fairchild datasets [66], as shown in Figure 3.3. For
the three colour channels, the root mean square error is 2.0183, 1.6863 and
2.181 (overall 1.97), which is within 8% of CIECAM02 (but note that we
achieve this performance without requiring a separate chromatic adaptation
step).

3.3.6 The Hunt and Stevens effects

Two important colour appearance phenomena need to be taken into account,
as they play a particularly important (yet mostly unexplored role) in high
dynamic range imaging. The first is the Hunt effect, which predicts that the
perception of saturation covaries with scene luminance [27]. This effect is
implicitly handled in our model by defining independent compressive curves
for each of the three colour channels.

The Stevens effect predicts that the perception of contrast co-varies with
scene luminance [27]. We model this effect by re-introducing some of the
contrast that was lost by applying (3.10). A reliable way to do this is by
employing a bilateral filter-based unsharp mask [88]. Here, we use a bilateral
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Figure 3.3: The output of (3.10) for each of its channels plotted against
seven different corresponding colour datasets.

filter Bρspace,ρL with spatial constant ρspace = 0.1 ddisp max(1, La,s/La,v) ,
where ddisp is the display diagonal. The intensity constant is ρL = 0.2 ∆L,
where ∆L is the scene’s luminance range. The unsharp mask U is then
computed as U = Yd − Bρspace,ρL(Yd), where Yd is the luminance channel
derived from Ld, the output of (3.10), by conversion to Yxy space. The
contrast enhanced image luminance is then given by Y ′d = Yd + 0.3U . The
computation is carried out in Yxy space for convenience, but could be carried
out directly in LMS space.

3.3.7 Post-Processing

The image obtained by executing (3.10) will create a visual match in the
chosen viewing environment, under the condition that the display range is
sufficient. In essence the image is prepared for a particular viewing con-
dition, as opposed to a particular display device. As a result, pixels may
be mapped to values outside the display’s range. This would occur when
the display is dim relative to the viewing environment (e.g. when taking a
laptop outside into the sun).

In such cases it is inevitable that some information is lost. To decide
how to display an image we introduce two rendering intents that post-process
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Figure 3.4: An image without (left) and with (right) inclusion of our model
of the Stevens effect, showing that the perception of contrast is maintained
better in the right image.

the image according to the wishes of the observer. The most precise way
to display pixels is to simply clamp all pixels that are above the maximum
display value. We call this rendering intent physical. It maps as many pixels
as accurately as possible. Alternatively we can normalise the image to the
display range, a rendering intent we call linear. This produces plausible
images despite mapping pixels to values that are potentially either too high
or too low.

Note that such issues would not occur if the observer chose the illumina-
tion in the viewing environment to be appropriately matched to the display
capabilities. As such, these rendering intents are created to allow the display
of images under less than ideal circumstances.

Finally, as per normal, the image should be gamma corrected prior to
display to account for display non-linearities.

3.4 Local Lightness Perception

The model described so far affects all pixels in the image in the same way
as it produces a single tone curve per channel. Although this is sufficient
for many images, in more extreme scenarios, such as the image shown in
Figure 3.1, the resulting tone curve is appropriate for neither the bright or
the darker parts of the image. A better solution would be to adapt the curve
to take into account local trends in the image.

In the human retina, lateral interconnections allow such adaptation to
occur. Examples are horizontal cells that modify photoreceptor output [60]
as well as various amacrine cell types. These cells form neural substrates
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3.4. Local Lightness Perception

Figure 3.5: A visualization of the median cut algorithm [22], creating re-
gions which can be represented with a single point acting as its representative
light source.

which compute some form of spatial adaptation. Many other lateral, for-
ward, and backward interconnections occur further along the visual pathway.
These together give rise to various perceptual phenomena, one of which is
the notion of lightness.

Studies of lightness perception have shown that the size of a region in a
scene, in addition to distance and strength, plays a crucial role in how that
part of the scene is perceived. Gilchrist et al. [36] formalised these effects
in the following rule, known as the Area Rule: “In a simple display, when
the darker of the two regions has the greater relative area, as the darker
region grows in area, its lightness value goes up in direct proportion. At the
same time the lighter region first appears white, then a fluorescent white and
finally, self-luminous.”

With this in mind, our model of lightness perception considers lumi-
nance, distance as well as region size. The first issue then is naturally the
detection of appropriate regions in the input image. Although some form of
segmentation could be used [55], this would be a costly operation and would
require an additional cleanup step.
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3.4. Local Lightness Perception

For our solution, we draw inspiration from importance sampling tech-
niques and specifically the median cut algorithm [22], which recursively sub-
divides the image into R regions r of equal luminous energy for a given
number of iterations. A light source is then placed in the centre of each
region (or in a different position, such as a centroid determined according
to the energy distribution within that region) and its colour is computed as
the region’s average pixel value (see Figure 3.5).

This method is both robust and efficient, subdividing the image into
regions of approximately equal energy. These regions can naturally serve
as neighborhoods over which the scene parameters La,s, Wa,s and Ds are
estimated locally. In addition, the sizes of the different regions are implicitly
computed in the subdivision process. For instance, Figure 3.5 shows that
approximately half the regions are allocated to light parts of the scene,
but these are much smaller than their darker counterparts. This encodes
the relation between light and dark parts of the image and allows us to
approximate the area rule. We have found that 7 levels of recursion (128
regions) creates regions that represent their local areas well. Subdividing
into more regions only creates more computations without further benefit,
while using fewer regions gracefully degrades the result, to obtain a global
operator in the limit of using the image as a single region.

We restrict the minimum size of a region to 10 pixels to ensure that small,
bright regions such as highlights are not over-represented in the estimation
of adaptation levels. We position the virtual light source representing each
region at its center. For each region r ∈ R, the pixels within that region
are used to compute local adaptation levels La,s,r (computed as the region’s
geometric mean), degree of adaptation Ds,r (Equation (3.1)) and effective
retinal illuminance We

a,s,r (Equation (3.4)). Note that the pupil size used
for the computation of We

a,s,r is computed based on global scene parameters
as the viewer will be observing the scene as a whole (Equation (3.2)). This
is also the case for Vmax,s (and consequently L−1

max) as it represents a global
scaling to the maximum response of the photoreceptors (Equations (3.8)
and (3.19)).

The semi-saturation value that drives the compressive part of our model
is then computed for each pixel based on its distance to each of the virtual
light sources. This computation also takes into account the size of the display
and the viewing distance, effectively including visual angle as a factor for
determining the contribution of each light source for a particular pixel.

Thus, for any image pixel In, a weight wr,n ∈ wn is computed per region
r, based on the pixel distance dr,n between the pixel and the center of each
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3.4. Local Lightness Perception

region r:

wn,r =

(
1− cos

(
π

2
− dn,r
ddiag

ω

))4

. (3.20)

Here, ddiag is the display diagonal in pixels, which is used to normalize
the pixel distances for each region, and ω = θD/120 is the ratio between
the visual angle covered by the display itself and the full (binocular) visual
field of the viewer, which we set to 120◦ [104]. The visual angle θD of the
display is computed based on its physical diagonal size dsize and the expected
viewing distance dview as θd = 2 tan−1(0.5 dsize/dview). The weights wn are
finally normalized so that they sum to 1 for each pixel. Pixels are then
assigned their own values for adaptation luminance, adaptation white point
and degree of adaptation. For instance, the adapting luminance is:

La,s,n =
R∑
r=1

wn,r La,s,r. (3.21)

The per pixel degree of adaptation Ds,n and white points We
a,s,n are com-

puted analogously. A semi-saturation triplet σs,n is then computed for each
pixel In using a spatially varying version of (3.9):

σs,n = Ds,n We
a,s,n + (1−Ds,n)As La,s,n, (3.22)

where La,s,n = La,s,n (1, 1, 1). With this per pixel parameter the image is
then processed using the model described in Section 3.3.5.

Our approach allows us to model spatial aspects of lightness perception
and preserves sharp edges in the image without introducing artefacts. Spa-
tial modulations are overall very low frequency and their intensity depends
on the specific viewing conditions. If the image is intended to be viewed
on a laptop monitor in typical office conditions, it will only fill a relatively
small part of the viewer’s field of view and other light sources are likely to
play a role in their overall adaptation, meaning that all parts of the im-
age will be perceived in a similar way. On the other hand, if the target
viewing condition is a cinema, the surrounding illumination is likely to be
extremely low and the screen very large. Consequently, the displayed image
will largely determine the adaptation of the viewer. If the original scene
was much brighter than the display or projector can handle, effects due to
lightness perception that would be apparent if the viewer was in the original
environment, need to be simulated in the compressed output to match the
scene appearance.
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Figure 3.6: This scene was rendered with our algorithm, using a global set
of parameters (left) and per pixel parameters (right), approximating lightness
perception.

3.5 Applications

In this section we describe three usage scenarios for which our model is appli-
cable. The first is what we call scene reproduction, whereby (un-)calibrated
images are prepared for viewing in a specific viewing environment. The
second is video reproduction, demonstrating the use of our technique on
high dynamic range video, and finally we present our take on appearance
prediction, which requires the calculation of appearance correlates. In these
sections we compare our results to the state-of-the-art in tone reproduction,
colour appearance and image appearance models.

3.5.1 Scene Reproduction

The main aim of our work is to reproduce scene appearance across a variety
of viewing conditions. With this we mean to reproduce the overall look
and feel of a scene. This is not the same as reproducing a photograph of
a scene, which would produce an altogether different look. An example
demonstrating this subtle but important difference is shown in Figure 3.6.
The left image was created with our algorithm, although we have set La,s
and Wa,s to the image’s global geometric mean, rather than computing
these values per pixel, as our standard algorithm would do (right image).
We note that the left image looks more like a photograph of a scene than
like the scene itself. In our opinion the right image is a perceptually more
correct representation of the scene. In particular, note the bark on the tree
in the right image. The part of the tree trunk shown against the sky is both
darker and less rich in detail than the bottom part of the tree trunk. This is
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3.5. Applications

indeed how such a scene appears as a result of human lightness perception,
although this is rarely captured in photographs.

It is important to note that we intend to match appearances, rather than
maximize image attributes. This means that our aim is not to produce the
most punchy and contrast-rich image. We are, however, aiming to produce
well-balanced images with the correct distribution of intensities, contrasts
and colours. Consider Figure 3.7, where we compare our result with a set of
state-of-the-art colour appearance models and tone reproduction operators.
This well-known image is difficult to reproduce accurately due to its large
dynamic range, as well as its strong colour cast. Notice that in our scene
reproduction (top left) the colours are reproduced accurately. The marble
of the stairs can be clearly differentiated from the rest of the floor, the gold
on the walls appears as gold, and the wood on the ceiling looks like wood.

32



3.5.
A
p
p
lication

s

CIECAM 02 iCAM 06 Kunkel 09 Kim et al 09Our model Reinhard et al 02Mantiuk 08

Figure 3.7: A visual comparison of our results with a variety of colour appearance, image appearance and tone
reproduction operators. The mapped image is shown in the top row, and the bottom row shows the difference
between the input high dynamic range image and the output image, according to the dynamic range independent
quality assessment metric [3]. This metric shows where contrasts have changed above visible threshold (see text).
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The dynamic range independent quality assessment metric [3] shows that
comparing input with our output yields minimal distortions (bottom left in
Figure 3.7. Our result was created using default parameters that describe
an average laptop in an office environment4. The encoding of colour in the
quality metric images is as follows: green pixels show loss of contrast, red
indicates amplification of contrast, and blue indicates a contrast reversal.
Grey shows image areas without artifacts.

The same figure shows renderings and quality assessments for a set of
state-of-the-art colour appearance models and tone reproduction operators.
These include CIECAM02 [76], Kunkel’s [57] and Kim’s [51] colour ap-
pearance models, the iCAM06 image appearance model [56], and Mantiuk’s
display adaptive operator [71] as well as the photographic operator [94].
Where possible, we have used default parameters to create these images.
For CIECAM02 this was not possible, requiring hand tuning to find the
parameters that best represent the scene.

Each of these algorithms create images with very different appearance.
Characteristic for tone reproduction operators, the display adaptive and
photographic operators do not reproduce colours appropriately, making the
scene overly yellow. As expected, the colour and image appearance models
do better in that respect, but tend to make the image too flat – the quality
metric shows significant loss of contrast for these results. They also make
the image either a little light or dark. It may be that default parameters are
not optimal for this image, although it is more likely, at least for CIECAM02
and Kunkel’s method, that the inverse step largely undoes the compression
effected by the forward step. This is the reason that we have taken a different
approach, having a single compressive step that takes both scene and viewing
parameters into account.

A further comparison with Mantiuk et al.[71], iCAM06 [56] and Kim et
al.[51] is given in Figure 3.8 for a set of four calibrated images from the
HDR survey [26]. All algorithms in this figure take the display environment
into account, which was set to an average laptop display, assumed to have a
D65 white point. Thus, this figure is best viewed on a D65 display, ideally
under a D65 illuminant, zoomed in such that each panel takes the full size
of the display. The viewing distance should then be about 30 cm. Note
that our method produces even results without over-saturating the images
(a problem common in tone reproduction [70]). Our algorithm produces

4Display: La,d = 60 cd/m2, La,max,d = 191, Wa,d = (55, 60, 65), Wa,max,d =
(172, 191, 190); Viewing environment: La,v = 800 cd/m2, La,max,v = 7010, Wa,v =
(760, 800, 871), Wa,max,v = (6662, 7010, 7632).
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Our method Mantiuk 08 iCAM 06 Kim at al
Response curves/
Image histogram 

Figure 3.8: A visual comparison of our output with several models that take
the display environment into account. The left column shows the response
curves for our method (log-linear plots), showing how they adapt to the image
histogram (shown in grey). As each channel is processed independently,
strong colour casts are automatically removed, as shown in the top image.

sufficient contrast to show both colour checkers in the second image from the
top with good fidelity. The early sunrise scene shows a dark sky, as expected
of a scene captured at 6:19AM. The night scene produces a well balanced
result. Here, the car appears relatively dark as it is depicted against a light
store front, simulating the effects of lightness perception.

Finally, Figures 3.1 and 3.9 show the effect of preparing an image for
different display and viewing environments. Figure 3.9 shows an image
prepared for an average laptop (parameters as before) as well as an iPhone
screen5. Although the differences are subtle, they do allow the snow to be
reproduced accurately in each case.

3.5.2 Video Reproduction

The proposed model is suited for managing the appearance of video content
in addition to images. We have experimented with a range of high dynamic

5Display: La,d = 100 cd/m2, La,max,d = 250, Wa,d = (91, 100, 110), Wa,max,d =
(227, 250, 276); Viewing environment: La,v = 2000 cd/m2, La,max,v = 5440, Wa,v =
(1907, 2000, 1907), Wa,max,v = (5135, 5440, 5472).
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Figure 3.9: An image prepared for display on a laptop (left) and an iphone
screen (right), taking into account differences in size, display properties, as
well as viewing environments.

Figure 3.10: A series of frames from an HDR video processed with the
proposed model. The adapting white point is progressively changed in the
video to demonstrate how the image is modified to simulate adaptation to
the varying white point.

range video segments [107]. A series of frames from a video processed with
our model is shown in Figure 3.10. For this video, we simulated a tempo-
rally varying illumination environment by using a strongly coloured border
(ranging from CIE D75 to CIE A) to which the observer will adapt. Using
the colour of this border as input to the algorithm, we prepared the video
for observation with this border on a display with 15 inch diagonal screen
area and for a viewing distance of 15 inches. Note that this allows the over-
all appearance of the video to co-vary with the border, thus conveying the
correct appearance.

Although the method cannot offer theoretical guarantees of temporal
stability, we note that, in practice, the algorithm did not introduce flicker
in the videos we have tested. If temporal stability needs to be guaranteed,
it should be possible to apply a leaky integrator to σs,n [52].
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3.5.3 Appearance Prediction

The model can be used to derive appearance correlates, including lightness,
hue and colourfulness, that describe colour under specific viewing condi-
tions [27]. In colour science, such predictions are highly valuable as they
allow inferences to be made as to how humans perceive colour in context.
In our model, computing appearance correlates requires specifying the scene
environment and resetting the viewing and display environments. The latter
is done by setting the following parameters La,v = 50, Yb,v = 20, La,max,v =
La,v 100/Yb,v, Wa,v = (50, 50, 50) and Wa,max,v = Wa,v La,max,v/La,v. The
scene environment should be measured, for instance with a photometer,
leading to a specification of the scene parameters La,s and Wa,s. Colour
appearance models normally also specify a relative background Yb,s, which
we set to 20. This allows us to compute the maximum adapting luminance
as La,max,s = La,s 100/Yb,s.

Under these conditions, the correlate of lightness J is computed as the
ratio of the achromatic signal and achromatic white:

J = 121

(
La,s

La,s + 168

Ld ·wj

Ld,W ·wj

)0.29 z

, (3.23)

where Ld,W is the result of passing the scene white point Wa,s through (3.10),
z = 1.48 + (Yb,s La,s/100)0.5 and wj is a vector of weights given by (7.53,
6.93, 1.43). Following other appearance models [51, 57, 76], the correlate
of hue H is computed on the basis of opponent signals a and b:

H =
180

π
tan−1

(
Ld · bh

Ld · ah

)
, (3.24)

where ah = (12.59,−14.15, 1.68) and bh = (3.38,−1.37,−2.62). Finally, the
correlate of colourfulness M can be computed with a method inspired by
Kunkel and Reinhard [57]:

M = 93

(
(Ld · am)2 + (Ld · bm)2

10−3 + max(0,Ld · dm)

)0.73 √
J, (3.25)

where am = (2.10,−2.84, 0.82), bm = (2.63,−2.26,−0.40) and
dm = (24.46, 0.93, 11.01).

This relatively straightforward model can be directly compared against
psychophysical colour appearance datasets. There are two such datasets that
are relevant to colour appearance modeling and high dynamic range imag-
ing, which are the LUTCHI dataset [69] as well as the Kim et al. dataset [51].
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Figure 3.11: The performance as a predictive appearance model is con-
firmed in this comparison against three other state-of-the-art colour appear-
ance models, for three appearance correlates and two psychophysical datasets
(RMS error; left four bars: LUTCHI, right four bars: Kim et al.).

These sets are the result of psychophysical experimentation in which human
observers assess patches of colour as presented under specific viewing con-
ditions. These conditions are described by parameters that are compatible
with the input parameters to our algorithm.

The three relevant appearance correlates measured in these datasets are
lightness, hue and colourfulness. Averaging over all different observation
conditions in each of the datasets, we obtain the results as shown in Fig-
ure 3.11. We compare our results for the two datasets against three other
colour appearance models, namely CIECAM02 [76], Kim et al [51] and
Kunkel and Reinhard [57]. For each of the three colour appearance cor-
relates we find that our results are comparable to or better than the other
models which we deem the current state-of-the-art. It can thus serve as a
predictive colour appearance model, even over the extended dynamic range
of Kim’s dataset. This is achieved while obviating the need for an inverse
step, and therefore comes with the benefit of relative computational sim-
plicity.

3.5.4 Limitations

Our method is generally robust and achieves calibrated results when tested
against colour appearance datasets as well as corresponding colour datasets.
For images we use an estimation technique to derive input parameters. Part
of this estimation involves finding the 90th percentile of the image to robustly
infer these parameters. While this gets the image right in most cases, of the
more than 100 calibrated images we have tested our algorithm against [26],
we have found that in less than 3% the image is reproduced somewhat too
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dark. For those images, choosing a higher percentile would fix this problem,
although estimating this parameter automatically for now remains an open
problem.

3.6 Conclusions

Drawing inspiration from colour appearance modeling, tone reproduction
research as well as studies of lightness perception, we present an appearance
reproduction algorithm which prepares images and video for display under
specific, measured viewing conditions. Importantly, we take the room illu-
mination as well as the characteristics of the display device into account,
leading to precise appearance reproduction. The model requires input pa-
rameters describing the viewing environment and the display, but rather
than leaving its settings as guesswork, the correct inputs can be obtained
through a few direct measurements of the environment and display.

For calibrated scenes it would be possible to measure the scene param-
eters and supply these to the algorithm. However, we have found that a
straightforward estimation technique, embedded into a model of lightness
perception and implemented by means of the median cut algorithm, is able
to robustly set all scene-referred parameters. The model also returns plau-
sible imagery in case the input image is not calibrated.

To ensure correct appearance reproduction, the algorithm was success-
fully validated against seven corresponding colour datasets, the LUTCHI
colour appearance dataset as well as Kim et al’s high dynamic range colour
appearance dataset. Combining a spatial model of lightness perception with
validated colour management has led to an algorithm that allows images and
videos to be appreciated as scenes, rather than photographs.
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Chapter 4

Digital Imaging Pipelines
and Signal Quantization

This chapter first discusses our experimental work to enable psycho-physical
vision experiments with a bus between Personal Computer (PC) and display
that is sufficiently wide to avoid visible banding artifacts by using profes-
sional display hardware. We then introduce our early work on a universal
tone mapping function and how it leads towards a perceptually meaningful
luminance encoding scheme for video signals in today’s HDR standards.

4.1 Experiments With A High Bit Depth Digital
Imaging Pipeline for Vision Research

In order to achieve accurate results in user studies in the fields of Psy-
chophysics, Experimental Psychology, Ophthalmology and clinical studies
there are high demands towards an imaging pipeline presenting these stim-
uli in an experiment (as illustrated in Figure 4.1). For example, display
stability and repeatability, both short term and long term, are crucial when
conducting research leading to robust results. Further important factors are
the perceptual limits of a graphics pipeline. Here, two important elements
are the achievable dynamic range and the colour gamut, which would ideally
approximate or exceed the capabilities of the Human Visual System (HVS).
In an optimal solution, those stimulus dimensions would be displayed with
continuous intensity levels between their respective extrema (e.g. from dark
to light) when presenting them to participants.

40



4.1. Digital Imaging Pipeline for Vision Research

Figure 4.1: Components within the imaging pipeline for vision science.

When using conventional display devices, the dynamic range as well as
the colour gamut is usually limited and much narrower than the capabilities
of the HVS. Also, signals representing those dimensions in the digital do-
main need to be quantized which is referred to as bit depth. Unfortunately,
common graphics hardware is only capable of outputting a maximum of 8
bits per channel which results in 256 interval steps from the devices black to
white level. This is often not sufficient, especially when using wide dynamic
ranges and colour gamuts leading e.g. to false contour artifacts (banding).
Therefore there is demand to use 10 or even 12 bit systems allowing for
1024 or 4096 steps, respectively. To achieve higher bit depths (approxi-
mating continuous levels), researchers have been using analog Cathode Ray
Tube (CRT) displays that are connected via Video Graphics Array (VGA)
to specialized research graphics cards. However, it is getting more difficult
to come by high-end analog monitors. Therefore, a digital successor is de-
sirable. Such a successor would offer a fully digital pipeline from software
to display, which can be calibrated throughout.

There are three major elements in an imaging pipeline targeted towards
vision science: the software to control the study, the display interface and
the actual display device.

The Matlab technical computing software package as well as the Psych-
Toolbox are popular environments to create experiments. Currently, Mat-
lab and PsychToolbox only support 8 bit output via Digital Visual Interface
(DVI), High-Definition Multimedia Interface (HDMI) or DisplayPort (DP)
on a standard graphics card. The DP specifications include the option to
output 10 bits, but so far this is not reliable at the Operating System (OS)
level. Although there exist software modules that allow greater than 8 bit
output on specialized hardware, they are usually not using standardized
hardware, increasing the complexity of experimental designs. The SDI is
particularly suitable for image bit depths greater than 8 bit (see interconnect
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in Figure 4.1). It is a robust and thoroughly tested professional broadcast
interface, which currently supports up to 12 bits per channel with resolutions
of up to 2K or the support for 3D (SMPTE 424M). One limitation of the
standard is the maximum refresh rate of 60Hz, which makes this interface
less favourable for perceptual experiments requiring high frame rates. SDI
interface cards for desktop and laptop computers have become reasonably
affordable in recent years. Manufacturers of such cards are Nvidia, Matrox
and Black Magic Design to name a few.

A further crucial component is the display. Aside from CRT displays,
the vision science community has been using various high end display sys-
tems such as SpectraView Reference 2690 and HP Dream- Colour monitors.
Also, the BrightSide DR37-P HDR display has been used in many studies.
If precision and accuracy are crucial to an experimental design, suitable dis-
play devices can be sourced in the professional film and broadcast industry.
Offering a wide colour gamut with dark black levels as well as high colour
accuracy and temporal stability required for colour grading of motion pic-
tures and TV series make these displays useful for vision research. Many
of these professional displays support a high bit depth video input: HD-SDI.

Figure 4.2: Simulated and measured intensity using varying bit-depths.

We have prototyped a software module to directly send 16 bit integer
Additive Colour Red Green Blue (RGB) matrices via HD-SDI to a display.
As HD-SDI currently only supports 12 bits, the least significant bits are
truncated. The RGB matrices in this approach represent drive values for
the display. Thus, it is display device independent and allows for display
calibration and characterizations tailored to a given monitor e.g. by us-
ing gamma functions or lookup tables. A comparison of gray ramps with
varying bit-depths is given in Figure 4.2. With such a set-up, bit-depth,
colour gamut and dynamic range limitations can be alleviated forming a
powerful imaging pipeline for psychophysics. At a high level the work in
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this section merely constitutes the exercise of sending a discretized video
signal over a more capable bus (HD-SDI instead of DVI) to a display. Opti-
mizing the way a signal is discretized for transmission over a bus with finite
bandwidth is a different and possibly harder to solve problem. We reference
gamma encoding above, which has been the default encoding for consumer
and professional display devices for many years, due to the nature of the
CRT phosphor response and the HVSs perception of luminance values in
the rage of a CRT display (approximately 0.5 to 100 cd/m2). A breadth of
literature discusses the topic (for example see [89]). Gamma encoding can
be interpreted as a simple exponential function applied to the normalized
linear input signal, often using a power of γ = 2.2 for consumer or γ = 2.6
for cinema applications. This encoding scheme historically worked well for
two reasons: first the HVSs response to luminance and the inverse response
of the CRT material properties matched well (by accident) and secondly the
luminance range and contrast capabilities of most displays were comparable
and thus a relative interpretation (i.e. 0 and 1 mapping to the minimum
and the maximum display luminance) with a shared encoding scheme was
feasible for a large variety of display devices. Today, there is a larger vari-
ety of display devices (e.g. Plasma, LCD, Organic Light Emitting Diodes
(OLEDs) or direct view LEDs). Many displays natively do not match the
gamma approximation very well any more (for instance direct view LED
walls exhibit a proportional light output relative to drive current). Further-
more the variation in luminance capabilities between different display types
has increased, and hence a single (relative) drive scheme that maps 0 to the
minimum and 1 to the maximum display luminance is not ideal. Finally, the
overall peak luminance of most displays today is significantly higher (often
1000 cd/m2 and more) than the previous CRT target peak luminance of 100
cd/m2, and thus the gamma exponent is not a good approximation of the
HVSs response within this new luminance range. Two aspects of our work in
Chapter 3 are relevant for video encoding for new displays: first a video sig-
nal should represent absolute luminance and colour information rather than
map to the relative minimum and maximum luminance and chromaticity
coordinates of the display and secondly, an exponential function such as
the gamma curve is no longer a good perceptual match when modelling the
HVSs response to the (larger) luminance range of modern displays. A better
approach are curves inspired by the photoreceptor response that are briefly
introduced in the Section 4.2.
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4.2 Perceptually Optimal Luminance
Quantization

The work in Chapter 3, especially the model developed to predict lightness
perception inspired the development of a practical and perceptually accurate
tone mapping operator for use in the studio post-production environment
and for mapping of HDR content to consumer displays. The final, universal
mapping function is modelled based on a modified version of the Naka-
Rushton cone response equation [78] and takes the following form:

Lout =
c1 + c2 ∗ Ln

1 + c3 ∗ Ln
, (4.1)

where L is the input (scene) absolute luminance, Lout is the output target
display luminance, and the constants c1, c2, and c3 are calculated based on
absolute luminance levels for:

� Lmin: minimum scene luminance

� Las: scene adaptation level

� Lmax: maximum scene luminance

� Ldmin: minimum target (display) luminance

� Lat: target adaptation level

� Ldmax: maximum target luminance

� n: contrast or slope of the resulting mapping function, typically 1

A perceptually optimal video signal is encoded in a non-linear fashion,
i.e. the relationship between code words (store and transmit pixels) and the
light levels that those code word represent is non-linear. For traditional dis-
play systems that operate within a limited luminance and contrast range,
an exponential (or gamma) encoding or a logarithmic encoding was suit-
able. For HDR content, in which absolute luminance information across
a large brightness range is required, neither gamma nor logarithmic en-
coding are ideal, when the available number of bits are limited. A curve
that approximately describes Just Noticeable Differences (JNDs) of neigh-
bouring luminance levels across the entire range would be ideal. A simple
approximation of such a curve is central to the colour appearance model
in Chapter 3 and was important in Ballestad and Kostin’s follow-up work
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towards Equation 4.1 [4], that eventually lead to a perceptually optimal
discretization function also known as Perceptual Quantization (PQ) which
was published in the SMPTE ST 2084:2014 standard (High Dynamic Range
Electro-Optical Transfer Function of Mastering Reference Displays), where
it is described as:

N =

(
c1 + c2 ∗ Lm1

1 + c3 ∗ Lm1

)m2

, (4.2)

where:

� m1 = 2610/4096 ∗ 1/4

� m2 = 2523/4096 ∗ 128

� c1 = 3424/4096

� c2 = 2413/4096 ∗ 32

� c3 = 2392/4096 ∗ 32,

and where L is the absolute input luminance between 0 and 10, 000cd/m2,
N is the signal between 0 and 1 ready for quantization to, for example,
the 12 bit per colour channel range. The interested reader is referred to [73]
and [79] for the reasoning that led to the standard, as well as to [35] and [68]
for related proposals on efficient encoding of colour difference signals.

The general form of Equation 4.1 is used in Chapter 5 to adjust image
luminance levels, in particular the average luminance level of video content
mastered for HDR TVs to our light steering HDR projector in the cinema
environment.
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Chapter 5

Image Statistics and Power
Requirements

The research in this chapter outlines our approach to determine an ideal
projector configuration based on an optical model of the new HDR projector
architecture and image statistics of target HDR content. We operate under
the hypothesis that the traditionally conflicting goals of reproducing high
brightness, high contrast HDR content and minimizing power and cost (light
source) requirements for such a system can be balanced by understanding
content characteristics. The work makes use of an optical simulation and
cost model of several projector architectures: the Light Budget Estimator
(LBE) in combination with statistical analysis of a variety of representative
theatrical HDR content.

5.1 Introduction

Lamp power in a traditional (light attenuating) projection systems linearly
scales with the desired peak luminance on screen, whereas the HVS’s bright-
ness perception of these luminance values is non-linear (near-logarithmic),
see Chapter 3. The projector architecture in Chapter 6 was developed to en-
able image features that can be reproduced at significantly higher than FSW
luminance levels. Figure 5.1 compares on a logarithmic scale today’s stan-
dardized luminance range in cinema (see Digital Cinema Initiative (DCI)
specifications: peak luminance white is defined at 14fL = 48cd/m2) with
an example of the luminance range that is achievable in a projector archi-
tecture using light steering.

5.1.1 Light Steering Efficiency

In an ideal light steering projector, all the available source light is used to
form the image. In such an architecture the power required to form an image
is equal to the average (mean) luminance, or light power of the target image.
Two terms that are commonly used in industry and relate to this mean
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5.1. Introduction

Figure 5.1: Standardized cinematic SDR luminance range (yellow), com-
pared to an example of the HDR luminance range that could be achieved
with a light steering projector architecture (green) on a logarithmic scale to
visualize approximate perceptual brightness impact.

luminance are the Average Picture Level (APL) and the Average Luminance
Level (ALL). Since the APL often refers to the average of all code words
in a discretized signal or a percentage relative to to the maximum signal
value we prefer to use the term ALL in this work. The ALL is the mean
luminance of an image. In a practical implementation, such as the prototype
in Chapter 6 the ability to steer light into very small bright features is bound
for example by the system PSF. Figure 5.2 shows a selection of test patterns
with identical minimum and maximum luminance in the source signal, but
different mean luminance (power), reproduced on a light steering projector
and on a traditional, amplitude attenuating projector. The solid curve shows
the theoretical possible maximum peak luminance in an ideal light steering
projector, which is:

Lmax =
1

Lmean
. (5.1)
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5.1. Introduction

The blue curve shows actual measured data on an early light steering
prototype. It can be seen that the steering efficiency is not 100%. The
non-steered light is in part scattered to areas outside the projection screen.
Some of the non-steered light is present on the screen and elevates the black
level.

Figure 5.2: Theoretical and measured steering efficiency for test patterns
with varying mean luminance compared to a traditional projection system
that uses amplitude modulation to form images.

5.1.2 Component Efficiency

Introducing additional components into the light path of an existing projec-
tion system almost always reduces the total light throughput. In the case
of the new proposed projector architecture we have to take into account
the reflectivity of the phase modulator (65 − 80%), losses due to higher
order diffraction effects off the pixel grid as they appear on any regularly
structured surface in the light path (40−50% losses), as well as additionally
required optical elements such as relay lenses, diffuser, broadband mirrors to
fold the optical path and dichroic mirrors to combine or split colour channels.
In an early prototype the total light efficiency of the system was measured at
around 5% from source light to screen. This inefficiency is balanced in part
with the large gains in peak luminance due to light steering, but is overall
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5.2. Full Light Steering and Hybrid Light Steering Architectures

costly, especially for images that have a high ALL. We estimate that in a
optimized system (custom coatings to light source wavelengths) the overall
efficiency can be as high as 15 − 25%, however this is still lower compared
to a traditional projector architecture in which, for a full screen white test
pattern, around 35− 45% of source light can reach the screen.

5.1.3 Narrowband Light sources

In the new HDR projector architecture the light steering efficiency, and with
it the maximum peak luminance, is highest for well collimated, narrowband
light. Laser diodes are well suited to the application. There are however
several pitfalls when using laser diodes. These include:

� Cost: other light sources, such as LEDs, lamps and laser+phosphor
systems are as of today still more cost-effective in terms of output
lumens per dollar.

� Interobserver metamerism variations: light from narrowband light sources
has a higher chance of being perceived differently by different observers
compared to broadband light. This effect is less pronounced for light
that is not narrowband.

� Screen speckle: Small scale interference patterns from laser light can
cause small spatial intensity variations on the projection screen that
are disturbing. This effect is not visible for broadband light.

5.2 Full Light Steering and Hybrid Light
Steering Architectures

Figure 5.3 shows at a high level the proposed system architecture introduced
in Chapter 6.

Some of these negative effects of using a laser light source can be coun-
tered by either breaking up some of the laser properties (for example by
introducing a larger angular diversity) or by mixing light from laser and non-
laser based light sources. More interestingly, many overall bright scenes, do
not require a low black level, due to adaptation of the human visual system
to the brighter parts of the image.

We introduce an efficient hybrid projector architecture, in which light
steering narrow-band light is combined with broadband non-steered light
(uniformly illuminating an amplitude modulator) into one system to reduce
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5.2. Full Light Steering and Hybrid Light Steering Architectures

Figure 5.3: Full light steering architecture with a total possible system
efficiency of between 15− 25%.

system cost further and mitigate certain image artifacts. Figure 5.4 depicts
at a high level an example of this hybrid architecture.

Figure 5.4: Hybrid architecture to increase overall system light efficiency
and reduce cost, while achieving comparable image quality to a full light
steering projector. In this example the light efficiency of the steered light
path is 13.5% and the light efficiency of the non-steered light path is 31.5%.

Hardware parameters can include the split of source light between the
steering and non-steering parts of the system, as well as types of light source
and associated cost and spectral properties.

Software parameters can include aspects of the algorithm used to drive
the system and allocate light between the steering and non-steering stages.
Figures 5.5 shows an example of splitting a linear input signal between a
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classical projector light path and a light steering path.
Finally a perceptually meaningful image quality metric needs to be se-

lected and implemented to determine to what extent the desired target image
colour and intensity has been faithfully reproduced.

Figure 5.5: Linear (left) and log (right) plot showing a possible split of an
input signal (black) between a light steering projector (green) and a non-light
steering projector (red).

In this section we discuss image statistics that were collected based
on non-theatrical HDR image data (mapped to an approximate luminance
range) as well as a (very) simplified system model of a full light steering
projector.

5.3 Average Luminance of HDR Images in
Cinema

Little high-brightness HDR video content is publicly available that has been
colour graded for a theatrical viewing environment. Partially this is of course
due to the current lack of sufficiently capable large screen projection sys-
tems. In this section we attempt to estimate the relative power required
to reproduce HDR luminance levels up to 10 times above current peak lu-
minance in cinema using colour graded HDR still images. An analysis of
104 HDR images has been performed, and power requirements for a light
steering projector as in the proposed architecture has been estimated. In
this theoretical exercise it was found that a light steering projector with less
power than a traditional cinema projector can directly reproduce all images
up to 48cd/m2 and almost all of the surveyed HDR images up to 480cd/m2

without the need for additional tonal compression. Table 5.1 summarizes
the results.
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5.3. Average Luminance of HDR Images in Cinema

5.3.1 Methodology

Mark Fairchilds [28] set of 104 scene-referred HDR images was analyzed
(see Figure 5.6 for examples). The images differ in dynamic range from less
than 1, 000 : 1 to over 109 : 1. Most images are outdoor scenes. While
the image data represents measured, scene-referred HDR (actual scene lu-
minance levels) and is not intended for viewing on a cinema projector, an
initial guess for a cinema-suitable rendering can be established by shift-
ing the image intensity, so that the ALL approximately matches the esti-
mated viewer adaptation level in cinema. A simple linear scaling operator,
Sadaptation, was determined manually for each image. Images were hand-
tuned in a dark viewing environment, on a calibrated 27′′ reference monitor
(Dell U2713HMt, calibration confirmed using a Photo Research Inc. PR-650
spectro-radiometer) which was set to a peak white luminance of 48cd/m2

(D65 white point). While adjusting the intensity the images were viewed
from a distance of approximately 3-5 screen-heights.

Figure 5.6: Examples from the image set that was used in this study.

Once an adequate brightness scaling factor had been determined, lumi-
nance levels above 10 times that of FSW, 480cd/m2, were clipped. Next,
the steering efficiency of the proposed projector architecture was accounted
for via a system PSF approximation (in this case a somewhat conservative,
large Gaussian kernel spanning effectively 81 pixels of 1920 horizontal im-
age pixels). The mean intensity across all pixels of the resulting luminance
profile serves as an approximate metric for power requirements of a light
steering projector.

Computational steps:

� Compute scaled luminance: Ys = Yhdr × Sadaptation

� Clip Ys to 10× 48cd/m2 = 480cd/m2: Ysc = min(480, Ys)

� Account for steering efficiency: Yscm = Ysc ∗ g

� Determine arithmetic mean luminance: Ȳscm = mean(Yscm)
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5.3. Average Luminance of HDR Images in Cinema

� Scale to reference (48cd/m2): Prel = Ȳscm
48cd/m2

5.3.2 Results

Figure 5.7 shows the estimated power required to reproduce each HDR im-
age on a light steering projector with peak luminance identical to that of
a traditional cinema projector, 48cd/m2, and of a light steering projector
with a peak luminance one order of magnitude greater than cinema refer-
ence systems: 480cd/m2. All images can be reproduced on the 48cd/m2

light steering architecture using only a fraction of the power (13%) of a tra-
ditional projector. More importantly, almost all images can be reproduced
up to 480cd/m2 (10x higher peak luminance) using the same or less power
compared to a traditional projector.

We note that the ALL of our data set when using the scale and clip
operations described above with no further artistic colour corrections ap-
pears higher than what might be expected from cinema-ready high bright-
ness HDR content. We point the interested reader to [118] for a recent
introduction to HDR content production in which significantly lower ALLs
(approximately 3% and less) have been reported. This in turn would suggest
that the power requirements for a light steering projector architecture could
be even lower (or peak luminance and contrast higher) than proposed in our
work. For our comparisons on the HDR prototype projector in Section 6.6
we select test images within a range of relatively conservative (=high) ALLs
from 7% - 45% (see Table 6.2, second column).

Table 5.1: Power required to reproduce the images from the HDR data set
on three different projectors (relative to a standard cinema projector in the
first row).

Lpeak Steering? Prel (min) Prel (median) Prel 90%tile

48cd/m2 no 1 1 1
48cd/m2 yes 0.0107 0.1079 0.2595
480cd/m2 yes 0.0107 0.1832 0.8554
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Figure 5.7: Relative power required to reproduce each of 104 HDR images
on three hypothetical projectors: two light steering projectors with a peak
luminance of 48cd/m2 (blue) and 480cd/m2 (green) relative to a traditional,
light blocking cinema projector with peak luminance of 48cd/m2 (red). The
average power required to achieve identical peak luminance (48cd/m2) is on
the order of 13% of a traditional projector. More importantly, all but the
very brightest images (approximately 9% of all images under test), can be
re-produced up to a peak luminance of 480cd/m2 while using less or the same
amount of power.
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Chapter 6

Freeform Lensing Phase
Retrieval and Light Steering
HDR Projector Proof of
Concept

6.1 Introduction

Ideally, HDR projectors should produce both darker black and (much) brighter
highlights while at the same time maintaining an appropriate-for-the-viewing-
environment ALL. However, todays HDR projectors predominantly focus on
improving black level (for example recently demonstrated laser projection
systems by Kodak, IMAX, Zeiss, Dolby, Barco, Christie and others). Im-
proved contrast and peak luminance are vital for higher perceived image
quality (brightness, colourfulness) [96]. Brightness perception of luminance
levels is near-logarithmic in the photopic range. Doubling the luminance of
an image feature on a projection screen (e.g. by increasing the lamp power
of a traditional projector by 2×) does not result in a significant improvement
in perceived brightness.

Results in [93, 97, 118] suggest that 10×, 20× or even 100× increases in
peak luminance would be desirable, even if most images only require a very
small percentage of pixels to be this bright (also see Section 5.3).

Such drastic improvements cannot be achieved with conventional pro-
jector designs, which use amplitude SLMs to generate images by pixel-
selectively blocking light. For a typical scene, this process destroys between
82% and 99% of the light that could reach the screen, with the energy being
dissipated as heat. This causes a number of engineering challenges, in-
cluding excessive power consumption, thermal engineering, and cost, which
ultimately limit the peak luminance in current projector designs.

We explore the use of dynamic freeform lenses in the context of light
efficient, high (local) peak luminance, and high contrast (high dynamic
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range, HDR) projection systems. Freeform lenses, i.e. aspherical, asym-
metric lenses have recently received a lot of attention in optics as well as
computer graphics. In the latter community, freeform lenses have mostly
been considered under the auspices of goal-based caustics, i.e. the design of
lenses that generate a specific caustic image under pre-defined illumination
conditions [33, 84, 100, 115].

We implement dynamic freeform lensing on a phase-only SLM, which is
combined with a conventional light blocking device such as a reflective LCD
in a new type of cascaded modulation approach. The phase modulator in
our approach creates a smooth, but still quite detailed “caustic” image on
the amplitude modulator. Since the caustic image merely redistributes, or
“reallocates”, light [46], this approach produces both a higher dynamic range
as well as an improved (local) peak luminance as compared to conventional
projectors.

6.2 Contributions

We offer the following contributions:

� A new approach to generate freeform lenses or goal driven caustics
using common approximations in optics to directly optimize the phase
modulation pattern or lens shape of a freeform lens ( [18]).

� A new dual-modulation projector design that combines one phase
and one amplitude modulator for image generation and enables high
brightness, high contrast images.

To our knowledge this is both the first time that practical high-resolution
dynamic light redistribution has been shown using commercially available
hardware, as well as the first time that phase-only SLMs have been used for
dynamic freeform lensing.

6.3 Phase Modulation Image Formation

To derive the image formation model for a phase modulation display, we
consider the geometric configuration shown in Figure 6.1: a lens plane and
an image plane (e.g. a screen) are placed parallel to each other at focal
distance f . Collimated light is incident at the lens plane from the normal
direction, but a phase modulator (or lens) in the lens plane distorts the
phase of the light, resulting in a curved phase function p(x), corresponding
to a local deflection of the light rays.
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6.3. Phase Modulation Image Formation

Figure 6.1: Geometry for the image formation model. Phase modulation
takes place in the lens plane, which is placed at a focal distance of f from
the image plane. This results in a curvature of the wavefront, represented
by a phase function p(x).

Light deflection. With the paraxial approximation sinφ ≈ φ, which is
valid for small deflection angles, we obtain in 2D that

u− x = f · sinφ ≈ f · ∂p(x, y)

∂x
. (6.1)

In 3D this leads to the following equation for the mapping between x on
the lens plane and u on the image plane:

u(x) = x + f · ∇p(x). (6.2)

Intensity modulation. With the above mapping, we now need to derive
the intensity change associated with this distortion. Let dx be a differential
area on the lens plane, and let du = m(x) · dx be the differential area of the
corresponding region on the image plane, where m(.) is a spatially varying
magnification factor. The intensity on the image plane is then given as

i(u(x)) =
dx

du
i0 =

1

m(x)
i0, (6.3)

where i0 is the intensity of the collimated light incident at the lens plane.
In the following we set i0 = 1 for simplicity of notation.
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Figure 6.2: Intensity change due to the distortion of a differential area dx.

The magnification factor m(.) can be expressed in terms of the deriva-
tives of the mapping between the lens and image planes (also compare Fig-
ure 6.2):

m(x) =

(
∂

∂x
u(x)

)
×
(
∂

∂y
u(x)

)
≈ 1 + f

∂2

∂x2
p(x) + f

∂2

∂y2
p(x) (6.4)

= 1 + f · ∇2p(x).

This yields the following expression for the intensity distribution on the
image plane:

i(x + f · ∇p(x)) =
1

1 + f · ∇2p(x)
. (6.5)

In other words, the magnification m, and therefore the intensity i(u) on
the image plane can be directly computed from the Laplacian of the scalar
phase function on the lens plane.

6.4 Optimization Problem

While it is possible to directly turn the image formation mode from Equa-
tion 6.5 into an optimization problem, we found that we can achieve better
convergence by first linearizing the equation with a first-order Taylor ap-
proximation, which yields

i(x + f · ∇p(x)) ≈ 1− f · ∇2p(x), (6.6)
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where the left hand side can be interpreted as a warped image ip(x) =
i(x + f · ∇p(x)) where the target intensity i(u) in the image plane has been
warped backwards onto the lens plane using the distortion u(x) produced
by a given phase function p(x).

With this parameterization, the continuous least-square optimization
problem for determining the desired phase function becomes

p̂(x) = argminp(x)

∫
x

(
ip(x)− 1 + f · ∇2p(x)

)2
dx. (6.7)

This problem can be solved by iterating between updates to the phase func-
tion and updates to the warped image, as shown in Algorithm 1. The
algorithm is initialized with the target image intensity. From this, the first
phase pattern is computed, which in turn is used to warp the original target
image intensity to provide a distorted intensity image for use in the next
iteration.

Algorithm 1 Freeform lens optimization

// Initialization
i0p(x) = i(u)
while not converged do

// phase update

p(k)(x)=argminp(x)

∫
x

(
i
(k−1)
p (x)− 1 + f · ∇2p(x)

)2
dx

// image warp

i
(k)
p (x)=i(x + f · ∇pk(x))

end while

After discretization of i(.) and p(.) into pixels, the phase update cor-
responds to solving a linear least squares problem with a discrete Laplace
operator as the system matrix. We can solve this positive semi-definite sys-
tem using a number of different algorithms, including Conjugate Gradient,
BICGSTAB and Quasi Minimal Residual (QMR). The image warp corre-
sponds to a texture mapping operation and can be implemented on a GPU.
We implement a non-optimized prototype of the algorithm in the Matlab
programming environment using QMR as the least squares solver. Table
6.1 shows run times for Algorithm 1 and a selection of artificial and natural
test images at different resolution. It was executed on a single core of a
mobile Intel Core i7 clocked at 1.9 GHz with 8 GByte of memory.

We note that due to the continuous nature of the resulting lens surfaces,
computation of the phase with resolutions as low as 128 × 64 are sufficient
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Table 6.1: Run times of Algorithm 1 using five iterations for a set of
different test images and image resolutions.

Image Resolution Runtime

Logo 128× 64 2.62 s
Lena 128× 64 2.14 s
Wave 128× 64 1.81 s
Logo 256× 128 4.03 s
Lena 256× 128 4.75 s
Wave 256× 128 3.23 s
Logo 512× 256 9.37 s
Lena 512× 256 10.22 s
Wave 512× 256 5.27 s

for applications such as structured illumination in a projector. We also
note that the algorithm could, with slight modifications, be rewritten as a
convolution in the Fourier domain which would result in orders of magnitude
shorter computation time for single threaded CPU implementations and
even further speed-ups on parallel hardware such as GPUs. With these
improvements, computations at, for example, 1920× 1080 resolution will be
possible at video frame rates. In addition both, the resulting contrast of the
caustic image as well as the sharpness (effective resolution), benefit from
higher working resolution.

The progression of this algorithm is depicted in Fig. 6.3. We show the
undistorted target image, from which we optimize an initial phase function.
Using this phase function, we update the target image in the lens plane by
backward warping the image-plane target. This process increasingly distorts
the target image for the modulator plane as the phase function converges.
The backward warping step implies a non-convex objective function, but
we empirically find that we achieve convergence in only a small number of
iterations (5-10).

6.5 Simulation Results

We evaluate the performance of our algorithm by utilizing different simu-
lation techniques: a common computer graphics ray tracer and a custom
wavefront model based on the Huygens-Fresnel principle to simulate diffrac-
tion effects at a spectral resolution of 5nm.
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Figure 6.3: Algorithm progression for six iterations: target i gets progres-

sively distorted by backwards warping onto lens plane i
(k)
p as phase function

p(k) converges towards a solution. The 3D graphic depicts the final lens
height field.

6.5.1 Ray Tracer Simulation

For the ray tracer simulation we use the LuxRender framework, an unbiased,
physically-based rendering engine for the Blender tool. The setup of the
simulation is quite straightforward: the freeform lens is imported as a mesh,
and material properties are set to mimic a physical lens manufactured out
of acrylic.

A distant spot light provides approximately collimated illumination, a
white surface with Lambertian reflectance properties serves as screen. The
linear, high dynamic range data output from the simulation is tone mapped
for display. The results (see Fig. 6.4) visually match the target well.

6.5.2 Physical Optics Simulation

To analyze possible diffraction effects that cannot be modeled in a ray tracer
based on geometric optics principles, we perform a wave optics simulation
based on the Huygens–Fresnel principle. We compute a freeform lens surface
for a binary test image (see Fig. 6.5) and illuminate it in simulation with
light from a common 3-LED (RGB) white light source (see Fig. 6.6, dotted
line) in 5nm steps. We integrate over spectrum using the luminous efficiency
of the LED and the spectral sensitivity curves of the CIE colour matching
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Figure 6.4: LuxRender simulation results of a caustic image caused by
an acrylic freeform lens. The inset shows the absolute intensity difference
between simulated and original image, where the original image is encoded in
the interval [0-1], and 0 in the difference map (green) means no difference.
There are three possible sources of error: reflections off the edges of the
physically thick lens (vertical and horizontal lines), misalignment and scaling
of the output relative to the original (manual alignment) and the nature of
the light source (not perfectly collimated).

functions (see Fig. 6.6, solid line), as well as a 3x3 transformation matrix
and a 2.2 gamma to map tristimulus values to display/print RGB primaries
for each LED die and for the combined white light source (see Fig.6.7).
As expected, the wavefront simulation reveals chromatic aberrations within
the pattern and diffraction off the edge of the modulator, which can be
(partially) mitigated, for example, by computing separate lens surfaces for
each of R,G and B.

The phase function p(x) can be used directly to drive a digital phase
modulation display. However, if instead we would like to create a refractive
lens surface out of a transparent material, then this phase function needs to
be converted to a geometric model for the lens shape.

Similar to other research on goal-based caustics [84], we assume a lens
shape that is flat on one side, and a freeform height field h(x) on the other
side (see Figure 6.9). In the (x, z) plane, the deflection angle φ is related
to the incident (θi) and the exitant (θo) angles at the height field (also see
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Figure 6.5: Binary test pattern (left) and resulting lens height field (right)
used in the wave optics simulation.

Figure 6.1) as follows:
∂p(x)

∂x
≈ φ = θo − θi. (6.8)

The analogous relationship holds in the (y, z) plane.
In addition, the lens material has a refractive index of n. Using Snell’s

law, and again the paraxial approximation, we obtain

1

n
=

sin θi
sin θo

≈ θi
θo
. (6.9)

Using Equations 6.8 and 6.9, as well as θi ≈ ∂h(x)/∂x, we can derive
the lens shape as

h(x) = h0 +
1

n− 1
p(x), (6.10)

where h0 is a base thickness for the lens.
We note that the height is a linear function of the phase, and the refrac-

tive index n shows up only as a scalar multiplier to the phase function p(.).

Figure 6.6: Spectra of standard white 3-LED (RGB) [82] (dotted graph)
and the CIE standard observer colour matching functions (solid graph) used
in the wave optics simulation.
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(a) Red LED (b) Green LED (c) Blue LED

(d) Combined (RGB) White LED

Figure 6.7: Wave optics simulation for a test lens using standard white
3-LED (RGB) spectra. The simulation was performed at 5nm intervals and
mapped to a RGB colour space for print.

Since p itself is approximately linear in the focus distance f (Equation 6.5),
we can see that uniform scaling of the height field and uniform changes of
the refractive index simply manifest themselves as a refocusing of the lens.
This also shows that it is equivalently possible to adjust the optimization
procedure to directly optimize for h(.) instead of p(.). We chose to opti-
mize for phase because we desire the use of spatial phase modulators for
applications in video projectors.

Figure 6.8: Results using 3D-printed refractive lenses. The left image
shows the lenses themselves, while the center and right images show the
caustics generated by them: the Lena image and a Siggraph logo. Due to
resolution limits on the 3D printer, the lens dimensions have been optimized
for large feature scales, which results in a short focal length.
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Figure 6.9: Geometry for refraction in a freeform lens defined by a height
field h(x).

6.5.3 Refractive 3D Printed Lens Results

Figure 6.8 shows results for goal-based caustics using refractive freeform
lenses generated with our method. The lenses (shown on the left of Fig-
ure 6.8) were 3D printed on an Objet Connex 260 rapid prototyping machine
using VeroClear material. Afterwards, the lenses were thoroughly cleaned
and the flat side was manually polished using fine grained sand paper and
polishing paste. This type of 3D printer has a layer thickness of 42µm, which
limits the feature size that we can create.

As discussed above, the model can be re-scaled to achieve different focal
distances. To accommodate the resolution limits of the fabrication method,
we chose very short focal distances of (about 1” for the Siggraph logo and
5” for the Lena image). Although these scales test the very limits of the
paraxial approximation used in the derivation of our image formation model,
the image quality is still quite good. With better fabrication methods such
as injection molding, high precision milling [87], or even detailed manual
polishing of a 3D printed surface, one could both improve the image quality
and reduce the feature size, so that far field projection becomes feasible.

6.5.4 Static Phase Plates

We evaluate a selection of phase patterns using static phase plates with
dimensions comparable to that of a phase-only SLM (approximately 12mm
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x 7mm). Figure 6.10 shows two phase plates that were manufactured on a
fused silica wafer using a lithography based process as well as the resulting
light fields when illuminated with a collimated laser beam. The spatial
resolution of the phase pattern is high at 12,288 x 6912 pixels per lens
(1.00 µm pixel pitch). The phase resolution was limited to 8 phase levels (4
masks in the lithography process resulted in 8 phase levels between 0 and
2 pi). The static phase plates were manufactured to evaluate our freeform
lenses for static beam shaping applications and to test the method using high
power lasers (in this case a fiber coupled laser) in which spatial coherence
properties are not preserved. The laser used for experiments (see results in
Figure 6.10) is a 638nm laser with up to 60W optical power. A collimation
lens doublet is used to expand the beam and to provide an approximately
collimated (but slightly diverging) beam of light to illuminate the phase
plates. Spatial coherence is partially broken up as multiple laser sources
within the module are combined and coupled into a 400 µm fiber which
integrates light travelling along multiple light paths. The ability to focus
light from this source is limited (this applies not only to our phase plates,
but also to ordinary glass lenses), and thus the sharpness of the resulting
image is affected. For the proposed application as a structured light source
in a projection system, a small amount of blur in the image is acceptable,
if not desirable. The ray-tracing simulations in Section 6.5.1 make use of
a perfectly collimated light source and hence blur is not modeled, however
the overall geometry of the real light distribution is visually undistorted and
the contrast is comparable to the simulations. For the projector prototype
described in Section 6.6 we use a free space laser and achieve a similar
amount of blur with a diffuser.
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Figure 6.10: Static phase plates manufactured on a fused silica wafer for
two test patterns (Marilyn and Align). Left: phase plates without and with
laser illumination. The top phase plate reproduces Marilyn, the lower phase
plate focuses the Align pattern. Right: The fiber-coupled and beam expanded
laser light source as well as two phase plates mounted in the light path (out
of focus in the photo) are shown in the foreground. The projected struc-
tured illumination pattern is focused on the screen. For reference, above the
red projection is a printed copy of the phase pattern etched into the wafer
as well as a print-out of a wave-front simulation of the expected intensity
distribution on screen. The light pattern visually matches the simulation
well.

6.6 Dynamic Lensing in Projection Systems

In order to apply the freeform lens concept in projection displays, we require
a spatial light modulator that can manipulate the shape of the wavefront of
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reflected or transmitted light. We first provide a brief overview of the differ-
ent technologies available for this purpose, and then describe experiments
and prototypes using this technology.

There are several commercially available technologies that can rapidly
manipulate the phase of an incident wavefront on a per-pixel basis. These
devices include MEMS displays such as analog mirror arrays [44] or de-
formable mirrors for use in wavefront sensing and correction applications.
The benefit of MEMS-based devices is the very fast temporal response. Dis-
advantages include cost and availability as well as the relatively low spatial
resolution: devices with 4096 actuators currently mark the upper end of the
range in this domain leaving a resolution gap of 3 orders of magnitude to
common projection displays.

An alternative to MEMS based mirrors is offered by liquid crystal dis-
plays either in form of a transmissive LCD or in a reflective configuration:
LCoS. Liquid crystal displays can retard the phase of light and offer high
spatial resolution. Reflective LCoS devices can update at higher switching
speeds compared to transmissive LCD due to the reduced cell gap and pro-
vide a high pixel fill factor. Omitting the input/output polarizing beam
splitter and careful management of the polarization of incoming light allows
for the operation in phase-only mode in which phase is retarded based on
the rotation of the liquid crystals in each pixel. Although standard LCoS
modules can in principle be used as phase modulators, dedicated SLMs are
available that can be calibrated to shift phase by one wavelength or more
which allows for the implementation of steeper lenses that steer light more
aggressively. The pixel values of the LCoS module then correspond directly
to the wavelength modulated phase function, i.e. mod(p(x), λ). For more
on this topic we refer the reader to [98].

Our choice of phase SLM is a reflective LCoS chip distributed by [42]. It
provides a spatial resolution of 1920 ∗ 1080 discrete pixels at a pixel pitch of
6.4µm, and can be updated at up to 60Hz. Access to a look-up-table allows
for calibration of the modulator for different working wavelengths. The fill
factor and reflectivity of the display are high compared to other technologies
at 93% and 75% respectively. The phase retardation is calibrated to between
0 and 2π, equivalent to one wavelength of light. This is sufficient to generate
freeform lenses with a long focal distance. For shorter focal distances, we
require more strongly curved wavefronts, which creates larger values for p(.).
We can address this issue by phase wrapping, i.e. using only the fractional
part of p(.) as drive signal for the phase SLM. This results in a pattern
similar to a Fresnel lens (see Figure 6.11 and also red box in Figure 6.12 as
well as the phase pattern in Figure 6.13).
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(a) 0 to 8π spherical lens (b) cross section (c) phase-wrapped at 2π

Figure 6.11: Phase wrapping example: (a) phase function of a spherical
lens with a height of 8π, (b) a plot of the cross section of the original and
the phase wrapped lens, and (c) the same lens wrapped at intervals of 2π.

6.6.1 Monochromatic Prototype

We initially analyze image results from the first (phase) modulation stage
in isolation (see Figure 6.12) and later relay the resulting light profile into
the second stage for amplitude attenuation.

The use of single frequency lasers causes small-scale artifacts including
screen speckle and diffraction fringes due to interference (Figure 6.13, center
photo). As previously mentioned these artifacts can be reduced below the
noticeable visible threshold by using for example a set of lasers with different
center wavelengths or broadband light source such as LED and lamps. When
constraint to using a narrowband light source such as in our test setup, a
similar image smoothing effect can be achieved by spatially or temporally
averaging the image using for example a diffuser or commercially available
continuous deformable mirrors that introduces slight angular diversity in
a pseudo-random fashion at high speeds. For ease of implementation we
choose to use a thin film diffuser placed in an intermediate image plane
following the phase SLM. A photo of the cleaned-up intensity profiles can
be seen in Figure 6.13, right.

We demonstrate a first prototype of a high brightness, high dynamic
range projection system, in which we form a first image based on our dy-
namic lensing method and provide additional sharpness and contrast using
a traditional LCoS-based amplitude modulating display.

At a high level, the light path of a traditional projection system consist
of a high intensity light source and some form of beam homogenization, for
example beam expansion, collimation and homogenization, colour separation
and recombining optics. At the heart of a typical projector, a small SLM
attenuates the amplitude of light per pixel. The resulting image is then
magnified and imaged onto the projection screen.
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Figure 6.12: Single modulation test setup for lasers consisting of a light
source (yellow box, 532nm DPSS laser and laser controller), beam expansion
and collimation optics (orange box), the reflective phase SLM (blue), various
folding mirrors and a simple projection lens to relay the image from and
intermediate image plane onto the projection screen (green). The phase
pattern shown on the computer screen correlates linearly to the desired phase
retardation in the optical path to form the image. It has been phase-wrapped
at multiples of one wavelength and can be addressed directly onto the micro
display SLM.
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We largely keep this architecture intact, but replace the uniform illu-
mination module with both, the collimated laser illumination and a phase
SLM (Figure 6.14). Our lensing system is inserted between the light source
and the existing SLM, and forms an approximate light distribution on a
thin-film diffuser in an intermediate image plane which is then relayed onto
the image plane of the amplitude SLM. The freeform lensing approach redis-
tributes light from dark image regions to bright ones, thus increasing both
contrast and local peak brightness, which is known to have a significant
impact on visual realism [97].

We make use of the forward image formation model from our simula-
tions for the light steering phase to predict the illumination profile present
at the second, amplitude-only modulator. Given the phase function from
the freeform lensing algorithm, the light distribution on the image plane
is predicted using the model from Equations 6.2 and 6.4. The amount of
smoothness introduced at the diffuser at the intermediate image plane can be
modelled using a filter kernel that approximates the PSF and the modulation
pattern required for the amplitude modulator is then obtained to introduce
any missing spatial information as well as additional contrast where needed.
We note that careful calibration and characterization of the entire optical
system is required to optimally drive the SLMs. No significant efforts beyond
careful spatial registration of the two images (illumination profile caused by
phase retardation and amplitude modulation on the SLM) and calibration
to linear increments in light intensity were performed for this work.

6.6.2 Results

Figure 6.13 shows the phase patterns computed by Algorithm 1 as applied
to the phase modulator with black corresponding to no phase retardation

Figure 6.13: From left to right correlating to positions A to C in Figure
6.14: A: phase pattern present at phase-only LCoS modulator, B: direct
image produced by lens in intermediary image plane (prior to diffuser) and
C: intensity distribution present at amplitude LCoS modulator after having
passed through a thin-film diffuser.
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Figure 6.14: System diagram of the proposed and prototyped high bright-
ness, HDR projector: light from an expanded and collimated laser beam is
reflected off a phase-only modulator. The per-pixel amount of phase retar-
dation resembles the height field of the dynamic lens calculated with our
algorithm. The effective focal plane of this freeform lens is in-plane with
an off-the-shelf, reflective projection head consisting of the polarizing beam
splitter together with an LCoS microdisplay and a projection lens. Light
from dark parts of the image can be used to create high luminance features,
and simultaneously reduce the black level.
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and white corresponding to a retardation of 2π. We illustrate how phase
patterns with maximum phase retardation larger than 2π can be wrapped
to the maximum phase retardation of the modulator, resulting in a pattern
similar to a Fresnel lens. The resulting light profile resembles the target
image closely, but also contains a small amount of local, high spatial fre-
quency noise. We make use of a patterned diffuser (0.5 degree half-angle) to
integrate over these local intensity variations. The resulting light profile at
the diffuser is locally smooth and still provides sufficient contrast to enhance
peak luminance and lower black level.

Figure 6.15 shows a selection of experimental results for our method.
The first row of Figure 6.15 shows the phase pattern addressed onto the
phase SLM. In the forth row of Figure 6.15 we show photos of the light
steering high brightness projector and compare them to what a traditional
projector with the same lumen rating out of lens would look like (second
row). For the latter case we address a flat phase across the phase SLM. Rows
three and five show false-colour logarithmic luminance plots on the matching
scales for the traditional and light steering projector systems. All photos
were captured with identical camera settings and show that our method not
only recovers better black levels but also allows for significantly elevated
peak luminance in highlights by redistributing light from dark regions of
the image to lighter regions by making better use of available light source
power. This enables high brightness high-dynamic range projection with
drastically reduced power consumption when compared to dual amplitude
modulation approaches.
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Table 6.2: Luminance measurements of the results depicted in Figure 6.15. Multiple exposures at varying exposure
times were capture (8s, 4s, 2s, 1s, 1/2s, 1/4s, 1/8s, 1/15s, 1/30s, 1/60s, 1/125s) and combined into one linear
HDR file, which was then calibrated to represent actual luminance values using a luminance spot meter (Minolta
LS100). The lowest accurate measurement using the Minolta LS100 is 0.001 cd/m2. We note that the relative
power Prel of the test patterns is significantly higher than what might be expected in theatrical high brightness HDR
content and thus the gain in Lpeak and in contrast could be even higher.

Name HDR Lpeak HDR Lblack HDR SDR Lpeak SDR Lblack SDR Lpeak Contrast
(Prel) [cd/m2] [cd/m2] contrast [cd/m2] [cd/m2] contrast gain gain

SG logo (7%) 701 0.001 700900 : 1 46 0.01 4, 272 : 1 15X 173X
Lena (48%) 121 0.03 4053 : 1 42 0.83 50 : 1 3X 80X
Marilyn (25%) 407 0.03 13008 : 1 41 0.63 64 : 1 10X 203X
Align (20%) 180 0.01 29677 : 1 45 0.44 101 : 1 4X 292X
Einstein (15%) 348 0.001 347700 : 1 44 0.01 2, 996 : 1 8X 122X
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Figure 6.15: Result photos and measurements of the HDR prototype projector. Top to bottom: Phase Function
of Lens - the phase pattern as computed by our algorithm. SDR projector for comparison - projector with identical
lamp power (out of lens) used in a traditional, light attenuating mode: a uniform light field (flat phase field) is
provided to the amplitude SLM which forms the image by blocking light. SDR luminance profile on a logarithmic
scale. HDR projector - photograph of our lensing approach used to redistribute light from dark regions to bright
regions, resulting in improved black levels and significantly increased highlight intensity. HDR luminance profile
on a logarithmic scale.

75



6.6. Dynamic Lensing in Projection Systems

6.6.3 Real-time Freeform Lensing

While pre-processing of video frames at non-real-time frame rates is ac-
ceptable for some applications such as cinema and fixed installations using
projectors, a real-time implementation is ultimately desired.

Optimization Using Fourier-Domain Solves. The key insight is that
by mirror padding the input image the system arising from the discretiza-
tion of (∇2p)2 results in periodic boundary conditions with pure-Neumann
boundary conditions at the nominal image edge. This is illustrated in Fig-
ure 6.16 and was also observed in earlier work by Ng et al. [80] for deblurring
images, but has not been exploited for lensing. The modification allows the
product (∇2p)2 in the objective function, Equation 6.7, to be expressed as
a convolution via the Fourier convolution theorem since the system matrix
resulting from discretizing Equation 6.7 is circulant. This enables the use of
faster Fourier-domain solves (operations) in place of slower general purpose
iterative linear solvers.

We build upon the method summarized in Section 6.4 and note that for
periodic boundary conditions, this problem can be solved very efficiently
in Fourier-space by using proximal operators [85]. Proximal methods from
sparse optimization allow for regularization to be imposed without destroy-
ing the structure of the system.

The specific proximal method that we use is a non-linear variant (Al-
gorithm 2) of the well-known proximal point method. The proximal point
method is a simple fixed-point iteration defined by Equation 6.11, that is
expressed in terms of the proximal operator, proxγF (p(x)), of the objective
function F (p(x)).

pk+1(x)← proxγF (pk(x)) (6.11)

For an arbitrary convex function, F (q(x)), the proximal operator, proxγF ,
(defined in Equation 6.12) acts like a single step of a trust region optimiza-
tion in which a value of p(x) is sought that reduces F but does not stray
too far from the input argument q(x):

proxγF (q) = arg min
p

F (p) +
γ

2
‖p− q‖22. (6.12)

To simplify notation, we use bold lower-case letters to refer to raster images,
i.e. p = p(x), noting that there is an implied discretization step. The
parameter γ serves to trade off the competing objectives of minimizing F
while remaining close (proximal) to q but for strictly convex objectives does

76



6.6. Dynamic Lensing in Projection Systems

not affect the final solution, only the number of iterations required to reach
it.

For a least-squares objective F (p) = 1
2‖Ap − b‖22, the resulting proxi-

mal operator [85] is found by expanding the resulting right hand side from
Equation 6.12 and setting the gradient of the minimization term to zero.
This results in Equation 6.13:

proxγF (q) =
(
γ + ATA

)−1 (
γq + ATb

)
. (6.13)

In our case, the function F is simply the integral term from Equation 6.7.
We form the proximal operator by discretizing the integral with sums over
image pixels and defining: A = f∇2 and b = 1− ip(x).

Since proximal operators contain a strictly convex regularization term,
‖p− q‖22, the whole operator is a strictly convex function even if F is only
weakly convex, as is the case for our problem. The proximal regulariza-
tion improves the conditioning of our problem and can be interpreted as
disappearing Tikhonov regularization [85], i.e. regularization whose effect
diminishes to zero as the algorithm converges. This is helpful since the
added regularization does not distort the solution.

Another benefit is that the proximal regularization does not change the
structure of our problem since it only adds an identity term. This, coupled
with the mirrored padding periodic boundary conditions, means that all
terms in Equation 6.7 can be expressed as convolutions and the proximal
operator solved in the Fourier domain. This is vastly more efficient than
solving the optimization implied by the proximal operator in the spatial
domain.

By denoting the forward and inverse Fourier transforms as F() & F−1()
respectively, complex conjugation by ∗ and performing multiplication and
division point-wise, the proximal operator for Equation 6.13 can be re-
expressed in the Fourier domain as Equation 6.14 for circulant matrices
A, as reported in [11] who used it to solve deconvolution problems.

proxγF (q) = F−1

(
F(b)F(A)∗ + γF(q)

F(A)2 + γ

)
(6.14)

In practice, we modify Equation 6.14 slightly by the addition of a regu-
larization parameter α. The modified proximal operator is shown in Equa-
tion 6.15.

proxγF (q) = F−1

(
F(b)F(A)∗ + γF(q)

(1 + α)F(A)2 + γ

)
(6.15)
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The constant α ≥ 0 regularizes the solution by favoring results with
low curvature. This corresponds to solving a modified form of Equation 6.7
that imposes a penalty of α

2 ‖∇
2p(x)‖2 once discretized (the second term of

Equation 6.16 in the continuous case).

p̂(x) = arg min
p(x)

∫
x

(
ip(x)− 1 + f · ∇2p(x)

)2
dx

+ α

∫
x

(
∇2p(x)

)2
dx, (6.16)

The effect of the parameter α is to favour smoother solutions than can
otherwise be found. This helps to prevent the method from producing un-
desirable caustics in an attempt to achieve very bright highlights at the
expense of image quality in darker regions. The effect of the α parameter is
shown in Figure 6.17 for lens simulations.

Our final algorithm is shown in Algorithm 2 and is identical to the prox-
imal point method except that the b image used by the proximal operator
is updated at every iteration using the warping procedure from our previ-
ous work in [18]. After precomputing the Fourier transforms of f∇2, each
iteration of the algorithm can be implemented with an image warping, some
component-wise operations and a forward/inverse Fourier transform.

Implementation. The re-formulation of the algorithm results in orders
of magnitude speedup when executed on a Central Processing Unit (CPU)
using Fast Fourier Transform (FFT) based solvers over the Quasi-Minimal
Residual Method (QMR) solver that was previously used. Typical per-frame
computation times were previously on the order of 20 minutes or more [18],
while the Fourier version in Algorithm 2 takes approximately 0.6 seconds at
the same resolution (256× 128) on a Core i5 desktop computer, a speedup
of approximately 2,000 times. The conversion to Fourier domain solves also
results in operations that are more friendly for parallel Graphics Processing
Unit (GPU) implementation. We have implemented the algorithm both in
C++ and in NVIDIA’s Compute Unified Device Architecture (CUDA) using
NVIDIA’s CUDA Fast Fourier Transform Library (cuFFT) for the forward
and inverse Fourier transforms [81]. The CUDA & cuFFT version of the
code yields nearly a 150 times speedup over the single-threaded CPU version
when run on a GeForce 770 GPU, resulting in roughly a 300,000 fold speedup
over the naive CPU version implemented using QMR. To our knowledge this
makes the algorithm the first freeform lensing method capable of operating
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Algorithm 2 Paraxial caustics in Fourier space

// Initialize phase surface as a constant value
p0(x)← 0
// Initialize iteration counter and constant parameters
A← f∇2

k ← 0
while k < kmax do

// Warp target image by current solution
ikp(x)← i(x + f∇pk(x))
// initialize right hand side of least-squares problem
b← 1− ikp(x)
// Update the current solution by evaluating
// the proximal operator in Equation 6.15
pk+1(x)← proxγF (pk(x))
// update iteration index
k ← k + 1

end while
// RETURN computed mapping
return pkmax(x)

in real-time, see Table 6.3. This is in contrast to methods such as [100],
which produce very high quality results, but have runtimes roughly five
orders of magnitude higher than our GPU algorithm.

Table 6.3: Runtimes of the FFT based algorithm run on a CPU and on
a GPU (implemeted using cuFFT) for various resolution inputs with 10
iterations of Algorithm 2.

Algorithm Resolution Runtime (ms) FPS

CPU 256× 128 600ms 1.7
GPU 256× 128 4ms 250
GPU 480× 270 14ms 71
GPU 960× 540 52ms 19
GPU 1920× 1080 212ms 4.7

The algorithm is well suited to hardware implementation on devices such
as GPUs, Field Programmable Gate Arrays (FPGAs) or ASICs due to its use
of highly parallel FFTs and component-wise operations. We run Algorithm 2
for a fixed number of iterations (typically 10 or less). Convergence to a
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solution is rapid, requiring well fewer than 10 iterations, however for many
hardware implementations it is desirable to have computation times that
are independent of frame content.

(a) Padded target

(b) Without padding (c) Mirrored padded

Figure 6.16: By mirror-padding the input image, pure-Neumann boundary
conditions at the image edge can be achieved while retaining a Toeplitz matrix
structure. This prevents distortions of the image boundary. Results were
simulated with LuxRender.

Simulation Results. Using the equivalence between physical lenses and
phase functions allows solid lens models to be generated for testing via
geometric optics simulation (we use Blender+LuxRender). Examples are
shown in Figure 6.16 and 6.17 which illustrate the effect of mirror padding
and the choice of α respectively.
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(a) target (b) α = 2.0

(c) α = 0.2 (d) α = 0.02

Figure 6.17: LuxRender raytracing simulations: the smoothness parameter
α penalizes strong caustics in the image that achieve high-brightness but poor
image quality.

6.6.4 Limitations

The architecture presented in this chapter and the resulting image quality
improvements in contrast and peak luminance that can be achieved with it
demonstrate the feasibility of the concept. We list some of the obvious and
less obvious limitations of the implementation here that will be addressed
in Chapter 7.

� The test system was built with a single, monochromatic (green) light
source. For a full colour projector, at least two additional colour chan-
nels will need to be added to the system in either a parallel or a time
sequential fashion. Either approach presents its own (solved) chal-
lenges. The former with respect to alignment of red, green and blue
components such as SLM and dichroic mirrors and the latter with
respect to synchronization/timing and thermal limitations.

� As with any display based on narrow band or monochromatic light
sources (such as LEDs or lasers) care needs to be taken to manage
undesirable properties such as observer metamerism and speckle.
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� The phase SLM and the amplitude SLM need to be synchronized,
ideally at the frame or subframe level. The amplitude modulator in the
prototype was borrowed from a consumer projector which introduced
an undesired latency in one of the modulation stages.

� In a full colour system (RGB), characterization and accurate model-
ing of the optical system including the PSF is required to ensure a
colourimetrically accurate projector.

� None of the relay optics or other elements were custom designed for
the prototype, which leads to light losses. Even with a more optimized
light path, the addition of a phase SLM can reduce the overall light
throughput. We estimate that this loss can be as high as 40-60% for
the components used in the prototype. While this might seem high
we note that even for bright images (ALL of 50% relative to the peak
luminance) the gain in peak luminance exceeds what could be achieved
in a traditional projector. Better suitable SLMs can further reduce the
associated light losses.

� Careful alignment of a number of elements in the light path is re-
quired to achieve a uniform and predictable light profile on the phase
modulator. In our experiment, the reflective nature of the phase SLM
required off-axis illumination that was not accounted for in the simu-
lations and algorithm and which in turn leads to errors in the resulting
luminance profiles. While these errors were not clearly visible in the
images projected onto the screen, the logarithmic luminance represen-
tation in Figure 6.15 reveal this non-uniformity. It can be accounted
for in the lens pattern.

� Finally, the dynamic nature of the projection system with respect to
peak luminance and feature size may present a challenge when colour
grading content for the display. The notion of a limited light budget
and a peak luminance that exceeds that of full screen white might
makes sense from an HDR image statistics point of view, but would
require a re-thinking in existing movie production processes.

6.6.5 Discussion

We have made two technical contributions: a simple but fast and effective
new optimization method for freeform lenses (goal-based caustics), and a
new dual-modulation design for projection displays, which uses a phase-only
spatial light modulator as a programmable freeform lens for HDR projection.
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The new freeform lens optimization approach is based on first-order
(paraxial) approximations, which hold for long focal lengths and are widely
used in optics. Under this linear model, the local deflection of light is propor-
tional to the gradient of a phase modulation function, while the intensity is
proportional to the Laplacian. We combine this insight with a new parame-
terization of the optimization problem in the lens plane instead of the image
plane to arrive at a simple to implement method that optimizes directly for
the phase function without any additional integration steps. Solved in the
Fourier domain, this is the first algorithmic approach for freeform lensing
that is efficient enough for on-the fly computation of video sequences.

Our new dual-modulation HDR projector design finally allows us to
achieve perceptually meaningful gains in peak luminance on large cinema
screens while simultaneously improving black level performance and main-
taining a manageable power, light and cost budget. As such we believe that
to date the approach presents one of the most sensible proposals for com-
mercial high contrast HDR projection systems and one of the most practical
ways to achieve high brightness HDR imagery in cinema.

83



Chapter 7

Improved RGB Projector
Prototype

This chapter describes the work related to the final prototype that was
developed during the PhD term in collaboration with our industry partner
MTT. We discuss a number of limitations of the earlier proof-of-concept
work in Chapter 6 and based on this the design decisions that led to an
improved full colour RGB projector prototype.

Table 7.1 provides an overview of the new features that were incorporated
into the RGB prototype introduced in this section.

Table 7.1: RGB High Power Prototype Features

Feature Comment

Full colour R, G, and B primaries at 462nm, 520nm and 638nm
Higher power Arrays of individual diodes independently collimated
Intensity control Source intensity adjustable per frame
Phase SLM Custom Holoeye PLUTO device
Amplitude SLM LCoS based (higher native contrast compared to DMD)
Synchronization Theoretical analysis of timing for DMD implementations
Algorithm Calibrated forward model
PSF Measured, synthesized and incorporated into forward model
HDR Content Tone-mapped/graded for theatrical HDR systems
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7.1 Architecture of the RGB Projector
Prototype

In the following section we address the most significant proof-of-concept
limitations discussed in Chapter 6 and discuss improvements and design
decisions for a new full colour prototype implementation which can be seen
in Figure 7.1.

Figure 7.1: The photos show the completed RGB light steering prototype.
In the left photo the lid is removed and some of the core components are
visible including the green and blue channel light sources (A), the waterline
connections for a chiller to maintain the laser light sources and phase mod-
ulators at a controlled operating temperature (B), the combination optics
block (C), control electronics and laser drivers (D), a top mounted spot-
spectroradiometer for colour calibration (E) and a machine vision camera
for spatial uniformity calibration.

Colour. Instead of the monochromatic (532nm, green Diode-Pumped Solid-
State (DPSS) laser) a light source consisting of red, green and blue laser
diodes enables us to design a full colour projector. Switching from a DPSS-
based laser to native laser diodes at wavelengths of 462nm, 520nm and
638nm simplified the light source (much fewer optical components are re-
quired for a diode laser compared to a DPSS laser). While a field-sequential
system in which each of a red, green and blue light field are presented in
sequence is in principle possible, we choose instead a parallel architecture in
which three monochromatic light paths, including individual light sources,

85



7.1. Architecture of the RGB Projector Prototype

phase modulators and optical components (compare Figure 6.14 up until
the diffuser) are combined into a white beam with dichroic colour filters and
then relayed into an amplitude modulating projection head. The range of
achievable chromaticities can be seen in the diagram in Figure 7.2 relative
to other common display and cinema primaries.

Optical Power. The optical power of the proof-of-concept projector was
measured as 10 lumens out of lens. While the overall light levels, the
peak luminance and the screen size that could be illuminated using the light
steering concept were impressive, a higher power system is required to show
that eventually cinema screens can be illuminated using a light steering
projector. 100 to 200 lumens of steered light as a goal for the new
prototype present a meaningful stepping stone. However the required light
source power can not easily be achieved with existing individual laser diodes.
Three laser diode properties are of critical interest: the total power of the
laser diode as well as the emitter dimensions and the divergence of light
as it is emitted. Beam expansion, collimation optics and tiling of multiple
laser diodes at the light source require a mechanical design in which the
individual components can be adjusted, some at 6 degrees of freedom.

Speckle. As with any display based on narrow band or monochromatic
light sources (such as LEDs or lasers) care needs to be taken to manage
undesirable properties such as inter-observer metamerism variations and
speckle. There are typically three measures that can be taken to reduce
the visible speckle contrast to the observer: randomization of polarization,
increasing angular diversity of light in the optical path and broadening of the
light source spectrum. Elements of all three methods can be applied to our
method. While the projection head utilized in our RGB prototype is based
on LCoS technology which requires linearly polarized input (see Chapter 2
for reference), it is in principle possible to randomize this polarization after
the final image has been formed either before or after the projection lens.
Similarly, if the light steering method is coupled with a DMD-based pro-
jector head (see Chapters 2 and 7 for reference), then polarization can be
randomized within the projector light path following phase modulation and
prior to the DMD amplitude modulation, since the DMD does not require
linearly polarized light at the input. Light within our light steering system
is ideally well collimated. This translates to a high f-number (f#) optical
system and with that limited angular diversity. While it is important to pre-
serve this high degree of collimation for the light steering part of the system,
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Figure 7.2: Chromaticity diagram of the proposed projector primaries com-
pared to a number of common colour standards. The CIE 1976 Uniform
Chromaticity Scale (UCS) using the u′ and ′v′ as chromaticity coordinates
provides a perceptual mostly uniform relation between individual colours (i.e.
the perceived difference between colours of equal distance from each other is
comparable). The green data points represent the D65 white point which is
common in cinema and home display systems as well as the projector laser
primaries. The chromaticity space that can be reproduced with the prototype
is significantly larger and includes both the DCI P3 space as well as the Rec.
709 space. It almost entirely encompasses the Rec. 2020 colour space and
exceeds it in overall area.

this property of light is no longer required after an intermediate image has
been formed (compare Figure 6.14, diffuser). The f# can then be reduced,
for example with a light shaping diffuser, to match the input acceptance an-
gles of the following optics resulting in higher angular diversity of the beam
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and with it less visible speckle. Moving the diffuser inside the projector
randomizes the angular spread of light over time and further reduces visible
speckle contrast. This can be achieved for example by rotating a diffuser
disc within the projector or by linearly displacing optical elements at or
near the diffuser. A second and effective method to reduce speckle contrast
is the introduction of movement to the projection screen. A slight continu-
ous displacement of the screen surface has the effect of averaging over many
angles as light from the projection lens reflects of the (non-flat) surface of
the screen. Equally effective, but much less practical in a cinema setting, is
the movement of the observer. Finally, by employing binned and calibrated
laser diodes that, for each colour, consist of different center wavelengths, the
effective spectral band of the light source can be broadened, which reduces
visible speckle contrast. The broadening of the light source will result in
a superimposed set of slightly magnified and demagnified images for each
colour channel after steering the light, which can be modelled by a small
blur kernel and is not necessarily undesirable (compare also Figure 6.6).

Synchronization. The phase SLM and the amplitude SLM, as well as
a Pulse Width Modulation (PWM) dimmable laser light source need to
be synchronized, ideally at the frame or subframe level. The amplitude
modulator in the prototype stems from a consumer projector and exhibits
undesired latency of multiple frames within its built-in image processing
block that we account for. In cinema, binary DMDs are used predominantly
as amplitude SLMs in order to handle large projector light output and to
comply with certain standards (e.g. the DCI). Section 7.2 discusses new
drive schemes (timing) that aim at mitigating anticipated temporal artifacts
(flicker).

Calibration. In a full colour system colourimetric calibration requires
characterizing and accurately modeling the system, including the PSF, which
depending on the light source and optical path could potentially be depen-
dent on location or even image feature sizes. We discuss our approach in
Section 7.3.

7.2 Temporal Considerations in HDR Projection
Displays

While parts of the prototype were built based on commodity consumer hard-
ware, the use of development kits, together with customized light source
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control electronics allows for better synchronization of pulses from the light
source (laser intensity modulation), digital pulses codes required to address
the phase modulator (bit planes within a subframe), and for example a
binary primary amplitude modulator in the projector head (DMD mirror
states). While prototyping a fully integrated solution is outside the scope of
this work, we explore different theoretical solutions for synchronized drive
schemes. This section discusses synchronization options for DMD based pro-
jector architectures. As part of the prototyping work in Sections 6 and 5.1
we gained a better understanding of the temporal properties of the phase
SLM hardware and the PWM intensity controlled light source, and updated
the prototype and the models in this section based on the findings.

LCoS Based Phase Modulator. The phase modulator we selected for
the light steering projector implementation currently uses an LCoS micro
display with a digital back plane and no input or output polarizing filter.
The backplane updates in a vertical, top to bottom scrolling fashion. Ei-
ther one or two lines are updated at a time. The relatively slow response of
the LC material relative to the fast pulse codes of the back plane make it
possible to achieve effectively a near-analogue phase response of the display.
This is advantageous as synchronization to the fast, binary states of a micro
mirror based projection head is less of an issue compared to truly binary,
fast LCoS devices (e.g. ferroelectric devices).

Important for our application are:

� The overall refresh rate of the phase modulator (the refresh rate needs
to be in line with the required video frame rate of the overall projector).

� The phase accuracy over the period of a frame (how reliable does the
phase modulator reproduce a given phase value based on the corre-
sponding drive level).

� The phase stability within a frame (to what extent are individual digi-
tal pulses from the back plane measurable in the overall phase response
(phase flicker) and how does this affect light steering).

� Phase drift within a sub-frame between each line update.

In a calibrated LCoS device, per pixel, crystals will drift towards 2π or 0π
respectively when an electric field is applied or removed. The response time
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can be thought of as the time from when the electric field is applied continu-
ously to the time when the crystal produces a 2π phase shift. Response time
can be tuned with the chemical formulation of the crystal. Figure 7.3 shows
an example of the rise and fall characteristics of a phase-only micro-display.
If the target phase response is between 0 and 2π, voltage can be periodically
applied and removed to achieve the intermediate phase retardation.

Figure 7.3: Typical relative rise (left) and fall (right) times for the phase
modulator between 0 and 2π.

A circuit generating the periodic voltages has a frequency governed by
the spatial resolution of the micro display and the bit precision of phase
control. The crystal response time is tuned to give the most stable image
given the update frequency from the driving circuitry.

The driving circuit used in the current prototype is an FPGA, it can
change the state of the driving on/off voltage at around 7kHz, in which
case the pixel array is updated line by line starting at the top. The update
of one bitplane across the entire frame therefore takes 1/7, 000s (or around
145, 000ns). An example of variations in phase stability and phase drift
of the current system can be seen in the (preliminary) measurements in
Figure 7.4 in which the crystal orientation is balanced in a half turned state
by a periodic square wave voltage being applied.

The total rise response time is 8.7ms and the total fall response time is
currently 21ms. The cell thickness for the particular panel under test was
not customized for the application and provides sufficient phase retardation
all the way into the Infrared (IR) part of the light spectrum. The cell thick-
ness is hence thicker than it needs to be. For example with this particular
panel the maximum possible phase retardation for a blue laser diode can be
up to 6π and for a red laser diode can be close to 3π. A faster response
time can be achieved by reducing the cell thickness to provide no more than
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Figure 7.4: Sub-frame phase response at drive levels 65 (left), 75 (center)
and 100 (right) out of 255. The small scale temporal ripple is what we refer
to as phase flicker, the deviation around the target phase value (blue line)
indicates the phase stability.

the maximum required phase retardation per wavelength. Furthermore the
lensing (steering) function can and should account for the effective refresh
rate of the phase modulator via a simple model. As a new frame arrives,
the driving state of all pixels is updated on the next refresh cycle.

Fast response time and high phase stability are somewhat opposing goals
along one shared dimension of temporal control. This is because within the
duration of a video frame, applying a continuous electric field early on will
allow the crystals to move into the correct position quickly (after which the
electric field should be removed or only pulsed on occasionally), whereas
phase stability throughout the entire video frame is best achieved by having
the on and off states of the electric field spread relatively evenly throughout
the duration of the video frame. Both goals could eventually be accounted
for in the lensing algorithms as well as in the underlying digital update
scheme of Pulse Code Modulation (PCM) used to map phase code words to
the optical phase response.

In the future a dedicated ASIC could be developed instead of an FPGA
to control the phase modulator would allow for faster update rates and lower
part costs for volume production. In the phase stability plots in Figure 7.4
one would then see more peaks and valleys during the same time period.

Additionally there are options to modify or re-formulate the birefringence
properties of the LC material used in the current phase modulator to enable
a faster response time (for example 2× improvements).
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DLP Technology Characteristics. DLP technology makes use of a bi-
nary modulator which flips per pixel micro mirrors back and forth across
their diagonals. Each mirror at any time can be either in the on state in
which it directs light rays to the screen or an off state in which it directs
light rays to an off-screen location, the so-called light dump area. A mirror
creates grey scales by flipping back and forth rapidly. For example over the
course of a video frame it would spend more time in an on state to render
a brighter pixel or more time in an off state for a darker pixel. Typically,
each pixel requires an 8 bit (or more) grey scale drive value per frame of
video (usually 60 Frames per Second (fps)). Figure 7.5 shows how these grey
scales are translated into mirror flips.

Figure 7.5: DMD timing: high level working principle (reproduced from
TI DLP documentation depicting the conceptual bit partition in a frame for
an 8-Bit colour).

Whether a bit is set to 0 or 1 determines whether the mirror is flipped
to the on or to the off position. The bit position determines the relative
duration of time that the mirror remains in the state. The maximum number
of flips per seconds that the mirrors can typically achieve is just under 10kHz
(see 7.5; up to 80kHz have been reported for professional applications), thus
for this estimation we set the shortest period of a mirror state to 0.1ms or
100, 000ns). We will refer to this as the mirror flip period equal to the
period of b0 in the diagram in Figure 7.5.

Asynchronous Light Pulses. If a pulsed light source is used (for ex-
ample to produce light at 50 percent of the maximum level), flickering will
occur if the off and on pulses are asynchronous to the mirror flipping and
the periods of off and on significantly differ from frame to frame on a static
image due to for example a low pulse frequency of the light state.

In Figure 7.6 note how in frame 1 the light is on for 2/5 of the time
and in frame 2 the light is on 3/5 of the time due to the fact the signals are
asynchronous. If the off and on light source periods are short relative to the
mirror flip period, the difference between off and on periods between static
frames should be drastically reduced and be imperceptible to the human
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Figure 7.6: Slow, asynchronous light pulses.

eye. Figure 7.7 shows an example in which the light source is modulated
significantly faster than the shortest possible mirror flip period.

Figure 7.7: Fast, asynchronous light pulses.

In Figure 7.7 note that only a single minimum width mirror flip is shown
with a drive value of 1, and the light state is analogous to the pwm clock
described below. Also note that in this example the light is on 27/54 in
frame 1 and 28/54 of frame 2.
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Synchronous Light Pulses. Provided the light source off and on periods
are synchronous to mirror flips (such as in Figure 7.8), there should be
practically no intensity difference between static frames and the light source
pulse generator need only run at the period of the mirror flips, which in turn
can drastically reduce the requirements of the control solution and impact
Electromagnetic Interference (EMI) considerations.

Figure 7.8: Slow, synchronous light pulses.

When a new frame arrives, the mirror flip logic for all pixels can be
updated simultaneously via a double buffering scheme (or in blocks from
top to bottom if desired).

Laser Control Solution. After a first review of available laser driver
solutions we selected the iC-Haus iC-HG [49] device to directly drive laser
diodes at high current and the option to pulse at very high frequency. The
device has up to 200MHz switching capability from a differential pair input.
Synchronized switching of up to 100MHz of a 500mW (optical power or
650mA and 2.2V electrical power per diode) 638nm laser diode array was
confirmed during a previous project in the UBC CS PSM lab [40]. A constant
voltage input to the iC-HG sets the current limit in the on state. We
drive the constant voltage current input with a high speed Digital-to-Analog
Converter (DAC).

Combining LCoS Phase Modulator, Binary DMD-based SLM, and
Pulsed Lasers. Figure 7.9 shows an example of the timing for a combined
system. The following assumptions were used for a first estimate of the
overall system temporal response:

� For the shortest mirror flip duration, there are about 100 light state
PWM clock pulses (fewer shown in the diagram below for clarity) and
the LCoS phase error will drift between, in this example, 0.1π and
−0.1π an average of 1.5 times.
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� A 2× faster (compared to the prototype) phase LCoS SLM and faster
controller chip (ASIC) are used in these visualizations along with the
fast asynchronous PWM clock drive scheme introduced above.

Table 7.2 shows an exemplar update speed and the resulting pulse duration
for the different modulation elements within the projector.

Table 7.2: Pulse durations of the different light modulation stages within
the projector.

Component updates shortest frame pulses pulses per
per second period [ms] period [ms] per frame mirror flip

DMD 10, 000 0.1 16.66 166.66 1
LCoS 15, 000 0.066 16.66 250 1.5
Laser 1, 000, 000 0.001 16.66 16666.66 100

The 0.1π error (drift) in phase modulation is relatively low compared to
the maximum amount of possible phase retardation of > 2π and the fast
laser light source washes over even the fastest DMD mirror flips. Many al-
ternative implementations are possible, including a Continuous Wave (CW)
or constant-on laser driver, in which excess light is steered away from the
active image area.

Figure 7.9: Relative timing diagram for phase LCoS, DMD and laser pulse
combination: DMD mirror flips (shortest possible period), light source pulses
(fewer than actual for illustration purposes), and anticipated phase drift of
the LCoS-based phase modulator).

DMD-Based Experimental Prototype. An experimental prototype
that combines the LCoS based phase modulator, a PWM-dimmed (order
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of kHz) laser light source and a DMD according to the asynchronous drive
scheme, was built for demonstration purposes, and while direct timing mea-
surements were not taken, visible temporal artifacts were not dominant
enough to be noticeable. The relatively low magnitude of the phase er-
ror and the low amplitude of the phase flicker relative to its maximum of
2π aided in masking possibly present temporal artifacts. Figure 7.10 shows
a DMD-based system.

Figure 7.10: Prototype using a DMD amplitude modulator. The laser
is coupled into the system via a fiber (red, right side of the laser safety
enclosure). Its intensity can be adjusted via a PWM drive scheme.

7.3 Colourimetric Calibration of the Projector

The system being targeted in this subsection is a two-projector system con-
sisting of a traditional non-steering projector and a light steering projector.
The traditional projector is an off-the-shelf projector that uses amplitude
modulation while the light steering projector is a phase/amplitude modula-
tion design.
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7.3.1 Light Steering Image Formation Model

Working from light source to screen, collimated laser light is relayed from
a light-source to a reflective phase modulator by a series of optics. Light
leaving the phase modulator for a given colour channel is combined with light
from the remaining channels and relayed through a diffuser to a Philips or
RGB prism. The prism splits the light into its component colours which are
each modulated by an amplitude modulator, recombined within the prism
and directed into the main projection lens. Figure 7.11 shows the high level
blocks described herein.

Figure 7.11: Diagram depicting the high level optical blocks within the light
path of the prototype projector from laser light source (left) to projection
lens (right). The combination of RGB light into white light was chosen for
convenience and to accommodate commercially available projection hardware
with pre-aligned SLMs. Better contrast performance can be expected from a
discrete RGB light path.

This design is able to produce local intensities well above the typical
full-screen intensity by virtue of the phase modulator, which is able to in-
troduce phase variation to the incident wavefront. This allows it to function
as a programmable lens in response to a software-driven phase pattern. The
phase pattern is computed and attempts to redistribute light from the input
illumination profile to target light profile, chosen ideally to approximate an
upper-envelope of intensities in the underlying target image. This redis-
tributes light from dark areas to bright regions which, due to properties of
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typical images, tend to have large dim regions and small bright highlights
resulting in considerable focusing of spare light which can reach levels more
than 10× of what could be achieved by a conventional projectors.

A diffuser is incorporated into the optical design to reduce speckle and
also optionally acts as a low-pass filter over the light field, since the phase
modulator can introduce a number of artifacts. These include fixed texture,
a component of unsteered illumination and diffraction artifacts. The diffuser
is effective at removing diffraction artifacts and fixed texture but generally
cannot compensate for the unsteered light(see Figure 7.12).

Figure 7.12: Unsteered Component. Laser light that is not steered by the
phase modulator.

Typically around 10% of the light ends up in the unsteered component
and is related to the illumination incident on the phase modulator after
filtering by the diffuser. Consequently the unsteered component is an im-
portant contributor to the subsequent image formation. Measurements of
the unsteered component can be obtained by designing a phase pattern to
steer all available light off-screen; what remains is the unsteered component
(Figure 7.12).

For laser diode-based systems such as in the RGB prototype the un-
steered component shows individual diode beams reflected from the phase
modulator, in Figure 7.12 these show as vertical (red) and horizontal (green,
blue) stripes. The difference in orientation is due to differing polarization
orientation of the diodes. Beams from the light source are polarized in the
same direction and so all stripes are oriented similarly, by design. Figure 7.13
shows the full-screen white pattern once a corrective lens pattern has been
applied to the illumination profile in Figure 7.12. In case of fiber-coupled
laser, the unsteered component would be significantly more uniform.
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Figure 7.13: Normalized full-screen white pattern after a correction phase
pattern has been applied to the illumination profile.

7.3.2 Optical Model

This section describes the algorithms that are used to drive the system,
beginning with high-level algorithmic blocks for the overall algorithm. Key
blocks are further described in dedicated subsections. Each rectangular
block corresponds to a set of operations, parallelograms indicate data passed
between the blocks. Solid arrows indicate known interactions between blocks
while dashed arrows indicate optional connections. Figure 7.14 shows a high
level overview of the functional algorithm blocks.

7.3.3 High-Level Algorithm

The high-level view of the algorithm takes in the input image. In the RGB
prototpye system, this input is the CIE 1931 XYZ colour space with PQ
encoding of each channel.

In the input transformation block, image data content is linearized and
converted to the working colour space of the system. The output of input
transformation is a linear image expressed currently in linear RGB laser
primaries.

In the content mapping block the linear image is split (or distributed)
between the light steering projector and the non-steering projector with a
distinct amplitude pattern each in the case of two projectors or in case of
an integrated system a shared amplitude pattern (one projection head with
a light steering and a non-light steering light source). The output of the
content mapping block is a target light field image, a target (full) image
(per projector) and a power control signal. The power-control signals and
target image are inter-related depending on the power-control approach that
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is taken.
To physically redirect light, the target light field is used as input to

the phase pattern generation algorithmic block. This computes the drive
parameters needed to affect light-redistribution by the phase modulators.
In addition, the target light field is also used by the forward model al-
gorithmic block, which implements a feed-forward simulation of the light
steering image-formation model since, in practice, the phase modulator and
subsequent optical path is unable to reproduce arbitrary target light fields
exactly. The forward model produces a predicted light field image that, in
combination with the target image, is used by the amplitude pattern gener-
ation block to determine the necessary amplitude patterns for both the light
steering and the non-light steering block.

Figure 7.14: High-level algorithm blocks.

7.3.4 Input Transformation

The input transformation block functions primarily to transform the input
image from the input PQ encoded images in the XYZ colour space to the
colour space defined by the laser primaries.
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Table 7.3: Projector Chromaticity Coordinates

Colour Wavelength(s) (nm) Chromaticity x Chromaticity y

Red 638 0.71679 0.28317
Green 520 0.07430 0.83380
Blue 462 0.14075 0.03357

White 638 / 520 / 462 0.31271 0.32902

Figure 7.15: Input transformation block takes PQ-XYZ inputs, linearizes
them and transforms them to the light steering projector colour space.

The forward and inverse transformations for the PQ encoding are given
in the following equations:

L =

(
P
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c2 − c3P
1

m2

) 1
m1

(7.1)
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1 + c3Lm1

)m2

(7.2)

where P and L represent PQ and linear values mapped to the range [0, 1].
These ranges should be adjusted to the nominal working range, e.g. [0, 210−
1] for 10 bit PQ and [0, 10000]cd/m2 for L. The transformations can be
implemented as a 1D Look Up Table (LUT), however care over the sampling
rate is important to resolve all regions of the curve.

For the colour transformation, the RGB projector primaries and white
point (D65) are shown in Table 7.3.

To obtain RGB images in laser primaries from these, it is necessary to
convert to the RGB projector primaries MTTP3. This transformation is
chosen to preserve the luminance of each channel, leading to the following
relationship between XYZ images:
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where [Xw, Yw, Zw]T is the luminance of the combined image and [Yr, Yg, Yb]
T

is the luminance of each channel treated independently under the constraint
that Yw = Yr + Yg + Yb. The per-channel luminances [Yr, Yg, Yb]

T corre-
sponding to Yw = 1 can then be found by solving the system above.

The per-channel luminance values are used to define the transformation
M from MTTP3 to XYZ. This transformation can be defined as follows:Xr Xg Xb

Yr Yg Yb
Zr Zg Zb

 = M

Yr 0 0
0 Yg 0
0 0 Yb

 , (7.4)

meaning that input images in which each channel stores the luminance of
its corresponding primary should map to the chromaticity of the primary at
the luminance stored in the image. The transformation can be found using

M =

Xr Xg Xb

Yr Yg Yb
Zr Zg Zb




1
Yr

0 0

0 1
Yg

0

0 0 1
Yb

 . (7.5)

For the chromaticities and white point listed above, this gives the following
result for M:

M =

2.5313 0.0891 4.1927
1.0000 1.0000 1.0000
0.0001 0.1102 24.5958

 (7.6)

Similarly, the inverse mapping from XYZ to MTTP3 :

M−1 =

 0.4064 −0.0287 −0.0681
−0.4082 1.0333 0.0276
0.0018 −0.0046 0.0405

 (7.7)

7.3.5 Content Mapping

The content mapping block takes as input the linear input image and deter-
mines the split between the light steering and the non-light steering projec-
tors as well as the power levels required.
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Figure 7.16: Content Mapping Algorithm Block

The algorithm first checks if the input image is feasible given the system
power budget. This is currently done using a power heuristic. If not, the
input is tone-mapped. The resulting image (either passed through or tone-
mapped) is then the target light field for subsequent stages. For feasible
input content, the linear input and target images are identical. The target
image is then used to generate a target light field image.

The split between steering and non-steering can be achieved by a number
of methods. A simple one is raising the target image to an exponent (γ > 1)
to determine the light steering image. More sophisticated schemes have
been proposed earlier. This new image does not accurately reproduce light
steering projector data since it distorts the content to emphasize highlights.
It is expected that a more accurate (and light efficient) splitting can be
obtained by using the non-steering projector for most of the image formation
up to 48 cd/m2, gradually phasing in the light steering projector as depicted
in Figure 7.17.
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Figure 7.17: Steering and Non-Steering splitting as a function of target
luminance in cd/m2. Note the log-log scale.

The split function attempts to utilize the non-steering projector for 90%
of image formation up to 47 cd/m2, at which point the steering projector
begins to take over. It is desirable to use the steering projector for a portion
of the image at every pixel in order to avoid bright image features having a
painted-on appearance. The splitting is 1D and could be implemented as a
function or as a LUT.

7.3.6 Forward Model

The forward model block takes as input the target light field from the con-
tent mapping block and uses it to predict the output of the optical system,
referred to as the predicted light field. This is necessary since not all target
light fields are achievable and, to compute the correct amplitude patterns,
it is also necessary to know how the actual light field differs from the target
light field. This consists mainly of applying the calibrated system PSF and
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the unsteered component to the output image, taking care to account for
overall power-levels.

Figure 7.18: Forward model algorithmic block

The forward model takes the target light field as input and applies the
system PSF to it to predict the result of the actual light field after blurring
by the diffuser. An example of the PSF of the RGB projector system is
shown below, tiled into a 4×4 pattern:

Figure 7.19: Point Spread Function applied to a test patters. Note the
different size and shape for red, green and blue colour channels.

The resulting light field then has the effect of the unsteered component
added. This is added after blurring since measurement of this image can only
be accomplished after passing through the diffuser. In the current system,
the fixed pattern is highly non-uniform. In a fiber-coupled system it would
approximate a Gaussian profile.

7.3.7 Phase Pattern Computation

The phase pattern generation block calculates the phase patterns required
to achieve a target light field.
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Figure 7.20: Phase Pattern Computation Block

In order to frame the image correctly on the amplitude modulator and
separate out higher diffraction orders it is necessary to pre-process the target
light field. This involves warping by a calibrated distortion intended to
align the three channels. Currently, each point in the target image, [x, y],
of dimensions W × H is mapped to a point in the source image, [xm, ym],
by a 2D cubic polynomial:

xn =
x

W
(7.8)

yn =
y

H
(7.9)
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2
n, y

3
n

]T
(7.10)

xm = bTβx (7.11)

ym = bTβy (7.12)

The source image is then linearly sampled at the [xm, ym] corresponding
to each destination pixel [x, y]. Normalization of the target coordinates (the
[xn, yn] coordinates), allows the mapping to be computed even for resolution
mismatches between source and target images. The 10 × 1 fit parameter
vectors βx and βy are obtained from calibration. Once warped and re-
sampled, the resulting image is circularly shifted (depending on the optical
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configuration), clamped to the range [0.001, 1000.0]. At this point the phase
computation algorithm is applied. The final phase pattern is then mapped
to the 8 bit output range of the phase panels.

7.3.8 Amplitude Pattern Generation

The amplitude pattern generation block determines the amplitude pattern
for the steering projector and the non-steering projector using the target
image and the predicted light field as input.

Figure 7.21: Amplitude Pattern Generation Block

The algorithm first adds the non-steering illumination to the predicted
light field. This is the total light available on-screen. A common amplitude
pattern is then computed for both the light steering and the non-light steer-
ing amplitude modulator. The resulting image is clamped to a valid range of
transmission factors of [0, 1], (or could be tone-mapped in order to preserve
texture in out-of-range regions). Any necessary LUTs are then applied to
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account for the response of the amplitude SLMs and the pattern is then
directly send to the projection head. In order to spatially align the steering
and the non-steering projectors, a warping is used based on calibrated pixel
correspondences which uses the same cubic warping function as in the phase
pattern generation block.

7.4 Results

Figure 7.22 shows photos comparing a cinema projector and our light steer-
ing projector side-by-side, both with the same optical power out of lens,
playing a video processed using the algorithm framework introduced in this
section. The contrast and peak luminance performance was confirmed to be
comparable (slightly higher due to better light management within the light
path) to the proof-of-concept work in Chapter 6.
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Figure 7.22: Two scenes from the movie Avatar by 20th Century FOX
(top and bottom) displayed on the light steering prototype (left) and on a
traditional projector with same power out of lens (right). The light steering
projector (left) exceeds the comparison projector contrast and peak luminance
significantly by about a factor of 20 (light steering projector: 1,000 cd/m2;
right projector: 48 cd/m2).
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Chapter 8

Discussion and Conclusion

In this thesis we have taken a critical look at the current HDR cinema
pipeline from a perceptual point of view and have identified the most sig-
nificant bottlenecks. We explored a variety of approaches to address these
limitations with new optical system designs and computational processing.

8.1 Discussion

In this section we reiterate over the contributions of the work presented
in this thesis and briefly discuss each approach in light of computational
display and visual perception. A more detailed discussion of each individual
topic is included in the respective chapters.

The light steering projector and the associated algorithms introduced in
Chapter 6 provide a practical solution to the unsolved challenge of achiev-
ing perceptually meaningful contrast and peak luminance in large screen
cinema environments where today light source power, system cost, mechan-
ical dimensions and thermal management limit the performance. Compared
to traditional cinema projectors our approach provides a visually more ap-
pealing image with 20 times or more of the peak luminance capability and
with orders of magnitude darker black levels. Compared to the new class
of high contrast laser projectors that has recently been introduced into the
market as a PLF offering our approach is attractive because it requires a
significantly lower power light source and with that also enables a lower cost
projector alternative that exceeds the peak luminance of current brute-force
laser projector offerings by about 10 times. Other high contrast high bright-
ness technologies for large screens include tiled LCD TVs and direct view
LED walls. Both achieve great black level and peak luminance comparable
to our approach. The difference lies in cost (every pixel of an LED wall or an
LCD display has to have the capability to achieve the peak luminance, which
results in high local power and with that high cost for LEDs and associated
driver electronics). Additionally to date it is not possible to manufacture
tiled large displays without visible seams. While the gap size of seams has
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improved over the last years, the HVS remains extremely sensitive to even
the smallest vertical and horizontal discontinuities in an image. Finally pro-
jection screens, for several reasons including vandalism, existing building
infrastructure (power and space) and speaker placement behind perforated
screens, are currently preferred over direct view displays in cinema. Having
said that, direct view LED and OLED displays will in the future provide a
feasible, and from visual quality perspective, very compelling alternative to
projectors including the systems introduced in this thesis.

An appearance reproduction algorithm has been introduced in Chap-
ter 3 which was inspired from the fields of colour appearance modelling and
tone reproduction research. While traditionally the difference in peak lu-
minance, contrast and colour performance as well as screen size between
different available display devices and cameras was comparable and hence
one unified video signal was sufficient to represent content for all devices,
today an ever increasing performance gap between the different types of
displays surrounding the user in their daily lives (mobile phones, tablets,
computer screens, TVs, cinema, advertising displays and even Virtual Re-
ality (VR) and Augmented Reality (AR) devices) also requires that video
signals account for the different properties of these displays as well as the
different viewing environments that these displays are being viewed in (e.g.
dark in cinema, bright for mobile screens). Our model takes into account
the characteristics of the display device as well as parameters describing the
viewing environment and leads to precise appearance reproduction. Where
these variables are unknown we have proposed a robust method to directly
approximate the scene-referred parameters leading to plausible reproduc-
tion of the image content. Both the field of colour appearance modelling
and tone reproduction operators have recently received a large amount of
attention from the computer graphics research community. We have aimed
to bring the two fields closer together with a new model that can handle
a large dynamic range and reproduce colours accurately. Our research and
findings related to the HVS’s lightness perception have been instrumental
in prototyping bit efficient transmission of video data over existing inter-
faces and in preparing both SDR and HDR content for viewing on our light
steering projector.

In Chapter 5, based on the initial proof-of-concept projector performance
we have analysed typical image statistics to understand the implications for
a meaningful hardware design and propose two projector architectures that
can enable scaling to larger screens with available electro-optical compo-
nents. These findings have been taken into account to develop a new full
featured projector prototype introduced in Chapter 7. Here we have tried
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to address the major practical limitations of the proof-of-concept work in
Chapter 6, discussed temporal considerations as well as detailed character-
ization and optical modelling of the hardware and demonstrated that the
methods presented in this thesis can go beyond the experimental and theo-
retical research work in the lab and possibly make a meaningful impact in
the cinema in the future.

8.2 Future Work

Throughout the work presented in this thesis we have attempted to put value
on perceptual engineering by thinking about perceptually meaningful targets
first, and only then finding the means to achieve them. This methodology
might be risky in the sense that the solutions found present a number of new
challenges that require solving, the potential gains however can be large.
The methods and systems developed in this thesis only present a starting
point for research in the new fields of computational projection display and
accurate colour appearance reproduction. Taking into account the recent
advances in display technologies we look forward to further research into
displays that combine optical modelling and computational processing to
achieve perceptually meaningful gains. Contrast (both global and local) as
well as peak luminance levels comparable to real world scenes are important
cues in depth perception of the HVS. Stereoscopic and light field displays
are emerging, but need to improve in spatial resolution, contrast, luminance
and practicality of their implementation. Further work to close the gap
between these new type of displays and our work will provide even more
realistic image appearance. While we have attempted to address the major
practical and engineering challenges in this research work, there remains a
long path to a product that is viable in the market and robust enough to be
utilized in professional environments such as cinema.

8.3 Conclusion

We have conceived a new computational projection display architecture that
for the first time allows an increase in both the contrast and more impor-
tantly the peak luminance in a perceptually meaningful fashion - by orders
of magnitude. We have introduced new algorithmic approaches to compute
dynamic freeform lensing phase patterns efficiently for this computational
projection display. An initial monochromatic proof-of-concept projector has
demonstrated that the approach shows promise, but is limited in power
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(screen size), colour (achievable chromaticity) and overall image quality.
To understand these limitations as well as requirements for cinema in more
detail we have developed a colour appearance model and tone mapping oper-
ator that operates in an absolute, calibrated colour space over a wide range
of luminance values and takes into account viewing environment and the
HVS’s adaptation to display and environment. We have explored new and
existing tools to transmit high bit depth data between devices and we have
touched upon perceptual aspects of image signal discretization that sup-
ports high brightness HDR data. Inspired by projector power requirements
to reproduce HDR image content faithfully as well as based on the overall
efficiency of optical components within the projector we have proposed a
new hybrid architecture that balances the overall system light throughput
and peak luminance. Finally we have prototyped a full featured projec-
tor to address the remaining limitations of the proof-of-concept projector
and developed an optical model that allows colourimetric accurate image
reproduction of high brightness HDR content in a cinema environment (see
Figure 7.22) with an up to now unachievable peak luminance of up to 1,000
cd/m2 and with in-scene contrast of up to 1, 000, 000 : 1.
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