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Abstract 

 

Obtaining an accurate representation of the microorganisms present in microbial 

ecosystems presents a considerable challenge. Microbial communities are typically highly 

complex, and may consist of a variety of differentially abundant bacteria, archaea, and microbial 

eukaryotes. The targeted sequencing of the 16S rDNA gene has become a standard method for 

profiling membership and biodiversity of microbial communities, as the bacterial and archaeal 

community members may be profiled directly, without any intermediate culturing steps. These 

studies rely upon specialized 16S rDNA gene reference databases, but little systematic and 

independent evaluation of the annotations assigned to sequences in these databases has been 

performed.  

 

This project examined the quality of the nomenclature annotations provided by the 16S 

rDNA sequences in three public databases: The Ribosomal Database Project, SILVA, and 

Greengenes. To do that, first three nomenclature resources – the List of Prokaryotic Names with 

Standing in Nomenclature, Integrated Taxonomic Information System, and Prokaryotic 

Nomenclature Up-to-Date – were evaluated to determine their suitability for validating 

prokaryote nomenclature. A core-set of valid, invalid, and synonymous organism names was 

then collected from these resources, and used to identify incorrect nomenclature in the public 

16S rDNA databases. To assess the potential impact of misannotated reference sequences on 

microbial gene survey studies, the misannotations identified in the SILVA database were 

categorized by sample isolation source. Methods for the detection and prevention of 

nomenclature errors in reference databases were examined, leading to the proposal of several 



iii 

 

quality assurance strategies for future biocuration efforts. These included phylogenetic methods 

for the identification of anomalous taxonomic placements, database design principles and 

technologies for quality control, and opportunities for community assisted curation. 
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Lay Summary 

16S ribosomal DNA (rDNA) gene sequencing is a method for studying entire microbial 

communities. Because the 16S gene is present in all prokaryotes, and contains species-specific 

sequences, it may be used to identify unknown bacteria and archaea based upon their 16S 

sequence. Three specialized databases provide 16S rDNA reference sequences and their 

corresponding nomenclature annotations: Greengenes, RDP, and SILVA. During the curation of 

each of these databases, quality control steps were performed with the goal of ensuring that only 

high-quality 16S sequences were included. However, little systematic and independent 

evaluation of the annotations assigned to sequences in these databases has been performed.  

 

During this project, lists of valid and invalid prokaryote names were curated. Validation 

using these lists, revealed the presence of invalid names assigned to sequences in Greengenes, 

RDP, and SILVA. These methods may be adapted in future database curation efforts to improve 

annotation quality. 
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Glossary 

 

16S Gene Survey: Molecular method used to identify prokaryotes present in environmental 

samples using PCR amplification and sequencing of the 16S rDNA gene. In this approach, 

universal primers complementary to conserved regions of the 16S rDNA gene are used to target 

specific hypervariable regions. Differences in the sequences of the hypervariable regions allow 

for the assignment of taxonomic ranks to the reads in a sample. 

16S rDNA: A section of prokaryotic DNA that codes for the 16S ribosomal RNA subunit.  

Co-identical: Clones of a single parental strain contained in different culture collections around 

the world. 

Chimera: Sequences composed from two or more parent DNA sequences that have formed 

during the PCR process. Chimeric amplicons may occur due to a number of causes, with 

incomplete extension being the most common. 

Clustering: The assignment of a set of objects into groups such that objects in the same group 

are more similar to each other, and more dissimilar to those in other groups. 

Gene Conversion: A unidirectional process in which one DNA sequence is converted, partially 

or completely, to that of another homologous sequence through DNA recombination. As a 

consequence, the degree of intragenomic sequence identity is increased between different copies 

of a gene within a genome. 

Gene Marker Survey: See 16S gene survey. 

Heterotypic Synonym: Synonym that occurs when a distinct species is reclassified under 

another existing group, resulting in a group containing multiple different strains. 
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Homotypic Synonym: Synonym that occurs when multiple names are associated to a taxon 

containing a single strain. 

Intersection: The intersection of X ∩ Y is the set containing all elements if and only if they are 

contained in both X and Y.  

Metagenome: The collection of microbial genes and genomes present in a given environment. 

For data obtained using shotgun sequencing of DNA extracted from a sample, see Shotgun 

Metagenomics. 

Microbiome: The entire population of microorganisms that inhabit a particular habitat, along 

with their combined genetic material. Some authors consider this definition to include the 

environmental conditions of the habitat. 

Monophyletic: A group consisting of all organisms descended from a single ancestor. 

Operational Taxonomic Unit (OTU): A group consisting of clustered reads that roughly 

corresponds to a taxon. In 16S rDNA gene surveys, OTUs are frequently used as pragmatic 

approximations of the prokaryote genera or species being studied. 

PCR Chimera: See Chimera 

Polyphyletic: A group consisting of organisms descended from multiple ancestors. Groups 

discovered to be polyphyletic are usually reclassified to more accurately represent their 

evolutionary history. 

Rhizoplane: The plant root surface and adhering soil particles. 

Rhizosphere: The region of soil directly bordering plant roots. Numerous biochemical processes 

occur in the rhizosphere, many of which serve functions that contribute to plant health and 

microbial growth.  
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Shotgun Metagenomics: The application of shotgun sequencing to metagenomics. In this 

method, the metagenome DNA is randomly fragmented and sequenced. Because this method 

does not target a single genetic locus, the sample gene content can be quantified in addition to 

community membership. Drawbacks to this method include increased cost and difficulty of 

subsequent bioinformatics analyses. 

Type Strain: A strain that serves as a reference point for a named species or subspecies with 

official standing in the nomenclature. Type strains play a crucial role in taxonomy, as they 

provide a reference point that can be used when classifying newly described species. 
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Chapter 1: Introduction 

Advances in the field of metagenomics have enabled complex microbial communities to 

be studied directly, without the need for the isolation and culturing of the individual community 

members. Two main molecular methods are used in metagenomics: shotgun metagenome 

sequencing, and targeted marker gene surveys. For shotgun metagenome sequencing, DNA 

isolated from the target community (e.g., host tissue biopsy or excretion, soil, water) is randomly 

sheared into fragments that are sequenced independently [1]. The analysis of these data typically 

includes mapping the sequencing reads to phylogenetically informative regions [2], gene 

prediction [3], and metagenome reconstruction [4]. This allows both the presence of organisms 

in the community and their combined metabolic functions to be inferred. Although the shotgun 

approach has the advantage of probing entire genomes, it has the drawback of increased cost, and 

requires more complex methods for analyzing the generated data.  

 

Targeted gene surveys are an alternative approach for the analysis of complex microbial 

communities. Here, specific phylogenetically informative loci (e.g., 16S rDNA) are amplified 

and sequenced. Microbial community structure may be inferred by mapping the sequencing 

reads from a sample to a database containing both reference sequences and taxonomic 

annotations for the marker gene. Although targeted gene surveys are limited to profiling the 

community structure of the given sample, they have the benefit of providing higher sequencing 

depths compared to shotgun metagenome sequencing. Therefore, they may be preferable for 

situations that require accurate community diversity estimates, or that aim to detect low 

abundance community members. Although these methods are continually being improved upon 

and have already led to considerable advances in our understanding of the composition and 
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potential functions of microbial communities, the molecular and computational methods 

currently used are prone to artifacts known to decrease the accuracy of the inferred community 

membership [5], [6].  

Errors and biases that are introduced during the PCR (e.g., amplification bias, chimeras), 

and sequencing stages are well described, but the full validation of public reference database 

nomenclature remains incomplete. Nomenclature (i.e., the organism name) annotations provided 

for reference marker gene sequences allow unknown sequencing reads to be mapped to known 

taxa. Therefore, misannotated reference sequences may introduce errors, such as inaccurate 

inferred community membership, and biodiversity. A thorough evaluation of 16S rDNA database 

nomenclature quality is difficult due to the limitations of the resources available for the 

validation of prokaryote nomenclature. Valid and invalid prokaryote nomenclature has been 

collected by several resources [7], [8], but the data are provided in formats convenient for the 

validation of individual prokaryote names, and are not suitable for the validation of entire 

databases. There is also a need for the quantification of the nomenclature provided by these 

resources in terms of taxonomic coverage and nomenclature accuracy.  

 

With these problems in mind, a validated set of prokaryote nomenclature was collected, 

and used to evaluate the quality of nomenclature in public 16S ribosomal DNA (rDNA) gene 

databases. From this research, considerable misannotations in 16S rDNA gene reference 

databases were identified. As the metagenomics research community uses these reference 

sequence databases extensively, confidence in the quality of these resources is critical for future 

research. The aim of this project was to quantify and characterize the accuracy of prokaryote 
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nomenclature in publicly available 16S rDNA gene reference databases, and to propose 

strategies for improving the accuracy of nomenclature in future biocuration projects. 

 

1.1 Project Aims 

1.1.1 Primary  

1. To evaluate the accuracy of nomenclature annotations assigned to reference sequences in 

public 16S rDNA marker gene databases 

2. To characterize the biological sources of the misannotated sequences 

3. To collect a validated set of valid and invalid prokaryote names  

1.1.2 Secondary 

1. To propose strategies to improve the quality of future marker gene databases 

 

1.2 Background and Rationale 

The characterization of microbial communities and their combined genome content 

(frequently referred to as the microbiome) has proved to be a popular research topic in recent 

years. Strong evidence exists for a beneficial role of the commensal microbiota in a number of 

human physiological processes, such as those involving nutrient metabolism and immune 

function [9]. Dysbiosis (abnormal composition or function of the commensal microbiota) is 

associated with  several disease states, such as inflammatory bowel disease, obesity, and type 2 

diabetes [10]. Microbial communities also play a key role in a number of environmental 

processes, with biogeochemical cycling and biodegradation being important examples [11]. 

Despite these advances, much work remains to bring clarity to the interaction between 

microorganisms and the hosts or environments that they inhabit. 
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1.2.1 16S rDNA Gene as a Proxy for Microbial Identification 

Obtaining an accurate representation of the microorganisms contained in metagenomic 

samples presents a considerable challenge. Microbial communities are typically highly complex, 

and consist of a variety of differentially abundant organisms. Our inability to culture most of 

these organisms presents a further complication. Metagenomic techniques that sequence marker 

genes have become popular, as the community may be profiled directly without intermediate 

culturing steps. In general, if one wants to identify the organisms present in a community, and 

does not require an estimate of their metabolic potential, a gene marker survey is performed via 

targeted sequencing of a phylogenetic marker gene. Sample population structure may be inferred 

by mapping marker gene sequences to known taxa. Accurate taxonomic classification relies on 

the choice of a suitable genetic marker that contains enough information content to draw 

inferences on evolutionary relationships among the organisms. Equally important, a suitable 

molecular marker should be distributed ubiquitously among the organisms of interest, and 

contain a degree of conservation that allows for the calculation of the “molecular clock” [12]. 

The gene encoding the 16S rDNA small subunit (SSU) has become the standard marker for 

identifying bacteria and archaea present in complex environmental samples. The gene is present 

in all prokaryotes [13], [14], is typically inherited vertically, and has a high degree of 

conservation, thus making it a suitable molecular marker [15]. Nine hypervariable regions 

(HVRs) in the gene contain enough differences for delineating major prokaryote groups. 

The use of the 16S rDNA gene as a phylogenetic marker has some limitations that should 

be noted. Different mutation rates in the HVRs have been described between different groups of 

bacteria, thereby limiting its use as a molecular clock [16]. In fact, incongruence between 

phylogenies of the 16S rDNA gene and other methods of phylogenetic reconstruction have been 
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described in the literature [17]. Because current high-throughput sequencing methods are usually 

limited to sequencing a subset of the 16S HVR regions, it usually is not possible to delineate 

closely related species. Poor resolution has also been described for certain genera [18]. Problems 

resulting from the limited phylogenetic resolution of the 16S gene are reflected in the 

bioinformatics literature, as no single sequence identity threshold has been agreed upon for 

methods that rely upon clustering algorithms to group sequencing reads into prokaryotic species 

or genera [19]. 

With these limitations in mind, the use of the 16S gene as a molecular marker still has 

broad applicability in metagenomics, as no other prokaryotic genetic marker has been shown to 

be equally comprehensive or to provide superior classification performance. When compared 

with other phylogenetic methods, the 16S rDNA gene can be considered to provide a good 

approximation of the actual evolutionary history [20]. Finally, it should be noted that the 

limitations mentioned above result in part from the resources available to analyze these data. For 

example, the 16S rDNA sequence identity shared between organisms within a taxon may be 

miscalculated if nomenclature errors (e.g., assignment of an invalid name to a species) result in 

the exclusion of taxon members in the analysis. The placement of taxa into polyphyletic groups 

could result in a lower minimal 16S rRDNA sequence identity, compared to a taxonomy limited 

to monophyletic groupings.Thus, despite these concerns, key opportunities exist for improving 

the 16S rDNA gene reference databases available to the research community. 

 

1.3 Taxonomy and Systematics 

  Taxonomy is defined as the classification and naming of organisms. Although the terms, 

taxonomy and systematics are frequently treated as synonyms, the latter has a further 
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requirement of grouping organisms according to their evolutionary history [21]. From the early 

days, the placement of microorganisms into existing classification systems has presented major 

challenges to microbiologists, and has been the topic of considerable debate [22], [23]. Many of 

these problems remain today, as no universally accepted standards exist for the systematic 

identification of novel bacterial species, or for their placement within an existing taxonomic 

system [24]. Even the merit of classifying bacteria into species has been questioned [21], [25]. It 

is clear that the existing methods for categorizing microorganisms are in part subjective, 

however, for pragmatic reasons, they remain in use for describing the diversity of the prokaryotic 

world. 

 

1.3.1 Rules for Prokaryotic Nomenclature 

The International Code of Nomenclature of Prokaryotes (formerly the International Code 

of Nomenclature of Bacteria) governs naming of prokaryote species [21]. The first edition, the 

International Code of Nomenclature of Bacteria was published in 1980, along with the Approved 

Lists of Bacterial Names. The latter designated existing bacterial names from the literature that 

would continue to be valid and would remain in use going forward. To obtain official standing in 

the nomenclature, new bacterial names must be published in the International Journal of 

Systematic and Evolutionary Microbiology (IJSEM; formerly International Journal of Systematic 

Bacteriology). It should be noted that these rules only apply to the naming and renaming of the 

lower taxa (order, family, genus, species) in prokaryotes. They govern neither the naming of the 

higher taxa, nor the placement of taxa into taxonomic hierarchies. 
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1.3.2 Sources of Information on Prokaryote Taxonomy 

No single authority exists for prokaryote taxonomy, and the classification of an organism 

is left to the discretion of the authors. The classification framework provided in the Bergey’s 

Manual of Systematic Bacteriology (BMSB) is widely used, and considered by many authors to 

be the best resource for categorizing bacteria and archaea [8], [21]. The National Center for 

Biotechnology Information (NCBI) taxonomy is also frequently used, but its accuracy has 

previously been questioned [25], [26]. In fact, the NCBI taxonomy group have stated that their 

taxonomy should not be considered an authoritative resource 

(http://www.ncbi.nlm.nih.gov/Taxonomy/taxonomyhome.html), and noted that “GenBank and 

the taxonomy group do not (and cannot) attempt to verify the taxonomic identification that is 

provided by the submitter, unless the sequence itself points to an egregious misidentification” 

[27]. 

 

1.3.3 Other Resources on Prokaryote Nomenclature and Taxonomy 

The List of Prokaryotic Names with Standing in Nomenclature (LPSN) website 

(http://www.bacterio.net) was established in 1997 and continues to provide lists of valid names 

published in the IJSEM. Records present in the LPSN also contain taxonomic information. 

However, due to the lack of a single taxonomic standard, a number of sources are consulted. 

These include: the original publication, the Taxonomic Outline of Bacteria and Archaea 

(TOBA), the NCBI taxonomy database, the Bergey’s Manual of Systematic Bacteriology, and the 

All-Species Living Tree Project. The LPSN author may also revise these classifications based on 

phylogenetic models [8]. The Deutsche Sammlung von Mikroorganismen und Zellkulturen 

(DSMZ) provides a similar resource, Prokaryotic Nomenclature Up-to-Date 

http://www.ncbi.nlm.nih.gov/Taxonomy/taxonomyhome.html
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(https://www.dsmz.de/bacterial-diversity/prokaryotic-nomenclature-up-to-date. html). A current 

list of all names published in the IJSEM is available for download from their website. 

Obtaining a taxonomic framework that is both accurate and up to date, while also being 

comprehensive in the coverage of known microorganisms, presents a major challenge. As 

mentioned earlier, the accuracy of the NCBI taxonomy database has been questioned. On the 

other hand, NCBI provides updates as the database is edited (changes are uploaded to their FTP 

site on an hourly basis). No other resource is updated with this frequency. For example, TOBA is 

still used as a taxonomic authority, but was last updated in 2007. The Bergey’s taxonomy is 

typically considered to be the preferred taxonomy. However, past updates to the manual have 

only been provided over several years, and newly named or reclassified taxa may not be present. 

For example, the 2nd edition of the Bergey’s Manual of Systematic Bacteriology consists of five 

volumes, published between 2001 and 2012. In 2015, the group responsible for continuing the 

publication of the Bergey's Manual released the Bergey's Manual of Systematics of Archaea and 

Bacteria, an online collection of Bergey's Manual articles. The collection currently provides 

access to articles from the 2nd edition of the BMSB, but will be updated with new content going 

forward. Although the authors state that the collection will be kept up to date, the planned 

frequency of updates was not mentioned.  

Issues around the naming of prokaryotes that cannot be grown in pure culture should also 

be mentioned. To receive an official name, the bacteriological code requires that a pure culture 

representing a new species be deposited in two separate type strain collections. Organisms that 

cannot be cultured may be described using the provisional Candidatus designation. Seeing that 

most microorganisms are not culturable at present, a researcher interested in classifying 

organisms lacking type strains may be further limited in the choice of taxonomy [28]. 

https://www.dsmz.de/bacterial-diversity/prokaryotic-nomenclature-up-to-date.%20html
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1.4 Gene Marker Databases 

Analyses of gene survey sequencing data rely upon annotated reference databases that 

contain marker gene sequences and their corresponding taxonomic assignments. These databases 

serve two main functions: to provide a means of mapping the sequencing reads present in a 

metagenomic sample to those of known (or similar) organisms, and to provide a multiple 

sequence alignment for clustering algorithms. 

 

1.4.1 16S rDNA Gene Reference Databases 

 Three specialized databases that contain a broad coverage of 16S rDNA gene sequences 

are available for download: the Ribosomal Database Project (RDP), Greengenes, and SILVA. 

Although these databases provide similar functionality, several key differences exist, reflecting 

the goals of each database provider. The statistics and quality assurance methods for each 

database are summarized in Tables 1 and 2, and are briefly described below. 

Table 1. 16S rDNA Gene Reference Databases 

Name Version 16S rDNA 

Sequences (count) 

Monophyletic 

Groups 

Taxonomy 

Format 

Lowest 

Taxon 

RDP Release 11, 

Update 4; May 

2015 

3,224,600 Not enforced, 

used to resolve 

discrepancies 

1º - Bergey’s 2º 

- LPSN 

Genus 

Greengenes 13_5; May 

2013 

1,262,986 Strictly 

enforced; based 

on de novo tree 

NCBI, and 

CyanoDB 

Species for 

certain taxa1 

SILVA (SSU 

Parc) 

123; July 2015 4,332,731 Not enforced, 

used to resolve 

discrepancies 

1º - Bergey’s 2º -LPSN 

and manual 

curation SILVA (SSU 

Ref) 

1,636,081 (Non-

redundant: 536,224) 

1 – Species level labels provided in metadata for certain records 
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Table 2. 16S rDNA Gene Reference Database Quality Control Methods 

Name Version Minimum 

Sequence 

Length 

Chimera 

Checking 

Alignment 

RDP Release 11, 

Update 4; 

May 2015 

500bp Detected 

(UCHIME) and 

removed 

Infernal, poorly aligned 

sequences discarded 

Greengenes 13_5; May 

2013 

1250bp Detected 

(UCHIME, 

ChimeraSlayer) 

and removed 

Infernal, poorly aligned 

sequences manually 

adjusted 

SILVA SSU 

Parc 

123; July 

2015 

300bp Flagged only 

(Pintail) 

SINA, poorly aligned 

sequences discarded 

SILVA SSU 

Ref 

Archaea: 900bp; 

Bacteria: 1200bp 

 

The Ribosomal Database Project (RDP) provides a quality controlled database containing 

reference 16S rDNA sequences[26]. The most recent version (Release 11, Update 4; May 26 

2015) contains 3,224,600 aligned sequences, of which 3,070,243 are of bacterial origin, and 

154,357 are of archaeal origin. The sequences were collected from the International Nucleotide 

Sequence Database Collaboration (INSDC), and were primarily of environmental origin (85% 

for bacteria, 97% for archaea). Candidate sequences that clustered with known bacterial and 

archaeal sequences were required to be at least 500bp in length. PCR chimeras were screened for 

and removed using UCHIME [29]. The remaining sequences were aligned using the Infernal 
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aligner [30], and poorly aligned sequences were discarded as a further quality control step. The 

RDP taxonomy backbone is based-upon the Bergey’s taxonomy, and was constructed using type 

strains cross-referenced through the INSDC databases. Due to poor annotation quality, the LPSN 

and All-Species Living Tree Project were also consulted. Any discrepancies between these 

sources were resolved by retaining the taxonomic label that was best supported by a phylogenetic 

assessment. Due to the limited taxonomic resolution of the 16S rDNA gene, taxonomic labels are 

only provided down to the genus level. 

The Greengenes database is another source for quality controlled 16S rDNA gene 

reference sequences [25]. The most recent version (13_5; May 2013) contains 1,262,986 

sequences, representative of 1,242,330 bacteria and 20,656 archaea. This release was based upon 

a de novo phylogenetic tree, where the NCBI taxonomy was back-propagated onto it. Initially, 

operational taxonomic units (OTUs) were generated by clustering the 16S sequences at a 99% 

identity threshold, and representative sequences from each OTU were used to construct the 

phylogenetic tree. The Greengenes taxonomy was then back-propagated onto this tree, while 

enforcing a strict naming scheme to obtain only monophyletic groups. Of the 16S databases 

mentioned here, strict monophyly was only enforced by Greengenes. Similar to RDP, the NCBI 

taxonomy provided the primary taxonomic source. The CyanoDB database 

(http://www.cyanodb.cz/) was used as a secondary source for sequences representing the 

Cyanobacteria. Species level labels were assigned to nodes when possible. Sequences were 

aligned with the Infernal aligner, and poor alignments were adjusted manually. Quality control 

consisted of the exclusion of sequences below 1250bp in length, the identification and removal 

of mitochondrial and 18S rDNA sequences using Megablast, and chimera detection with 

UCHIME and ChimeraSlayer [31]. 

http://www.cyanodb.cz/
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The SILVA curators provide three separate 16S reference databases [32]. The current 

version (123) of the Parc database contains 4,985,791 sequences in total, and is comprised of 

both 16S and 18S sequences. Although this database is the most comprehensive, it has limited 

utility due to minimal quality filtering. SILVA also provides two “reference” databases 

comprised of both 16S and 18S sequences. Of the 1,756,783 sequences contained in the SSURef 

database, 1,575,088 are of bacterial origin, and 60,993 of archaeal origin. The remaining 120,702 

sequences represent either mitochondria or chloroplasts. A “non-redundant” version of this 

database containing OTUs representative of 513,311 bacteria and 22,913 archaea, was created by 

clustering the 16S rDNA gene sequences at 99% identity. For quality assurance, minimum 

sequence lengths of 1200bp and 900bp were required for bacteria and archaea respectively. 

Sequences that aligned poorly using the SINA aligner [33] were also removed. Although chimera 

detection was performed using the Pintail program [34], suspect sequences were not removed in 

order to avoid discarding unknown 16S sequences of biological origin. Users using the SILVA 

web interface have the option of flagging these sequences. 

 

1.4.2 Impact of the Choice of 16S Reference Database on Sequence Classification 

The presence of artifacts, such as sequencing errors and PCR chimeras, are known to bias 

the diversity estimates obtained from gene survey sequencing data [31]. Although the detection 

and removal of these errors is regularly included in bioinformatics pipelines, few quality 

assessments of the reference databases have been performed. One study published in 2005 

suggested that at least 5% of the sequences deposited in a previous release of the RDP database 

(release 9, update 22) [34] contained errors. Due to the lack of recent estimates, it is unclear to 
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what extent these artifacts are present in current versions of the public 16S reference databases. 

Comparisons between these databases for the classification of 16S reads have also been 

performed. The results obtained from these studies suggest that larger and more diverse reference 

databases allow for a higher proportion of reads to be classified [35], [36]. However, these 

studies used comprehensiveness (in terms of the highest proportion of classified reads) as the 

main criterion, and were incapable of measuring accuracy. Without knowing the accuracy of the 

taxonomic assignments, it is unclear if these results are representative of the actual communities 

under study. Although the creation of mock microbial communities in vitro may be infeasible for 

these studies, computer generated data could be used to estimate the classification accuracy. 
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Chapter 2: Nomenclature in 16S rDNA Gene Databases 

2.1 Nomenclature Errors Present in 16S rDNA Reference Gene Databases 

A preliminary evaluation of the quality of sequence annotations present in the RDP, 

Greengenes, and SILVA databases consisted of confirming the correct usage of the binomial 

nomenclature and for the screening of sequences of probable eukaryote origin. The results 

obtained revealed the presence of many major errors in the SILVA (v. 123), RDP (release 9, 

update 22) and Greengenes (v. 13_5) databases. The SILVA database contained 251 records with 

names that failed to meet the binomial species name requirement (e.g., the Staphylococcus 

aureus species was placed under the Bacillus genus). An examination of the NCBI taxonomic 

assignments corresponding to the Greengenes records revealed 3,659 sequences labeled as 

bacteria under the Greengenes taxonomy, but as eukaryotes under NCBI. BLAST searches were 

performed on a selection of these sequences, and the results obtained confirmed their probable 

eukaryote origin. 

 

2.2 Validation of Prokaryote Nomenclature 

Obtaining an accurate estimate of the nomenclatural errors in 16S marker gene databases 

is challenging due to the lack of computer readable data that is accurate, up to date, and 

comprehensive in terms of known bacteria and archaea. Although listings of newly assigned 

names and name changes are published in IJSEM, a complete listing of these names is not 

provided by this resource. Therefore, the curation of nomenclature data provided in IJSEM 

would have required the collection of over three decades of data, and was infeasible for this 

project. Although other sources of prokaryote nomenclature exist, estimates of their reliability 

have not been performed. 
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In the interest of estimating the reliability of the annotations contained in the 16S rDNA 

gene reference databases, valid and invalid prokaryote names were collected from three 

resources: LPSN, Prokaryote Nomenclature Up-To-Date, and the Integrated Taxonomic 

Information System (ITIS). The comprehensiveness and agreement between these results were 

compared, with the aim of curating a "core-set" to be used in evaluating 16S rDNA gene 

reference database nomenclature. Although, no gold-standard is available to assess the accuracy 

of the nomenclature provided, agreement between multiple resources was used as an indicator of 

nomenclature reliability.  

Historically, bacteria belonging to the Cyanobacteria phylum were classified as algae, 

and assigned names according governed by the International Code of Nomenclature for Algae, 

Fungi, and Plants (ICN)[37]. To date, few bacteria belonging to the Cyanobacteria phylum have 

been assigned names according to the International Code of Nomenclature of Prokaryotes. 

Therefore, a separate nomenclature resource, CyanoDB, was consulted for Cyanobacteria 

nomenclature. 

 

2.3 Collection of Nomenclature Data 

The data provided by LPSN and CyanoDB are provided in the HTML format, and the 

Prokaryote Nomenclature Up-To-Date and ITIS data are provided in XLSX, and SQL formats 

respectively. While these formats are suitable for the lookup of individual prokaryote names, 

they are impractical for verifying the large quantities of names contained in the 16S rDNA gene 

reference databases. Therefore, custom Python and R scripts were created to collect the names 

provided by each resource. 
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2.3.1 Collection of LPSN Nomenclature Data 

Prokaryote nomenclature (valid and invalid names, Candidatus names) collected by the 

LPSN author is publicly available on the LPSN website (http://www.bacterio.net/). While data 

listed on individual webpages are convenient for manually verifying small sets of prokaryote 

names, the manual collection of the entire nomenclature is infeasible due to the quantity of data. 

To facilitate the automated collection of LPSN nomenclature, custom Python scripts were 

created to collect the required data based upon the underlying webpage structure. These scripts 

were used to: (1) download the html source code from the LPSN website, (2) extract the 

nomenclature using CSS selectors, and (3) perform string processing to remove non-ascii 

characters. The Beautiful Soup Python module 

(https://www.crummy.com/software/BeautifulSoup/bs4/doc/) was used to parse the html data 

(accessed September 2015) using the CSS selectors shown in Table 3. These scripts are available 

for download from http://www.bcgsc.ca/downloads/klesack/ (see Appendix for more 

information). 

 

Table 3. LPSN URLs and CSS Selectors 

Category URLs CSS Selector 

Valid species names  http://www.bacterio.net/-allnamesac.html 

http://www.bacterio.net/-allnamesdl.html 

http://www.bacterio.net/-allnamesmr.html 

http://www.bacterio.net/-allnamessz.html 

"span.genusspecies + 

span.genusspecies" 

Valid genus names  http://www.bacterio.net/-allnamesac.html 

http://www.bacterio.net/-allnamesdl.html 

http://www.bacterio.net/-allnamesmr.html 

http://www.bacterio.net/-allnamessz.html 

"br + span.genusspecies" 

Commonly used invalid names http://www.bacterio.net/-nonvalid.html ".genusspecies-quote + .genusspecies" 

http://www.bacterio.net/
https://www.crummy.com/software/BeautifulSoup/bs4/doc/
http://www.bcgsc.ca/downloads/klesack/
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Candidatus http://www.bacterio.net/-candidatus.html ".candidatus-designation + .candidatus-

name" 

 

 

2.3.2 Collection of Prokaryote Nomenclature Up-To-Date Nomenclature Data 

Lists of valid and invalid prokaryote names were obtained from an XLSX file (accessed 

September 2015) available from the Prokaryote Nomenclature Up-To-Date website 

(https://www.dsmz.de/bacterial-diversity/prokaryotic-nomenclature-up-to-date.html). The XLSX 

file was first converted to CSV format using the in2csv command from the CSVKit tool 

(http://csvkit.readthedocs.io/en/1.0.1/scripts/in2csv.html). Annotations contained in the STATUS 

field were used to collect valid (VP or VL) and invalid prokaryote names (illegitimate name, 

rejected name, nom. illeg., nom. rej., orthographically incorrect name).  

2.3.3 Collection of ITIS Nomenclature Data 

A SQLite formatted copy of the ITIS database (accessed September 2015) was downloaded from 

the ITIS website (https://www.itis.gov/). Data contained in the taxonomic_units table were 

imported into R using the RSQLite library (https://cran.r-project.org/web/packages/RSQLite) 

and converted into a dplayr table data frame using the dplyr library (https://cran.r-

project.org/web/packages/dplyr). Prokaryote records were extracted based on the kingdom_id 

field (kingdom_id=1 for bacteria; kingdom_id=1 for archaea), and names were categorized 

according to the name_usage field (name_usage=valid for valid names; name_usage =invalid for 

invalid names).  

 

https://www.dsmz.de/bacterial-diversity/prokaryotic-nomenclature-up-to-date.html
http://csvkit.readthedocs.io/en/1.0.1/scripts/in2csv.html
https://www.itis.gov/
https://cran.r-project.org/web/packages/RSQLite
https://cran.r-project.org/web/packages/dplyr
https://cran.r-project.org/web/packages/dplyr
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2.3.4 Collection of CyanoDB Nomenclature Data 

Cyanobacteria nomenclature is available on the CyanoDB website.  To automate the 

collection of CyanoDB nomenclature, a custom Python script were created to collect the required 

data based upon the underlying webpage structure. The script was used to: (1) download the html 

source code from the CyanoDB website, (2) extract the nomenclature using CSS selectors, and 

(3) perform string processing to remove non-ascii characters. The Beautiful Soup Python module 

(https://www.crummy.com/software/BeautifulSoup/bs4/doc/) was used to parse the html data 

using the CSS selectors shown in Table 4. These scripts are available for download from 

http://www.bcgsc.ca/downloads/klesack/ (see Appendix for more information). 

Table 4. CyanoDB URLs and CSS Selectors 

Category URL CSS Selector 

Valid genus names http://www.cyanodb.cz/valid_genera "p a" 

Valid species names http://www.cyanodb.cz/valid_genera "em , span" 

Invalid names http://www.cyanodb.cz/excludenda "p" 

Synonymous names http://www.cyanodb.cz/synonyms "p" 

 

2.4 Validation of Collected Nomenclature 

 

Lists of invalid and valid names were successfully collected from each resource, and 

were compared at the genus and species levels (Table 5). LPSN and Up-To-Date both contained 

similar numbers of valid names at both levels, while ITIS was less comprehensive at the species 

level. A list of 269 valid cyanobacteria genera and their representative type species were 

collected from CyanoDB. A considerable number of invalid names were collected from ITIS 
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(118 genera; 2070 species), while fewer invalid names were collected from LPSN (143 genera; 

722 species), Up-To-Date (31 genera; 194 species) and CyanoDB (160 genera). These results are 

summarized in Figure 1 and Figure 2.  

 

Table 5. Collected Invalid and Valid Prokaryote Names 

Resource Valid Names Invalid Names 

Genus Species Genus Species 

LPSN 2,361 13,711 144 722 

Up-To-Date 2,521 13,599 29 201 

ITIS 2,111 10,354 118 2,070 

CyanoDB 269 269 144 0 

 

 

Figure 1. Valid Prokaryote Names Contained in Nomenclature Databases 
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Figure 2. Invalid Prokaryote Names Contained in Nomenclature Databases 

2.4.1 Comparison of Collected Nomenclature for LPSN, ITIS, and Up-To-Date 

The pairwise intersection of valid genus and species (Table 6) names were used as the 

measurement of agreement between the separate nomenclature databases (excluding CyanoDB, 

as it was the sole provider of Cyanobacteria nomenclature). At both taxonomic levels, the highest 

agreement occurred between LPSN and Prokaryote Nomenclature Up-To-Date (genus = 0.99; 

species = 0.98).   
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Table 6. Valid Genus/Species Names Agreement 

Database ITIS LPSN Up-To-Date 

ITIS  0.79 / 0.77 0.74 / 0.74 

LPSN 0.79 / 0.77  0.99 / 0.98 

Up-To-Date 0.74 / 0.74 0.99 / 0.98  

The agreement is represented by the proportion of the intersection of valid genus / species names between 

each database pair. 

 

2.4.2 Final Nomenclature “Core-Set” 

The final list of valid names was based upon the set intersection of genus and species 

names provided by LPSN, Prokaryote Nomenclature Up-To-Date, and CyanoDB. The 

nomenclature contained in ITIS was not used, as lower agreement occurred between ITIS and the 

other resources. By definition, there is no official list of invalid prokaryote names, and the 

invalid names provided by the LPSN and Prokaryote Nomenclature Up-To-Date authors cannot 

be expected to represent all invalid names that have been used in the literature. Nonetheless, the 

combined list of known invalid names from LPSN and Prokaryote Nomenclature Up-To-Date 

were collected for the purposes of providing a conservative estimate of incorrect nomenclature in 

public 16S rDNA databases. A list of synonyms was collected from the 2004 edition of Bergey’s 

manual, Prokaryote Nomenclature Up-To-Date, and CyanoDB. A set of proposed names that 

remain to be validly published (candidatus) were collected from LPSN. The final “core-set” is 

summarized in Table 7. 
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Table 7. Validated Nomenclature “Core-Set” 

Category Source Count 

Valid UpToDate/LPSN/CyanoDB 15,223 

Invalid UpToDate/LPSN/CyanoDB 1,238 

Synonymous UpToDate/Bergey’s/CyanoDB 1,564 

Candidatus LPSN 956 

 

2.4.3 Valid and Invalid Names in 16S rDNA Gene Reference Databases 

Each 16S rDNA database provides a delimiter-separated file containing the taxonomic 

rank assigned to each reference sequence, and the genus and species names (the “core-set” was 

limited to these ranks) were obtained using the Linux cut command. The Greengenes names 

contained prefixes designating the taxonomic rank (e.g., g__ for genus; s__ for species), which 

were also removed using the cut command. The nomenclature “core-set” was then used to 

categorize the extracted names using the Linux grep command (Table 8). Only exact matches 

(ignoring case) were used to classify names as either valid or invalid, and the remaining names 

were left uncategorized. The percentage of valid names ranged from 76.7% (SILVA) to 83.8% 

(Greengenes) and 90.0% (RDP). From 3.7% (RDP) to 5.1% (SILVA) and 5.5% (Greengenes) 

were classified as invalid. This is likely a conservative estimate, as many sequences were not 

classified as either valid or invalid (RDP = 4.8%, Greengenes = 7.0%, SILVA = 16.8%). 
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Table 8. 16S Database Nomenclature Validation 

Database Total Sequences Valid Names Invalid Names Uncategorized 

Greengenes 1,262,986 83.8% 5.5% 7.0% 

RDP 1,636,081 90.0% 3.7% 4.8% 

SILVA (NR) 3,224,600 76.7% 5.1% 16.8% 

 

2.5 Isolation Source of Misannotated Sequences 

A rigorous description of the environmental origins of metagenomic samples is non-

trivial. Although an “isolation_source” field is available for submissions to Genbank, the 

environmental origin is frequently omitted for many sample submissions or may be indiscernible 

due to ambiguous or imprecise terminology [38]. The need for the consistent representation of 

the terms describing the environmental origins of metagenomic samples, as well as their 

attributes and relationships led to the development of the Environment Ontology (ENVO) [39]. 

The ontology hierarchy contains classes primarily relevant to metagenomics, and includes terms 

representing biomes, environmental features, and ecological processes. Because multiple 

different terms can be used to describe single entities, the ontology classes are cross-referenced 

to synonymous terms. With these capacities in mind, ENVO was used in the curation of key 

terms that describe typical metagenomics sampling environments. To assess the metagenomics 

projects most likely to be impacted by misannotated sequences, the collected terms were used to 

categorize the sampling origins of misannotations in SILVA. The sample sources of 

misannotated sequences in the RDP and Greengenes databases were not characterized due to the 

lack of necessary metadata. 
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2.5.1 Sampling Environment Metadata Collection and Categorization 

A database containing sequence alignments, phylogenic analyses, and sequence metadata 

for the SILVA reference gene sequences is provided by the ARB project [40]. To describe the 

environment that misannotated sequences were isolated from, metadata contained in the 

"isolation_source" field were extracted from the ARB database (version 128). Of the 98,820 

misannotations identified in SILVA, an ARB record containing metadata was available for 

85,269 16S sequences.  

 

  In order to categorize the misannotated samples by sample isolation source, terms 

describing metagenomics environment types were extracted from the ENVO ontology (release 

date 2017-01-08) using the Protégé (version 5.1.0) [41] ontology editor. The ontology is 

hierarchical in structure, which facilitated grouping the terms into several broad categories, each 

containing more specific sub-categories. An initial assessment of the categorization of the ARB 

“isolation_source” metadata based upon these category terms resulted in numerous unclassified 

records. Therefore, further manual refinement (e.g., addition of categories, recognition of 

synonymous terms) was necessary. Ultimately, six broad categories were created, which were 

further grouped into 16 subcategories (Table 9).  
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Table 9. Description of Sample Isolation Source Categories 

Category Description Examples 

Host-associated 

 

Animal 
Samples isolated from a host animal. Includes samples isolated 

from anatomical entities and substances produced by an excretory 

or secretory process. 

▪ respiratory secretion 

▪ intestinal mucosal biopsy 

from crohn's patient 

Plant 
Samples isolated from a host plant. Includes samples isolated from 

anatomical entities, and plant surfaces. Excludes samples isolated 

from the plant rhizoplane or rhizosphere soil. 

▪ sugarcane leaves 

▪ phyllosphere 

Fungus Samples isolated from a host fungus. ▪ fungal ascocarp 

Environmental material (Non-aqueous) 

 Soil Samples isolated from material explicitly described as soil. 

Excludes soil isolated from rhizosphere. 

▪ soil sample 

▪ soil crust 

Inorganic material Samples isolated from non-organic environmental material. 

Commonly used for environmental material that did not fit any 

other category. 

▪ beach sand 

▪ sediment 

Rhizosphere 
Samples isolated from rhizosphere soil. ▪ maize rhizosphere soil 

Organic material Samples isolated from environmental material derived from living 

organisms. Contains predominantly biofilm samples. 

▪ biofilm surrounding a 

gastropod 

Biome Samples isolated from a biome or habitat. Here, a biome is defined 

as an ecological zone to which resident species have evolved 

adaptations. 

▪ forest 

▪ alpine grassland 

Built environment 

 Waste Samples isolated from anthropogenic waste material. Includes, 

wastewater, household waste, and sewage. 

▪ municipal wastewater plant 

▪ landfill leachate 

Industrial Samples isolated from material produced by an industrial process. 

Includes both industrial goods and waste products. 

▪ oil sludge 

▪ quinoline-degrading 

bioreactor 
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Category Description Examples 

Building Samples isolated from human-made buildings and structures. 

Includes predominantly residential and hospital environments. 

▪ hospital environment 

▪ house dust 

Human settlement Samples isolated from human settlements. Excludes samples that 

can be categorized under building. 
▪ urban aerosol 

Aquatic 

 Marine Samples isolated from the ocean and other saline aquatic 

environments. 

▪ mediterranean sea 

▪ estuarine sediment 

Freshwater Samples isolated from freshwater environments such as rivers and 

lakes.  

▪ lake water 

▪ river water 

Polar 
Samples isolated from frozen material or from polar environments. 

▪ collins glacier 

▪ ice core 

Other Samples that elude classification in other aquatic categories. 

Frequently used when the sample environmental salinity is unclear. 

▪ wetland water 

▪ cold seep sediment 

Food and agriculture Samples isolated from food products, or from land used for 

agricultural production.  

▪ fermented dairy products 

▪ agriculture soil 

Gaseous 
Samples isolated from gases or aerosols. 

▪ biogas z8aerogenic  

▪ biogas pond sample 
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2.5.2 Sampling Environments of Misannotated 16S Sequences in SILVA 

The placement of misannotated 16S sequences from SILVA into categories describing 

sample isolation environments is shown in Table 10. Of the 85,269 misannotated sequences with 

corresponding ARB isolation source metadata, 80,127 (94%) were successfully classified into 

one of the six broad categories. Further classification into a subcategory was possible for 78,780 

sequences. Of the 1,347 sequences that were not placed into a subcategory, only 83 were placed 

under a parent category containing subcategories (subcategories were not created for Food and 

agriculture, and Gaseous). The metadata for these sequences described aquatic sampling 

environments, allowing for placement into the broad aquatic category, however, it was not clear 

whether these were isolated from marine or freshwater sources. 

Among the sequences assigned to a broad category, 85% (67,819 out of 80,127)) were 

isolated from a host-associated environment, with animals (n = 66,710) being the predominant 

host. Although the host species was not indicated for most samples (only 747 sequences included 

the terms "human" or "homo sapiens"), this trend likely results from an early focus on studying 

the human microbiome. Samples isolated from environmental material (6.5%) and built 

environments (4.5%) accounted for most of the remaining misannotated sequences. This also 

likely reflects substantial sampling of these environments. 
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Table 10. Summary of SILVA Misannotations by Sample Isolation Source Category 

Category Number of Sequences 

Host-associated 

 Animal 66,710 

 Plant 986 

 Fungus 123 

Host-associated total 67,819 

Environmental material (Non-aqueous) 

 Soil 3,318 

 Inorganic material 703 

 Rhizosphere 659 

 Organic material 283 

 Biome 264 

Environmental material total 5,227 

Built environment 

 Waste 2,370 

 Industrial 913 

 Building 258 

 Human settlement 26 

Built environment total 3,567 

Aquatic 

 Marine 1,518 

 Freshwater 525 

 Polar 124 

 Other 83 

Aquatic total 2,250 

Food and agriculture 1,152 

Gaseous 112 

Unclassified 5,142 

Total classified 80,127 
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Chapter 3: Strategies to Improve the Accuracy of Marker Gene Databases  

The considerable misannotations identified in public 16S ribosomal RNA gene reference 

databases demonstrate a clear need for improving the quality nomenclature annotations. That is, 

the sequences contained in these databases should be free of technical artifacts and contaminants, 

while the associated annotations need to be up to date and valid according to the nomenclature. 

While providing a completely error-free database may not be a realistic goal, our evaluation of 

the existing 16S databases suggests that considerable room for improvement exists. In this 

section strategies aimed at improving the quality of microbial gene marker reference databases 

have been proposed. Although these strategies were designed with the validation of a 16S rDNA 

gene database in mind, they are broadly applicable, and would be suitable for other microbial 

gene marker databases (e.g., fungal ITS, eukaryote 18S rDNA). 

 

3.1 Marker Gene Sequence Quality Assurance 

High-throughput DNA sequencing technologies employ complex series of molecular and 

computation methods, each capable of introducing errors that may impact downstream analyses. 

Several studies have identified errors common to different sequencing platforms and library 

preparation methods, and have been recently reviewed in the literature [42]–[44]. Errors can 

arise during any point in the sequencing workflow, such as sample preparation, library 

preparation, sequencing, and bioinformatics analysis. Therefore, accounting for errors arising 

from the DNA sequencing process should be an important consideration for future curators of 

microbial reference gene databases. Fortunately, these errors can be in part mitigated by several 

bioinformatics methods. The data collection, cleaning and quality control steps described below 

are limited to those applicable to candidate gene sequences for a typical reference gene database. 



30 

 

 

3.1.1 Collection of Marker Gene Sequences 

Candidate marker gene sequences and their associated annotations can be easily acquired 

from the public INSDC nucleotide sequence databases. However, the results obtained would be 

limited to sequences containing annotations for the marker gene of interest. Unannotated 

metagenomic data containing sequences from uncultured organisms may be used to obtain a 

more comprehensive set of candidate sequences. For the prediction of 16S rDNA genes several 

tools are available, including rRNASelector, REAGO, and RNAmmer [45]–[47].  

 

3.1.2 Sequence Filtering and Trimming 

DNA sequencing data is inherently "noisy", and may contain PCR and sequencing errors. 

It is therefore necessary to subject the candidate sequences to quality assurance methods aimed at 

trimming low quality regions, the removal of adapter or primer sequences, and filtering of reads 

that contain PCR chimeras or fail to meet minimum length requirements. PCR chimeras [48], 

[49] are especially problematic, and are known to inflate biodiversity estimates [50]. Failing to 

remove chimeras may also lead to the classification of spurious taxa that do not correspond to 

actual novel lineages. Several methods exist for chimera detection, including tools designed for 

specific marker genes (e.g., Pintail [34], ChimeraSlayer [31] and Mallard [51] for 16S rDNA; 

ChimeraChecker [52] for ITS rDNA ), or for general use (Bellerophone [53], UCHIME [29], 

DECIPHER [54]). Most methods (e.g., Pintail, ChimeraChecker, Mallard, DECIPHER) screen 

putative chimeras against databases considered to be of high-quality and free of chimeras. 

However, few chimera-free 16S reference sequence databases are available, and algorithm 

performance using a given database can vary for different input data [55]. Most  reference-based 
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chimera detection approaches have used a database provided by Haas and colleagues [31]. The 

dataset is expected to be mostly chimera-free [31], and contains 5,181 16S sequences obtained 

from both type strains (4,468) and complete or draft genome assemblies (713). However, 

because the sequences are limited to well-characterized organisms, the database is best suited for 

data sampled from well-studied environments [55]. For samples containing under-represented 

(e.g., archaea) and uncultured groups, larger chimera-screened reference datasets, such as RDP 

or SILVA, are recommended [56]. However, despite screening, chimeric sequences are still 

identified in these databases [54].  To overcome this difficulty, UCHIME, Perseus [57], and 

ChimeraSlayer provide de novo chimera detection modes that do not require a reference 

database. 

 The performance of a given algorithm depends largely on the characteristics of the data 

being analyzed. For example, the results published for the ChimeraSlayer algorithm 

demonstrated superior performance compared to the Bellerephon and Pintail algorithms for the 

detection of shorter chimeric sequences [31]. ChimeraSlayer also outperformed Bellerephon and 

Pintail for chimeras resulting from closely related parental sequences (less than 10% 

divergence), but performed poorly compared to UCHIME2 for sequences with higher parental 

divergence [56]. Other factors that may contribute to performance include the proportion of the 

chimeric sequence contributed by each parent sequence [54], ratio of chimeric and non-chimeric 

reads in the dataset [55], taxonomic representation [31], and the presence of complex (greater 

than two parents) chimeras [31], [54]. A comparison of the relative strengths and weaknesses of 

these tools is therefore difficult, as the published performance results may be tailored to specific 

data, and a given algorithm may perform poorly on other data.  
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Ensemble methods are a popular approach for tackling problems considered too complex 

for individually trained classifiers [58]. By combining the predictions of multiple separate 

classifiers, ensembles frequently outperform individually trained classifiers. For an ensemble to 

perform well, the individual classifiers must be both diverse (disagreement among the classifier 

predictions), and accurate [59]. If both criteria are achieved, improved performance may be 

achieved by exploiting the strengths of the individual classifiers that perform best on different 

subsets of the input data [60]. A comparison between several reference-based (UCHIME, 

ChimeraSlayer, Pintail, and DECIPHER) and de novo (UCHIME, ChimeraSlayer, Perseus) 

chimera detection tools was recently performed, which formed the basis for the ensemble 

classifier CATCh [55]. A variety of mock datasets (chosen to include a range of chimera types) 

were used to benchmark the chimera detection performance provided by the CATCh ensemble 

compared to the individual classifiers. The results obtained demonstrated improved performance 

for both reference-based and de novo chimera detection. Despite these improvements, it should 

also be noted that bioinformatics methods alone are unlikely to result in complete chimera 

detection and removal. Most chimeras result from highly similar parent sequences, and many can 

be indistinguishable from naturally occurring sequences [48]. 

Contaminants resulting from off-target amplification may also decrease the quality of a 

reference sequence database. The high degree of homology between the prokaryote 16S rDNA 

gene with the chloroplast and mitochondrial 16S rDNA genes is a well described source of 

contamination in microbial gene survey studies [61]–[63]. Therefore, in silico contaminant 

screening is advisable. Currently available tools include UPARSE [64], DeconSeq [65], and 

BioBloom Tools [66]. 
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Quality trimming and filtering entails the trimming of poor quality nucleotides from 

either end of a sequencing read, as well as the subtraction of entire reads failing to meet 

minimum quality thresholds. The importance of ensuring the quality of the initial DNA 

sequencing data has been repeatedly addressed by the bioinformatics community, leading to the 

development of numerous tools that serve this purpose. Due to the large amount of available 

tools, the reader will be referred to the literature for a reference on the choice of suitable methods 

[50], [67]–[70].  

 

3.1.3 Sequence Alignment 

The alignment of reference sequences provides an additional quality control step, as it 

can be used to ensure that all sequences are within the predicted gene boundaries [67], [71]. 

Sequence alignments are also required by distance based bioinformatics methods that are 

employed in most gene marker surveys. By identifying the similarities and differences between 

the sample and reference sequences, sample biodiversity and taxonomic classifications can be 

inferred. The alignment of marker genes containing regions with high degrees of divergence 

(e.g., HVRs in SSU rDNA genes) presents a considerable bioinformatics challenge. Current 

algorithms are computationally intensive, and do not necessarily recognize positional homology 

in variable regions containing insertions or deletions [67], [71], [72]. Therefore, the provision of 

a trustworthy pre-existing alignment of reference database sequences would provide an 

additional benefit to the user. 
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3.1.4 Alignment Approaches for the 16S rDNA Gene 

Several strategies have been developed with the goal of overcoming the difficulty of 

accurately aligning variable regions. These include the incorporation of secondary structure 

information (e.g., Infernal, SINA) [30], [33], and the usage of filtering or weighting masks [40] 

to reduce the impact of problematic regions. Many algorithms depend upon a static reference 

multiple sequence alignment (e.g., NAST, SINA). This approach has the benefit of reduced 

computational requirements, and decreased susceptibility to alignment errors that result from 

poor-quality sequences. Choice of a suitable alignment strategy remains challenging as 

comprehensive performance comparisons are unavailable, and the value of incorporating 

secondary structure is debatable [73], [74]. 

 

3.1.5 Molecular and Computational Methods for Benchmarking 

The curation of a new reference marker gene database would rely upon the retrieval and 

integration of data from multiple sources. Although multiple steps aimed at ensuring the 

inclusion of only high-quality data in the final database have been described, each stage of data 

collection and processing must be considered carefully. Errors introduced by sequencing 

technologies are well-known [6], [75], [76], and a selection of bioinformatics methods aimed at 

the detection and removal of these problems have been described [42], [69]. However, the choice 

of suitable tools is not without complications. Tool choice relies on several factors, including 

data type, the statistical analysis to be performed, and scalability. Software licensing and 

computational requirements (e.g., operating system, storage, memory, and CPU resources) may 

also be a limiting factor. Poor usability [77], [78], and software availability [79]–[81] or 

licensing may further limit the choice of software. 
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A major obstacle is the general shortage of comprehensive and independent benchmarks 

that enable end-users to identify the relative strengths and weaknesses of many bioinformatics 

tools. Most end-users must rely upon the results published by the developer of a new method to 

justify tool choice. However, two major problems have been described for bioinformatics 

research that lead to artificially inflated performance measurements [82]. The first problem is 

that the new algorithms and parameter settings are frequently optimized against the datasets used 

for benchmarking, leading to model over-fitting. A given method may in fact perform markedly 

different on other data. Secondly, specific datasets may be selected because they yield better 

results for the new method compared to existing algorithms. Thus, the possible unreliability of 

published performance metrics should be considered when choosing bioinformatics tools. 

In the situation that independent benchmarks are lacking, the analyst may choose to 

compare different tools and methods themselves. One of the challenges for the benchmarking of 

quality control methods used in the curation of a gene marker database is the limited quality 

assessments in existing datasets. This limitation could be addressed in part by using sequencing 

data generated from mock communities composed of known organisms. Sequencing data from 

11 separate mock communities (composed of known quantities of “spiked-in” bacteria) have 

been identified in the literature [83], [84], and are available to the research community. Because 

these datasets were generated using current sequencing technology, they have the advantage of 

providing performance on data similar to that obtained from a typical marker gene survey. Once 

again, being limited to specific test datasets may result in performance estimates adapted to 

specific data that do not necessarily reflect performance on other datasets. For this reason, the 

use of computer generated test data should also be considered. With the in silico generation of 
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sequencing data, a diverse dataset of mock communities may be generated that would otherwise 

be infeasible using molecular methods.  

 

3.2 Marker Gene Annotation Quality Assurance 

Nomenclature validation strategies will depend largely on the type of error, the 

information available to the database curators, as well as requirements of end-users. Strategies 

for minimizing the most common types of error are discussed below. 

 

3.2.1 Sequences Containing Synonymous or Invalid Annotations 

Out of date names may be updated with relative ease if a comprehensive set of synonyms 

are available for the list of valid names. Incorrectly annotated sequences where a known valid 

name is either unavailable or unknown present a greater challenge. For invalid names that result 

from the misspelling of a valid name, it may be possible to obtain the correct name using a spell-

checking tool. Classic spell checking tools typically employ two main similarity measures for the 

detection and resolution of spelling errors: the minimum edit distance, and phonetic similarity 

[85]–[87]. For the minimum edit distance approach, similarity is calculated as the minimum 

number of editing operations (i.e., character substitutions, deletions, or additions) required to 

transform a misspelled string to a word contained in a dictionary. Phonetic approaches employ 

similarity measures that are intended to identify spelling errors resulting from the substitution of 

equivalent or similar sounding syllables (e.g., abiss rather than abyss). Contemporary tools 

frequently employ a combination of both approaches to provide comprehensive spell checking. 

The inclusion of contextual information may also increase algorithm performance. For the 

resolution of organism names, name resolution can be complemented by verifying that names are 
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in accordance with the nomenclature rules, such as the correct usage of Latin suffixes, binomial 

nomenclature, and Latin or Greek substantives. (Table 111)[88]. The Taxamatch [89] and 

Taxonomic Name Resolution Service [90] (a modified version of the Taxamatch algorithm) are 

two recently developed tools, both employing a combination of the phonetic, minimum edit 

distance, and contextual approaches. 

 

Table 11. Nomenclature Naming Rules 

Rank Suffix Other Rules Example 

Order -ales 
Substantive of Latin 

or Greek origin, 

feminine gender, the 

plural number, and 

written with an 

initial capital letter 

Pseudomonadales 

Family -aceae Pseudomonadaceae 

Genus Varies 
Latin or Greek 

substantive, in the 

singular number and 

written with an 

initial capital letter 

Pseudomonas 

Species Varies 
Binary combination 

consisting of the 

name of the genus 

followed by a single 

specific epithet 

Pseudomonas aeruginosa 

Adapted from International Code of Nomenclature of Bacteria: Bacteriological Code, 1990 Revision. Washington 

(DC): ASM Press; 1992. Available from: https://www.ncbi.nlm.nih.gov/books/NBK8817/, Accessed 21 November 

2016.  

 

Finally, invalid names that cannot be resolved should also be considered. One approach 

would be to exclude these sequences altogether from the database. For sequences belonging to 

groups that are well represented by other sequences in the database, the curator may decide that 

https://www.ncbi.nlm.nih.gov/books/NBK8817/


38 

 

excluding these sequences would not be a large detriment to the final database. Conversely, if 

comprehensiveness is desired, the curator may choose to label these sequences as having an 

“unknown” classification. However, a reference database containing a sizeable proportion 

unclassified sequences may not meet the requirements of end-users requiring the assignment of 

unclassified reads to known taxa.   

 

3.2.2 Unclassified Sequences 

Most sequences contained in the public 16S rDNA gene databases are from 

“unclassified” environmental samples obtained in previous gene marker survey experiments. 

While the inclusion of these sequences may be desired for comprehensiveness, they have the 

potential of overwhelming methods aimed at providing de novo taxonomic affiliations for 

unknown reads. For this reason, the RDP, Greengenes, and SILVA databases infer the taxonomic 

classification of unclassified sequences based on similarity to other known sequences. However, 

this approach should be applied with caution, as taxonomic classification would be inherently 

biased towards previously characterized organisms. Recently diverged species, containing nearly 

identical 16S sequences further compound this problem [91]. Given that the "uncertainties" of 

this approach have not been well quantified, a clear need exists for the research community to 

investigate the reliability of ecological inferences based upon this approach (e.g., diversity, 

community membership).  

 

3.2.3 Valid Names Assigned to the Incorrect Sequence 

Misannotations resulting from the assignment of a valid name to the incorrect sequence is 

also worth consideration. This type of error could result from several causes, including incorrect 
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annotation during sequence submission, contamination, or the misidentification of a strain in the 

laboratory or culture collection. While the scale of the problem remains uncertain, a recent 

examination of the type material in the NCBI Taxonomy database revealed lower than expected 

average nucleotide identity between co-identical type-strains [92].  

While it is unlikely that the correct taxonomic annotation may be assigned with complete 

certainty for all sequences, the internal consistency of a reference database may be evaluated at 

least in part. For example, putative misclassified sequences may be flagged by identifying the 

inconsistent phylogenetic placement of sequences belonging to a specific strain or species [92].  

Following the identification of putative mislabeled sequences, the analyst is faced with a greater 

problem: are the taxonomic labels assigned to the sequences in fact incorrect, or do the 

inconsistencies result from actual biological phenomena? Several situations may result in a 

taxonomic label being mistakenly identified as incorrect. For example, inconsistent phylogenetic 

placement may result from internal variations of the marker gene rather than misannotations. 

Intragenomic sequence heterogeneity has been reported for bacteria containing multiple copies 

of the 16S rDNA gene [93]–[98]. In most cases, the divergent sequences are nearly identical (< 

1%, typically 1 or 2 polymorphisms), and would not likely have a meaningful impact on 

phylogenetic placement. It has been hypothesized that gene conversion plays a role in 

maintaining the high degree of sequence homogeneity in this gene [99]. Nonetheless, higher 

degrees of intragenomic heterogeneity (up to 8.3% nucleotide differences) have been described, 

indicating that exceptions to this trend occur occasionally [95], [97], [98].  

 

Taxonomy can be described as a dynamic science, subject to frequent revisions, 

proposals, and conflicting opinions. The taxonomy of bacteria has been particularly susceptible 
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to restructuring, as the introduction of newer molecular methods allowed taxonomists to classify 

bacteria according to genetic relatedness, rather than morphological and physiological properties. 

Adding to the problem, no single agreed upon species definition for bacteria exists, leading a 

variety of proposed methods for the recognition of bacterial species [100]. The analyst should 

therefore be aware of these challenges when screening a collection of sequences for taxonomic 

misclassifications. For instance, the analyst may choose to examine the taxonomic labels 

assigned to clusters of highly similar sequences. While the assignment of multiple labels may 

identify misclassified sequences, they may also result from polyphyletic groups awaiting 

reclassification. The genera Escherichia and Shigella are well described examples of 

polyphyletic groups awaiting revision [101]. The genera Clostridia and Bacilli are another 

noteworthy example [102]. 

 

3.3 Database Implementation 

Multiple factors are important for the creation of a new biological database. The curator 

must consider the end-user requirements, and the technologies available to deliver the data in a 

responsible manner. Attention paid to the initial design requirements can result in considerable 

decreases of both duplicated work and debugging time. As the problem of inaccurate annotations 

in biological databases becomes further appreciated by the research community, databases 

curated with the initial data quality in mind will likely be a key consideration for the choice of a 

database. While the specific details will depend largely on the target audience, available 

resources, and curator goals, several design considerations are described below. These strategies 

were developed with the curation of a marker gene database in mind, with a clear emphasis on 

data quality assurance and usability. 
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3.3.1 Database User Interfaces 

Microbial gene marker databases cater to two main groups of users whose requirements 

depend on their degree of programming experience. Users with limited programming knowledge, 

such as biologists or clinical researchers, would typically access the data through a simple web 

interface. For the most part, these users would access data using either search or browsing 

interfaces. Technologies such as HTML5, and CSS facilitate the design of responsive websites 

suitable for multiple types of browsers and viewing environments (e.g., desktop, tablet). 

JavaScript data visualization libraries, such as D3.js and BioJS can be used to create dynamic 

and interaction data visualizations for the presentation of complex data (e.g., phylogenetic trees).  

 

While simple web interfaces allow data to be accessed quickly, they are not suitable for 

more technical orientated users that require access to large quantities of data. Access to a 

Representational State Transfer (RESTful) API would be more suitable, as the user could access 

the required data using a standard set of operations. Furthermore, data returned from an API 

request is typically returned in a structured format (e.g., XML, JSON) supported by most modern 

programming languages, thereby decreasing the work required to use the data in a bioinformatics 

pipeline. Text-based data formats developed specifically for biological data are used extensively 

in bioinformatics. Existing marker gene databases typically provide the sequence and alignment 

data in the FASTA format.  
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3.3.2 Web Frameworks 

A web framework is a collection of pre-made software packages designed to assist in web 

development by reducing time spent on low-level details. In general, a developer may create an 

entire website incrementally, by adding the required packages one after another. A number of 

web frameworks are currently available for the development of database-driven websites, 

including the Python framework Django (https://www.djangoproject.com/) and Shiny for R 

(https://shiny.rstudio.com/).  

 

3.3.3 Database Technology 

DNA sequences and their associated metadata are naturally suited for storage in a 

relational database. Relational databases have several benefits for the storage of tabular data, 

including complex querying, efficient storage (data in tables is usually stored once), and 

scalability. A key feature of relational databases is the elimination of data duplication: 

modifications made to a record are shown in other tables with links to that entry. In addition to 

improving storage efficiency, this can help ensure data consistency. Therefore, avoiding data 

duplication should be a major focus of curators of future reference gene databases. The 

consistency of data subject to revision, such as organism names, could then be ensured between 

different database relations. The schema diagram shown in Figure 3 provides an example 

database configuration suitable for a marker gene database. 

 Relational database management systems (RDMS) are applications that manage the 

interaction between a user and the database. Nearly all RDMSs in use are based upon the 

Structure Query Language (SQL), which allows the user to perform tasks such as the retrieval, 

https://www.djangoproject.com/
https://shiny.rstudio.com/
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addition, or deletion of data. Multiple RDMSs are currently available, including both commercial 

(e.g., Oracle, Microsoft SQL Server) and open-source (MySQL, SQLite) implementations.  

 

 

Figure 3. Example Database Schema. Primary keys are displayed in bold. The tables and 

relationships were designed to assist quality control and efficient data retrieval for a hypothetical 

marker gene database. 

 

3.4 Community Assisted Curation 

The importance of quality control measures during the initial data collection, and 

database design phases have been repeatedly noted [103]–[107]. However, the maintenance of an 

existing database involves further responsibilities, such as continual content and feature updates. 

For the most part, existing biological databases have relied upon small teams of specialists for 

curation. However, traditional curation approaches are increasingly unable to cope with the 

quantity of biological data generated by the research community [108]. This has led to proposals 
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calling for the adoption of community assisted curation tools, such as wikis [108]–[113], or 

database content management systems [114].  

Quality assurance was a key focus during the curation of the RDP, SILVA, and 

Greengenes databases. Common control methods (described in 1.4.1) included chimera-

detection, and filtering based on sequence or alignment quality. The collected reference 

sequences made available by these databases clearly provide a valuable resource to the research 

community, and reduced the need for manual validation by the end users. However, the results 

presented here indicate that considerable nomenclature errors remain. Therefore, further quality 

assurance measures are necessary to ensure data quality. A strategy for the collection of 

nomenclature metadata and the identification of misannotations in 16S rDNA reference 

databases was described earlier, and could be adopted by the database curators. However, despite 

being largely automated, the adoption of this strategy may prove difficult for the small teams that 

curate these databases. The adoption of community assisted curation could be used to address 

this challenge by reducing the burden placed upon specialist curators. Several challenges and 

potential solutions are described as follows. 

 

3.4.1 Barriers to Community Assisted Curation 

Despite the clear need of improved curation efforts, community involvement remains low 

[115]. The lack of recognition for authorship is typically cited as the main obstacle for 

community participation [108]. Poor usability, requisite expertise, and uncertain annotation 

quality have also been suggested as other barriers to involvement. That aside, a number of 

solutions to these problems have been explored, leading to increased user participation in the 

curation of several biological databases [112], [113]. For example, editing privileges may be 
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limited to registered users, in order ensure that changes are only performed by expert users. By 

tracking and displaying which author made changes to a given record, the perceived lack of 

credit for work performed could be addressed to some degree. Potential usability problems could 

also be identified through user testing on common curation tasks, such as taxonomic revisions. 

Online training (e.g., webinars, tutorials) could also enable users to use the system efficiently and 

effectively. 

 

3.4.2 Quality Assurance During Data Entry 

Although quality control measures should be performed throughout the various phases of 

database curation, special attention should be paid to quality assurance during the data upload 

stage. The automated collection of data is usually preferable, as the quantity of data may be 

infeasible for manual entry, and repetitive tasks can lead to human error. However, automated 

data entry may not be feasible for certain data, which would require manual entry. To ensure that 

data are entered consistently between different users, it is advisable to follow a standard 

operating procedure that provides a precise set of step-by-step instructions for manual data entry 

[116]. Many CMS tools and databases provide controls that may be used to enforce the type and 

formatting of data entered manually. Common controls include standardized data entry forms, 

validation rules, and controlled vocabularies. Similarly, field controls, such as input masks (a 

specific pattern that data contained in a field must adhere to; e.g., a date format), allowable 

values, and mandatory fields (i.e., Null or blank values not allowed). Validation between data 

contained in different fields or tables may also be used to ensure data consistency. For example, 

the genus epithet of a species name should match the genus name. Another example could be to 
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check that the publication date of a taxonomic revision is later than any earlier references to that 

taxon in the database.  

 

3.4.3 Data Provenance and Version Control 

Data provenance, the process of tracking the origin and changes of data, is another key 

part of maintaining a high-quality database. By tracking when and where data came from, and 

any subsequent changes, database quality and consistency can be evaluated over time. Although 

data provenance is used mainly for quality assurance, it can also provide a basis for incentivizing 

community participation in curation by tracking and displaying user contributions to the 

database.  

The subject of database release management highlights the importance of attention to data 

provenance. Maintaining a high-quality biological database requires considerable work to 

continually meet community needs: the information contained in the database must be kept up-

to-date, and comprehensive. Furthermore, each database update made available to the public has 

the potential to introduce problems or downtime. A common approach to minimizing problems 

associated with deploying database changes is to employ different release environments. 

Numerous deployment strategies are available, but at a minimum would include separate 

development and production environments. Rather than introducing prospective changes directly 

to the public database (production version), a development version could be used for testing and 

evaluation. Therefore, any problems introduced by the changes may be identified and corrected 

without impacting the end-user. A similar strategy could be adopted to ensure the quality of user 

contributed changes to a database that allows for community curation. Rather than deploying 
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user changes directly to the public, proposed edits could be subject to expert validation prior to 

acceptance.  
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Chapter 4: Conclusion 

Reference marker gene databases are crucial tools for microbial ecology research: they 

allow community membership to be inferred by mapping unknown sequencing reads to known 

organisms, and provide reference gene multiple sequence alignments used in biodiversity 

calculations and discovery. However, the quality of the annotations contained in many 16S 

reference gene databases has been taken for granted. Although quality assurance methods were 

employed by the curators of the well-established 16S rDNA gene reference databases used in 

most targeted gene surveys, the results of this project have revealed the presence of considerable 

nomenclature and taxonomic errors. This in turn calls into question the reliability of published 

biological inferences made using these resources. The exact impact of this problem on routine 

downstream calculations remains to be quantified, but this analysis suggests these errors could 

impact the validity of reported analytic inferences. 

As contemporary research continues to rely upon these databases, there is a need to 

quality assure reference data so these data can be used with confidence. This will require either a 

thorough review of the records contained in existing 16S rDNA databases, or the curation of a 

new database created with a more rigorous approach to the collection of nomenclature data. 

While correcting the annotations contained in the existing databases would avoid the duplication 

of considerable work, it would remain up to the curators to dedicate further time and resources to 

this undertaking. Therefore, the curation of a new 16S rDNA reference database can be justified 

if the existing databases cannot be corrected in a reasonable time. Several quality control 

strategies have been provided here, many having been implemented successfully in other 

disciplines and projects. While these strategies were designed with the curation of a 16S rDNA 



49 

 

gene reference database in mind, they are broadly applicable, and would be suitable for the 

creation of other reference databases containing other marker gene sequences.  

 

 Community awareness of the problem can help drive the need to make important quality 

improvements. Community involvement in curation has been proposed as a method of 

decreasing the reliance on already overburdened database curators, but the perceived lack of 

incentive for participation is an important obstacle. This may be addressed in part by the tracking 

and attribution of user-contributed curation, but greater recognition of the need for genomics 

database quality assurance by academic institutions and funding agencies is sorely needed. 

Failure to address this problem will compromise the quality of future research efforts that depend 

on these resources, and the implementation of solutions in the future may become increasingly 

difficult the longer errors continue to accumulate. 
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Appendices 

Supplemental material for this thesis are available at http://www.bcgsc.ca/downloads/klesack/ 

Appendix A  - Supplementary Data 

A.1  

Supplementary Data File 

Description: 

The accompanying csv file contains the list of valid prokaryote names that were obtained from 

CyanoDB, ITIS, LPSN, and Prokaryote Nomenclature Up-To-Date. The file contains three 

columns: (1) the organism name, (2) rank, and (3) source database(s). 

Filename: valid_names.csv 

 

A.2  

Supplementary Data File 

Description: 

The accompanying csv file contains the list of invalid prokaryote names that were obtained from 

CyanoDB, ITIS, LPSN, and Prokaryote Nomenclature Up-To-Date. The file contains three 

columns: (1) the organism name, (2) rank, and (3) source database(s). 

Filename: invalid_names.csv 

 

A.3  

Supplementary Data File 

Description: 
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The accompanying csv file contains the list of valid prokaryote names included in the 

nomenclature Core-Set. The names were obtained from CyanoDB, LPSN, and Prokaryote 

Nomenclature Up-To-Date, and are considered accurate.  The file contains three columns: (1) the 

organism name, (2) rank, and (3) source database(s). 

Filename: valid_names_coreset.csv 

 

A.4  

Supplementary Data File 

Description: 

The accompanying csv file contains the list of invalid prokaryote names included in the 

nomenclature Core-Set. The names were obtained from CyanoDB, LPSN, and Prokaryote 

Nomenclature Up-To-Date, and are considered accurate.  The file contains three columns: (1) the 

organism name, (2) rank, and (3) source database(s). 

Filename: invalid_names_coreset.csv 

 

A.5  

Supplementary Data File 

Description: 

The accompanying csv file contains the list of synonymous prokaryote names included in the 

nomenclature Core-Set. The names were obtained from CyanoDB, LPSN, and Prokaryote 

Nomenclature Up-To-Date, and are considered accurate.  The file contains three columns: (1) the 

organism name, (2) rank, and (3) source database(s). 

Filename: synonyms_coreset.csv 
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A.6  

Supplementary Data File 

Description: 

The accompanying csv files contains the lists of misannotated 16S rDNA gene sequences found 

in RDP (release 9, update 22), SILVA (v. 123), and Greengenes (v. 13_5) databases. Validity 

was assessed using the invalid and synonymous core-sets. Separate files are provided for each 

database. Each file contains three columns: (1) the organism name, (2) rank, and (3) type of 

misannotation. 

Filenames:  

rdp_misannotations.txt 

silva_misannotations.csv 

greengenes_misannotations.csv 

 

A.7  

Supplementary Data File 

Description: 

The accompanying csv file contains the sample environment for misannotated sequences found 

in SILVA (v. 123). Sample environment metadata were obtained from the "isolation_source" 

field in the ARB (v. 128) database.  The file contains six columns: (1) ARB database ID, (2) 

INSDC accession number, (3) organism name, (4) isolate source metadata, (5) the broad 

sampling environment category, and (6) the sampling environment subcategory. Data provided 
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in columns 1-4 were obtained from ARB. Columns 5 and 6 (if a subcategory was assigned) 

indicate the assigned categories from section 2.3. 

Filename: misannotations_sample_env.csv 

Appendix B  - Python and R Scripts  

Supplemental material for this thesis are available at http://www.bcgsc.ca/downloads/klesack/ 

B.1  

Supplementary Script Files 

Description: 

The accompanying Python script files were used to collect lists of invalid, valid, and candidatus 

prokaryote names from LPSN. 

Filenames: LPSN_scripts.tar.gz, LPSN_scripts.zip 

B.2  

Supplementary Script Files 

Description: 

The accompanying Python script files were used to collect lists of invalid, and valid 

Cyanobacteria names from CyanoDB. 

Filenames: CyanoDB_scripts.tar.gz, CyanoDB_scripts.zip 

B.3  

Supplementary Script File 

Description: 

The accompanying R script files were used to collect lists of invalid, valid, and candidatus 

prokaryote names from ITIS. 

Filenames: ITIS_scripts.tar.gz, ITIS_scripts.zip 


