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Smith, Katherine Margaret (Ph.D., Mechanical Engineering)

Effects of Submesoscale Turbulence on Reactive Tracers in the Upper Ocean

Thesis directed by Prof. Peter Hamlington

In this dissertation, Large Eddy Simulations (LES) are used to model the coupled

turbulence-reactive tracer dynamics within the upper mixed layer of the ocean. Prior work

has shown that LES works well over the spatial and time scales relevant to both turbulence

and reactive biogeochemistry. Additionally, the code intended for use is able to carry an

arbitrary number of tracer equations, allowing for easy expansion of the species reactions.

Research in this dissertation includes a study of 15 idealized non-reactive tracers within an

evolving large-scale temperature front in order determine and understand the fundamental

dynamics underlying turbulence-tracer interaction in the absence of reactions. The focus of

this study, in particular, was on understanding the evolution of biogeochemically-relevant,

non-reactive tracers in the presence of both large (∼ 5 km) submesoscale eddies and small-

scale (∼ 100 m) wave-driven Langmuir turbulence. The 15 tracers studied have different

initial, boundary, and source conditions and significant differences are seen in their distri-

butions depending on these conditions. Differences are also seen between regions where

submesoscale eddies and small-scale Langmuir turbulence are both present, and in regions

with only Langmuir turbulence. A second study focuses on the examination of Langmuir

turbulence effects on upper ocean carbonate chemistry. Langmuir mixing time scales are

similar to those of chemical reactions, resulting in potentially strong tracer-flow coupling

effects. The strength of the Langmuir turbulence is varied, from no wave-driven turbulence

(i.e., only shear-driven turbulence), to Langmuir turbulence that is much stronger than that

found in typical upper ocean conditions. Three different carbonate chemistry models are

also used in this study: time-dependent chemistry, equilibrium chemistry, and no-chemistry

(i.e., non-reactive tracers). The third and final study described in this dissertation details



iv

the development of a reduced-order biogeochemical model with 17 state equations that can

accurately reproduce the Bermuda Atlantic Time-series Study (BATS) ecosystem behavior,

but that can also be integrated within high-resolution LES.
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Chapter 1

Introduction

The properties and evolution of tracers in the upper ocean are critical for understanding

the global carbon cycle and climate. Such tracers include phytoplankton, nutrients, and CO2.

Phytoplankton, confined to the upper layers of the ocean due to light penetration and the

pycnocline, consume inorganic carbon and nutrients diffused across the air-sea interface or

entrained from depth. At the end of their life, they then sink to the interior of the ocean

or are consumed by zooplankton. Similarly, CO2 diffuses across the air-sea interface and is

transformed into carbonate and bicarbonate by chemical reactions, after which it remains

sequestered in the ocean.

Both phytoplankton and CO2 are examples of reactive tracers that can be sponta-

neously created and destroyed, although the specific reaction models themselves differ. These

tracers are additionally mixed and transported by turbulent processes. Due to turbulent mix-

ing both vertically and horizontally, reactive tracers are not spatially uniform throughout the

mixed layer and exhibit patchy distributions over a wide range of scales. Since concentrations

of these reactive tracer species at mixed layer boundaries can greatly affect exchange rates,

it is crucial to include the coupling of this turbulent mixing in reactive tracer transport mod-

els. Recent research has shown the importance of fluid motions by submesoscale (1∼10 km)

eddies on reactive tracers, but very small scales (1km∼1m) have yet to be examined. Small

scale turbulence includes both wave- (i.e., Langmuir) and shear-driven turbulence, and can

affect reactive tracer evolutions since turbulent mixing time scales at such small scales can



2

be similar to reaction (e.g., chemical) time scales. Additionally, these small scale motions

can affect the depth of the mixed layer. A comprehensive look at these scales, both in the

presence and absence of larger submesoscale eddies, is therefore required in order to gain a

more complete understanding of their effects on reactive tracer properties and evolution in

the upper ocean.

The need for this more complete understanding provides motivation for the present

dissertation. In this work, a series of studies are performed to examine the effects of sub-

mesoscale eddies and small-scale turbulence on the evolution of biogeochemically-relevant

reactive tracers. These studies are based on numerical ocean data from large eddy simu-

lations of turbulent and reactive tracer dynamics in a variety of contexts. The complexity

of these simulations is progressively increased from tracers that do not interact, to chemi-

cally reacting tracers relevant to the inorganic carbon cycle, to the formulation of a reduced

biogeochemical model that can be used to study the evolution of biological tracers (e.g.,

phytoplankton) in high resolution simulations.

1.1 Ocean Turbulence

Ocean turbulence spans a wide range of scales, from the global thermohaline circulation

and basin scale processes down to the millimeter energy dissipation scale. The dominant

physics and characteristics of the flow at each of these scales differs greatly and many of these

scales interact with each other as well as the larger global carbon cycle in order to transport

heat, momentum, and tracers. Dominant scales of motion within the ocean can be roughly

divided up into the following categories: (i) large scale, (ii) mesoscale, (iii) submesoscale,

and (iv) small scale. Below a brief over view of each scale is given.

1.1.1 Large Scale Processes

Large-scale ocean turbulence differs from standard incompressible isotropic turbulence

in that it is characterized by large-scale rotation and stratification as well as a small aspect
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ratio between its horizontal and vertical scales, or otherwise known as thin fluid motions.

Their relative horizontal length scales are O(100+ km) [5], while their vertical length scales

are only a few kilometers. This small small aspect ratio between its horizontal and vertical

scales gives rise to essentially two-dimensional type motions. Large-scales processes exhibit

small Rossy numbers (i.e. Coriolis force is much greater than convective forces), small

Froude numbers (i.e. vertical stratification is large), and large Richardson numbers (i.e.

stably stratified).

Large-scale flow in the ocean can be broken up into three layers: (i) the near-surface

layer, (ii) the interior, and (iii) the near bottom layer. The first and last layers are dominated

by boundary layer processes, while the interior is dominated by pressure gradients. In order

to derive the equations of motion that describe large-scale motions within the interior of

the ocean, known as the planetary geostrophic equations, we first must begin with the full

governing equations of motion for incompressible flow [5] Momentum Equation

Du

Dt
+ 2Ω× u = −1

ρ
∇p+ ν∇2u− gk (1.1)

Mass Conservation Equation

Dρ

Dt
+ ρ∇ · u = 0 (1.2)

Thermodynamic Equation

Dρ

Dt
− 1

c2s

Dp

Dt
=

Q̇

(∂η/∂ρ)p,S T
− (∂ρ/∂S)ρ,p Ṡ (1.3)

where u is the full velocity vector, Ω is the angular velocity of the Earth, ρ is density, p is

pressure, ν is viscosity, g is gravity, cs is the sound speed, Q̇ is the heat flux, (∂η/∂ρ)p,S is

the change in entropy with respect to density, T is temperature, (∂ρ/∂S)ρ,p is the change in

density with respect to salinity, and Ṡ is the salinity flux. In order to arrive at the planetary

geostrophic equations, we first need to derive what are known as the stratified primitive

equations, which make the following assumptions [5]
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(1) Thin-fluid approximation: Given that the radius of the Earth is O(6000km) and

the thickness of the ocean is O(4km), it is assumed that the depth of the ocean

or atmosphere is negligible in comparison to the radius of the earth except when

differentiating.

(2) Hydrostatic approximation: It is assumed that gravity is balanced by the pressure

gradient within the vertical momentum equations, leaving only

∂p

∂z
= −ρg , (1.4)

For large-scale flows, Fr2α2 ∼ O(10−10), where Fr is the Froude number and is a

measure of the vertical stratification, and α2 is a measure of the small aspect ratio.

When Fr2α2 � 1, the flow is both stratified and of a small aspect ratio, therefore

hydrostasy holds.

(3) Boussinesq approximation: The density variations in the ocean are small compared

to the mean density and so it is assumed that density variations are negligible unless

when multiplied by gravitational terms.

(4) Large Reynolds number approximation: Viscous terms are small and thus can be

ignored.

Applying these assumptions gives us the following stratified primitive equations in vector

form [5]

Dv

Dt
+ f × vv = ∇zφ (1.5)

∂φ

∂z
= b (1.6)

Db

Dt
= 0 (1.7)
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∇ · u = 0 (1.8)

where v is just the horizontal velocity vector, f = 2Ω sin θ is the vertical component of

the Coriolis parameter, φ = δp/ρ0, and b = −gδρ/ρ0. In order to arrive at the planetary

geostrophic equations, the following additional assumption must be made [5]

(1) Geostrophic balance approximation: It is assumed that in the horizontal momentum

equation, the rotation and pressure terms balance. If the Rossby number is small,

which is true for large-scale motions (Ro � 1), convective forces will be small in

comparison to the Coriolis force. Additionally, if the time period of the motion scales

advectively, the time derivative will also be small in comparison to the Coriolis force.

Applying this final assumption, we get the final planetary geostrophic equations in vector

form

f × ug = −∂φ
∂y

, fvg =
∂φ

∂x
(1.9)

∂φ

∂z
= b , (1.10)

Db

Dt
= 0 , (1.11)

∇ · vg = 0 , (1.12)

where now vg is only the horizontal geostrophic velocity vector, and ug is the zonal component

and vg is the meridional component.

The planetary geostrophic equations are only valid when horizontal scales of motion

much greater than that of the Rossby radius of deformation (Ld = NH/f0, where N is

the buoyancy frequency, H is the mean depth of the fluid, and f0 is the magnitude of the

Coriolis force) or when the Rossby number is sufficiently small, meaning that rotational

terms are much greater than any convective or buoyancy terms. If horizontal scales of

motion become on the order of the deformation radius, these equations no longer apply.
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From these equations it can be seen that, within the interior ocean, a balance exists between

two opposing forces in both the horizontal and vertical directions. In the vertical direction,

an assumed balance exists between the pressure gradient and gravity (i.e. the hydrostatic

balance). In the horizontal direction, an assumed balance between the pressure gradient and

the Coriolis force exists. These balances, along with large-scale boundary layer processes,

are what drive large-scale circulations in the ocean such as the Gulf Stream, the Antarctic

circumpolar current, the Kuroshio current, and many other currents and gyres.

Away from the interior of the ocean, very near to the surface, lateral pressure gradients

are small and surface boundary layer effects, such as wind stress, become large and balance

with the Coriolis force [5]. This balance leads to what is known as Ekman transport. Near

the equator, 60◦N, and 60◦S, Ekman transport causes large-scale divergence of the flow,

leading to upwelling (Ekman suction), elevated sea surface heights, and greater pressures

at depth. At 30◦N and 30◦S, Ekman transport causes large-scale convergence of the flow,

leading to downwelling (Ekman pumping), depressed sea surface heights, and less pressure

at depth. It can be seen from the previous planetary geostrophic equations, that large-scale

geostrophic flow is confined to being parallel to lines of constant pressure, meaning that in the

Northern hemisphere (where f > 0), geostrophic flow is clockwise around regions of Ekman

convergence and high pressure and anti-clockwise around regions of Ekman divergence and

low pressure. Typical horizontal velocities due to interior geostrophic currents are on the

order of 0.1 m s−1 [5]. Conversely, typical vertical velocities due to Ekman transport are on

the order of 10−6 m s−1 [6, 7].

1.1.2 Mesoscale Processes

Large-scale motions are typically unstable to strong horizontally sheared motions as

well as baroclinic instabilities, or when the pressure and density gradients are misaligned.

When such instabilities are present the next dominant scale of motion develops, mesoscale

eddies and filaments. Mesoscale processes have horizontal length scales ofO(10 - 100 km) and
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times scales of O(1 month) [6, 8]. Like large-scale processes, they have small Rossy numbers

and large Richardson numbers [9]. However, unlike large-scale processes, mesoscales have

horizontal scales on a similar order of magnitude to that of the Rossby radius of deformation

[5], meaning convective or buoyancy terms are no longer sufficiently smaller than Coriolis

terms that they can be ignored entirely. The equations of motion that describe mesoscale

processes are known as the quasi-geostrophic equations, in that they are close to geostrophic,

but still take into account the nonlinear advective and time derivative terms

Dvg
Dt
− f × [vg + va] = ∇zφ , (1.13)

∂φ

∂z
= b , (1.14)

Db

Dt
= 0 , (1.15)

∇z · vg = 0 , ∇z · va +
∂w

∂z
= 0 , (1.16)

where v = vg + va, vg is the horizontal geostrophic velocity vector, va is the horizontal

ageostrophic velocity vector, and w is the total vertical velocity vector. Mesoscale eddies

develop from large-scale currents, primarily in the form of large circular front-like structures

or domed isopycnals [6]. Similarly to large-scale motions, mesoscale eddies are essentially

still two-dimensional processes, in that their horizontal spatial are much greater than than

their vertical scales (∼ 1 km). While they exhibit similar horizontal velocities (U = 0.1 m

s−1), theory, observations, and models [10–15] all show that they can exhibit greater vertical

velocities than large-scale processes (i.e. Ekman pumping and suction) at fronts (W = 10−4m

s−1) [16].

1.1.3 Submesoscale Processes

The formation of mesoscale eddies and fronts described in the previous section, along

with the filaments that can be formed from them due to stretching, give rise to the next

smallest scale of motion, submesoscale processes. In the absence of buoyancy forcing, such
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as radiative heating or cooling at the surface, buoyancy must be conserved within the flow.

However, existing horizontal buoyancy gradients, formed by large-scale and mesoscale fronts,

eddies, and filaments, can evolve and lead to an intensification of a front. This leads to

Richardson numbers close to O(1), an increase in the horizontal vorticity, and a local Rossby

number of O(1) [9, 16]. The geostrophic balance from the two previous processes is now lost.

Due to this, a secondary ageostrophic circulation develops which attempts to restore this

balance through up- and down-welling at the front which advectively tilts isopycnals towards

the horizontal, promotes restratification, and accelerates the geostrophic flow [16, 17]. This

secondary ageostrophic vertical velocity is on the order of 10−3 m s−1 and the upwelling

portions that develop at the base of the mixed layer can help to inject buoyancy and tracers

stored at depth into the mixed layer in the form of concentrated jets and plumes. Horizontal

length scales of submesoscale processes are O(1-10 km) and have time scales of O(1 day)

[16, 18]. Although submesoscale processes still exhibit substantially greater horizontal scales

than vertical scales, unlike large-scale and mesoscale processes, submesoscale processes are

only considered quasi two-dimensional due to the considerable vertical velocities they can

produce.

A fundamental physical process that leads to the development of submesoscales is the

loss of geostrophic balance and a defining characteristic is its O(1) Rossby numbers. Thus,

the only valid assumptions to be made for submesoscale processes is that of the Boussinesq

and hydrostatic approximations, which leads to the following equations

Dv

Dt
− f × v = −∇zφ , (1.17)

∂φ

∂z
= b , (1.18)

∇ · u = 0 , (1.19)

Db

Dt
= ḃ , (1.20)

where ḃ = gβT Q̇/cp, βT is the thermal expansion coefficient, and cp is the constant pressure

heat capacity.
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Symmetric instabilities, shear instability that arises due to misalignments of the buoy-

ancy and momentum fields, have also been associated with submesoscale processes. Sym-

metric instabilities extract kinetic energy from geostrophic flows [19], meaning they can serve

as an important link between submesoscales and non-hydrostatic small scales [20–23], where

dissipation can occur.

1.1.4 Small Scale Processes

Small scale turbulence in the ocean differs substantially from any of the previous scales

of motion discussed so far, as they are truly three-dimensional, non-hydrostatic, and exhibit

a forward cascade of energy down to the dissipation scale [24]. Small scale processes within

the ocean can develop due to several different mechanisms. The most common of which

are boundary layer processes, which involve the flux of either buoyancy or momentum to or

from the upper layer of the ocean through the surface boundary layer. The first of these is a

buoyancy instabilities due to heat loss or precipitation and the second is a shear instabilities

driven by wind and waves. Characteristic behavior of the small-scale processes produced

by each of these instabilities can be fundamentally different. With respect to small scale

processes, only the Boussinesq approximation applies

Du

Dt
− f × u = −∇φ− bk , (1.21)

∇ · u = 0 , (1.22)

∂b

∂t
+ u · ∇b = 0 . (1.23)

Small scale processes typically have horizontal and vertical length scales of O(1-100 m) and

time scales much less than 1 day. Additionally, due to their three-dimensional nature, small

scale turbulent processes have an overall homogenizing, or mixing, effect on the upper layer

of the ocean, in contrast to the largely stratifying effects of each of the previously discussed

processes.

A particular type of small scale turbulence of interest to the work done in this thesis, is
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Langmuir turbulence. Langmuir turbulence is a surface-confined, three-dimensional, small-

scale ocean process that results from surface waves, and their induced Stokes drift, tilting

vertical vorticity anomalies into the horizontal, creating disordered rows of counter rotating

roll structures called Langmuir cells[25]. The convergent and divergent regions of the counter

rotating Langmuir cells produce strong upwelling and downwelling velocities that can extend

well below the surface and lead to increased mixing of the upper ocean, as seen in Figure

1.1. Often this also results in a deeper mixed layer depth due to increased entrainment

of stratified waters below. “Windrows” are a defining visual characteristic of Langmuir

turbulence where debris, bubbles, oil, and many other tracers collect and concentrate along

the surface convergent zones of the Langmuir cells. The effects of Langmuir turbulence can

be described by the Craik-Leibovich equations[27–31], which are obtained by wave-averaging

the Boussinesq equations above

Du

Dt
= −∇p− f × uL − uL,j∇us,j − bk , (1.24)

∇ · u = 0 , (1.25)

∂b

∂t
+ uL · ∇b = 0 . (1.26)

where now uL ≡ u + us is the Lagrangian velocity, and us is the surface gravity wave

induced Stokes drift velocity. The strength of the Langmuir turbulence can be identified by

its turbulent Langmuir number, which is defined as the ratio of mixing due to Langmuir

turbulence over the mixing due to shear turbulence, La2t = u∗/us(0), where u∗ is the surface

friction velocity and us(0) is the Stokes drift velocity at the surface.

1.2 Coupling to Ocean Tracers

The ocean is estimated to store over 20% of all anthropogenic CO2 and over 90% of

anthropogenic heat [32, 33], and is the largest reservoir of carbon in the Earth system that

is active on short timescales. This is partially due in part to the evolution and properties

of ocean biogeochemical tracers such as CO2, phytoplankton, and nutrients. Each of these
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Figure 1.1: A sketch of Langmuir circulations and their resulting upwelling and downwelling
regions [26].
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tracers can be conceptualized as an Eulerian concentration field (as opposed to discrete

Lagrangian particles) that is advected by the fluid flow. The evolution of such tracers occurs

primarily in the oceanic mixed layer where light is plentiful, air-sea exchanges of energy,

momentum, gases, and freshwater occur [e.g., 34], and various scales of turbulent motion are

active in transporting tracers. The evolution and properties of mixed layer tracers are thus

closely coupled to the dynamics of upper ocean turbulence. Figure 1.2 shows a sketch of just

a few of these upper ocean processes, both tracers and turbulence, that interact with each

other and can have important roles in the global carbon cycle.

Even when ocean tracers are passive (i.e., their concentration does not affect density or

otherwise change the flow), their coupling to multiscale mixed layer turbulence is not trivial.

As an example of this complex coupling, the supply of CO2 across the air-sea interface

depends on the rate at which vertical mixing transports CO2 downward, thereby maintaining

(or, conversely, failing to maintain) a favorable air-sea gradient for diffusion of CO2 across

the surface [35]. Phytoplankton are most productive near the surface where light is plentiful

for photosynthesis, but in order to grow they require that nutrients be brought upward from

stores at depth. The dispersion of buoyant oil, which often collects at the surface after

accidental spills, is yet another example of turbulent tracer transport across many scales of

upper ocean motion.

It is well known from prior observational [36–42] and numerical [6, 43–50] studies that

the coupling between biogeochemical tracers and fluid processes results in heterogeneous

distributions of tracers at the ocean surface. The origins and characteristics of this hetero-

geneity are understood to have potential biological and physical origins, particularly at small

(i.e., sub-kilometer) scales. However, these prior studies have also revealed a major unre-

solved difficulty in fully describing the origins of tracer heterogeneity: namely, understanding

and explaining the impacts of multiscale turbulent fluid processes on tracer evolution, and

the “solubility” and “biological” carbon pumps in particular.

The range of fluid scales relevant to ocean tracer evolution is truly enormous. Ocean
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Figure 1.2: A sketch of processes within the upper ocean mixed layer (Illustration from Jayne
Doucette, Woods Hole Oceanographic Institution).
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biogeochemistry is affected by fluid processes that span large scale (∼10,000 km) budgets

to millimeter-scale flows where kinetic energy and tracer variance are dissipated [51, 52].

As we discussed previously, many important fluid processes take place between these scales,

and processes at widely disparate scales may also interact [4, 53, 54]. Recent studies have

shown that physical transport by mesoscale and submesoscale circulations can give rise to

substantial tracer heterogeneity [6, 36, 45, 55–57]. In particular, prior studies [56, 58–60]

have revealed that upwelling associated with mesoscale and submesoscale fronts plays a key

role in nutrient transport, phytoplankton production, and bloom timing and budgets. These

upwelling motions produce O(1km) variations in tracer distributions at the surface, which

are also affected by biological and chemical processes.

Knowledge gained from combustion research shows that the most significant tracer-

flow couplings occur when coherent structures in the flow have timescales that rival reaction

time scales. The Damkohler number, a non-dimensional number that relates the chemical

(or biological) reaction rate to the transport rate, has been calculated between the physical

process scales discussed previously and two important categories of ocean reactive tracer

that affect the carbon cycle, biological and chemical tracers, and is shown in Table 1.1.

Many upper ocean biological reaction rates, such as the nutrient uptake and growth rate of

phytoplankton or grazing of zooplankton, are also on the order of O(1day) [52]. Additionally,

once CO2 transfers across the air-sea interface it reacts with seawater to hydrate and produce

bicarbonate (HCO−3 ) and carbonate (CO2−
3 ) in a series of reactions whose rate limiting steps

have time scales of approximately 10-25s [2]. Dissimilarities in time scales (i.e., time scale

ratios are not close to O(1)) indicates either the tracer reactions or the physical process is

much faster than the other, so strong tracer-flow couplings are not likely and it is appropriate

to assume the fast process is in steady-state with respect to the slower process. Since there

are not significant time scale similarities between mesoscale and large-scale processes and

biological and chemical tracers, it is assumed that the biological and chemical processes

take place instantaneously in comparison to these larger scale processes. Therefore, they
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Table 1.1: Damkohler numbers for various physical and biological/chemical proceses in the
ocean.

Small scale Submesoscale Mesoscale Large scale
τt ∼ 102s τt ∼ 105s τt ∼ 107s τt ∼ 108s

Chemical Processes [2]
Surface transfer of CO2: τ ∼1s 102 105 107 108

Hydration/hydroxylation: τ ∼10s 101 104 106 107

Protolysis/hydrolysis: τ ∼ 10−7s 109 1012 1014 1015

Equilibration of CO2: τ ∼102s 1 103 105 106

Biological Processes [52]
Nutrient uptake: τ ∼ 105s 10−3 1 102 103

Phytoplankton growth: τ ∼ 105s 10−3 1 102 103

Phytoplankton loss: τ ∼ 105s 10−3 1 102 103

Zooplankton growth: τ ∼ 105s 10−3 1 102 103

Zooplankton loss: τ ∼ 106s 10−4 0.1 10 102

Zooplankton reaction: τ ∼10s 101 104 106 107

only act to transport tracer as a bulk property of the flow, simply as a background state.

In contrast, similarities in time scales (i.e. time scale ratios that are approximately O(1)),

such as submesoscale and biological processes as well as small-scale (specifically wave-driven

Langmuir turbulence [25]) and chemical processes indicates a potential for strong tracer-flow

coupling effects. These O(1) Damkohler numbers are what specifically motivate this thesis’s

further investigation into tracer-turbulence interactions at the submesoscale and small-scales.

1.3 Overview of Present Dissertation

In contrast to prior studies focused on the effects of larger-scale ocean processes on

tracer dynamics, the present thesis work is specifically focused on the effects of subme-

soscale turbulent processes from meter to kilometer scales. The scale range examined here

includes mixed layer restratification involving coherent vertical motions of water masses by

submesoscale eddies and wind- and wave-influenced fronts and vertical mixing by Langmuir

turbulence. These processes occur at subgrid scales in essentially all ESMs. Current state of

the art is to run ESMs at ≤ 1/64◦ resolution (∼1 km at the equator). At best, these simula-

tions can resolve mesoscale and larger submesoscale processes, but smaller submesoscale and
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small-scale boundary layer processes, such as Langmuir turbulence, are still left unresolved.

Additionally, the large computational expense of these simulations precludes them from be-

ing run to climate prediction timescales. Current state of the practice is to run ESMs at a ≤

1◦ resolution (∼100 km at the equator), which can be reasonably run to ≥ 100 year climate

predictions times scale, however, leave even more energetic scales unresolved, both tempo-

rally and spatially. Given that recent research has shown the importance of tracer transport

on scales left unresolved within ESMs, it is imperative we improved our understanding of

these processes effects on tracer dynamics on a fundamental level. The knowledge gained

from such studies can help to assist in the development of improved physically-accurate

subgrid-scale tracer parameterizations.

Although submesoscale eddies and Langmuir turbulence commonly involve similar hor-

izontal velocities of O(0.1 m/s), their typical vertical velocity scales, and hence their ability

to transport tracers, differ substantially. The ratio of horizontal to vertical length scales is

O(1) for Langmuir cells, so the largest horizontal separation distance between these cells

tends to vary with mixed layer depth [61]. The corresponding ratio of horizontal to vertical

velocity scales is also O(1) for Langmuir cells. Submesoscale eddies, by contrast, tend to

occur on horizontal scales near the mixed layer deformation radius [9, 18], so they are much

wider than the mixed layer depth, with a horizontal to vertical length scale ratio of O(N/f),

where N and f are the buoyancy frequency and Coriolis parameter magnitude, respectively.

Such eddies are roughly ten to a hundred times wider than the mixed layer is deep under

typical upper ocean stratification, mixing, and frontal strength conditions [62–64]. Further-

more, geostrophic flows avoid horizontal convergence and are therefore associated with small

vertical velocities, so weaker submesoscale fronts and eddies (i.e., those with small Rossby

number) have horizontal to vertical velocity scale ratios that are even greater than N/f [65].

During frontogenesis, the vertical velocity can be significantly larger at the nose of the front

due to the frontal overturning circulation, and this velocity is further enhanced during the

creation of fronts aligned with the Stokes drift [31].



17

Due to the multiscale nature of biogeochemical tracer dynamics in the oceanic mixed

layer, previous studies have often focused on increasing the complexity of biogeochemical

modeling while employing relatively simple background flows [e.g. 43, 50, 66–68]. In con-

trast, this dissertation work employs a foundational approach whereby first non-reactive

passive tracers are modeled in the presence of realistic upper ocean turbulence and only

then is tracer complexity (i.e. reactive chemistry or phytoplankton, nutrient, zooplank-

ton dynamics) progressively increased towards realistic biogeochemistry. This approach, of

modeling idealized tracers in complex flows, has complementary aims to those studying more

complex tracer dynamics in simple flows.

The next chapter of this dissertation explores multiscale tracer-flow interactions be-

tween submesoscale and small-scale processes and upper ocean, non-reactive, passive tracers

in order to gain baseline knowledge of tracer-flow coupling. This chapter is closely based on

a journal publication by Smith et al. [69]. From there, both chemical and biological tracer

reactions are explored. The second chapter explores single scale tracer-flow interactions be-

tween small-scale, Langmuir turbulence and upper ocean carbonate chemistry and the final

chapter details the development of a new, reduced-order, biogeochemical model for use in a

high-resolution LES simulation to further explore tracer-flow interactions.



Chapter 2

Multi-Scale Turbulence with Non-Reactive Tracers: Effects of Submesoscale

Turbulence on Ocean Tracers

2.1 Introduction

Although real-world upper ocean tracers have substantial dynamical complexity, work

in the present chapter employs a foundational approach whereby non-reactive passive trac-

ers are modeled in the presence of realistic upper ocean turbulence for a wide range of

tracer conditions. This approach is intended to reveal fundamental effects of upper ocean

fluid transport processes on tracer evolution and distributions prior to increasing the com-

plexity of the modeled tracers (e.g., by employing reactive chemistry or coupled nutrient,

phytoplankton, and zooplankton dynamics). Tracers examined herein include non-conserved

tracers that flux across the air-sea interface and conserved tracers released at different initial

locations in the mixed layer. These tracers have been specifically chosen to represent biogeo-

chemical tracers such as CO2, phytoplankton, and oil, whose dynamics can be idealized as

vertical transport problems. Such transport has a substantial impact on tracer heterogeneity,

but there are a number of outstanding questions that must be still be answered, including:

(1) How is near-surface CO2 flushed downward after diffusing across the air-sea interface?

(2) How do phytoplankton arrive in the euphotic zone?

(3) How are nutrients delivered to the euphotic zone from greater depths?
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This first chapter will address key aspects of each of these questions by modeling the trans-

port of idealized tracers in the presence of realistic submesoscale ocean flows that are spatially

heterogeneous in horizontal directions and that also vary with scale. A range of different

tracer flux rates and initial source locations will be examined in order to develop a para-

metric understanding of tracer evolution and properties, which will be of substantial benefit

when using the present results to inform the development of new subgrid models for tracer

transport.

Hamlington et al. [4] examined the same range of scales with a focus on the interactions

between submesoscale processes and small-scale Langmuir turbulence, finding that the effects

of Langmuir turbulence are weakened in the presence of submesoscale eddies. Contrasts

will be made here between tracer behavior in regions where both submesoscale eddies and

Langmuir turbulence are active, and in regions where only Langmuir turbulence is active.

Submesoscale motions are coherent on larger scales than Langmuir turbulence, so spectral

analysis of fluxes and tracer variance will also be used to understand tracer evolution and

properties.

In this chapter, large eddy simulations are used to examine the effects of submesoscale

ocean processes on the evolution of tracers in the oceanic mixed layer at horizontal scales

from 20km down to 5m, with a specific focus on the respective roles played by submesoscale

eddies, as well as their associated fronts, and Langmuir turbulence. Details of the physical

set-up is outlined first, followed by a presentation of results from the simulations. These

results are then discussed in the context of modeling tracer properties using eddy diffusivity

approaches and understanding the patchiness of biological tracers such as phytoplankton.

Finally, conclusions are provided at the end of the chapter.

2.2 Numerical Simulations

The simulations performed in this first chapter are extensions of the submesoscale

frontal spin-down simulations described in [4]. The governing equations solved are the wave-
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averaged Boussinesq equations [27–31] given by

Du

Dt
= −∇p− f × uL − uL,j∇us,j + bẑ + SGSu , (2.1)

Db

Dt
= SGSb , (2.2)

Dci
Dt

= SGSci , (2.3)

∇ · u = 0 , (2.4)

where D/Dt ≡ ∂/∂t + (uL · ∇) is the Lagrangian material derivative, u is the Eulerian

velocity averaged over surface gravity waves, f is the Coriolis parameter, p is the pressure

normalized by a reference density ρ0, b is the buoyancy, uL ≡ u + us is the Lagrangian

velocity, and us is the Stokes drift velocity created by surface gravity waves. Buoyancy is

given as b = −gρ/ρ0, where g is gravitational acceleration, ρ is density, and b has dimensions

of acceleration. Buoyancy frequency is related to buoyancy by N2 = ∂b/∂z. The third term

on the right-hand side of Eq. (2.1) is the Stokes shear force, which has been written using

index notation for clarity [31]. In Eq. (2.3), ci denotes the Eulerian concentration field for

the ith tracer. The tracers are passive and thus do not impact the dynamics of the velocity u

or the buoyancy b. In this chapter, the tracers considered are all non-reactive and thus there

are no source terms on the right-hand side of Eq. (2.3), however, in the proceeding chapter

the tracers are reactive and the source term on the right-hand-side of Eq. (2.3) accounts

for sources and sinks due to chemical or biological reactions of the ith species. Each of the

SGSi terms in Eqs. (2.1)-(2.3) are vector fluxes representing the subgrid-scale (SGS) model

used in the LES.

The Stokes drift velocity us in Eqs. (2.1)-(2.3) is represented in the simulations as

us(z) = us(z) [cos(ϑs)x̂ + sin(ϑs)ŷ] , (2.5)

where us(z) is the Stokes drift magnitude vertical profile, which decays faster than exponen-

tially from the surface, and ϑs is the angle of the Stokes drift velocity in the horizontal (i.e.,

x−y) plane. The mathematical formulation for us(z) is given by numerical integration of the
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Figure 2.1: Stokes drift velocity us(z) used in Eq. (2.5) as a function of depth z. The main
plot shows us(z) on linear axes and the inset shows us(z) on semi-log axes.

wave spectrum in Eq. (5.1) of [70] and Eq. (33) in [71], and is shown in Fig. 2.1 as a function

of depth. Note that the Stokes drift velocity us is the same at all horizontal locations and

depends only on z. Wave spreading effects on Stokes drift are neglected [72], as are breaking

wave effects. Prior studies [4, 73, 74] have shown that this parameterization for the Stokes

drift velocity leads to the creation of small-scale, counter-rotating Langmuir cells throughout

the domain, with the strongest cells occurring close to the surface (i.e., within the upper 25m

of the ocean) and substantial impacts on submesoscale fronts and instabilities [31, 53, 75].

The numerical model used to solve the governing equations is the National Center

for Atmospheric Research (NCAR) LES model [76] which is described in [73] and [77].

Horizontal spatial derivatives are calculated spectrally, while second-order finite differences

are used for vertical velocity derivatives and third-order finite differences are used for vertical

tracer derivatives. A third-order Runge-Kutta time stepping scheme is used with a constant

Courant number. Essentially the same model has been used in several prior studies [e.g.,

4, 69, 73, 74, 77].
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The LES is performed using a subgrid-scale model for the SGS terms in Eqs. (2.1)-

(2.3) that provides a spatially-variable viscosity, buoyancy diffusivity, and tracer diffusivity

according to the scheme proposed by [78]. As a result, there is no one tracer diffusivity

or viscosity applied throughout the domain. A ratio between the tracer transport by the

subgrid scheme and by the resolved flow can be formed and interpreted as a Péclet number

(the Schmidt number, relating subgrid viscosity to diffusivity, is fixed at 1/3 by the subgrid

scale model [78] and applies to both buoyancy and passive tracers). The horizontal Péclet

number is 3.2 on 100m scales and 1262 on 10km scales. The vertical Péclet number is 1.3

using basin-averaged root-mean-square velocity and 50m mixed layer depth. In the real

ocean, the equivalent quantities are 105, 107 and 104, respectively. It is therefore likely that

the subgrid scheme does affect the tracer transport significantly on small scales, particularly

in the vertical direction, so the transport by Langmuir turbulence is likely to be quantitatively

different when compared to a simulation with higher resolution. It is important to recognize,

however, that variability in the subgrid diffusivity is intended to resemble a spectral variance

cascade, so it may behave like a higher Péclet number flow, or in any case quite differently

from a flow with constant diffusivity. The Péclet number of submesoscale features is very

large, and so the interaction between submesoscale eddies and Langmuir turbulence crosses

a range of scales where diffusivity is weak, as in the real ocean. The computational expense

of the present simulation precludes a comparison to higher-resolution simulations, but in a

smaller domain the effects of the subgrid scheme and finite Péclet number may be explored

in the future.

The physical setup for the current chapter is the spin-down of two submesoscale buoy-

ancy fronts; the same configuration has been examined previously in [4]. In the [4] study, a

warm 10km-wide filament of water was initialized within a domain of cooler water. Oblique

wind and wave forcing was applied at a horizontal angle of 30◦, leading to destabilization of

the more buoyant filament along an unstable front where the Ekman buoyancy flux from a

downfront wind component carries more dense water over less dense water, resulting in the
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formation of O(5km) submesoscale eddies. A stable front on the other side of the buoyant

filament is restratified by an upfront wind and Ekman buoyancy flux of less dense water

carried over more dense water [20]. A mixed layer region was initialized near the surface

of the domain with an initial uniform depth of HML,0 = −50m. The mixed layer becomes

both significantly deeper and shallower at different spatial locations as the system evolves.

Substantial additional detail on the spin-down configuration and the subsequent evolution

of the system is provided in [4].

The present study builds upon the simulations described in [4] by introducing tracers

to the simulations and restarting the computations at roughly day 12, corresponding to the

final fully-developed state in the [4] study. Figure 2.2 shows the buoyancy field at day 12

when the tracers are first introduced. At this time, a number of large submesoscale eddies

have formed, but the eddies along the unstable front have not yet begun to interact with the

stable front. The same wave and wind forcing is maintained after restarting the simulations,

corresponding to a surface wind stress with wind speed of 5m/s and an angle of 30◦ with

Figure 2.2: Initial x−y surface buoyancy field when tracers are introduced to the simulations,
corresponding to approximately day 12 of the [4] study. Vertical white dashed lines denote the
Langmuir only (LO) and submesoscale eddy (SE) regions over which statistics are calculated.
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respect to the x-axis (which is aligned with the initial along-front orientation of the buoyancy

filament). Additionally, the original uniform mixed layer depth of -50m has been modified

throughout the domain by the deepening effects of Langmuir turbulence and the shallowing

effects of restratifying submesoscale eddies. At the time of tracer introduction, the mixed

layer depth based on the buoyancy threshold ∆b > (∆b)c, where ∆b ≡ [b(x, y, 0)− b(x, y, z)]

and (∆b)c = −0.53ms−2, ranges from roughly -30m to -55m. The mixed layer depth based

on the critical Richardson number Ric = 0.25 ranges from -20m to -40m, and the depth based

on the Ertel potential vorticity threshold q(x, y, z) > qc, where qc = 8 × 10−11s−3, ranges

from -30 to -60m. These different depths indicate a variety of mixing processes, including

convective, Langmuir, and symmetric instabilities [4, 21, 53].

The physical domain size of the simulations is 20km×20km×-160m, with a compu-

tational grid of size 4096×4096×128, giving a horizontal resolution of ∼5m and a vertical

resolution of ∼1m (a summary of these and other simulation parameters is provided in Table

2.1). For the Eulerian velocity field u, periodic boundary conditions are used in horizontal

(x− y) directions, with no vertical velocity and a wind stress condition at the top boundary,

and a stress-free condition at the bottom boundary. In the present study, the simulation

was run for approximately 60 additional hours past the initial day 12 starting point; beyond

60 hours, submesoscale eddies along the unstable front have grown large enough to strongly

affect the stable front. As shown in [4], substantial subsmesoscale structure has developed

by day 12 of the spin-down problem, thereby allowing the simultaneous effects of subme-

soscale eddies and Langmuir turbulence to be studied prior to interaction of the stable and

unstable fronts, which begins to occur near day 14. Analysis of tracer fields in this chapter

has been primarily performed 8 hours after the tracers are introduced to the simulations.

This particular time is chosen for the analysis in order to allow sufficient time for the tracer

fields to develop so that robust insights into tracer evolution can be obtained, while also

avoiding later times when the unstable and stable fronts begin to interact. Although the

spin-down configuration examined here is an inherently non-stationary problem, all qualita-
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Table 2.1: Summary of physical and computational parameters used in the numerical simu-
lations. The turbulent Langmuir number is defined as Lat =

√
uτ/us(0).

Physical size, Lx × Ly × Lz 20km×20km×-160m
Grid size, Nx ×Ny ×Nz 4096×4096×128
Grid Resolution, 4x ×4y ×4z 4.9m×4.9m×1.25m
Reference density, ρ0 1000 kg/m3

Coriolis parameter, f 0.729×10−4s−1ẑ
Initial mixed layer depth, HML,0 -50m
Wind speed at 10m, U10 5 m/s
Stokes drift velocity, us(z = 0m) 0.063 m/s
Turbulent Langmuir number, Lat 0.29
Stokes drift direction, ϑs 30◦

Wind friction velocity, uτ 5.46× 10−3 m/s
Wind shear, τ 0.025 N/m2

Wind direction, ϑw 30◦

tive trends and conclusions obtained from results at 8 hours have been checked for robustness

by comparing with results at other times. Any cases where trends and conclusions change

substantially as functions of time are noted in the text.

Twelve different tracer fields are introduced to the simulations at day 12: (i) five

passive air-sea boundary flux tracers (referred to as cHi, where i = 1, 2, . . . , 5) and (ii) seven

passive, initial finite source tracers (referred to as cIj, where j = 1, 2, . . . , 7). The air-sea

boundary flux tracers, summarized in Table 2.2, each have specified flux rates across the

upper boundary given by Henry’s law for diffusive flux of a gas across the air-sea interface

[79, 80], namely

Fi = ki(cair − cHi,0) , (2.6)

where Fi is the downward flux rate across the boundary for the ith air-sea tracer (i.e., cHi),

ki is the tracer flux rate, or piston velocity, for each tracer, cair is the concentration in air, or

the partial pressure of the gas to be dissolved just above the boundary scaled by the Henry’s

law constant, and cHi,0 is the gas concentration cHi just below the boundary (initialized to

0 at the start of the simulation). The value of cair is fixed at 1 in this study.

Each of the five air-sea flux tracers has a different constant value of ki, as shown in
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Table 2.2: Summary of tracers diffused across the air-sea interface according to Henry’s Law
in Eq. (2.6), showing the tracer flux rate, ki, and corresponding characteristic transfer time
scale, τi. Ratios of characteristic large scale τS and small scale τL fluid time scales relative
to τi = h/ki are also shown, where τS = h/ws ≈ 2× 107s [1] and τL = h/

√
〈w′2〉 ≈ 104s.

Tracer cHi ki (m·s−1) τi (s) τS/τi τL/τi
cH1 2×10−2 2.5×103 8×103 4
cH2 2×10−3 2.5×104 8×102 4×10−1

cH3 2×10−4 2.5×105 8×101 4×10−2

cH4 2×10−5 2.5×106 8 4×10−3

cH5 2×10−6 2.5×107 8×10−1 4×10−4

Table 2.2. The range of tracer flux rates ki for cH1-cH5 in Table 2.2 has been chosen to span

a range of timescales that match the characteristic timescales of both submesoscale eddies,

where τS ≈ 107s, and Langmuir turbulence, where τL ≈ 104s. They can also be interpreted

as representing a range of Schmidt (Sc) numbers for different gases, using the formula of [79]

and the 5m/s windspeed corresponding to the modeled wind stress, namely

ki = 0.31u2
√

660

Sc
. (2.7)

This relation already includes the effects of ocean turbulence to some degree as it is based on

observations [see the discussion in 81], while here turbulence plays an active role in setting

the flux rate. These values should only be considered as a guide to order of magnitude. With

this caveat, the Schmidt number for the fastest air-sea velocity ranges from 10−3 for cH1 to

105 for cH5. Thus, for typical gases (e.g., CO2, oxygen, and chlorofluorocarbons) and typical

surface seawater temperature and salinity, the cH3 and cH4 tracers span the realistic range

(where Sc = 660 for CO2 in seawater at 20◦C [79]). A wider range of values is used, so that

the effects of transfer fast enough to rival Langmuir turbulence and slow enough to rival

submesoscale processes can be examined. With these values for ki, the ratio τS/τi extends

from 8× 103 to 8× 10−1 when going from cH1 to cH5, while τL/τi extends from 4 to 4× 10−4

from cH1 to cH5. Whenever these ratios are O(1), we may expect strong interactions between

fluid dynamics and tracer uptake, so the present range of air-sea flux velocities crosses this

threshold for both Langmuir and submesoscale turbulence. The choice of values for ki in
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Table 2.2, combined with the scale separation between submesoscale and Langmuir processes

enabled by the wide range of scales in the simulations, allows an examination of the separate

effects of submesoscale eddies and small-scale Langmuir turbulence on tracer distributions

and evolution. All of the tracer fluxes in the simulations are observed to be exclusively from

the air to the ocean, thus assuming an infinite reservoir of tracer and a rapid refreshing

of the surface air above the ocean. Each of the tracers have periodic boundary conditions

in horizontal directions, with no vertical fluxes at the bottom boundary and top boundary

fluxes given by Eq. (2.6).

In a well-mixed layer of approximately constant depth h, the concentration of a tracer

cHi subject to the flux law specified in Eq. (2.6) should increase as

cHi = cair
(
1− e−tki/h

)
= cair

(
1− e−t/τi

)
. (2.8)

Thus, in Table 2.2, the timescale τi = h/ki is used to categorize the rate of air-sea flux,

where h is estimated as the initial mixed layer depth of -50m. This timescale is compared to

τL = O(h/
√
〈w2〉) based on Langmuir vertical velocities from the simulation and τS ≈ h/wS,

where wS is estimated as the eddy-induced vertical velocity resulting from the restratification

streamfunction of [1]. If there is no turbulent transport or mixing, then only the surface grid

cell would absorb tracer and it would saturate h/∆z times faster, followed by spreading

across the mixed layer on much slower diffusive timescales. For mixed layers that have

not yet become fully saturated with tracer, turbulent diffusion provides much more rapid

transport away from the surface, thereby maintaining a greater air-sea flux rate since surface

waters are continually refreshed. It should be noted, however, that after the entire mixed

layer becomes fully saturated, the air-sea flux rate will decrease regardless of the effects of

turbulent diffusion, since only through the slow process of entrainment of water from below

the mixed layer can any tracer-free water be brought near the surface.

The initial finite source tracers, denoted cIj, are conserved after their introduction

to the domain at day 12, unlike the air-sea flux tracers. These finite source tracers are
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distinguished by their different initial source locations, where the initial condition is given

as

cIj(x, t0) =

 1 if z = zj

0 otherwise
, (2.9)

where t0 denotes the initial time and zj is the depth at which the tracer is introduced. The

tracer concentration is initially uniform for all x and y at the given depth zj, and the tracers

are initialized over two grid cells in the vertical direction, giving an initial tracer field of

depth 2.5m. The different values of zj for the tracers in the present simulation are given in

Table 2.3, where cI1 is a tracer released at the surface, cI7 is released at z = −60m, which is

below the initial pycnocline of HML,0 = −50m, and the other five initial source tracers are

incrementally distributed at different depths within the mixed layer. Two of the finite initial

concentration tracers (cI1 and cI7, respectively) have been chosen to represent the initial

source locations of tracers that typically originate at the surface, such as phytoplankton,

and tracers typically stored at depth, such as nutrients. Tracers cI5 and cI6 are initialized

at depths near which the pycnocline undergoes substantial variations due to the interplay

between submesoscale eddies and Langmuir turbulence. At these depths, the influence of the

near-surface convective boundary layer and a deeper layer unstable to symmetric instabilities,

which are associated with submesoscale eddies, compete and give rise to widely different

tracer distributions. Once again, each of the tracers have periodic boundary conditions in

Table 2.3: Summary of tracers released at different locations in the oceanic mixed layer. The
initial tracer locations zj are normalized in the last column by the initial mixed layer depth
in the simulations, HML,0 = −50m.

Tracer cIj Physical location zj (m) zj/HML,0

cI1 Surface 0 0
cI2 Shallow mixed layer −10 0.2
cI3 Middle mixed layer 1 −20 0.4
cI4 Middle mixed layer 2 −30 0.6
cI5 Deep mixed layer −40 0.8
cI6 At initial pycnocline −50 1
cI7 Below initial pycnocline −60 1.2
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horizontal directions, but for the initial source tracers there are zero vertical flux conditions

at both the top and bottom boundaries.

It should be noted that although the tracers included in the simulations are idealized,

they are intended to provide insights into tracers relevant to the biogeochemistry of the upper

ocean. The air-sea flux tracers provide insights into transport of chemical species and gases

transferred at the air-sea interface. Similarly, the initial source tracers provide insights into

biologically-relevant tracers that reside near the surface, such as phytoplankton or oil (e.g.,

cI1 and cI2), and at depth, such as nutrients (e.g., cI6 and cI7). The use of idealized tracers

in the current study is consistent with the present focus on understanding the fundamental

interactions between passive tracers and realistic submesoscale ocean turbulence. The tracers

themselves are idealized in order to perform a parametric study of the effects of different

initial source locations and surface flux rates on tracer properties. In the future, the present

results will inform understanding of distributions and the evolution of more realistic tracers

in the upper ocean.

2.3 Properties of Mixed Layer Tracers

Four primary metrics are used in the present analysis to examine the properties and

evolution of tracers in the upper ocean: (i) three-dimensional (3D) concentration fields,

which provide a qualitative understanding of tracer distributions, (ii) vertical profiles of

x − y averaged tracer concentrations, variances, and vertical fluxes, (iii) one-dimensional

(1D) spectra calculated in the along-front direction (i.e., the x-direction, see Fig. 2.2), and

(iv) multiscale vertical fluxes of both active (i.e., buoyancy) and passive tracers. In the

following, these metrics are calculated for the air-sea flux tracers cH1-cH5 (summarized in

Table 2.2) and for the initial source tracers cI1-cI7 (Table 2.3). Additional tracer properties

related to modeling of tracer transport and phytoplankton production are examined in later

sections.

The analysis herein is performed separately for different subsets of the domain, as shown
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in Fig. 2.2. These subsets include the small-scale turbulence-dominated region between

y ' 14 − 17km in Fig. 2.2 and the combined small-scale turbulence and large-scale eddy

region between y ' 6 − 9km. The bounds of these regions are adjusted as the simulation

progresses and the unstable front shifts to smaller y as a result of Ekman transport. These

two regions are referred to in the following as the Langmuir only (LO) and submesoscale

eddy (SE) regions, respectively.

In several cases in the following analysis, horizontal (x − y) averages are calculated

separately in the LO and SE regions. In these two regions, y averaging is performed only

over the respective y bounds of the LO and SE regions, and averaging in the x direction

is performed over the entire length of the domain since the flow fields are statistically ho-

mogeneous in the along-front direction. Horizontal spatial averages in these reduced-size

regions are denoted 〈φ〉xy∗ , where φ is a given flow or tracer quantity. Averages over the full

3D volume, which are used to normalize some of the results for the air-sea flux tracers, are

denoted 〈φ〉xyz.

2.3.1 Air-Sea Flux Tracers

Figure 2.3 shows instantaneous 3D concentration fields for cH1-cH3 and cH5 approx-

imately 8 hours after the tracers are introduced to the simulations. The fields are each

normalized by the average concentration calculated over the full 3D volume. Figure 2.3

shows that as tracer flux rate decreases, submesoscale features are increasingly visible in the

normalized concentration fields. The fastest-injected tracer, cH1, rapidly saturates (defined

here as reaching the concentration in air of cair = 1) the near-surface region and then the

mixed layer, resulting in overall less horizontal and vertical variability of the tracer rela-

tive to the average concentration. Tracers cH3 and cH5 (the concentration field for cH4, not

shown, is similar), have less uniform concentrations in the vertical direction, with higher

tracer concentrations near the surface. These tracers also have considerably more horizontal

submesoscale variability than the tracers with faster flux rates.
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Figure 2.3: Instantaneous snapshots of 3D tracer concentration fields for (a) cH1, (b) cH2, (c)
cH3, and (d) cH5 approximately 8 hours after the tracers are introduced to the simulations.
The concentrations are normalized by the volume-averaged concentration 〈cHi〉xyz for each
tracer.

The saturation of the mixed layer for cH1 and cH2 can be seen quantitatively from

the vertical profiles of average tracer concentration 〈cHi〉xy∗ , vertical flux 〈w′c′Hi〉xy∗ , and

tracer variance 〈c′2Hi〉xy∗ in Fig. 2.4. Panels (a)-(c) of this figure show tracer statistics after

1 hour and panels (d)-(f) show statistics after 8 hours. At early times, Fig. 2.4(a) shows

that only concentrations of cH1 very near the surface have begun to approach the saturated

value of cair = 1, and there is still substantial vertical mixing of cH1 into the lower half of

the domain, as shown in Fig. 2.4(b). At later times, however, Fig. 2.4(d) shows that the

average concentrations of cH1 and cH2 are both close to 1 (i.e., the saturated value) down to

a depth of z ≈ −40m, effectively spanning the entire mixed layer. As a result, the difference

(cair − cHi,0) in the surface flux rate from Eq. (2.6) is small, resulting in reduced vertical

tracer transport. This can be seen explicitly by comparing Figs. 2.4(b) and (e), where at
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Figure 2.4: Vertical profiles of (a,d) average tracer concentration 〈cHi〉xy∗ , (b,e) vertical tracer
flux 〈w′c′Hi〉xy∗ , and (c,f) tracer variance 〈c′2Hi〉xy∗ for cH1-cH5. Panels (a)-(c) and (d)-(e) show
profiles 1 and 8 hours after tracers are introduced to the simulations, respectively. Results
are shown for the SE region (solid lines) and the LO region (dashed lines).

early times the vertical fluxes of cH1 and cH2 are much larger than for the other tracers,

while at later times the flux of cH1 is actually smaller near the surface than that of both cH2

and cH3. Similarly, comparison of Figs. 2.4(c) and (f) shows that the variances of cH1 and

cH2 decrease near the surface at later times and that the variance of cH1 is lower than the

variances of cH2 and cH3.

Saturation of the mixed layer for cH1 and cH2 at later times is also evident in the time

series of total tracer concentrations shown in Fig. 2.5. The average concentration in the

mixed layer increases with time for all tracers, and an overall greater amount of tracer is

present in the domain for larger ki. Figure 2.5 shows, however, that there is a decrease in the
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Figure 2.5: Time series of average tracer concentrations, 〈cHi〉xy∗z(t), in the 3D simulation
volume, where averaging in the z direction is performed from z = 0 to -40m. Results are
shown for the SE region (solid lines) and the LO region (dashed lines).

rate at which the tracer enters the domain for cH1 and cH2. This occurs since vertical mixing

is no longer effective at reducing the near surface tracer concentration when the mixed layer

becomes saturated, resulting in smaller (cair − cHi,0) and lower surface flux rates via Eq.

(2.6).

In addition to the differences between cH1-cH5 resulting from the different surface flux

rates ki, Figs. 2.3-2.5 indicate that there are also substantial differences in a given tracer

field between the LO and SE regions, and that these differences depend on ki. Within

the LO region in Fig. 2.3, all tracers exhibit the same deeper penetration into the mixed

layer as compared to the SE region. This is consistent with the dominance of small-scale

Langmuir circulations in this region. An increase in vertical transport and a corresponding

deepening of the mixed layer depth are known characteristics of Langmuir turbulence, as

is a tendency toward restratification and suppression of turbulence by submesoscale eddies

[4]. The increased penetration depth in the LO region is shown quantitatively in Fig. 2.4(d),

where average tracer concentrations remain larger to greater depths in the LO region. This

increased penetration is accompanied by an increase in the vertical flux in the LO region,
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as shown in Figs. 2.4(b) and (e) (turbulent diffusivity is also larger in the LO region than

in the SE region, as will be discussed in Section 2.4). The increased vertical flux also leads

to a small decrease in surface concentrations within the LO region, as shown in Fig. 2.4(d).

This represents the “flushing” of the surface layer by Langmuir turbulence, which in turn

allows for an increase in the tracer flux rate into the domain at the air-sea interface, and an

overall increase in tracer uptake in this region.

Figure 2.5 shows that the amount of tracer brought into the domain for tracer cH1

is larger in the LO region as compared to the SE region. This holds true for all tracers,

although the difference is less pronounced for tracers with lower ki (i.e., cH2 − cH5). Simi-

larly, the vertically-integrated tracer concentrations in Fig. 2.6 show that relative to tracer

concentrations in the SE region, there is more tracer concentration in the LO region for

Figure 2.6: Vertically-integrated (top row) and corresponding x-z integrated (bottom row)
tracer concentrations for (a) cH1, (b) cH2, (c) cH3, and (d) cH5 approximately 8 hours after
the start of the simulations. The vertical integration is performed for all Nz =128 gridpoints
in the z direction and the horizontal integration is performed for all Nx = 4096 gridpoints
in the x direction. The field and line plots are normalized by the full 3D volume-averaged
concentrations 〈cHi〉xyz. Here [cHi]xz denotes a concentration integrated in both the x and z
directions, vertical dashed lines indicate the SE and LO regions, and horizontal gray bands
in the bottom row represent the difference between the average x-z integrated concentrations
of the LO and SE regions.
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cH1 and cH2, but the difference between the LO and SE regions decreases as ki decreases.

This trend is most likely due to the requirement that vertical mixing must be fast in order

to overcome fast surface flux rates for high ki; recall that in order for substantial vertical

transport to occur via Eq. (2.6), a large difference between cHi and cair must be maintained

at the surface. Fast vertical circulations, which exist primarily in the LO region, are thus

required to effectively introduce tracer to the domain. Overall, the increased vertical mixing

in the LO region results in more uniform tracer concentrations, as indicated by the reduced

tracer variance in the LO region as compared to the SE region shown in Fig. 2.4(f).

The dynamics are more complicated in the SE region where both large-scale eddies

and small-scale Langmuir turbulence are active. Figure 2.3 shows that there are ridges

of high tracer concentration that penetrate deep into the mixed layer, corresponding to the

structures of larger submesoscale eddies and associated strong vertical jets. In between these

ridges are regions near the surface dominated by smaller-scale structures similar to those in

the LO region. As shown in Fig. 13 of [4], however, there is overall less penetration of these

small-scale structures to depth when compared to the LO region, resulting in a shallower

mixed layer in the SE region due to restratification by submesoscale eddies. The fields of

vertically-integrated tracer concentration for cH1-cH3 and cH5 in Fig. 2.6 show that there are

large variations in the amount of tracer that has entered the domain in the SE region, with

both the largest and the smallest local amounts of tracer found in the SE region.

It is important to contrast the effects of submesoscale eddies on passive tracer uptake

and transport with their effects on buoyancy transport. Submesoscale eddies consistently

transport buoyancy upward and extract kinetic energy from potential energy by lifting light

parcels and sinking dense parcels [1, 18]. However, the reduction in passive tracer uptake

in the SE region compared to the LO region, as shown in Figs. 2.3-2.5, cannot be explained

by the mechanism of potential energy extraction alone, because there is no reason why

tracer concentrations should correlate with submesoscale features without an intervening

mechanism. Specifically, vertical transport of passive tracers by submesoscale eddies is only
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indirectly related to vertical restratification of the mixed layer by such eddies. Figure 2.4(e)

shows that vertical tracer flux is roughly 10-20% weaker in the SE region than in the LO

region, but the vertical velocities associated with submesoscale eddies are only a hundredth

those of Langmuir turbulence. Furthermore, in the cases where the difference is largest (e.g.,

cH1 and cH2), there is little imprint of submesoscale eddies on surface concentrations [see

Fig. 2.3(a)], indicating that the variation in the effects of vertical transport by such eddies

near the surface is overshadowed by the rate of the incoming tracer. However, submesoscale

features strongly suppress turbulence through their restratifying effects. The same is true of

the stable front near y = 20km; this front has wind-driven restratification that suppresses

turbulence (Fig. 2.3 shows uniform surface confinement of tracer concentrations between

y = 18 − 20km, which can be interpreted as indicative of suppressed turbulence and is

discussed in more detail in [4]). Care is needed in interpreting the effects of vertical fluxes

carried by submesoscale features, as their vertical velocity scale is large when compared

to mesoscales but diminutive when compared to boundary layer turbulence. The evidence

here is that their indirect, restratifying effect is significantly more important for determining

vertical passive tracer fluxes than their direct passive tracer flux.

In order to further quantify the properties of air-sea flux tracers in different flow regions

and for different values of ki, tracer spectra and their scaling exponents provide quantita-

tive measures by which distributions of tracers can be characterized. Figure 2.7 shows

1D spectra in the x direction for tracers cH1-cH3 and cH5 in the LO and SE regions at a

depth of z = −25m. The spectra are shown as a function of wavenumber (k), with small

wavenumbers corresponding to larger scales (e.g., submesoscale eddies) and larger wavenum-

bers corresponding to smaller scales (e.g., Langmuir turbulence).

Figure 2.7 shows that for all ki, there is very little large-scale energy content in the LO

region, particularly when compared to the SE region. This is due to the lack of any large-

scale eddies in the LO region, as can be seen from the 3D volumes in Fig. 2.3. In the SE

region, there is more energy at large scales, with a noticeable peak in the spectra at a spatial
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Figure 2.7: Spectra along the x direction at a depth of z = -25m for tracers (a) cH1, (b)
cH2, (c) cH3, and (d) cH5 approximately 8 hours after the start of the simulations. The gray
dash-dot lines show spectral slopes in the submesoscale and Langmuir-scale regions, and the
vertical red dash-dot lines show the characteristic lengthscale of submesoscale eddies at 5km.

scale of 5km, roughly corresponding to the characteristic lengthscale of submesoscale eddies

in the simulations. This peak is more pronounced for cH3-cH5 where ki is small, indicating

that submesoscale eddies have a greater impact on tracer distributions when the timescales

of these eddies and the surface flux rates are more closely matched (in particular, Table 2.2

shows that τS/τi ∼ 1 for cH4).

There are also much less pronounced peaks in all of the spectra in Fig. 2.7 at a spatial

scale close to 10m, corresponding to the effects of small-scale Langmuir turbulence. In

general, the spectra in the LO and SE regions are similar at small scales, but for cH1 where

ki is large there is overall less small-scale variance in the LO region as compared to the SE

region. This is most likely due to reduced vertical transport in the SE region, which becomes

particularly pronounced for high ki, as well as to the lack of down-scale transfer of tracer

variance in the LO region, where significant large-scale activity is absent.

Two distinct spectral slopes exist in the large- and small-scale regions of the spectra

shown in Fig. 2.7. At large scales there is an approximate k−1.3 slope in all of the spectra in

the SE region and at small scales there is an approximate k−2.5 scaling in both the LO and SE

regions. By contrast, the scalings of buoyancy and kinetic energy spectra in the submesoscale
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range are k−2 or steeper [Fig. 3 of 4], consistent with the idea that larger variance across the

submesoscale range results from the extraction of potential energy by eddies. It should be

noted that connecting the small-scale spectral decay with either a three-dimensional cascade

or dissipative processes requires that further higher resolution simulations be performed in

the future.

2.3.2 Initial Source Tracers

Figure 2.8 shows instantaneous 3D volumes for tracers cI1 and cI5-cI7 (Table 2.3 shows

the initialization depths). The surface tracer cI1 in Fig. 2.8(a) is distributed throughout the

vertical extent of the mixed layer on a relatively short time scale, with very little indication

remaining of its initial release location. This is shown quantitatively in Fig. 2.9(a) where

Figure 2.8: Instantaneous snapshots of 3D tracer concentration fields for (a) cI1, (b) cI5, (c)
cI6, and (d) cI7 approximately 8 hours after the tracers are introduced to the simulations.
The color scale is logarithmic.
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Figure 2.9: Vertical profiles of (a,d) average tracer concentration 〈cIj〉xy∗ , (b,e) vertical tracer
flux 〈w′c′Ij〉xy∗ , and (c,f) tracer variance 〈c′2Ij〉xy∗ for cI1-cI4 in (a)-(c) and for cI5-cI7 in (d)-(e).
Results are shown approximately 8 hours after the start of the simulations for the SE region
(solid lines) and the LO region (dashed lines). Horizontal dotted lines indicate the initial
locations for each tracer.

tracers cI1-cI4 have essentially identical vertical profiles of average concentration 〈cIj〉xy∗ .

Figure 2.9(b) shows that vertical fluxes for these four tracers are also quite similar, with

〈w′ic′Ij〉xy∗ < 0 over nearly the entire mixed layer. These negative fluxes represent downward

transport of high tracer concentrations to greater depths throughout the mixed layer, along

with entrainment of lower concentration water that is transported upwards. Below the mixed

layer base, positive tracer fluxes are consistent with the gradient in tracer concentration in

the partly stratified water. As a result of this vertical transport, tracers cI1-cI4 are uniformly

mixed down to roughly z = −40m, as shown by the variance profiles in Fig. 2.9(c).
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Although cI1-cI4 have largely identical properties since all of these tracers exist in the

upper reaches of the mixed layer where vertical mixing is generally strong, Figs. 2.9(b) and (c)

do show that the vertical flux and variance for cI4 are smaller in magnitude than for cI1-cI3.

These differences become even more pronounced for cI5-cI7, and Fig. 2.8 shows that tracers

cI6 and cI7 are still largely concentrated at their release depths, even within the LO region

where mixing is enhanced. Figure 2.9(d) shows that there is reduced tracer concentration

within the mixed layer as the initial source location deepens, with concentrations of cI7 in

the mixed layer nearly an order of magnitude smaller than the concentrations of cI5 and cI6

[the same reduced mixed layer concentrations are also evident in Fig. 2.8(d)]. As a result of

the lower release locations for cI5-cI7, the dominant transport of tracer concentration occurs

upward, resulting in positive fluxes 〈w′c′Ij〉xy∗ for cI6 and cI7 in Fig. 2.9(e). As with tracers

cI1-cI4, variances of cI5-cI7 become relatively uniform within the mixed layer, as shown in

Fig. 2.9(f).

Tracer variance is generally largest below the mixed layer base regardless of tracer

release location and concentration profile. Three phenomena explain this effect. First, there

is a transition layer where the most energetic downward plumes are able to transiently,

but not uniformly, inject tracer into the stratified region. Second, there are many internal

waves traveling along this stratification, triggered by the initiation of the model as well as

the turbulence above and the shear. Third, there are inertial oscillations and submesoscale

motions capable of triggering intermittent shear instabilities. The degree to which tracer

variance is increased below the mixed layer is somewhat less pronounced in the SE region

than in the LO region, partly due to the greater variability in mixed layer depth due to

restratification by submesoscale eddies. Moreover, it is significant that Langmuir turbulence

is able to enhance vertical mixing even for tracers released below the average location of the

pycnocline (i.e., tracer cI7). A more thorough investigation is warranted, but is beyond the

scope of this paper.

As with the air-sea flux tracers discussed in the previous section, Figs. 2.8 and 2.9
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also indicate that there are substantial differences in tracer properties in the LO and SE

regions. Figure 2.8 shows that there is generally less tracer variability in the LO region

as compared to the SE region, and that tracers are carried to greater depths in the LO

region. The deeper tracer penetration is evident from the average concentration profiles in

Fig. 2.9(a). This figure also shows that tracer concentrations are generally smaller in the LO

region within the mixed layer, due to the conserved nature of the cIj tracers and the greater

vertical extent over which the tracers are spread in the LO region. Figure 2.9(c) shows that

tracer variance is smaller in the LO region, consistent with the qualitative picture provided

by the 3D volumes in Fig. 2.8.

It is interesting to note that downward vertical flux is in fact stronger in the SE region

than in the LO region, as shown in Fig. 2.9(b). This could either be due to the increased

homogeneity of the tracer field in the LO region, or to the effectiveness of larger-scale vertical

transport by submesoscale eddies in the SE region. However, as was argued before, the

general effect of submesoscale eddies seems to be inhibition of turbulence, so the former

is the more likely. The other front, which is wind-restratified and stable to submesoscale

features, also strongly suppresses turbulence (see Fig. 2.8). As a result, the entrainment of

tracers is significantly suppressed by both fronts, stable and unstable.

Differences between the LO and SE regions change somewhat for tracers cI5-cI7. Fig-

ure 2.8(c) shows that there are large regions near the unstable front where very little tracer

concentration has been transported upwards to the surface. By contrast to the results for

cI1-cI4, Fig. 2.8(c) actually indicates that there is more tracer above the mixed layer base

and near the surface in the LO region as compared to the SE region. This is confirmed

quantitatively in Fig. 2.9(d) where average tracer concentrations for cI6 and cI7 are gen-

erally larger in the LO region than in the SE region. Similarly, the vertical flux becomes

substantially stronger in the LO region than in the SE region for cI7, as shown in Fig. 2.9(e).

These results indicate that for tracers released at depth, there is substantially enhanced ver-

tical mixing in the LO region where Langmuir turbulence is dominant, and suppression of
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vertical mixing in the submesoscale region tends to outweigh the additional vertical trans-

port by submesoscale eddies themselves. This simulation example demonstrates that the

combined passive tracer vertical transport by submesoscale and Langmuir turbulence is not

just a simple addition of their individual fluxes; in the combined system these process are

coupled through the intermediary of their effects on stratification and shear. At least for the

tracers considered here, it is therefore critical to consider the driving of turbulence by surface

forcing, and turbulence-submesoscale suppression or other interactions must be resolved or

well-parameterized in order to capture this effect.

Another conceptual picture that emerges from Figs. 2.8 and 2.9 is that of a two-layer

structure within the mixed layer, based on potential vorticity and symmetric instability.

[21] have previously identified these two layers, which are distinguished by their different

mechanisms of turbulence production: (i) in the convective layer, turbulence is generated

by surface waves and fast buoyancy-driven instabilities, and is characterized by vertically

uniform buoyancy fields, and (ii) in the symmetric instability layer, turbulence is driven by

slower overturning symmetric instabilities due to slumping of lateral density gradients under

the influence of rotation, and is characterized by vertical uniformity in potential vorticity.

As found in [4], the transition depth between these two layers, defined by the buoyancy

threshold, varies substantially between the SE and LO regions. Within the LO region, the

effects of the convective layer penetrate more deeply and suppress the height of the second

layer such that there is little to no symmetric instability layer before the onset of interior

ocean stratification. In the SE region, the convective layer is significantly shallower, allowing

for larger impacts of symmetric instabilities.

The present results provide further insights into the characteristics and locations of

these two layers. Tracers cI1-cI3 have been released fully in the convective layer and thus

quickly mix throughout the full vertical extent of the mixed layer. Tracers cI6 and cI7 have

been released at locations that lie primarily in the symmetric instability layer, particularly

in the SE region, and thus there is significantly less vertical transport than in the LO region,
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or than for cI1-cI3. Tracers cI4 and cI5, which have initial sources at z = −30m and −40m,

respectively, are released near the average transition between the convective and symmetric

instability layers. In combination with the results from [4], the present results indicate that

the localized depth at which this transition occurs varies between a maximum of roughly

z = −30m within the SE region and a minimum of roughly z = −60 m within the LO

region. Within the LO region, the convective layer is deepened by the effects of Langmuir

turbulence, maintaining a bridge between the rapid convective layer mixing processes and the

tracer stored lower down, enabling relatively large concentrations to still be quickly pulled up

to the surface. However, within the SE region, the effects of Langmuir turbulence are weaker

and the convective layer is shallower, cutting off this bridge and effectively lengthening the

time scale of vertical transport in this region. Even though much of the SE region allows

symmetric instability, which can reach more deeply than convective instability, the overall

suppression of turbulence by submesoscale restratification wins out. For tracers to be brought

to the surface, they first need to be transported vertically up to the depth of the convective

layer via upwelling jets and symmetric instabilities associated with submesoscale eddies,

which occur in compact, localized, and intense patches on much slower time scales. From

here, the convective layer can then take over and rapidly transport the tracer upwards.

Finally, distributions of tracers can be quantitatively characterized using the spectra

shown in Fig. 2.10. As with the air-sea flux tracer spectra shown in Fig. 2.7, there are spec-

tral peaks near the submesoscale eddy characteristic lengthscale of 5km and the Langmuir

lengthscale of 10m for the initial tracer spectra shown in Fig. 2.10. At small scales, the spec-

tra follow a roughly k−2.4 scaling for all tracers, similar to the k−2.5 scaling observed at small

scales for the air-sea flux tracers in Fig. 2.7. By contrast to the air-sea flux tracer results,

however, the initial source tracers have generally steeper scaling laws in the submesoscale

range (spanning k−2.4 to k−2.1), indicating that submesoscale feedback on air-sea fluxes plays

an important role in establishing these spectra.
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Figure 2.10: Spectra along the x direction at a depth of z = -25m for tracers (a) cI1, (b) cI5,
(c) cI6, and (d) cI7 approximately 8 hours after the start of the simulations. The light gray
dashed lines show spectral slopes in the submesoscale and Langmuir-scale regions, and the
vertical dashed lines show the characteristic lengthscale of submesoscale eddies at 5km.

2.3.3 Multiscale Vertical Transport

As was done previously in [4], two-dimensional (2D) spectral decompositions are per-

formed here with a wavenumber cutoff at kc = 2π/400m in order to determine the relative

contributions of submesoscale and Langmuir-scale motions to vertical fluxes of buoyancy

and tracers. The decompositions are calculated using 2D horizontal fast Fourier transforms

(FFTs) and 2D circularly-symmetric filtering at each depth. In addition to the usual av-

eraging over all x, separate y subsection averaging is again performed over the SE and LO

regions, allowing the relative large- and small-scale contributions to vertical transport to be

examined within each of these two distinctly different flow regions. Low-pass-filtered fields,

which contain all wavenumbers less than or equal to kc, are assumed to be associated with

2D submesoscale eddies. High-pass-filtered fields, which contain all wavenumbers greater

than kc, are assumed to be associated with 3D boundary layer (or Langmuir) turbulence.

Figure 2.11 shows depth profiles of the total, low-pass, and high-pass vertical velocity

magnitude 〈w′w′〉xy∗ , buoyancy flux 〈w′b′〉xy∗ , and passive tracer flux 〈w′c′〉xy∗ for both the

SE and LO regions. The scale decomposition in the LO region indicates that all vertical
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Figure 2.11: Multiscale vertical fluxes (a) 〈w′w′〉xy∗ , (b) 〈w′b′〉xy∗ , (c) 〈w′c′H1〉xy∗ , (d)
〈w′c′I1〉xy∗ , (e) 〈w′c′I5〉xy∗ , and (f) 〈w′c′I7〉xy∗ approximately 8 hours after the start of the
simulations. Solid lines show results in the SE region and dashed lines show results in the
LO region.

flux, regardless of quantity being transported, is almost entirely due to small, Langmuir-

scale fluxes, with essentially no contribution coming from large scales. However, in the SE

region, the scale decomposition reveals a much richer story. As was discussed in [4] and as

can be seen in Fig. 2.11(a), most of the total vertical velocity in the SE region is associated

with small-scale motions for all depths and is primarily confined to the upper surface layers,

stemming from 3D boundary layer turbulence. Vertical flux of the active buoyancy tracer

was also discussed in [4], where it was found that, in contrast to the vertical velocity, the

total vertical buoyancy flux exhibits substantial amplitudes all of the way down to the mixed

layer base in the SE region and remains largely positive, indicating a net restratifying effect
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on the mixed layer. As shown in Fig. 2.11(b) and [4], however, the scale decomposition

reveals that the positive net transport of buoyancy is actually comprised of two opposing

larger magnitude fluxes, a positive (upwelling) large-scale flux that extends deeper into the

mixed layer and attempts to restratify and restore buoyancy stability by carrying warm,

less dense deep waters toward the surface and a negative (downwelling) small-scale flux

that attempts to homogenize the mixed layer by transporting and mixing warmer surface

waters down to greater depths. Due to the active nature of the buoyancy tracer, all of this

transport corresponds to changes in the potential energy of the system. Therefore it may be

sufficient, for parameterization purposes, to represent only the submesoscale restratification

of buoyancy [1] and not the submesoscale transport of passive tracers [e.g., by the scalings in

82]. In this study, most effects of submesoscale eddies on passive tracers come through the

suppression of turbulent mixing by increased stratification (although it may be challenging to

arrive at the appropriate averaged suppression rate if submesoscale features are not resolved).

The additional coupling of passive tracers into the present analysis reveals a vastly

different story than that for the active buoyancy tracer. Vertical flux of the air-sea flux

tracer cH1 is shown in Fig. 2.11(c) and other than small differences in magnitude, vertical

fluxes for all air-sea flux tracers exhibit the same behavior as cH1. For these tracers, the

majority of the vertical flux is due to small-scale motions, which are greatest within the

surface convective layer and taper off at greater depths. The resulting transport acts to

pull higher surface concentrations down to greater depths, in a consistent down-gradient

direction.

The story is once again somewhat different for the passive initial source tracers. Fig-

ures 2.11(d)-(f) show vertical fluxes for the surface-released tracer, cI1, the deep mixed layer

released tracer, cI5, and the tracer released below the initial pycnocline, cI7. While each of

these tracers appear to exhibit vastly different vertical profiles, a few consistent trends do

appear. As with all of the other tracers in Fig. 2.11, vertical flux in the LO region is due

primarily to small-scale motions, with negligible contributions from large scales. Addition-
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ally, for all cIj tracers in the SE region below the convective layer (z . −40m), both large

and small-scales fluxes are significant and similar in magnitude. By contrast, within the

convective layer (z & −30m), the similarity between the different cIj tracers vanishes and a

dependency on tracer release depth emerges. For the surface-released tracer in the SE region

shown in Fig. 2.11(d), both large- and small-scale motions work together to transport high

surface concentrations to greater depths. For tracer cI5 released deep in the mixed layer,

however, Fig. 2.11(e) indicates a balance between competing upwelling large-scale and down-

welling small-scale motions, such that the net vertical flux for z & −30m is close to zero.

Lastly, for tracer cI7 released below the initial pycnocline, Fig. 2.11(f) shows that small-scale

motions dominate large-scale motions in the mixed layer. These results all serve to show

that multiscale vertical fluxes of tracers released at different depths and within different

flow regions are often substantially different from each other and, contrary to suggestions in

previous studies (e.g., [83]) that do not take into account the effects of vertical mixing by

small-scale Langmuir turbulence, cannot be explained using the same vertical flux profile as

for the active buoyancy tracer.

2.4 Mixed Layer Eddy Diffusivities

Results in the previous section have revealed that there are substantial differences in

tracer properties and distributions depending on the type of tracer (e.g., air-sea flux or

initial source), the surface flux rate, the initial source location, and the flow structure of the

mixed layer (e.g., LO or SE regions). In the following, the analysis is extended to consider

vertical eddy diffusivities for different tracers and different flow regions, with a view towards

understanding prediction requirements for models of upper ocean tracer dynamics.

A common practice in both global and regional climate simulations is to relate tracer

mixing processes at subgrid scales to known resolved-scale quantities using a subgrid-scale

parameterization. The most widely used such parameterization is the gradient diffusion

model, which relates turbulent vertical flux of a tracer ci to the mean vertical gradient of
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the tracer’s concentration as

〈w′c′i〉 = −Ki
∂〈ci〉
∂z

, (2.10)

where 〈·〉 represents an appropriate average (defined as 〈·〉xy∗ in the following) and the

constant of proportionality Ki is termed the vertical turbulent eddy diffusivity. Underlying

Eq. (2.10) is the implicit assumption that turbulent mixing is a purely down-gradient diffusive

process achieved by local, small-scale, stochastic turbulent motions. This, in turn, implies

that Ki should generally be positive, and negative values of Ki typically imply a breakdown

of the gradient diffusion model in Eq. (2.10). Negative diffusivities can occur in flows with

active tracers, which may require a counter-gradient flux as opposed to the down-gradient

flux represented by Eq. (2.10) [84], as well as in flows where submesoscale eddies restratify the

mixed layer, since such eddies induce both advective and diffusive eddy transport, which are

anisotropic and tracer-distribution-dependent [82, 85]. Effects due to symmetric instabilities

are similarly complex [53]. Therefore, although a scalar vertical diffusivity as in Eq. (2.10) is

an oversimplification, it can aid in understanding tracer transport and also mimics common

tracer transport parameterization practice.

Eddy diffusivities are estimated here from Eq. (2.10) using the observed values of

〈w′c′i〉xy∗ and 〈ci〉xy∗ for the air-sea flux tracers in Fig. 2.4 and for the initial source tracers

in Fig. 2.9. The resulting eddy diffusivities KHi for the air-sea flux tracers are shown in Fig.

2.12 for both the LO and SE regions approximately 8 hours after the start of the simulations

(results at other times exhibit similar trends). Eddy diffusivities are positive throughout the

mixed layer for all tracers and in both the LO and SE regions, indicating that for air-sea

flux tracers, the fundamental assumption of down-gradient transport underlying Eq. (2.10)

is valid. For all tracers, KHi is largest near the surface where vertical mixing is strongest and

peaks at depths of roughly z = −13m in the SE region and z = −20m in the LO region. Eddy

diffusivities are larger in the LO region than in the SE region, consistent with the dominance

of vertical transport by Langmuir turbulence in the LO region and the suppression of this
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Figure 2.12: Profiles of vertical eddy diffusivities KHi approximately 8 hours after the start
of the simulations for air-sea flux tracers cH1-cH5 in the SE (solid lines) and LO (dashed
lines) regions. Lines for tracers cH3-cH5 are overlapping.

turbulence in the SE region. Although there are vertical jets associated with submesoscale

eddies in the SE region, the restratifying effects of these eddies suppress the mixing effects

of Langmuir turbulence, resulting in an overall decrease in the amount of vertical mixing

seen in this region. Figure 2.12 shows that eddy diffusivities are identical for tracers with

surface flux rates much lower than that of the dominant near surface mixing rate (i.e., tracers

cH3-cH5). However, for higher flux rates (i.e., tracers cH1 and cH2) saturation occurs near

the surface, thereby decreasing vertical transport more than the associated decrease in the

vertical mean gradient (relative decreases were examined but are not shown here), resulting

in slightly smaller, yet persistent, values of the vertical eddy diffusivity.

Figure 2.12 indicates that there are large differences in the vertical eddy diffusivity

between the SE and LO regions. Figure 2.13 provides a more refined picture of the spatial

variability of KHi by showing the horizontal (x − y) field of local eddy diffusivity and the

vertical (y − z) field of along-front eddy diffusivity for cH3. The local eddy diffusivity is

obtained by calculating 〈w′c′i〉xy and 〈ci〉xy over 1km2 horizontal regions at each value of x

and y. The along-front eddy diffusivity is obtained by calculating the x-averages 〈w′c′i〉x and



50

Figure 2.13: Field of the vertical eddy diffusivity KI3 in a horizontal x− y plane at z =-25m
(top) and in a vertical y − z plane (bottom) for the initial source tracer cI3 approximately
8 hours after the start of the simulations. The black contour lines show the depth of the
mixed layer based on the buoyancy threshold ∆b > (∆b)c.

〈ci〉x at each value of y and z. Other than small differences in magnitude and vertical extent,

vertical eddy diffusivities for all of the air-sea flux tracers exhibit the same spatial structure

as that shown in Fig. 2.13 for cH3.

As in Fig. 2.12, Fig. 2.13 shows that the eddy diffusivity field is everywhere positive at

a depth of 25m and when averaged across the x direction (this positivity also holds for all

other depths in the domain) and thus agrees with the fundamental assumption underlying

Eq. (2.10) that turbulent transport is down-gradient. This is to be expected given the nature

of the air-sea flux tracer boundary condition, which acts as a source of tracer at the surface.

Due to the surface source of air-sea flux tracers, the largest tracer concentrations occur

near the surface where small-scale, diffusive-like vertical mixing is dominant and large-scale

submesoscale processes that can lead to counter-gradient transport, such as strong upwelling
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plumes, are less prevalent [as previously discussed in Section 2.3.3 and shown in Fig. 2.11(c)].

Again consistent with Fig. 2.12, Fig. 2.13 shows that the vertical eddy diffusivity

is suppressed in the SE region relative to the LO region. Moreover, Fig. 2.13 shows that

regions of suppressed convective mixed layer depth correspond closely to regions of suppressed

vertical eddy diffusivity. Mixed layer depth is determined here (see also [4]) as the value of

z where the quantity 〈∆b〉xy/(∆b)c (for the x− y field) or 〈∆b〉x/(∆b)c (for the y − z field)

is approximately one, where (∆b)c = -0.53 m s−2 and the average 〈·〉xy is again over 1km2

horizontal subregions. Reduced vertical eddy diffusivity is thus closely associated with a

shallower mixed layer in the SE region; both effects are fundamentally due to restratification

of the mixed layer by submesoscale eddies. Both the stable and unstable fronts have shoaled

the mixed layer, the former by Ekman buoyancy fluxes and the latter by submesoscale eddy

restratification.

It is somewhat more difficult to calculate vertical eddy diffusivities for the initial source

tracers cI1-cI7 since the vertical gradients of 〈cIj〉 are close to zero over nearly the entire

mixed layer, as shown in Figs. 2.9(a) and (d). As a result, it is difficult to obtain meaningful

profiles of vertical eddy diffusivities similar to Fig. 2.12 and, consequently, only spatial maps

of vertical eddy diffusivity are calculated for the initial source tracers. The resulting Fig. 2.14

shows that vertical eddy diffusivities of the initial source tracers are vastly different from one

another, both in the horizontal x−y fields and the x-averaged y− z fields. These differences

could be due to actual differences in eddy diffusivity or due to the different velocity fields

encountered by different tracers depending on where they were released. Additionally, tracers

cI1 and cI6 exhibit large regions of negative eddy diffusivity, particularly in the SE region,

which contradicts the fundamental assumption underlying the down-gradient diffusion model

in Eq. (2.10). As with the air-sea flux tracers, Fig. 2.14 shows that a suppressed convective

mixed layer depth corresponds to a suppression of vertical eddy diffusivity, but this does not

predict the location of the negative KIj.

Further insights into the appearance of negative eddy diffusivities can be obtained by
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Figure 2.14: Same as Fig. 2.13 but for tracers (a) cI1, (b) cI6, and (c) cI7. Panel (d) shows
the Ertel potential vorticity q defined in Eq. (2.11).

considering that wind-driven frontogenesis and symmetric instabilities associated with sub-

mesoscale eddies may serve as pathways for counter-gradient diffusion through non-stochastic

large-scale transport by submesoscale processes, such as upwelling plumes. [86] proposed that

in order for a flow to be unstable to symmetric instabilities, the Ertel potential vorticity,

defined as

q = ωa · ∇b , (2.11)

must be negative, where ωa = ∇× u + f is the absolute vorticity. [53] have furthered this

connection to cases that include an applied Stokes drift, as in the present study.

Figure 2.14(d) shows x − y slices and x-averaged y − z plots of potential vorticity, q.

Initial qualitative inspection of the corresponding KIj and q fields suggests co-location of

negative vertical eddy diffusivity and negative potential vorticity. This connection is made

more quantitative in Fig. 2.15, which shows the pointwise mutual information (PMI) function

[87–90] for vertical eddy diffusivity and potential vorticity at a depth of z = −25m for tracers

cI1, cI6, and cI7. Here the PMI function, denoted I(q,KIj), is defined as

I(q,KIj) = log10

[
P (q,KIj)

P (q)P (KIj)

]
, (2.12)

where P (q) and P (KIj) are marginal probability density functions and P (q,KIj) is a joint



53

Figure 2.15: Pointwise mutual independence function I(q,KIj) from Eq. (2.12) for tracers
(a) cI1, (b) cI6, and (c) cI7 at a depth of z = −25m approximately 8 hours after the start
of the simulations. Black contour lines correspond to I(q,KIj) = 0 where KIj and q are
independent.

probability density function. Positive values of I(q,KIj) indicate a correlation between q

and KIj while negative values indicate an anti-correlation. When I(q,KIj) is zero then q

and KIj are independent.

Figure 2.15 shows that for cI1 and cI6, there are large positive values of I(q,KIj) for

negative eddy diffusivity and negative potential vorticity. This indicates that negative eddy

diffusivity is correlated with negative potential vorticity, which means in turn that if the flow

is unstable to symmetric instabilities, negative eddy diffusivities are likely to occur in the

same region. It is intriguing that tracers initialized near the surface and those initialized near

the mixed layer base both exhibit this behavior. Negative potential vorticity is sometimes

expected from wind-front interactions [91], and these regions are frontal and oriented in

roughly the down-wind direction. The potential vorticity criterion is a necessary, but not

sufficient, condition for the presence of symmetric instabilities and is unchanged even in the

presence of Stokes forces [53]. However, turbulent transport by symmetric instabilities is

significantly affected by the presence of Stokes forces, and may contain considerable cross-

isopycnal fluxes [53]. It should also be noted that negative potential vorticity and possibly
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also symmetric instabilities are not a guarantee of counter-gradient diffusion, as is evident

from the air-sea flux tracer results where no negative eddy diffusivities are observed. It is

more likely that the vertical diffusivity is a poor diagnosis of tracer transport by symmetric

instability, which is typically oriented largely along isopycnals rather than vertically [63],

but in the presence of Stokes drift has larger cross-isopycnals directionality [53].

The correlation between negative KIj and negative q is only present during the initial

phase of the tracer field evolution. Once the tracer has fully mixed throughout the mixed

layer, the correlation between negative KIj and negative q fades. Closer examination of

KIj at late times reveals that the vertical flux of the tracer 〈w′c′Ij〉 becomes decoupled from

the mean vertical gradient ∂〈cIj〉/∂z. The vertical gradient does, however, remain strongly

correlated with q at all times. During the development phase, it can thus be hypothesized

that gradients are strong and dictate the direction of tracer transport, leading to a strong

correlation between negative KIj and q. As the tracers become well mixed throughout

the mixed layer, both concentration gradients and fluxes become weaker and the coupling

between KIj and q is lost.

2.5 Pseudo-Production of Phytoplankton

The initial source tracers cI1 and cI7 have been chosen in this study as a result of their

relevance to phytoplankton production. The surface tracer cI1 has a release location similar

to that where phytoplankton grow (i.e., near the surface due to light penetration) and tracer

cI7, which is initialized at z = −60m, is similar to nutrients that are stored at depth and

that the phytoplankton require in order to grow. It is textitasized that the idealized tracers

examined in this study are not intended to be direct approximations of realistic biologically-

reactive tracers such as phytoplankton and nutrients. Rather, these tracers have been chosen

to yield fundamental insights into fluid processes relevant to realistic tracer evolution, in the

absence of potentially confounding effects due to biological reactivity.

A key characteristic of phytoplankton and nutrients is that they are both essentially
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passive in the water column and rely largely on physical ocean mixing processes to bring them

together. In the presence of both submesoscale eddies and Langmuir turbulence, however,

it is not immediately clear exactly which processes are most effective at bringing these two

tracers together. Submesoscale eddies ultimately act to restratify and decrease the depth of

the mixed layer, but in the process can induce compact and intense upwelling that has been

shown to increase nutrient vertical transport to the surface [6, 36, 45, 55–57, 63, 83, 91–95].

By contrast, Langmuir turbulence deepens the convective mixed layer, helping to bridge the

gap between tracers stored at depth and surface-confined tracers. Within the SE region

in the present study however, Langmuir suppression is the dominant effect of submesoscale

activity.

Insights into how nutrients and phytoplankton are brought together in the mixed layer

can be obtained by taking the product of the concentrations for cI1 and cI7. Regions where

this product is high would correspond to a higher rate of consumption of the tracer stored

at depth and subsequent surface tracer growth. This product is used here as a surrogate for

realistic biological production and is thus termed “pseudo-production” in the following.

Figure 2.16 shows a 3D volume of the tracer product cI1 · cI7 approximately 8 hours

after the tracers are introduced to the simulations. Upon initial examination, the overall

spatial structure of the product field resembles that of the cI7 concentration field [see Fig.

2.8(d)]. This occurs since cI1 is nearly uniformly distributed throughout the mixed layer, and

thus differences in the product are due almost completely to the distribution of the tracer

stored at depth. This indicates that turbulent mixing processes that are able to pull up

deeply-stored tracers on relatively short time scales are most likely to promote accelerated

surface tracer growth.

Notably, Fig. 2.16 shows that there is less pseudo-production within the SE region as

compared to the LO region. The ability of Langmuir turbulence to deepen the convective

mixed layer and access tracers stored at great depths promotes increased contact between

a surface-released tracer and one that is stored at depth. Within the SE region, Langmuir
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Figure 2.16: Instantaneous 3D snapshot of the pseudo-production, defined as the product
cI1 · cI7, where tracer cI1 has an initial source at the surface and cI7 has an initial source at
z = −60m. Results are shown approximately 8 hours after the start of the simulations and
the color scale is logarithmic.

turbulence is weakened and restratification effects are strengthened, causing the mixed layer

depth to become shallower and thus limit access of the faster convective layer to the tracer

stored at depth. As a result, strong vertical upwelling plumes associated with submesoscale

eddies serve as the primary mode of contact between the two tracers within this region.

While these upwelling jets can contain more intense pseudo-production, their occurrence is

intermittent and their effects are sparse in comparison to the well-mixed LO region, leading

to an overall smaller average pseudo-production within the SE region. This is shown quan-

titatively in the vertical profiles of pseudo-production in Fig. 2.17, where the production

within the mixed layer is larger in the LO region as compared to the SE region.

Figures 2.16 and 2.17 provide preliminary insights into processes that have the greatest

potential to promote phytoplankton growth. While Langmuir turbulence in the LO region

may provide greater contact between tracers at the surface and at depth, it simultaneously

increases the mixed layer depth and thus the maximum depth to which surface tracers can be

transported. In the context of real-world phytoplankton production, this could result in the

reduction of phytoplankton residence time above the “Sverdrup depth,” the critical depth at

which photosynthesis is no longer nutrient-limited, but rather light limited [96]. In contrast,
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Figure 2.17: Vertical profiles of the x−y averaged pseudo-production, defined as the product
cI1 · cI7, where tracer cI1 has an initial source at the surface and cI7 has an initial source at
z = −60m. Profiles are shown approximately 8 hours after the start of the simulations for
the SE region (solid line) and the LO region (dashed line).

the SE region experiences a shoaling of the mixed layer, confining surface tracers to shallower

depths. Again in the context of real-world phytoplankton production, submesoscale eddies

may thus increase the likelihood of phytoplankton remaining above the Sverdrup depth, but

may also limit contact between phytoplankton and nutrients due to reduced vertical mixing

(with the exception of transport by intermittent and sparse submesoscale plumes).

It should be noted that the present study of idealized tracers provides only preliminary

insights into phytoplankton production. In order to further understand real-world scenarios,

a more complete study that accounts for light availability and many other highly-variable

factors are necessary to understand the limits on growth in realistic scenarios [97].

2.6 Conclusions

In this chapter, a fundamental approach has been taken in order to examine the coupled

effects of two different oceanic turbulent mixing processes, namely submesoscale eddies and

small-scale Langmuir turbulence, on the spatial and temporal evolution of passive tracer
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distributions. Results indicate that the rate of air-sea tracer flux into the domain, the initial

location of a tracer source, and the flow regime all have profound effects on tracer evolution.

Examination of two different flow regions, the combined submesoscale eddy and Lang-

muir turbulence (SE) region and the Langmuir dominated (LO) region, reveal a substantial

dependence of tracer properties on the relative strengths of restratifcation by submesoscale

eddies and vertical mixing by Langmuir turbulence. The fast mixing enabled by small-scale

Langmuir turbulence deepens the reach of the convective mixed layer, bringing more surface

tracer concentration down and at-depth tracer concentration up, while the larger-scale, re-

stratifying effects of submesoscale eddies suppress vertical mixing, except for a few strong,

intermittent, and localized upwelling plumes. This dependency on flow regime is further

shown to have an effect on the horizontally-averaged tracer vertical eddy diffusivity.

Vertical mixing of air-sea tracers depends on the ratio of characteristic timescales as-

sociated with the tracer flux rate into the domain and near-surface mixing processes, with

three different regimes evident, depending on the value of this ratio. Analysis of different

air-sea tracer flux rates reveals that vertical mixing is largely independent of tracer flux rate

until this ratio becomes O(1). At this point, the tracer saturates near-surface layers and

inhibits air-sea flux of the tracer into the domain. However, entrainment of deeper water

can continue to maintain surface fluxes. Outside of this characteristic timescale matching,

near-surface mixing processes are sufficiently fast to flush out the surface layer, permitting

an uninhibited flux of the tracer into the domain. Air-sea fluxes with lower flux rates reveal

significant effects of submesoscale features.

Tracers with different initial release depths exhibit vastly different distributions de-

pending on their proximity to the mixed layer depth. It has been found that the evolution of

tracers released at depths well within the fast convective mixed layer is largely independent

of the tracer initial release location. By contrast, tracers released at depths near or below the

convective mixed layer boundary exhibit vastly different spatial and temporal distributions

that are heavily dependent on the initial release location as well as the shape of the bottom
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of the convective mixed layer.

A multiscale analysis of tracer vertical transport reveals substantial differences between

vertical fluxes of different tracers, particularly in the SE region. In the LO region, essentially

all of the vertical transport is performed by small-scale motions for all tracers, but in the SE

region, both large- and small-scale motions can play significant roles in tracer transport. This

is particularly true for the initial source tracers, while the air-sea flux tracers are dominantly

transported away from the surface by small-scale motions in both the SE and LO regions.

Perhaps most importantly, comparisons with multiscale fluxes of buoyancy indicate that

vertical fluxes of passive tracers are typically much different than vertical fluxes of buoyancy,

an active tracer.

For tracers released at different initial depths, instances of negative vertical eddy dif-

fusivity are observed, potentially corresponding to counter-gradient diffusion or transport

by more complex structures than simply small-scale turbulent vertical mixing. Moreover,

negative values of the eddy diffusivity are found to be preferentially co-located with negative

potential vorticity. A mechanism resembling Stokes-influenced symmetric instability, which

is indicated by the presence of negative potential vorticity [53, 86], may be the cause of the

apparently negative eddy diffusivities, or it may be an advective aspect of frontogenesis not

yet adequately understood in this context. For the initial development phase of the tracer,

the correlation between negative eddy diffusivities and negative potential vorticity is strong.

However, once the tracer is sufficiently mixed throughout the mixed layer, this correlation

fades. During the initial development, eddy diffusivities and vertical fluxes are dictated by

mean vertical gradients, with which the potential vorticity remains strongly coupled. As

these gradients weaken and spread, however, eddy diffusivities and vertical fluxes are no

longer strongly dictated by the gradient, leading to a decoupling with potential vorticity.

These results are suggestive of counter-gradient diffusion occurring at certain times and lo-

cations in the present spin-down simulations, and the connection with negative potential

vorticity deserves further study in the future.
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Both tracer dependency on release depth and flow regime have been shown to have

important consequences on productive contact between tracers that reside at the surface,

such as phytoplankton, and those that are stored at depth, such as nutrients. The present

results show that the tracer at depth is the limiting factor in a simple product and that the

increased vertical transport occurring in the LO region promotes an overall greater average

tracer product. However, determining whether this region would be more advantageous for a

phytoplankton bloom relies on factoring in the averaged seasonal mixed layer depth, average

seasonal light penetration depth, as well as the reactive time scale of the phytoplankton.

Ultimately, the present study has substantial consequences for reduced-order modeling

of tracer dynamics and indicates that any physically-accurate passive tracer mixing param-

eterization should take into account dependancies related to the vertical structure of the

mixed layer, the dominant flow regime (e.g., combined submesoscale-Langmuir dynamics

or Langmuir-dominated dynamics), as well as the interaction between small-scale turbulent

mixing and submesoscale eddies. Although many of these insights are likely to be inde-

pendent of the spin-down configuration used here to generate submesoscale eddies, it is

cautioned that the simulation performed in the present study represents only one particular

physical configuration of the ocean (i.e., the stratification, wind strength, wave properties,

etc.) and were of a limited time period. Therefore, the findings outlined here are not nec-

essarily universal or representative of all circumstances. Future work for different physical

configurations, longer temporal durations, and more realistic ocean conditions is required in

order to determine the universality of the results presented herein.



Chapter 3

Small-Scale Turbulence with Reactive Tracers: Effects of Langmuir Turbulence

on Upper Ocean Carbonate Chemistry

The previous chapter examined the effects of multiscale upper ocean turbulence on

idealized, non-reactive tracers. Although this study revealed many fundamental interactions,

inherent time scale interactions between biological and chemical tracers and submesoscale

and small-scale processes were left unexamined. The final chapters of this dissertation explore

these interactions. In this chapter, results from LES of carbonate chemical species in the

presence of realistic mixed layer ocean turbulence are presented. The simulations explore

the effects of wave-driven Langmuir turbulence by solving the wave-averaged Boussinesq

equations with an imposed Stokes drift velocity. By varying the strength of the Langmuir

turbulence, a relationship between the degree of enhancement (or reduction) of carbon that

is fluxed across the air-sea interface and the strength of the Langmuir turbulence can be

determined.

3.1 Introduction

This study explores the effects of upper ocean turbulent mixing processes on air-sea

transfer and hydration of CO2. We hypothesize that characteristics of upper ocean turbulent

processes will affect the amount of CO2 brought across the air-sea interface, and also influence

the depth at which hydration occurs. Prior research on reacting flows has shown that the

most significant couplings between reactive tracer evolution and flow physics occur when
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flow mixing processes have timescales that rival reaction time scales. Langmuir turbulence, a

surface-confined, three-dimensional, small-scale ocean process, has length and time scales on

the order of O(1-100 m) and O(1-10 min), respectively. Once CO2 transfers across the air-sea

interface it reacts with seawater, or hydrates, to produce bicarbonate (HCO−3 ) and carbonate

(CO2−
3 ) in a series of reactions whose overall equilibrium time scale is approximately 10-25

s. Due to the similarity in their time scales, neither process can be assumed to be in steady-

state and it is therefore necessary to solve the coupled time dependent equations for both

the fluid dynamics and chemistry. Larger turbulent processes, such as those associated with

submesoscale eddies or mesoscale features, are not examined here as they have much longer

time scales O(≥ 1day) and, as such, are not likely to have strong interactions with carbonate

chemical reaction rates. In effect, larger-scale processes are assumed to only set background

conditions for small scale processes. Additionally, most biological reactions have time scales

much longer than the characteristic time scale of Langmuir circulations and so significant

direct tracer-flow couplings are not likely to occur, although indirect effects such as mixed

layer deepening may be important.

Previous research has been performed concerning the effects of Langmuir turbulence on

biological and chemical tracers. For example, studies have shown that Langmuir turbulence

can give rise to tracer patchiness through the aggregation debris, plankton, nutrients, or oil

within the convergence zones of its counter rotating cells [25, 98–105], as well as increase

the vertical extent of tracers in the upper ocean due to its enhanced mixing effects [44, 106–

116]. The effects of Langmuir circulation on sea-surface chemistry have also been examined

[117–121], largely concerning the increase in aggregation of nutrients due to windrows and

the precipitation of organic particles due to bubble injection from surface wave breaking. In

many of these cases, however, tracer reactions were assumed to be sufficiently fast or slow

in comparison to the dominant turbulent process and, as a result, significant tracer-flow

couplings were not examined.

Although a few studies have looked at time-dependent carbonate chemistry within
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the ocean, primarily chemical enhancement of air-sea flux and uptake of carbon by an in-

dividual phytoplankton cell, they have largely assumed that the flow is laminar/quiescent

or well mixed by the background small-scale turbulence [122–131]. Many studies have also

looked at the enhancement of CO2 exchange rates across the air-sea interface as a function

of wind-driven or grid-generated turbulence, wave breaking, and bubble injection. However,

no studies have specifically included a time dependent CO2 hydration mechanism [126, 132–

140]. As a result, currently no study has focused on the potential affects of strong tracer-flow

coupling between Langmuir circulations and upper ocean carbonate chemistry by simulta-

neously considering the time-dependent nature of both processes.

The overall goal of this study is to more accurately answer the question: does small-

scale turbulence, and Langmuir turbulence in particular, affect the amount of carbon con-

tained in the ocean? More importantly, what physics need to be taken into account when

developing reduced-order parameterizations for the flux of CO2 across the air-sea interface

in ESMs? In this study, large eddy simulations (LES) are used to examine the effects

of Langmuir turbulence on the evolution of reactive tracers, similar to those in carbonate

chemistry, within the upper ocean from scales of 320 m down to 1 m. Comparisons are

made between simulations with time dependent chemistry, equilibrium chemistry, and no

chemistry for varying strengths of Langmuir turbulence. Simulations are also performed in

the absence of Langmuir turbulence, where small-scale turbulence production is shear-driven

only. By varying the strength of the Langmuir turbulence, a relationship between the degree

of enhancement (or reduction) of carbon that is fluxed across the air-sea interface and the

strength of the Langmuir turbulence can be determined.

In the following, the numerical simulations are outlined in Section 3.2, the carbonate

chemistry model is described in Section 3.3, results and discussion are provided in Section

3.4, and finally conclusions are outlined in Section 3.5.
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3.2 Numerical Simulations

The numerical model used for this study is the same NCAR LES model as used the

previous chapter, with the same governing equations, Stokes drift forcing, and sub-grid

scale model. All simulations are initialized with a mixed layer depth of HML,0 = −30 m,

with uniform stratification beneath this depth. Previous studies have shown that Langmuir

turbulence exhibits a deepening effect on the mixed layer [4, 141], which is also observed

in these simulations. The physical domain size of the simulations is 320m×320m×-96 m,

with a computational grid of size 1283, giving a horizontal resolution of 2.5 m and a vertical

resolution of 0.75 m (a summary of these and other simulation parameters is provided in Table

3.1). Initially, the velocity field u is set to zero everywhere, periodic boundary conditions

are used in horizontal (x− y) directions, and a zero vertical velocity condition is applied at

the bottom boundary. Boundary conditions for the top boundary for each simulation vary

depending on the case. At the start of the simulations, a surface wind stress corresponding

to a wind speed of approximately 5.75 m/s aligned with the x-axis is applied to the top

boundary. For those simulations with Langmuir turbulence present, the strength of the

Langmuir mixing is modified through the Stokes drift velocity, leaving the wind stress the

same for all simulations.

Table 3.1: Summary of physical and computational parameters used in the numerical simu-
lations.

Physical size, Lx × Ly × Lz 320m×320m×-96m
Grid size, Nx ×Ny ×Nz 128×128×128
Grid Resolution, 4x ×4y ×4z 2.5m×2.5m×0.75m
Reference density, ρ0 1000 kg/m3

Coriolis parameter, f 0.729×10−4s−1ẑ
Initial mixed layer depth, HML,0 -30m
Wind speed at 10m, U10 5.75 m/s
Stokes drift direction, ϑs 0◦

Wind friction velocity, uτ 5.3× 10−3 m/s
Wind shear, τ 0.025 N/m2

Wind direction, ϑw 0◦
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Figure 3.1: Stokes drift velocity us(z) used in Eq. 2.5 as a function of depth z for each of
the Langmuir cases (La = 0.4: red, La = 0.3: blue, La = 0.2: green). The main plot shows
us(z) on linear axes and the inset shows us(z) on semilog axes.
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Table 3.2: Summary of Langmuir parameters used in each of the simulations. La2t =
u∗/us(0), where u∗ is the surface friction velocity and us(0) is the Stokes drift velocity
at the surface.

Label La us(0) (m s−1)

NS ∞ 0.000
La04 0.40 0.032
La03 0.30 0.080
La02 0.20 0.132

Four physical scenarios are examined: a single case with no Langmuir turbulence (only

wind-driven shear turbulence) and three cases with increasing strengths of Langmuir turbu-

lence. The strength of the Langmuir turbulence can be identified by its turbulent Langmuir

number, which is defined as the ratio of mixing due to Langmuir turbulence over the mixing

due to shear turbulence, La2t = u∗/us(0), where u∗ is the surface friction velocity and us(0)

is the Stokes drift velocity at the surface. The turbulent Langmuir numbers for each of

the four cases are listed in Table 3.2, where La = ∞ corresponds to the shear-only, non-

Langmuir, case and La = 0.20 corresponds to the strongest Langmuir case. Figure 3.1 shows

the vertical profiles of the Stokes drift for each of the three Langmuir cases.

3.3 Carbonate Chemistry Model

The carbonate chemistry model used for this study follows that of the [2] parameteriza-

tion for carbonate chemical reactions in sea water, which has seven chemical species ([CO2],

[HCO−3 ], [CO2−
3 ], [B(OH)3], [B(OH)−4 ], [H+], and [OH−]), plus water (which is assumed to
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have a constant concentration). The system of equations that describe the model are

CO2 + H2O
k+1−−⇀↽−−
k−1

HCO−3 + H+ (3.1)

CO2 + OH−
k+4−−⇀↽−−
k−4

HCO−3 (3.2)

CO2−
3 + H+

kH
+

+5−−⇀↽−−
kH

+

−5

HCO−3 (3.3)

HCO−3 + OH−
kOH−
+5−−−⇀↽−−−

kOH−
−5

CO2−
3 + H2O (3.4)

H2O
k+6−−⇀↽−−
k−6

H+ + OH− (3.5)

B(OH)3 + OH−
k+7−−⇀↽−−
k−7

B(OH)−4 (3.6)

CO2−
3 + B(OH)3 + H2O

k+8−−⇀↽−−
k−8

B(OH)−4 + HCO−3 . (3.7)

Table 3.3 provides temperature and salinity dependent equations for each of the coefficients

as well as values for the coefficients at T = 25◦C and S = 35. It should be noted that

this system of rate equations is closed, but is quite stiff and would require a prohibitively

small time step to accurately and stably integrate within NCAR LES. To overcome this,

two measures were taken. First, the time integration of the advection and chemistry was

split [142] such that the advection remained within the native third-order Runge-Kutta

(RK) scheme within the NCAR LES model and the chemistry was instead integrated in

two half time steps, before and after the advection step, using an explicit second-order

Runge-Kutta-Chebyshev (RKC) scheme. The RKC scheme has been shown to be capable

of handling moderately stiff chemistry without the need for such a prohibitively small time

step [143–145], making it well suited for this application. The second measure was to apply

computational singular perturbation (CSP) analysis to the system of carbonate chemical

equations, which analyzes the Jacobian matrix to identify any quasi-steady state species or

partial equilibrium reactions [146–148]. From this analysis, it was determined that a quasi-

steady state assumption for the rate equation of [H+] was appropriate due to its relatively

small concentration with respect to all other chemical species in the system. This leads to
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Table 3.3: Summary of temperature and salinity dependent rate constant equations and
values at a temperature of 25◦C and salinity of 35 ppt for the carbonate chemistry model.
A4 = 4.70 × 107 kg mol−1 s−1, E4 = 23.2 kJ mol−1, A7 = 4.58 × 1010 kg mol−1 s−1, E7 =
20.8 kJ mol−1, A8 = 3.05 × 1010 kg mol−1 s−1, and E8 = 20.8 kJ mol−1. The temperature
and salinity dependent equilibrium constant equations for K∗1 , K∗2 , K∗W , and K∗B are given
in [3].

Symbol Equation Value Units

k+1 exp(1246.98− 6.19× 104/T − 183.0 ln(T )) 0.037 s−1

k−1 k+1(T )/K∗1(T, S) 2.66 ×104 kg mol−1 s−1

k+4 A4 exp(−E4/RT ) 4.05 ×103 kg mol−1 s−1

k−4 k+4(T )×K∗W (T, S)/K∗1(T, S) 1.76 ×10−4 s−1

kH
+

+5 constant 5.0 ×1010 kg mol−1 s−1

kH
+

−5 kH
+

+5 ×K∗2(T, S) 59.4 s−1

kOH−

+5 constant 6.0 ×109 kg mol−1 s−1

kOH−

−5 kOH−

+5 ×K∗W (T, S)/K∗2(T, S) 3.06 ×105 s−1

k+6 constant 1.40 ×10−3 kg mol−1 s−1

k−6 k+6/K
∗
W (T, S) 2.31 ×1010 kg mol−1 s−1

k+7 A7 exp(−E7/RT ) 1.04 ×107 kg mol−1 s−1

k−7 k+7 ×K∗W (T, S)/K∗B(T, S) 249 s−1

k+8 A8 exp(−E8/RT ) 6.92 ×106 kg mol−1 s−1

k−8 k+8 ×K∗2(T, S)/K∗B(T, S) 3.26 ×106 kg mol−1 s−1

the following equation for the concentration of [H+]

[H+]qss =
k+1CO2 + kH

+

−5 HCO−3 + k+6

k−1HCO−3 + kH
+

+5 CO2−
3 + k−6H

+
. (3.8)

In order to determine the error incurred by invoking this assumption, a zero-dimensional

test was performed where the system of ODE equations were perturbed by a 10% increase

in CO2 and a 10% decrease in the carbonate concentrations, maintaining zero net change in

dissolved organic carbon (DIC), after which all species were allowed to relax back to their

respective equilibrium values. Comparing the temporal evolution of the full and reduced

sets of equations, less than a 10−5% difference in the concentrations of all species, except for

[H+], was observed over the entire equilibration time (∼ 60sec). Therefore, the reduced set

of equations were determined to be sufficiently accurate for this study.
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After applying these two measures, integration of the system of carbonate chemical

equations within NCAR LES was reduced to a reasonable computational cost. The resulting

reduced set of rate equations are given as

d[CO2]

dt
= (−k+1 − k+4[OH−])[CO2] + (k−4 + k−1[H

+])[HCO−3 ] , (3.9)

d[HCO−3 ]

dt
= (k+1 + k+4[OH−])[CO2] + (kOH−

−5 + k+8[B(OH)3] + kH
+

+5 [H+])[CO2−
3 ]

+(−k−4 − kH
+

−5 − k−8[B(OH)−4 ]− k−1[H+]− kOH−

+5 [OH−])[HCO−3 ] , (3.10)

d[CO2−
3 ]

dt
= (kH

+

−5 + k−8[B(OH)−4 ] + kOH−

+5 [OH−])[HCO−3 ]

+(−kOH−

−5 − k+8[B(OH)3]− k
H+

+5 [H+])[CO2−
3 ] , (3.11)

d[B(OH)3]

dt
= (k−8[B(OH)−4 ])[HCO−3 ] + (−k+8[B(OH)3])[CO2−

3 ]

+(−k+7[B(OH)3][OH−] + k−7[B(OH)−4 ]) , (3.12)

d[B(OH)−4 ]

dt
= (−k−8B(OH)−4 )[HCO−3 ] + (k+8[B(OH)3])[CO2−

3 ]

+(k+7[B(OH)3][OH−]− k−7[B(OH)−4 ]) , (3.13)

d[OH−]

dt
= (−k+4[OH−])[CO2] + (k−4 − kOH−

+5 [OH−])[HCO−3 ] + (kOH−

−5 )[CO2−
3 ]

+(k+6 − k−6[H+][OH−]− k+7[B(OH)3][OH−] + k−7[B(OH)−4 ]) , (3.14)

[H+]qss =
k+1[CO2] + kH

+

−5 [HCO−3 ] + k+6

k−1[HCO−3 ] + kH
+

+5 [CO2−
3 ] + k−6[OH−]

. (3.15)

For all cases, all seven chemical species were initialized in the same manner with uniform

concentrations throughout the domain, using values given in Table 3.4. Each tracer is subject

to periodic boundaries in the horizontal direction and no vertical fluxes at both the bottom

and top boundaries. After the turbulence has “spun-up” (approximately 7 virtual days)
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and the chemical species have relaxed to their equilibrium values based upon temperature

(salinity is constant throughout the domain), which takes an additional 60 virtual seconds,

additional CO2 is introduced into the domain through the top boundary. The CO2 tracer

is allowed to flux across the top boundary according to Henry’s law for gas flux across the

air-sea interface [79, 80]

FCO2 = kCO2([CO2]air − [CO2]z=0) , (3.16)

where FCO2 is the downward flux rate across the boundary, kCO2 is the tracer flux rate, or

piston velocity, [CO2]air is the concentration in air, or the partial pressure of the species to

be dissolved just above the boundary scaled by the Henry’s law constant, and [CO2]z=0 is

the species concentration just below the boundary. The value of [CO2]air is fixed at a 10%

increase above the initial mixed layer average CO2 value. The piston velocity, kCO2 , is given

as a function of wind speed and Schmidt number, which is a function of temperature and

salinity, according to [79]. Simulations were run for an additional 6 virtual hours after the

CO2 tracer is allowed to enter the domain. The simulations were stopped at this point, as

6 hours is the upper limit for which constant forcing could be applied, such as wind speed,

Langmuir strengths, radiative heating, etc and remain valid. Simulations run longer than

this should take into account variable forcing, such as the diurnal cycle of radiative heating.

All results and analysis shown are for this time, unless otherwise stated.

Table 3.4: Summary of tracers. Values given correspond to approximate surface values at a
temperature of 25◦C, salinity of 35 ppt, alkalinity of 2427.89 µmol kg−1, and DIC of 1992.28
µmol kg−1.

Tracer Initial Value

CO2 7.56903 µmol kg−1

HCO−3 1670.06 µmol kg−1

CO2−
3 314.655 µmol kg−1

H+ 6.30928 ×10−3µmol kg−1

OH− 9.60492 µmol kg−1

B(OH)3 296.936 µmol kg−1

B(OH)−4 118.909 µmol kg−1
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Two additional sets of simulations were run: one in which each of the chemical species

concentrations was calculated using a system of carbonate chemical equilibrium equations

[2] and one in which there were no reactions. The physical scenarios of each these two sets

of simulations were identical to the four above, save for the difference in how the chemical

reactions were calculated. The first additional set of simulations with equilibrium chemistry

mimics how carbonate chemistry is most commonly calculated within ESMs, where reactions

are assumed to be instantaneous with respect to the dominant physical processes, and thus

represent a system where reaction times are essentially zero. The second additional set of

simulations, where no reactions exist, represents a system where reaction times are essentially

infinite. The addition of these two sets of simulations thus give upper and lower bounds for

ocean carbonate chemistry reaction times. The three different sets of simulations, with

differing chemistry calculations, are referred to in the following as the Time-Dependent

Chemistry (TC), the Equilibrium Chemistry (EC), and the No Chemistry (NC) simulations,

respectively.

3.4 Results

Several metrics are used in the present analysis to examine the effects of Langmuir

turbulence on upper ocean carbonate chemistry: (i) horizontal (x− y) and vertical (y − z)

fields at the surface and middle of the domain, respectively, (ii) profiles of x − y averaged

concentration, vertical turbulent flux, and variance of DIC and CO2 as a function of depth

(z), (iii) change in volume integrated DIC as a function of time, (iv) plots of the percent

enhancement of new carbon brought into the domain as a function of time, and (v) plots

of x− y averaged air-sea flux rate of CO2 as a function of time. The following sections will

discuss each of these. In order to understand how the strength of Langmuir turbulence affects

the flux of CO2 into the surface layer of the domain, a comparison between just the four

different time-dependent chemistry cases is made first. While the overall magnitudes differ

for the three chemistry cases, the over all trends are quite similar. Next, a comparison is made
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between the results for the shear-only and La = 0.3 cases of the three different chemistry

models. Lastly, the effects of coupling the varying strengths of Langmuir turbulence and the

different chemistry models will be discussed.

Before the carbonate tracers are considered, it is worthwhile to first examine the vertical

velocity and temperature fields for each turbulence case in order to understand the physical

context in which the reactive tracers evolve. Figure 3.2 shows fields of vertical velocity (w)

in a horizontal x− y plane at the surface and in a y − z plane in the middle of the domain

for all four turbulence cases (La =∞, 0.4, 0.3, 0.2). Most notably, the vertical velocity, both

up- and down-welling, increases as a function of Langmuir turbulence strength, with the

weakest vertical velocity within the shear-only, non-Langmuir, case and the strongest in the

La = 0.2 case. This can be seen most clearly in the y − z planes within the bottom panels,

where both the magnitude and vertical reach of the Langmuir cases is much greater than the

non-Langmuir case. Additionally, as the Langmuir strength is increased, the coherency of x

directional convergent and divergent zones increases, which corresponds to the direction of

aligned wind and waves, and gives rise to the recognized windrows of Langmuir turbulence.

Figure 3.3 shows the x − y averaged temperature within the domain as a function of

depth for each of the turbulence cases. While all simulations began with the same tem-

perature profile (dashed gray line) and deviate from that initial profile, the Langmuir cases

have deviated the most. The increased mixing associated with Langmuir turbulence has

deepened the mixed layer depth by approximately 1-3 meters, depending on the case, over

the course of the 7 day “spin-up” period. This deepening has not only increased the total

volume of the mixed layer, and thereby increasing the short-term new carbon reservoir size,

but also decreased the average temperature of the mixed layer by entraining cooler waters

from below. While this decrease in temperature may not seem substantial in the larger

context, air-sea flux of gases and carbonate chemistry can both be sensitive to temperature.

As temperatures cool, CO2 becomes more soluble in water, allowing for more CO2 to enter

the domain, however, reaction times also decrease, leaving carbon as CO2 longer before it is
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Figure 3.2: Fields of vertical velocity in a horizontal x− y plane at the surface (top panels)
and in a vertical y−z plane in the middle of the domain (bottom panels) for the four different
strengths of Langmuir turbulence (left to right: (a) La = ∞, (b) La = 0.4, (c) La = 0.3,
and (d) La = 0.2).

Figure 3.3: x−y averaged temperature within the domain as a function of depth for the four
different turbulence cases (La =∞: black, La = 0.4: red, La = 0.3: blue, La = 0.2: green).
The dashed gray line shows the initial temperature profile with uniform temperature above
z = −30m and constant stratification below.



74

converted into bicarbonate and carbonate. This effect of temperature, i.e. the competition

between increased solubility and decreased reaction times, is not directly considered within

this study, however, future studies examining these effects within the context of Langmuir

turbulence and carbonate chemistry are certainly warranted.

3.4.1 Effects of Langmuir Turbulence

Since there are multiple processes taking place in each of these simulations, it is helpful

to first examine a conserved quantity such as DIC, which is the sum of all carbon containing

species ([CO2], [HCO−3 ], and [CO2−
3 ]). Figure 3.4 shows fields of DIC in a horizontal x − y

plane at the surface and in a y− z plane in the middle of the domain for all four turbulence

cases (La = ∞, 0.4, 0.3, 0.2) for the TC chemistry. The vertical distribution and concen-

tration of DIC within the surface of the domain is quite different between the four cases.

As the strength of the Langmuir turbulence is increased, additional carbon that has been

introduced into the domain through the top surface is progressively brought further down

into the mixed layer. This can be seen more clearly in Figure 3.5(a), where the strongest

Langmuir cases (La = 0.2 and 0.3) have concentrations extending much further down in

comparison to the non-Langmuir case. This is partially due to the fast mixing and increased

vertical flux associated with Langmuir turbulence, but also the mixed layer deepening effect

of Langmuir turbulence.

Figures 3.5(a) and (c) show the x − y averaged concentration and variance for each

turbulence case. In the non-Langmuir case, there is a much greater concentration and

variance of DIC near the surface and very little near the base of the mixed layer. Conversely,

the three Langmuir cases have progressively more uniform concentrations and lower variance

throughout the depth of the mixed layer, with the most uniform case having the strongest

Langmuir turbulence and the least uniform having the weakest Langmuir turbulence. Again,

the more uniform vertical distribution and decreased variance of the three Langmuir cases,

in comparison to the non-Langmuir case, can largely be attributed to the faster vertical
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Figure 3.4: Fields of DIC in a horizontal x − y plane at the surface (top panels) and in
a vertical y − z plane in the middle of the domain (bottom panels) for the four different
turbulence cases (left to right: (a) La = ∞, (b) La = 0.4, (c) La = 0.3, and (d) La = 0.2)
for the time-dependent chemistry case.

Figure 3.5: x− y averaged (a) concentration, (b) vertical turbulent flux, and (c) variance of
DIC within the domain as a function of depth for the four different turbulence cases (left to
right: (a) La = ∞, (b) La = 0.4, (c) La = 0.3, and (d) La = 0.2) for the time-dependent
chemistry case.
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mixing associated with Langmuir turbulence. Figure 3.5(b) shows that the Langmuir cases

all exhibit increased downward vertical flux near the surface in comparison to the non-

Langmuir case. While their magnitudes are quite similar near the surface, the stronger

Langmuir cases have sustained increased flux deeper into the domain.

From Figures 3.4 and 3.5, it is difficult to discern whether the presence of Langmuir

turbulence decreases, increases, or has no affect on the amount of additional carbon brought

into the domain in comparison to non-Langmuir turbulence. To clarify this, Figure 3.6

shows the total volume integrated change in DIC within the domain for each turbulence

case. At first glance, it does not appear that the four cases are different from each other,

however, the inset within Figure 3.6 shows the last 10 seconds of the simulations. Here it

can clearly be seen that the Langmuir cases have brought in additional DIC in comparison

to the non-Langmuir case.

While the Langmuir cases do appear to bring in more carbon into the domain, it is

useful to further quantify this increase with respect to the non-Langmuir case. Figure 3.7

shows the percent enhancement in the volume integrated new DIC within the domain as a

function of time for each of the four Langmuir cases, calculated according to the following

equation

(% Enhancement)i(t) = 100× ∆DICi(t)−∆DICNS(t)

∆DICNS(t)
, (3.17)

where percent enhancement is in comparison to the non-Langmuir (NS) case and new (∆)

DIC is any additional carbon brought into the domain after the start of simulations. While

the simulations have yet to reach steady-state with respect to percent enhancement, there

is a clear trend of increased new carbon within the Langmuir cases in comparison to the

non-Langmuir case. For these simulations, this configuration, and after 6 hours of constant

forcing, the addition of Langmuir turbulence brings between 0.09-0.14% more carbon into the

domain in comparison to the case with just wind-driven, shear turbulence. For reference,

if these results were to be extrapolated out to the entire surface ocean, this would add
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Figure 3.6: Change in volume integrated DIC within the domian as a function of time for
each of the four different turbulence cases (La = ∞: black, La = 0.4: red, La = 0.3: blue,
La = 0.2: green) for the time-dependent chemistry case. Inset shows change in DIC within
the total domain for just the last 10 seconds of simulations.

Figure 3.7: Percent enhancement of new DIC brought into the domain in comparison to
the non-Langmuir case as a function of time for each of the four different turbulence cases
(La = ∞: black, La = 0.4: red, La = 0.3: blue, La = 0.2: green) for the time-dependent
chemistry case.
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up to approximately ∼0.2-0.3 gigatons of extra carbon per year brought into the ocean

due to the presence of Langmuir turbulence. Of course this is assuming that these exact

conditions remain constant throughout that year across the entire ocean surface and that

the air concentration of CO2 is always a 10% increase above the ocean concentration, but

it serves to demonstrate that Langmuir turbulence can have an appreciable affect on the

uptake of carbon by the ocean.

This difference in new DIC brought into the domain is due to differences in the air-

sea flux rate of CO2 at the surface. Figure 3.8 shows the percent change in flux rate as a

function of time for each of the four cases. All cases have a sharp initial decline in their

air-sea flux rate, however, the non-Langmuir case continues to drop off at a faster rate in

comparison to the three Langmuir cases. While the vertical distribution of DIC is helpful

in quantifying the total additional carbon that has entered the domain, it is primarily the

vertical distribution of CO2 that causes this drop off in air-sea flux rate of CO2, as seen in

Figure 3.9(a), since the air-sea flux rate is only dependent on CO2 concentration. If there is

a build up CO2 at the surface, the air-sea gradient in CO2 concentration decreases, thereby

decreasing the air-sea flux rate. If instead the concentration of CO2 at the surface is kept

lower for longer, the air-sea gradient in CO2 can remain higher and the air-sea flux rate is

not cut off as dramatically. Additionally, the decreased variance in CO2 concentration at the

surface for the Langmuir cases (Figure 3.9(c)), results in a decreased variance in CO2 flux

rate in Figure 3.10 in comparison to the non-Langmuir case.

There are two primary processes that affect the vertical distribution of CO2 and the

concentration and variance immediately at the surface: (i) the vertical turbulent flux of CO2

and (ii) chemical reactions due to carbonate chemistry that convert CO2 into bicarbonate

and carbonate. First focusing on the vertical turbulent flux, which is directly affected by the

presence of Langmuir turbulence, Figure 3.9(b) shows the x− y averaged vertical turbulent

flux of CO2 as a function of depth for each of the four cases. There is a marked decrease in

vertical turbulent flux for the non-Langmuir case, which allows for a build up CO2 within
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Figure 3.8: Percent change in the air-sea flux rate of carbon into the domain as a function of
time for the four different turbulence cases (La =∞: black, La = 0.4: red, La = 0.3: blue,
La = 0.2: green) for the time-dependent chemistry case.

Figure 3.9: x − y averaged (a) concentration, (b) vertical turbulent flux, and (c) variance
of CO2 within the domain as a function of depth for the four different turbulence cases
(La = ∞: black, La = 0.4: red, La = 0.3: blue, La = 0.2: green) for the time-dependent
chemistry case.
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Figure 3.10: Relative change in the variance of the air-sea flux rate of carbon into the domain
as a function of time for the three different Langmuir cases (La = 0.4: red, La = 0.3: blue,
La = 0.2: green) with respect to the non-Langmuir case for the time-dependent chemsitry
case.
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the surface layer, decreasing the air-sea gradient in CO2, and slowing down the rate at which

CO2 can enter the domain. Conversely, the increased mixing associated with Langmuir

turbulence flushes out the surface layer, maintaining a greater air-sea gradient in CO2, and

allowing for a greater air-sea rate. Langmuir turbulence additionally serves to homogenize

the surface CO2 concentration, which reduces the variability in flux rate. However, in these

time-dependent chemistry cases (and also the equilibrium chemistry cases as will be shown in

the proceeding section), the vertical turbulent flux is only part of the story. In the reactive

cases, CO2 is also being taken away from the surface via carbonate chemistry. In order

to isolate these two effects, the next section explores the effect that chemistry has on the

enhancement of DIC within the domain and the vertical distribution of CO2.

3.4.2 Effects of the Chemistry Model

In order to isolate the effect of chemistry on the air-sea flux rate of CO2 and the

resultant enhancement of DIC within the domain, this section compares the shear-only, non-

Langmuir, cases for each of the three chemistry models (time-dependent, equilibrium, and

no chemistry). For reference, the La = 0.3 case is also examined within this section. Figure

3.11 shows the same volume integrated change in DIC within the domain as Figure 3.6, but

now for each of the chemistry models (TC, EC, and NC), and the inset in panel shows the

TC and EC cases for the last 10 seconds of the simulations. Both the TC and EC cases bring

in more carbon into the domain in comparison to the NC case. This is to be expected since

carbonate chemistry, in either time-dependent or equilibrium form, provides an additional

sink of CO2 from the surface layer. When comparing the TC and EC cases, it is helpful

to remember that reactions in the EC case are instantaneous and thus carbon is instantly

converted into its respective portions of CO2, bicarbonate, and carbonate once it enters the

domain, while the TC case has a finite time associated with this conversion. Considering

this, it is not surprising that the EC case brings more carbon into the domain over the

course of the simulations. With the TC case, CO2 persists for a finite amount of time before
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reacting and/or being taken away by advection, leaving an increased concentration of CO2

near the surface, slowing down flux rates. With the EC case, this additional CO2 is instantly

converted and surface concentrations increase only slightly due to a total increase in DIC, so

flux rates can remain higher. Notably, the same trend between the non-Langmuir case and

La = 0.3 is seen for each of the different chemistry cases, however, the difference between

the two varies based upon the chemistry model.

Figure 3.12 shows the same percent enhancement in the volume integrated new DIC

within the domain as a function of time as Figure 3.7, but for each of the chemistry models

(TC, EC, and NC) and now the percent enhancement is in comparison to the non-Langmuir,

EC case. The non-Langmuir, EC case has been chosen in this section to be the model to

compare to as this is the chemistry model and physical set-up used within many ESMs

and so serves as the baseline result. Again, the general trends between the non-Langmuir

and La = 0.3 cases are consistent across the different chemistry cases, with La = 0.3

having a greater enhancement, but the differences between the two are dependent on the

chemistry model (TC/non-Langmuir to TC/La = 0.3: 0.12% increase, EC/non-Langmuir

to EC/La = 0.3: 0.16% increase, and NC/non-Langmuir to NC/La = 0.3: 2.7% increase).

Looking at the differences between the chemistry cases, the TC cases arrive at a pseudo

steady-state decrease of 0.01% and 0.13% in comparison to the non-Langmuir, EC case.

Again for reference, if extrapolated out to the entire ocean for a year, this finite-time “delay”

in CO2 conversion due to the TC chemistry would result in a ∼0.02-0.3 gigaton decrease

in the uptake of carbon by the ocean in comparison to the instantaneous EC chemistry. In

contrast, the NC case, continually decreases in the amount of additional carbon it brings

into the domain in comparison to both of the reacting cases, with a much greater drop off

in the non-Langmuir case over time.

Figure 3.13 shows the air-sea flux rate of CO2 as a function of time for the three

chemistry cases. It is immediately noticeable that the NC case has a dramatic drop off in

air-sea flux rate, so much so that the y-axis is now logarithmic in order to clearly show all
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Figure 3.11: Change in volume integrated DIC within the domian as a function of time for
each of the three different chemistry cases (TC: solid, EC: dot-dot, NC: dash-dot) for the
non-Langmuir (black) and La = 0.3 cases (blue). Inset shows change in DIC within the total
domain for just the last 10 seconds of simulations.
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Figure 3.12: Percent enhancement of new DIC brought into the domain in comparison to
the equilibrium chemistry case as a function of time for each of the three different chemistry
cases (TC: solid, EC: dot-dot, NC: dash-dot) for the non-Langmuir (black) and La = 0.3
cases (blue).
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Figure 3.13: Percent change in the air-sea flux rate of carbon into the domain as a function
of time for the three different chemistry cases (TC: solid, EC: dot-dot, NC: dash-dot) for the
non-Langmuir (black) and La = 0.3 cases (blue). y-axis is logarithmic.
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three cases on the same figure. The two reactive cases (TC and EC), instead, have much

higher sustained air-sea flux rates. As was stated previously, the air-sea flux rate is primarily

dependent on the vertical distribution of CO2 within the domain. Figure 3.14(a) shows the

x− y averaged concentration of CO2 as a function of depth. The NC case has much greater

concentrations of CO2 near the surface, which decreases the air-sea gradient of CO2 and

lessens the air-sea flux rate. Again, two primary processes effect the vertical distribution of

CO2, the vertical turbulent flux of CO2 and chemical reactions due to carbonate chemistry.

While the vertical turbulent flux of CO2 for the NC case is much greater than either the TC

or EC case, see Figure 3.14(b), the primary reason the concentration of CO2 at the surface

is greater and air-sea flux rate is less in the NC case is due to the lack of chemical reactions.

Both the TC and EC cases convert CO2 into bicarbonate and carbonate, thereby reducing

the standing concentration of CO2 at the surface. This maintains a greater air-sea gradient

of CO2 and allows for more CO2 to enter the domain. For the reacting cases, the EC cases

have elevated flux rates in comparison to the TC case. This is due to the decreased surface

concentration of CO2 in the EC cases (Figure 3.14(a)) and results in the enhanced amount

of new DIC brought into the domain. Variance in CO2 concentration near the surface, seen

in Figure 3.14(c), is largest in the NC-NS case and smallest in the EC and TC-La030 cases

(not discernible from the figure, however). Figure 3.15 shows the effect this concentration

variance has on the variance in flux rate, where the normalizing case is the EC-NS case.

While there is a large difference between the non-Langmuir and Langmuir cases (comparing

black to blue lines), which was concluded in the previous section as a result of the increased

homogenizing effect of fast mixing Langmuir turbulence, there is also a difference between

the different chemistry cases (comparing solid, dashed, and dot-dot lines). The absence of

reactions increases the variance in flux rate dramatically, again, so much so that the y-axis

is logarithmic in order to show the difference. However, differences in the type of reaction

(EC vs. TC) do not appear to have a significantly different affect on the variance in flux

rate and it is primarily the type of turbulence that dominates.
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Figure 3.14: x − y averaged (a) concentration, (b) vertical turbulent flux, and (c) variance
of CO2 within the domain as a function of depth for the three different chemistry cases (TC:
solid, EC: dot-dot, NC: dash-dot) for the non-Langmuir (black) and La = 0.3 cases (blue).

Figure 3.15: Relative change in the variance of the air-sea flux rate of carbon into the
domain as a function of time for the three different chemistry cases (TC: solid, EC: dot-
dot, NC: dash-dot) with respect to the equilibrium chemsitry, non-Langmuir case for the
non-Langmuir (black) and La = 0.3 cases (blue). y-axis is logarithmic.
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3.4.3 Effects of Langmuir Turbulence and the Chemistry Model

It is clear from the previous sections that both the turbulent vertical flux of CO2 and

chemical reactions due to carbonate chemistry are important in determining the air-sea flux

rate of CO2. However, it is beneficial to examine the combined effects of both. Figure 3.16

shows the percent enhancement in the volume integrated new DIC within the domain at

6 hours into the simulation for each of the three chemistry cases, (a) TC, (b) EC, and (c)

NC, for each of the four different turbulence cases. All values have been normalized by the

non-Langmuir, time-dependent case which lies at the zero in the left most panel. As was

concluded before in the previous sections, in each chemistry case, the Langmuir turbulence

cases have an increased enhancement of new DIC in comparison to the non-Langmuir case.

Similarly, the equilibrium chemistry case has increased enhancement in comparison to the

time-dependent chemistry, which in turn has increased enhancement in comparison to the

no-chemistry case. However, it is now clear that the amount of increase that Langmuir

turbulence, and also increased strength in Langmuir turbulence, provides is a function of the

chemistry model. Langmuir turbulence in the no-chemistry case provides a large increase in

the enhancement over just wind-driven shear turbulence, as well as successive increases in the

strength of the Langmuir turbulence. Conversely, in both the reactive cases (TC and EC),

the enhancement that Langmuir turbulence and increased in Langmuir turbulence strength

provide is much smaller. This is to say that, not surprisingly, the presence of chemistry

accounts for a large amount of the additional carbon that can be “taken-up” by the domain.

However, there are small, and quite interesting, differences between the two reactive cases.

For the EC case, the presence of Langmuir turbulence results in a greater enhancement than

in the TC case, yet successive increases in Langmuir strength in the EC case have less of an

influence on enhancement than compared to the TC case. This can be seen by the (slightly)

greater jump from the NS to La = 0.4 markers, but a smaller slope between the Langmuir

strengths in the EC case panel. So if the tracer reacts with sea water, such as CO2 does,
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Figure 3.16: Percent enhancement of new DIC brought into the domain in comparison to
the non-Langmuir, time-dependent chemistry case for the three different chemistry cases ((a)
TC = squares, (b) EC = circles, (c) NC = triangles) for each of the four different turbulence
cases (La = ∞: black, La = 0.4: red, La = 0.3: blue, La = 0.2: green). Gray dashed lines
are a least-square fit for the decrease in percent enhancement as a function of Langmuir
number and the gray number is the slope of that fit.
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the reactive nature of the tracers accounts for most of the additional tracer brought into the

domain, with Langmuir turbulence and the specific form of the chemistry model accounting

for a smaller difference. However, if the tracer does not react with sea water, such as O2,

the effects of Langmuir turbulence become much more pronounced and important.

3.4.4 Resolution Study

In order to verify that these results are robust to resolution of the simulations, a

resolution study was performed. Four sets of different resolution simulations were run,

where the computational grid size was swept through 643, 1283, 2563, and 5123, resulting in a

horizontal resolution sweep of 5m, 2.5m, 1.25m, and 0.625m, respectively, with corresponding

vertical resolutions of 1.5m, 0.75m, 0.375m, and 0.1875m, respectively. The simulations were

only run out to 90 seconds, primarily due to computational expenses of the higher resolution

runs, however, this was long enough to conclude that the overall conclusions with respect to

trends are robust to the resolution used. The absolute conclusions are not expected to remain

constant as resolution was changed, since changing the resolution effectively changes the

Reynolds number of the simulation in an LES context and a fair comparison of results is no

longer appropriate. Panel (a) in Figures 3.17 and 3.18 shows the change in volume integrated

DIC within the domain, similarly to Figures 3.6 and 3.11, and panel (b) shows the percent

enhancement of new DIC brought into the domain with respect to the non-Langmuir, time-

dependent chemistry case and the non-Langmuir, equilibrium chemistry case, respectively,

similarly to Figures 3.7 and 3.12. In all cases, the La = 0.3 case has an increased amount of

carbon brought into the domain with respect to the corresponding resolution non-Langmuir

case and the equilibrium chemistry, non-Langmuir case has an increased amount of carbon

brought into the domain with respect to the corresponding resolution time-dependent, non-

Langmuir case.
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Figure 3.17: (a) Change in volume integrated DIC within the domain over 90 seconds for
four different resolutions (643; black, 1283; red, 2563; blue, 5123; green) for the non-Langmuir
(solid) and La = 0.3 cases (dot-dot). Inset shows change in DIC within the total domain for
just the last 0.05 seconds. (b) Percent enhancement new DIC brought into the domain over
90 seconds by the La = 0.3 case in comparison to the non-Langmuir case for four different
resolutions (643; black, 1283; red, 2563; blue, 5123; green).

Figure 3.18: (a) Change in volume integrated DIC within the domain over 90 seconds for four
different resolutions (643; black, 1283; red, 2563; blue, 5123; green) for the time-dependent
chemistry (solid) and equilibrium chemistry cases (dot-dot). Inset shows change in DIC
within the total domain for just the last 0.05 seconds. (b) Percent enhancement new DIC
brought into the domain over 90 seconds by the time-dependent chemistry case in comparison
to the equilibrium chemistry case for four different resolutions (643; black, 1283; red, 2563;
blue, 5123; green).
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3.5 Conclusions

A set of simulations spanning four different strengths of Langmuir turbulence, from

none at all with wind-driven turbulence only to quite strong, and three different types of

carbonate chemistry models, from infinitely slow non-reactive chemistry to finite-time chem-

istry to infinitely fast equilibrium chemistry, were performed in order to determine the effect

the presence of Langmuir turbulence has on upper ocean carbonate chemistry. A time-

dependent seven-species carbonate chemistry model was integrated into the NCAR-LES

model using an RKC integration method and a quasi-steady-state assumption for the hydro-

gen ion concentration, along with an equilibrium chemistry model commonly used in ESMs

and an additional set of seven non-reactive tracers. After an appropriate “spin-up” period,

the simulations with different chemistry models were allowed to run for an additional 6 hours

after CO2 was allowed to enter the domain from the top boundary according to a Henry’s

Law flux rate. Simulations were constantly forced at the top boundary with either just wind-

driven shear turbulence or a combination of wind-driven shear turbulence and wave-driven

Langmuir turbulence. Results show that the presence of Langmuir turbulence increases the

flux rate of CO2 into the domain approximately O(0.1%) in comparison to just wind-driven

shear turbulence and as the strength of Langmuir turbulence increases, so does the flux rate

of CO2. Additionally, infinitely fast equilibrium chemistry increases the flux rate of CO2

into the domain by approximately O(0.1%) in comparison to the time-dependent chemistry

and by approximately O(1 − 10%) in comparison to the non-reactive chemistry. Both of

these effects are due to the ability of each process to remove CO2 from the surface layer of

the domain. Processes that keep the concentration of CO2 low at the surface increase the

overall flux rate of CO2 into the domain. The combination of different turbulence forcing

and chemistry models adds additional complexity, as the impact of Langmuir turbulence,

and its increased strength, on the flux rate of CO2 were found to be different, and opposing,

depending on the chemistry model used. While these percent changes are not large with
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respect to the global air-sea flux of CO2, they are on the order of basin-scale differences in

flux rate between different ESMs. Current ESM simulations make two assumptions: (i) that

all small-scale process such as wind-driven shear turbulence and wive-driven turbulence have

the same affect and can be parameterized in the same way and (ii) that carbonate chemistry

is virtually instantaneous in comparison to local turbulent process and thus can be repre-

sented by an equilibrium chemistry model. Results from this study suggest that not only

can the invoking of these two assumptions potentially lead to errors in the estimate of CO2

entering the ocean, but that the combination of invoking these two assumptions together is

not a simple superposition of errors, but more complex and non-linear.



Chapter 4

Reactive Tracer Development: Development and Testing of a Reduced Order

Biogeochemical Model

Within this chapter, a newly developed reduced-order biogeochemical model is pre-

sented that is complex and flexible enough to capture open ocean ecosystem dynamics, but

reduced enough to incorporate into complex numerical simulations without significant added

computational cost. The model follows a biological and chemical functional group approach,

allows for the development of critical non-Redfield ratios, and exchanges matter in terms

of carbon, nitrogen, and phosphate; a technique taken from its more complex counterparts.

However, it eliminates certain processes, such as benthic, silicate, and iron influences, and

parameterizes others, such as the bacterial loop, in order to reduce the overall computa-

tional cost of the model. The model explicitly tracks 17 state variables, broken up into

phytoplankton, zooplankton, dissolved organic matter, particulate organic matter, and in-

organic nutrient groups. After presenting the proposed model, its is coupled it to the 1D

Princeton Ocean Model (POM) and calibrated and validated using data from the Sargasso

Sea. A sensitivity study is performed and the most sensitive parameters are numerically

optimized within the model. Results after optimization show good agreement with test case

data, including the ability to capture the initial bloom, a subsurface chlorophyll maximum,

and the correct bloom intensity. In comparison to reduced order models of similar size, corre-

lations between model output and field data are generally greater. Root mean squared errors

are lower for the model proposed here, showing that, with minimal increase in complexity,



95

significant improvements in ecosystem modeling can be achieved.

4.1 Introduction

Biogeochemical (BGC) tracers and their interactions with upper ocean physical pro-

cesses, from the basin scales down to the millimeter-size turbulence dissipation scale, are

critical for understanding the role of the ocean in the global carbon cycle. These interactions

can cause multi-scale spatial and temporal heterogeneity in tracer distributions [6, 36–50]

that can, in turn, greatly affect carbon exchange rates between the atmosphere and interior

ocean, net primary productivity, and carbon export [149–154]. However, significant gaps

in our understanding of how these biophysical interactions develop and evolve still exist,

thus limiting our ability to accurately predict critical exchange rates. In order to better

understand these interactions, there is a need for both realistic and accurate physical and

BGC models that can be coupled together. Relatively realistic and accurate physical models

exist, given sufficient resolution and computational resources. The actual resolution and

computational cost needed to achieve a realistic and accurate physical model is the topic

of many other studies, but at least the exact equations that describe the physics (i.e., the

Navier-Stokes equations) are known. However, due to the vast diversity and complexity of

ocean ecology, even when only considering the lowest trophic levels, accurately modeling the

BGC component can be quite difficult. Put simply, there are no known governing equations

for ocean biology.

As such, two different approaches to modeling BGC processes are often taken when

faced with this challenge. The first is to increase model complexity and include equations for

every known (and even unknown) BGC process. Often, these models include species func-

tional types, or multiple classes of different phytoplankton and/or zooplankton, that each

serve a specific functional role within the ecosystem, such as calcifiers or nitrogen fixers.

The justification for this approach is that a particular phytoplankton and/or zooplankton

groups serve as important system feedback pathways and without these feedbacks explicitly
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represented, there is little hope of accurately representing the target ecosystem [155, 156]. In

many cases, these models contain variable intra- and extra-cellular nutrient ratios, as well,

which are important when accounting for different nutrient regimes within the global ocean

and species diversity of non-Redfield nutrient ratio uptake [157]. While these more complex

models have been shown to be more easily adaptable to capture vastly different dynamics

than those they were calibrated for [158, 159], these models contain many more parameters

than their simplified counterparts, most of which are inadequately bounded by either obser-

vational and experimental values [68], such as phytoplankton mortality, zooplankton grazing

rates, and bacterial remineralization rates. Additionally, because of their increased complex-

ity, it is often difficult to ascertain what processes are responsible for the development of a

particular event, and so they can be ill-suited for process studies. Lastly, while these highly

complex models are regularly used within global ESMs, they are difficult and sometimes im-

possible to integrate within high-fidelity, high-resolution physical models at submesoscales

(e.q. Smith et al. [69]), such as those used for small-scale fundamental understanding and

parameterization development studies.

The second approach is to decrease complexity and severely truncate the number of

equations used to describe the dynamics of an ecosystem. Such approaches include the well-

known nutrient-phytoplankton-zooplankton-detritus (NPZD) class of models. These models

provide more transparency when it comes to understanding the dominant forcing underlying

an event, have significantly fewer unknown parameters, and can be more easily integrated

within complex physical models. However, while they are often capable of reproducing

the overall general distributions of chlorophyll, primary production, and nutrients [156],

they have been shown to underperform in capturing complex ecosystem dynamics and often

struggle in regions of the ocean for which they were not calibrated [159].

Although both of these approaches have their respective advantages, particularly given

their vastly different objectives, the disconnect between reduced-order BGC models used

within small-scale parameterization studies and the more complex BGC models used within
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global ESMs, poses a problem. The lack of direct comparison between the two makes the

process of ‘scaling-up’ of newly developed parameterizations, ‘downscaling’ of BGC variables

within nested-grid studies, and overall inter-comparison between different physical fidelity

models much more difficult. All of this motivates the development of a BGC model that

is reduced enough to be usable within a high-resolution, high-fidelity physical model for

process studies and parameterization development, but is still complex enough to capture

important ecosystem feedback dynamics and easily adaptable such that it is able to capture

the dynamics of vastly different ecosystems throughout the ocean, as required by ESMs.

In order to address this need, we have developed the reduced-order, 17 state variable

Biogeochemical Flux Model (BFM17). Most high-fidelity, high-resolution physical models

are capable of integrating 17 additional tracer equations without too much additional compu-

tational cost. BFM17 also follows a biological and chemical functional group approach, allows

for variable non-Redfield intra- and extra-cellular ratios, and exchanges matter through units

of carbon, nitrate, and phosphate. Most notably, BFM17 also includes a phosphate budget,

the importance of which has historically been underplayed, even though recent observational

data has indicated its potential importance as a limiting nutrient, particularly in the Atlantic

Ocean [160]. In order to reduce model complexity, certain processes for which field data is

lacking are parameterized, such as bacterial remineralization. Here the model is calibrated

for open ocean conditions using observational data from the Sargasso Sea, and so further

assumptions are made with this application in mind, such as the lack of a benthic system

due to only modeling the upper water column and the absence of limiting nutrients such as

iron and silicate.

While other reduced-order BGC models have been calibrated using data from the

Sargasso Sea, such as those developed by [161–169], all employ less than 10 species and do

not appear to use a chemical functional group approach. With a minimal increase in the

number and complexity of equations, such as those associated with tracking phosphate in

addition to carbon and nitrate and including both particular and dissolved organic nutrient
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budgets, we postulate that a significant increase in model accuracy can be achieved over

these other models. Additionally, with this increase in model complexity, the disparate gap

between complexity of BGC models used in small-scale studies and global-scale studies is

reduced, simplifying ‘scaling-up’ and ‘downscaling’ efforts.

In the following, the 0D BFM17 model is introduced in Section 4.2, it is coupled to a

1D physical model in Section 4.3, a discussion of the methods used to calibrate and validate

the model with field data collected within the Sargasso Sea are presented in Section 4.4, a

sensitivity study of the model is performed within Section 4.5, parameter optimization of

the new model is presented within Section 4.6, and lastly, both optimized results, a skill

assessment, and a brief comparison to other similar BGC models are discussed in Section

4.7.

4.2 Biogeochemical Flux Model 17 (BMF17)

The 17 state equation Biogeochemical Flux Model (BFM17) is a reduced-order model

derived from the original 56 state equation Biogeochemical Flux Model (BFM) [170] which

follows the biological and chemical functional group approach. With this approach, func-

tional groups are partitioned into living, non-living organic, and non-living inorganic groups

and exchange of matter occurs through units of carbon, nitrate, and phosphate. The ap-

proach used to reduce the model was by expert opinion, starting with the assumption that

this model is to be used for upper open-ocean, oligotrophic regions and so variable internal

nutrient dynamics are important and must be kept within the model. Only one phytoplank-

ton and one zooplankton group are included as they are the bare minimum needed within

a BGC model and already account for 6 state equations. Both dissolved and particulate

organic matter are included in order to account for both nutrient recycling and carbon ex-

port due to particle sinking, both of which are important in this region. Remineralization of

nutrients is provided by parameterized bacteria closure terms, thus reducing complexity, yet

maintaining critical nutrient recycling. Lastly, we track chlorophyll, dissolved oxygen, phos-
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phate, nitrate, and ammonium, as their distribution and availability can greatly enhance or

hinder important biological and chemical processes. Notable omissions from this model are

silicate and iron. While all of these have been shown to be important components of certain

ecosystems, we have chosen here to largely focus on targeting an open ocean ecosystem which

is not iron and/or silicate limited. In order to apply this model to a region in which these

are important, such as the Southern Ocean, some representation of these processes should

be included. Additionally, the original benthic system within BFM was also removed as it is

assumed upper ocean ecosystems are not substantially influenced by a benthic system and

any water column influences from depth can be taken into account using boundary condi-

tions that are discussed within Section 4.4. A schematic of the functional groups defined in

the present model, along with their interaction which each other, is shown in Fig. 4.1.

4.2.1 Equations

Within the BFM17 model, phytoplankton, zooplankton, particulate organic matter,

and dissolved organic matter are defined as zero-dimensional vectors comprised of 3 con-

stituents (carbon, nitrogen, and phosphate). Therefore, any of these functional groups can

be expressed as the sum of source and sinks of each constituents. The detailed equations for

each of the 17 constituents that make up the BFM17 model are presented in the following

Section 4.2.2. A summary of the 17 constituents is provided in Table 4.2, definitions for

abbreviations used in each equation are defined in Table 4.3, and a summary of parameter

values and their descriptions are provided in Tables 4.4-4.6.

4.2.1.1 Environmental Parameters

The 0D BFM17 directly interacts with the environment through temperature and ir-

radiance inputs. Temperature directly affects all physiological processes within the model
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Figure 4.1: Flow chart for the 17 state equation biogeochemical flux model.

and is parameterized in the following non-dimensional way

fT = Q
T−T∗
T∗

10 , (4.1)

where T ∗ is a base temperature and Q10 is a coefficient which differs for each process. In con-

trast to temperature, irradiance only directly affects phytoplankton, serves as their primary

energy source for growth and maintenance, and is a function of the incident solar radiation

at the sea surface. Within BFM17, the amount of photosynthetic available radiation (PAR)
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at any given location is parameterized according to the Lambert-Beer model

EPAR(z) = εPARQS exp

(
λwz +

∫ 0

z

λbio(z
′)dz′

)
, (4.2)

where QS is the short-wave surface irradiance flux, εPAR is the fraction of PAR within QS,

λbio is the light extinction due to suspended biological particles, and λw is the background

light extinction due to water. The biological extinction term is dependent on phytoplankton

chlorophyll and particulate detritus and is written as

λbio = cPPl + cR(6)R(6)
c , (4.3)

where cP and cR(6) are the specific absorption coefficient of phytoplankton and particulate

detritus, respectively.

4.2.1.2 Phytoplankton Equations

Phytoplankton in the model are composed of three constituents (carbon, phosphorous,

and nitrogen) for which source terms can broken be up into gross primary production (gpp),

respiration (rsp), cell lysis (lys), nutrient uptake (upt), exudation (exu), and predation

(prd). The following section details the source terms for each of the three phytoplankton

constituents.

(1) Phytoplankton - Carbon

∂Pc

∂t
=
∂Pc

∂t

∣∣∣∣gpp
CO2

− ∂Pc

∂t

∣∣∣∣rsp
CO2

− ∂Pc

∂t

∣∣∣∣lys
R

(1)
c

− ∂Pc

∂t

∣∣∣∣lys
R

(6)
c

− ∂Pc

∂t

∣∣∣∣exu
R

(1)
c

− ∂Pc

∂t

∣∣∣∣prd
Zc

(4.4)

(2) Phytoplankton - Phosphorous

∂Pp

∂t
=
∂Pp

∂t

∣∣∣∣upt
N(1)

− ∂Pp

∂t

∣∣∣∣lys
R

(1)
p

− ∂Pp

∂t

∣∣∣∣lys
R

(6)
p

− ∂Pp

∂t

∣∣∣∣prd
Zp

(4.5)

(3) Phytoplankton - Nitrogen

∂Pn

∂t
=
∂Pn

∂t

∣∣∣∣upt
N(3)

+
∂Pn

∂t

∣∣∣∣upt
N(4)

− ∂Pn

∂t

∣∣∣∣lys
R

(1)
n

− ∂Pn

∂t

∣∣∣∣lys
R

(6)
n

− ∂Pn

∂t

∣∣∣∣prd
Zn

(4.6)
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Phytoplankton gross primary production is dependent on two non-dimensional regula-

tion factors for temperature and light, the maximum photosynthetic rate, and the current

local concentration of phytoplankton

∂Pc
∂t

∣∣∣∣gpp
CO2

= fTP f
E
P r

0
PPc , (4.7)

where fTP is the temperature regulation factor for phytoplankton described in Section 4.2.1.1,

r0P is the maximum photosynthetic rate, and fEP = 1−exp (−EPAR/EK) is the light regulation

factor of [171], where Ek = (r0P/α
0
chl) (Pc/Pl) and α0

chl is the maximum light utilization

coefficient.

Phytoplankton respiration is parameterized as the sum of the basal respiration and

activity respiration rates

∂Pc
∂t

∣∣∣∣rsp
CO2

= bPf
T
P Pc + γP

∂Pc
∂t

∣∣∣∣gpp
CO2

, (4.8)

where bP is the basal specific respiration rate and γP is the activity respiration fraction.

Phytoplankton lysis includes all mortality due to mechanical, viral, and yeast cell

disruption processes and is partitioned between particulate and dissolved detritus. Structural

parts of the cell are released to particulate detritus, while the internal cytoplasm is released

to dissolved detritus.

∂Pi
∂t

∣∣∣∣lys
R

(1)
c

= (1− εn,pP )

(
hp,nP

fn,pP + hn,pP
d0PPi

)
, i = c, n, p , (4.9)

∂Pi
∂t

∣∣∣∣lys
R

(6)
c

= εn,pP

(
hp,nP

fn,pP + hn,pP
d0PPi

)
, i = c, n, p , (4.10)

where hp,nP is the nutrient stress threshold, d0P is the maximum specific nutrient-stress lysis

rate, and

εn,pP = min

(
1,

pminp

Pp/Pc
,
nminp

Pn/Pc

)
, (4.11)

which ensures that nutrients within the structural parts of the cell, which are less degrad-

able, are always released particulate detritus. fn,pP = min (fnP , f
p
P ) is the multiple nutrient
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limitation term, which allows for the internal storage of nutrients and is dependent on the

respective nutrient limitation terms for both nitrate and phosphate

fnP = min

[
1,max

(
0,
Pn/Pc − nminp

noptP − nminP

)]
, (4.12)

fpP = min

[
1,max

(
0,
Pp/Pc − pminp

poptP − pminP

)]
, (4.13)

where nminp and pminp are the minimum phytoplankton quotas for nitrogen and phospho-

rus, respectively, and noptp and poptp are the optimal phytoplankton quotas for nitrogen and

phosphorus, respectively.

Nutrient uptake threshold control within BFM17 combines both the intracellular quota

(Droop equations) and external concentration (Monod equations) approaches [172]. Phyto-

plankton uptake of inorganic nitrogen is the minimum between a diffusion-dependent uptake

rate (when internal nutrient quotas are low) and a rate that is based upon balanced growth

needs and any excess uptake

Σj=3,4
∂Pn
∂t

∣∣∣∣upt
N(j)

= ε
(i)
P min

[(
anP

hnP
hnP +N (4)

N (3) + anPN
(4)

)
Pc, n

opt
P GP

+ νP

(
nmaxP − Pn

Pc

)
Pc

]
, (4.14)

where the first term is the diffusion-dependent uptake, the second is balanced uptake, and

the third is excess uptake. Balanced uptake is a function of net primary production, given

as

GP = max

(
0,
∂Pc
∂t

∣∣∣∣gpp
CO2

− ∂Pc
∂t

∣∣∣∣exu
R

(1)
c

− ∂Pc
∂t

∣∣∣∣rsp
CO2

− ∂Pi
∂t

∣∣∣∣lys
R

(1)
c

− ∂Pi
∂t

∣∣∣∣lys
R

(6)
c

)
. (4.15)

When the phytoplankton nitrogen uptake rate is positive, the relative portions from nitrate

and ammonium are determined with the following fractions

ε
(3)
P =

anP
hnP

hnP+N(4)N
(3)

anPN
(4) + anP

hnP
hnP+N(4)N (3)

, (4.16)

ε
(4)
P =

anPN
(4)

anPN
(4) + anP

hnP
hnP+N(4)N (3)

. (4.17)
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However, a preference for ammonium is achieved through the following saturation function

νP = max

(
0.05,

GP

Pc

)
. (4.18)

When phytoplankton inorganic nitrogen uptake rate is negative, the entire nitrogen flux goes

to the dissolved organic nitrogen pool, R
(1)
n .

Inorganic phosphorus uptake is similar to that of nitrogen, in that it is the minimum

of a diffusion-dependent rate and a balanced growth/excess uptake rate, however it comes

entirely from one pool

∂Pp
∂t

∣∣∣∣upt
N(1)

= min

[
apPN

(1)Pc, p
opt
P GP + νP

(
pmaxP − Pp

Pc

)
Pc

]
. (4.19)

Just like with nitrogen, if the uptake rate is positive, it comes from the inorganic phosphate

pool and if it is negative, the entire phosphorus flux goes to the dissolved organic phosphorus

pool, R
(1)
p .

If phytoplankton cannot equilibrate their fixed carbon with sufficient nutrients, this

carbon is not assimilated and is instead released in the form of dissolved inorganic carbon,

otherwise known as exudation. Exudation within BFM17 is parameterized as

∂Pc
∂t

∣∣∣∣exu
R

(1)
c

= [βP + (1− βP )(1− fn,pP )]
∂Pc
∂t

∣∣∣∣gpp
CO2

(4.20)

where βP is the excreted fraction of primary production.

Lastly, predation of phytoplankton within BFM17 is solely performed by zooplankton

and is equal and opposite to the zooplankton predation terms that will be presented in the

next section.

4.2.1.3 Zooplankton Equations

Zooplankton in the model are composed of three constituents (carbon, phosphorous,

and nitrogen) for which source terms can broken be up into growth due to predation of

phytoplankton (prd), respiration (rsp), and release due to excretion/egestion (rel). The

following section details the source terms for each of the three zooplankton constituents.
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(4) Zooplankton - Carbon

∂Zc

∂t
=
∂Zc

∂t

∣∣∣∣prd
Pc

− ∂Zc

∂t

∣∣∣∣rsp
CO2

− ∂Zc

∂t

∣∣∣∣rel
R

(1)
c

− ∂Zc

∂t

∣∣∣∣rel
R

(6)
c

(4.21)

(5) Zooplankton - Phosphorous

∂Zp

∂t
=
∂Zp

∂t

∣∣∣∣prd
Pp

− ∂Zp

∂t

∣∣∣∣rel
R

(1)
p

− ∂Zp

∂t

∣∣∣∣rel
R

(6)
p

− ∂Zp

∂t

∣∣∣∣rel
N(1)

(4.22)

(6) Zooplankton - Nitrogen

∂Zn

∂t
=
∂Zn

∂t

∣∣∣∣prd
Pn

− ∂Zn

∂t

∣∣∣∣rel
R

(1)
n

− ∂Zn

∂t

∣∣∣∣rel
R

(6)
n

− ∂Zn

∂t

∣∣∣∣rel
N(4)

(4.23)

Zooplankton predation of phytoplankton is primarily dependent on the availability of

phytoplankton and their capture efficiency

∂Zi
∂t

∣∣∣∣prd
Pi

=
Fi
Fc

(
fTZ r

0
Z

Fc
Fc + hFZ

Zc

)
, i = c, n, p , (4.24)

where Fi = δZ,P eZ,PPi and is the food availability, δZ,P is the availability of phytoplankton,

eZ,P is the capture efficiency, fTZ is the temperature regulating factor for zooplankton growth,

r0Z is the potential specific growth rate, and hFZ is the Michaelis constant for total food

ingestion.

Zooplankton respiration is the sum of active and basal metabolism rates, where active

respiration is the cost of nutrient ingestion, or predation, (1 - assimilation - egestion)

∂Zc
∂t

∣∣∣∣rsp
CO2

= (1− ηZ − βz)
∂Zi
∂t

∣∣∣∣prd
Pi

+ bZf
T
ZZc (4.25)

where ηZ is the assimilation efficiency, βZ is the excreted fraction uptake, bZ is the basal

specific respiration rate.

The excretion/egestion term is a sum of zooplankton excretion/egestion and mortal-

ity. Excretion/egestion is the portion of ingested nutrients, or predation, that has not been

assimilated or used for respiration. Zooplankton mortality is parameterized as the sum
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of a constant mortality rate and a oxygen dependent regulation factor. The total excre-

tion/egestion term is partitioned into particulate and dissolved organic matter.

∂Zi
∂t

∣∣∣∣rel
R

(1)
i

= εiZβZ
∂Zi
∂t

∣∣∣∣prd
Pi

+
(
d0Z + d0Z

(
1− f 0

Z

)
fTZZi

)
, (4.26)

∂Zi
∂t

∣∣∣∣rel
R

(6)
i

=
(
1− εiZ

) ∂Zi
∂t

∣∣∣∣rel
R

(1)
i

, (4.27)

where εiZ is the fraction that is excreted to the dissolved pool.

4.2.1.4 Dissolved Organic Matter Equations

Dissolved organic matter in the model is composed of three constituents (carbon, phos-

phorous, and nitrogen) for which source terms can broken be up into phytoplankton lysis

(lys) and exudation (exu), zooplankton excretion/egestion (rel), and remineralization. The

following section details the source terms for each of the three DOM constituents.

(7) Dissolved Organic Matter - Carbon

∂R
(1)
c

∂t
=
∂Pc

∂t

∣∣∣∣lys
R

(1)
c

+
∂Pc

∂t

∣∣∣∣exu
R

(1)
c

+
∂Zc

∂t

∣∣∣∣rel
R

(1)
c

− αsinkc

R(1)) R
(1)
c (4.28)

(8) Dissolved Organic Matter - Phosphorous

∂R
(1)
p

∂t
=
∂Pp

∂t

∣∣∣∣lys
R

(1)
p

+
∂Zp

∂t

∣∣∣∣rel
R

(1)
p

− αN(1)

R(1))R
(1)
p (4.29)

(9) Dissolved Organic Matter - Nitrogen

∂R
(1)
n

∂t
=
∂Pn

∂t

∣∣∣∣lys
R

(1)
n

+
∂Zn

∂t

∣∣∣∣rel
R

(1)
n

− αN(4)

R(1))R
(1)
n (4.30)

All terms except for remineralization have been defined in previous sections. Reminer-

alization of dissolved organic matter by bacteria is parameterized within BFM17 as αsinki
R(1) R

(1)
i

where the rate is proportional to the local concentration of that dissolved constituent and

αsinki
R(1)) is a constant that controls the rate at which the respective dissolved constituent is

remineralized and returned to the pool of inorganic carbon, nitrate, or phosphate.
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4.2.1.5 Particulate Organic Matter Equations

Particulate organic matter in the model is composed of three constituents (carbon,

phosphorous, and nitrogen) for which source terms can broken be up into phytoplankton

lysis (lys) and exudation (exu), zooplankton excretion/egestion (rel), and remineralization.

The following section details the source terms for each of the three POM constituents.

(10) Particulate Organic Matter - Carbon

∂R
(6)
c

∂t
=
∂Pc

∂t

∣∣∣∣lys
R

(6)
c

+
∂Pc

∂t

∣∣∣∣exu
R

(6)
c

+
∂Zc

∂t

∣∣∣∣rel
R

(6)
c

− αsinkc

R(6)) R
(6)
c (4.31)

(11) Particulate Organic Matter - Phosphorous

∂R
(6)
p

∂t
=
∂Pp

∂t

∣∣∣∣lys
R

(6)
p

+
∂Zp

∂t

∣∣∣∣rel
R

(6)
p

− αN(1)

R(6))R
(6)
p (4.32)

(12) Particulate Organic Matter - Nitrogen

∂R
(6)
n

∂t
=
∂Pn

∂t

∣∣∣∣lys
R

(6)
n

+
∂Zn

∂t

∣∣∣∣rel
R

(6)
n

− αN(4)

R(6))R
(6)
n (4.33)

All terms except for remineralization have been defined in previous sections. Remineral-

ization of particular organic matter by bacteria is parameterized within BFM17 as αsinki
R(6) R

(6)
i

where the rate is proportional to the local concentration of that particulate constituent and

αsinki
R(6)) is a constant that controls the rate at which the respective particulate constituent is

remineralized and returned to the pool of inorganic carbon, nitrate, or phosphate.

4.2.1.6 Dissolved Nutrient and Chlorophyll Equations

Dissolved nutrients in the model are composed of four constituents (oxygen [O], phos-

phate [N (1)], nitrate [N (3)], and ammonium [N (4)]) for which source terms can broken be up

into phytoplankton gross primary production (gpp) and nutrient uptake (upt), phytoplank-

ton and zooplankton respiration (rsp), zooplankton excretion/egestion (rel), remineralization

(rel), nitrification (nit), and denitrification (denit). Phytoplankton chlorophyll in the model
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is comprised of one constituent for which source terms can be broken up into chlorophyll

synthesis (syn) and chlorophyll loss (loss). The following section details the source terms

for each of these constituents.

(13) Dissolved Oxygen

∂O

∂t
= Ωo

c

(
∂Pc

∂t

∣∣∣∣gpp
CO2

− ∂Pc

∂t

∣∣∣∣rsp
CO2

− ∂Zc

∂t

∣∣∣∣rsp
CO2

− αsinkc

R(6)) R
(6)
c − αsinkc

R(1)) R
(1)
c

)
(4.34)

−Ωo
n

∂N(4)

∂t

∣∣∣∣nit
N(3)

(14) Dissolved Phosphate

∂N(1)

∂t
= − ∂Pp

∂t

∣∣∣∣upt
N(1)

+ αN(1)

R(1))R
(1)
p + αN(1)

R(6))R
(6)
p +

∂Zp

∂t

∣∣∣∣rel
N(1)

(4.35)

(15) Dissolved Nitrate

∂N(3)

∂t
= − ∂Pn

∂t

∣∣∣∣upt
N(3)

+
∂N(3)

∂t

∣∣∣∣nit
N(4)

(4.36)

(16) Dissolved Ammonium

∂N(4)

∂t
= − ∂Pn

∂t

∣∣∣∣upt
N(4)

+ αN(4)

R(1))R
(1)
n + αN(4)

R(6))R
(6)
n +

∂Zp

∂t

∣∣∣∣rel
N(1)

− ∂N(4)

∂t

∣∣∣∣nit
N(3)

(4.37)

(17) Chlorophyll

∂Pl

∂t
=
∂Pl

∂t

∣∣∣∣syn − ∂Pl

∂t

∣∣∣∣loss (4.38)

All terms except for nitrification have been defined in previous sections. Nitrification

is a source term for inorganic nitrogen and is parameterized as a sink of ammonium and

oxygen

∂N (3)

∂t

∣∣∣∣nit
N(4)

= Λnit
N(4)f

T
n

O

O + ho
N (4) (4.39)

where Λnit
N(4) is the specific nitrification rate, fTn is the temperature regulating factor for the

nitrification process, and ho is the half saturation for chemical processes.

Phytoplankton chlorophyll is unique with respect to all other constituents within the

model in that it is largely a diagnostic variable (save for its influence on light extinction within
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the water column). The phytoplankton chlorophyll source term is made up of only two terms,

chlorophyll synthesis and loss. Net chlorophyll synthesis is a function of acclimation to light

conditions, availability of nutrients, and turnover rate

∂Pl
∂t

∣∣∣∣syn = ρchlGP −
Pl
Pc

(
∂Pc
∂t

∣∣∣∣lys
R

(1)
c

+
∂Pc
∂t

∣∣∣∣lys
R

(6)
c

+
∂Pc
∂t

∣∣∣∣rsp
CO2

)
(4.40)

where ρchl regulates the amount of chlorophyll in the phytoplankton cell. ρchl is computed

according to a ratio between the realized photosynthetic rate (gross primary production)

and the maximum potential photosynthesis proposed by [173]

ρchl = θ0chl
fEP r

0
PPc

α0
chlEPARPl

(4.41)

where α0
chl is the maximum chlorophyll to carbon quota. Chlorophyll loss is simpler and is

just a function of predation, where the amount of chlorophyll transferred back to the infinite

sink is proportional to the carbon predated by zooplankton.

4.2.2 0D Test

A test run of the zero-dimensional BFM17 model was run for 10 years with sinusoidal

forcing for the temperature, salinity, 10m wind-speed, and PAR where winter and summer

values were (20◦C, 30◦C), (36.98, 36.45), (200 W/m2, 300 W/m2), and (6.5 m/s, 3.5 m/s),

respectively. Figure 4.2 plots the seasonal cycle of surface chlorophyll, phosphate, and nitrate

over that 10 year period showing that consistent and stable seasonal cycle with reasonable

ecosystem values can be maintained by the reduced model.

4.3 Coupled Physical-Biogeochemical Flux 17 Model

In the following sections, we describe the coupled one-dimensional physical and BFM17

model. The coupled physical and BFM17 model is a time-depth model that integrates in

time the following equation for all 17 biological state variables (Aj)

∂Aj
∂t

=
∂Aj
∂t

∣∣∣∣
bio

− (W +WE + vsed)
∂Aj
∂z

+
∂

∂z

(
KH

∂Aj
∂z

)
. (4.42)
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Figure 4.2: 10 year seasonal cycle of surface (a) chlorophyll, (b) phosphate, and (c) nitrate
from test run of 0D BFM17.

vsed is the settling velocity of the species (vsed = 0 for all dissolved species) and comes from

the specific assumptions within BFM17 as well as the first term on the right hand side, which

accounts for sources and sinks within each species due to biological and chemical reactions.

The specific form of this first term for each of the 17 species is provided by BFM17 and

were discussed in the previous Section 4.2.2. The physical model provides W as the large-

scale general circulation velocity, WE as the mesoscale eddy vertical velocity, and KH as the

vertical eddy diffusivity term. Surface boundary conditions for the coupled model variable

Aj are

KH
∂Aj
∂z

∣∣∣∣
z=0

= 0 , (4.43)

for all variables except for oxygen, which has the following form

KH
∂Aj
∂z

∣∣∣∣
z=0

= Fj , (4.44)

where Fj is the air-sea interface flux of oxygen computed according to [79]. Bottom boundary

conditions for phytoplankton, zooplankton, dissolved organic matter, and particulate organic

matter are

KH
∂Aj
∂z

∣∣∣∣
z=−H

=
(
W +WE + vsed

)
Aj , (4.45)
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and for oxygen, phosphate, and nitrate are

KH
∂Aj
∂z

∣∣∣∣
z=−H

= λj
(
Aj|z=−H − A

∗
j

)
, (4.46)

where λj and A∗j are the corresponding relaxation velocity and observed at-depth climato-

logical field data value, respectively, of that species. Lastly, the bottom boundary condition

of ammonium is dependent on the at-depth gradient of dissolved organic nitrogen

KH
∂[N (4)]

∂z

∣∣∣∣
z=−H

= κj
∂[R

(6)
n ]∗

∂z
, (4.47)

where κj is a relaxation diffusivity.

The one-dimensional Princeton Ocean Model [174] physical equations are solved in

order to get the turbulent diffusivity term within Eq. 4.42. POM is used in a “diagnostic”

mode, in which one-dimensional vertical profiles of temperature and salinity are linearly

interpolated in time from given climatological monthly profiles and the model prognosti-

cally computes the horizontal velocities (U, V ) and the turbulent viscosity and diffusivity

(KM , KH) using a surface climatological wind stress. POM solves the following differential

equations for momentum

∂U

∂t
− fV =

∂

∂z

(
KM

∂U

∂z

)
, (4.48)

∂V

∂t
+ fU =

∂

∂z

(
KM

∂V

∂z

)
, (4.49)

where f = 2Ω sinφ is the Coriolis force, Ω is the angular velocity of the Earth, and φ is the

latitude. The vertical diffusivities are calculated using the closure hypothesis of [175], which

takes the form of KM(z) = qlSH , where SH is an empirical function given in [175]. Here

q is the turbulent kinetic energy and l is a turbulent length scale, given by the following
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equations

∂

∂t

(
q2

2

)
=

∂

∂z

(
KM

∂q2/2

∂z

)
+ Ps + Pb − ε , (4.50)

Ps = −〈wu〉 ∂U
∂z
− 〈wv〉 ∂V

∂z
, (4.51)

Pb = βg 〈wθ〉v , (4.52)

∂

∂t

(
q2l
)

=
∂

∂z

(
KM

∂q2l

∂z

)
+ E1 [Ps + Pb]−

q3

B1

W̃ , (4.53)

where Ps and Pb are the turbulent kinetic energy production shear and buoyancy, respectively,

ε is the dissipation due to turbulence, β is the coefficient of thermal expansion, g is gravity,

θ is potential temperature, W̃ is a function of the distance between rigid boundaries, and

E1 and B1 are empirical constants. Boundary conditions for U and V are

KM
∂U

∂z

∣∣∣∣
z=0

= τ (x)w , (4.54)

KM
∂V

∂z

∣∣∣∣
z=0

= τ (y)w , (4.55)

KM
∂
←−
U

∂z

∣∣∣∣∣
z=−H

= 0 , (4.56)

where τ
(x)
w and τ

(y)
w are the components of the surface wind stress. The boundary conditions

for the turbulent kinetic energy are

q2
∣∣
z=0

= B
2/3
1

|←−τ w|
Cd

, (4.57)

q2
∣∣
z=−H = 0 . (4.58)

4.4 Field Validation and Calibration Data

4.4.1 Study Site Description

Field data for calibration and validation was collected from the Bermuda Atlantic Time-

series Study (BATS) and the Bermuda Testbed Mooring (BTM) sites, which are located in

the Sargasso Sea (31◦40’ N, 64◦10’ W) in the North Atlantic subtropical gyre. Both sites
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are a part of the US Joint Global Ocean Flux Study (JGOFS) program. Data has been

collected from the BATS site since 1988 and the BTM site since 1994 and is freely available

at http://bats.bios.edu/index.html and http://opl.ucsb.edu/html-old/btm.html. Ref. [176]

provides an overview of the biogeochemistry in the general BATS and BTM area. Winter

mixing allows nutrients to be brought up into the mixed layer, producing a bloom between

January and March. As thermal stratification intensifies over the summer months, this

nutrient supply is cut off. At this point a subsurface chlorophyll maximum can be observed

around 100m. Stoichiometric ratios of carbon, nitrate, and phosphate are often non-Redfield

and in contrast to many oligotrophic regimes phosphate is the dominant limiting nutrient

[160, 176–181].

4.4.2 Data Processing

The region encompassing the BATS site is characterized as being an open ocean, olig-

otrophic region that is phosphate limited. Motivation for choosing the BATS region includes

the extensive, long time series data available for this region, the prevalence of oligotrophic

regimes within the open ocean, and its phosphate limited characteristic (which is unique in

the global ocean), as this allows us to demonstrate the ability of BFM17 to capture difficult

non-Redfield ratio regimes (which are not unique in the global ocean). Data from the BATS

area is used in this study for two purposes: (i) as initial, boundary, and forcing conditions

for the simulations and (ii) as target fields to compare the results of the simulations and

help guide parameter value optimization. In addition to the BATS data, we use surface data

from the Bermuda Testbed Mooring (BTM) such as the 10m wind speed and photosynthet-

ically available radiation (PAR). For each variable, we compute monthly averages over the

27 years for the BATS data and 23 years (not continuous) for the BTM data. Additionally,

for the BATS data, we interpolate the data to a 1m vertical grid resolution and then ver-

tically smooth in order to maintain a positive buoyancy gradient, thereby eliminating any

false introduction of spurious buoyant mixing due to interpolation and averaging. Figure 4.3
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Figure 4.3: Sargasso Sea Physical Variables: Climatological monthly averaged (a) tempera-
ture (C) and (b) salinity (-). Monthly averaged surface (c) PAR (W/m2) and (d) 10m Wind
Speed (m/s). Mean (e) seasonal general circulation W velocity (m/s) and (f) bimonthly
mesoscale eddy W velocity (m/s).

shows the monthly climatological profiles of both the (a) temperature and (b) salinity using

the BATS data and the (c) PAR and (d) 10m wind speed using the BTM data. Similar

processing is done on the biological variables, which will largely serve as the target fields in

evaluating the performance of BFM17 and optimization of parameters. Figure 4.4 shows the
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Figure 4.4: Sargasso Sea Biological Variables: Climatological monthly averaged (a) chloro-
phyll (mg Chl-a/m3), (b) oxygen (mmol O/m3), (c) nitrate (mmol N/m3), (d) phosphate
(mmol P/m3), (e) particulate organic nitrogen (PON - mg N/m3), (f) and net primary
production (NPP - mg C/m3/day).

(a) chlorophyll, (b) oxygen, (c) nitrate, (d) phosphate, (e) particulate organic nitrogen, and

(f) net primary production fields from the BATS data.

4.4.3 Inputs to the Physical Model

The physical mode computes density from temperature and salinity, and surface wind

stress from the 10m wind-speed, both provided by BATS data, and uses it in the turbulence

closure model for the computation of the turbulent viscosity and diffusivity. This approach

eliminates any drifts in temperature and salinity that might occur due to improper pa-

rameterizations of lateral mixing in a one-dimensional model and therefore provides greater

reliability. In addition to the 10m wind-speed, temperature, and salinity, BFM17 requires
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monthly varying PAR at the surface. For all the monthly mean input data sets, a Killworth

correction [182] is applied to the monthly averages in order to account for monthly mean

errors due to linear interpolation to the model time step. The temperature, salinity, 10m

wind speed, and PAR are shown in Fig. 4.3(a-d).

Lastly, we imposed both a general circulation (W ) and a mesoscale eddy (WE) ver-

tical velocity. The form of both velocities has been adopted from [7], where they are zero

at the surface and reach their maximum near the base of Ekman layer, which is assumed

to be at or below the bottom boundary of these simulation. The general large scale up-

welling/downwelling circulation due to Ekman pumping can be described by the following

equation

W = k̂ ·
−→
∇ ×

(−→τ w

ρf

)
. (4.59)

The monthly average value and sign of the wind stress curl,
−→
∇ × −→τ w, for the general

BATS region was taken from Scatterometer Climatology of Ocean Winds (SCOW) database

available at cioss.coas.oregonstate.edu/scow. The monthly value calculated for W from this

equation is then assumed to be the maximum, occurring at the base of the Ekman layer, for

that particular month. Given the sign of the wind stress curl for the BATS region, a negative

W was calculated, indicating general downwelling processes in this region. Seasonal profiles

of W are shown in Fig. 4.3(e).

Due to the prevalence of mesoscale eddies within this region [183], which can provide

episodic upwelling of nutrients to the upper water column, we include an additional positive

upwelling vertical velocity (WE) which has a timescale of 15 days. The general profile of WE

remains the same as W , where it is zero at the surface and maximum at depth, however,

there is no linear interpolation between each 15 day period and the maximum magnitude of

WE is randomized between 0 and 0.1 m/d. Fig. 4.3(f) shows the maximum magnitude of

WE for each 15 day period.



117

4.4.4 Boundary and Initial Conditions

Although the BATS region measures many biological variables, initial conditions for

only 5 of the 17 species within BFM17 could be extracted from the data. Similarly to

the temperature and salinity, the initial chlorophyll, particulate organic carbon, oxygen,

nitrate, and phosphate were interpolated to a 1m vertical grid spacing, averaged over the

initial month, and smoothed vertically in space to give the initial profiles seen in Fig. 4.5(b).

The remaining 12 species initial conditions were determined either through the use of the

Redfield ratio (106:16:1) or an assumed reasonable initial value. Since the one-dimensional

simulations are run to steady state over 10 years, memory of these initial states are assumed

to be lost and therefore have little effect on the results.

The oxygen, nitrate, phosphate, and ammonium species use observed BATS data for

Figure 4.5: Sargasso Sea Boundary and Initial Conditions: (a) Monthly bottom boundary
conditions for nitrate, phosphate, ammonium, and oxygen. Each quantity is normalized by
their mean annual value shown in parentheses. (b) Initial profiles of nitrate, phosphate,
particulate organic carbon, chlorophyll, and oxygen. Each profile is normalized by their
mean depth values shown in parentheses. Units: nitrate (mmol N/m3), phosphate (mmol
P/m3), ammonium (mmol N/m3), oxygen (mmol O/m3), particulate organic carbon (mg
C/m3), and chlorophyll (mg Chl/m3).
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their bottom boundary conditions. For oxygen, nitrate, and phosphate, values are taken

at the next closest data point below the bottom boundary (at 150m) and then averaged

over the month. For ammonium, we average over all data points between 125-150m and

150-175m across each month for the particulate organic nitrogen, compute the gradient, and

then assume the ammonium exhibits a similar gradient. Figure 4.5(a) shows the monthly

average bottom boundary conditions for each of the four species.

4.5 Parameter Reduction by Sensitivity Experiments

Within BFM17, there are 56 parameters (see Tables 4.4-4.6), some of which cannot be

reliably prescribed from literature. Prescribing values to biological parameters has always

been a problematic task, partially due to the lack of experimental and field data for a wide

range of biological species. However, more of the difficulty lies within the fact that we are

limited in representing a vast and extremely diverse ecosystem, filled with thousands of dif-

ferent plankton species, with models that contain at most three to four different autotrophic

and heterotrophic groups (and this is only within the most complex BGC models) [156].

In this study, the method we have chosen to improve calibration of the model is that of

parameter optimization. However, before we employ this method, it is helpful to gain some

knowledge regarding the sensitivity of the model to each of the parameters in order to reduce

the number over which we need to optimize.

A sensitivity study was performed, similar to that in [165], where each parameter was

perturbed, both up and down (most cases doubling and halving, respectively), from baseline

values used in a base case simulation, which were determined using expert knowledge and

literature values, and the model was run out to steady-state. After steady-state is reached,

a multi-year monthly-mean normalized sensitivity was calculated for each target BATS field

according to

S(x) =

[
χ(x)− χBASE

χBASE

]/[
p− pBASE
pBASE

]
(4.60)
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where χ is the mean of any of the 6 target BATS fields, p is the specific parameter being

perturbed, and the subscript BASE denotes the base case. Figure 4.6 shows the normalized

sensitivity for chlorophyll, oxygen, nitrate, phosphate, particular organic nitrogen (PON),

and net primary production for each parameter that was perturbed. A total of 54 parameters

were perturbed, the numbers on the vertical axis correspond to the parameters listed in

Table 4.4. Any parameter with a value over 1 was categorized as sensitive, those with values

above 0.3 categorized as mildly sensitive, and those less than 0.3 categorized as relatively

insensitive.

Figure 4.6: Sensitivies of model target fields to each model parameter. Lighter bars with
light grey boarders represent the mean sensitivity due to perturbing the parameter upwards
(generally by a factor of 2) and darker bars with black boarders are due to perturbing the
parameter downwards (generally by a factor of 0.5). Bars are respectively color coated
according to whether they are a phytoplankton parameter (red), a zooplankton parameter
(blue), or other parameter (green). Vertical dashed lines indicate values greater than 1 (or
less than -1), which are categorized a model sensitive parameters.



120

From Figure 4.6, 17 sensitive and mildly sensitive parameters can be identified; 10 phy-

toplankton parameters, 3 zooplankton parameter, and 4 other parameters. These parameters

are denoted by an asterisk in parenthesis in Table 4.4. It should be noted that perturbations

to parameters were kept within reasonable bounds, so it is possible, if perturbed well outside

of these bounds, many of the relatively insensitive parameter might become sensitive due

to non-linear effects. As such, these sensitivities are only valid within the parameter range

explored in this study. In order to reduce the number of parameters for optimization, only

these 17 parameters were used with the assumption that optimization over parameters that

the model is insensitive to is not likely to improve results [159].

4.6 Optimization

As was previously stated, prescribing values to biological parameters can be difficult.

As such we have chosen to employ an optimization algorithm to determine the 17 parameters

the model was most sensitive to. An open-source optimization package, Dakota from Sandia

National Laboratories [184], was used to perform the optimization. Since the initial results

obtained with the model were in decent agreement with the BATS field data, it was assumed

that the parameters are relatively close to a local minima and therefore local methods could

be used instead of global methods, which are much more computationally expensive. A

conjugate-gradient method [185] was used. The conjugate gradient method minimizes a

given cost function over a space using just the gradient of the function, with no need to

compute the Hessian. The optimization was run in parallel with a multi-objective cost

function, which was the minimization of the sum of squared residuals

f(y) = Σn
i=1Σ

m
j=1

(
yn,m − y∗n,m

)2
(4.61)

where y is a vector of the model learning fields, y∗ is a vector of the target BATS fields, n

is the number of months to sum over, and m is the number of vertical levels to sum over.

Of the six target BATS fields, only three were used as the optimization learning variables
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(chlorophyll, nitrate, and phosphate), while the other three were used as test variables after

the model was optimized. Results from the optimization were obtained after 19 objective

function evaluations and optimized parameter values are reported in Table 4.4.

4.7 Results

The coupled BFM17-POM1D model was run using the parameter values shown in

Table 4.4, which were obtained using both literature values and some expert “tuning”, along

with the 17 optimized values. The simulation was allowed to run out to steady-state and

a multi-year monthly-mean was calculated as a function of depth for (a) chlorophyll, (b)

oxygen, (c) nitrate, (d) phosphate, (e) particulate organic nitrogen, and (f) net primary

production.

Figure 4.7 qualitatively compares the optimized model results against each of their

respective BATS target fields. The model is able to capture the initial spring bloom between

January and March brought on by physical entrainment of nutrients, the corresponding peak

in net primary production and PON around the same time, and the subsequent subsurface

chlorophyll maxima during the summer. While oxygen, nitrate, and phosphate levels are

a bit lower than observed values, their overall structures predicted by the model are quite

similar to that of the BATS target fields.

To quantitatively evaluate the optimized model, a model skill assessment was performed

and is summarized in Figure 4.8 with a Taylor diagram for each target field. A Taylor

diagram can be used to assess the extent of misfit between the model and observations by

showing the normalized root mean squared (RMS) differences (εrms/σobs where εrms is root

mean squared error between the model and the observation fields and σobs is the standard

deviation of the observation field), normalized standard deviation (σmod/σobs where σmod is

the standard deviation of the model field), and correlation coefficient between each of the

model output and the BATS target fields. Each of these give an indication of the relative

similarities in amplitude, variations in amplitude, and structure of each field compared to
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Figure 4.7: Comparison of target BATS fields (top row) to optimized simulation results
(bottom row) for (a) chlorophyll (mg Chl-a/m3), (b) oxygen (mmol O/m3), (c) nitrate (mmol
N/m3), (d) phosphate (mmol P/m3), (e) particulate organic nitrogen (PON - mg N/m3), (f)
and net primary production (NPP - mg C/m3/day).

Figure 4.8: Taylor diagram showing the normalized standard deviation, correlation coeffi-
cient, and normalized root mean squared differences between the model output and the BATS
target fields. Observations lie at (1,0). Radial deviations from observations corresponds to
the normalized root mean squared difference, radial deviation from the origin correspond to
the normalized standard deviation, and angular deviations from the vertical axis correspond
to the correlation coefficient.
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the BATS target fields, respectively. From the Taylor diagram, we can see that for all

fields except for PON, errors in the amplitudes are within one standard deviation of the

observations. Additionally, the structure of the model fields have high correlations with that

of the BATS target fields, ranging from 0.62 for chlorophyll to 0.92 for Nitrate and NPP. The

variability in amplitude for chlorophyll, phosphate, and oxygen are all approximately that of

the corresponding BATS target fields, while the nitrate and NPP have a lack of variability

and PON an excess of variability.

Table 4.1 compares the optimized model results using correlation coefficients and RMS

errors to several other reduced-order models. A comparison is only made to those models

which were calibrated with the same BATS area data (and employed some kind of parameter

estimation technique), forced with a similar one-dimensional physical model, and which

reported correlation and RMS errors. Ayata et al. (2013) contained six biological tracers,

while both Fasham et al. (1990) and Spitz et al. (2001) contained seven. The Spitz et

al. (2001) study, used data assimilation, while the Ayata et al. (2013) and Fasham et al.

(1990) studies used only optimization to determine a select set of parameters. On average,

the optimized BFM17 does much better than the Ayata et al. (2013) and Fasham et al.

(1990) studies when it comes to correlation and RMS error and is on par with the Spitz

et al. (2001) study, which used data assimilation and is therefore naturally more likely to

perform better. These results show that with a relatively small increase in the number of

biological tracers, which allows for phosphate tracking and variable intra- and extra-cellular

Table 4.1: Correlation coefficients (and RMS error in parenthesis) between BATS target
fields and several example reduced-order models.

Variable BFM17-POM1D Fasham (1990) Ayata (2013) Spitz (2001)

Chlorophyll 0.62 (0.04) -0.33 (0.34) 0.60 (0.06) 0.86 (0.04)
Oxygen 0.76 (3.77) - - -
Nitrate 0.92 (0.23) 0.87 (0.28) 0.80 (0.33) 0.98 (0.05)
Phosphate 0.86 (0.007) - - -
PON 0.91 (0.10) 0.48 (0.6) 0.45 (0.08) 0.76 (0.12)
NPP 0.92 (0.24) -0.47 (0.021) 0.50 (0.14) 0.69 (0.016)
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nutrient ratios, BFM17 is able to increase correlation coefficient values and decrease RMS

error values for each target field in comparison to similar models.

4.8 Conclusions

In this study, we present a new reduced-order BGC model that is complex enough to ac-

curately capture open-ocean ecosystem dynamics within the Sargasso Sea region, yet reduced

enough to integrate within a physical model without substantial additional computational

cost. It expands upon more reduced BGC models by incorporating a phosphate equation,

as well as the ability to track variable intra- and extra-cellular nutrient ratios. In order to

calibrate and test the model, it was coupled to the one-dimensional Princeton Ocean Model

and forced using field data from the Bermuda Atlantic test site area. A sensitivity study

was performed in order to assess which parameters the model was most sensitive to and were

most beneficial to optimize over. Of the 52 parameters within the model, 17 parameters were

identified as most sensitive, making them ideal for optimization. An open-source optimiza-

tion package was used to run a gradient-base parameter optimization on the 17 parameters,

where a multi-objective cost function made up of the sum of squared residuals between three

(of six) target BATS observation biology fields (chlorophyll, nitrate, and phosphate) and

the corresponding model output field. Results using the optimized base parameter values

are compared to all six of the BATS target fields (chlorophyll, oxygen, nitrate, phosphate,

PON, and NPP) and a model skill assessment was performed, concluding that the optimized

BFM17 does well at reproducing observations. In comparison to similar studies with models

of slightly less complexity, BFM17-POM1D in is able to perform on par with or better than

those studies.
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Table 4.2: List of reference state variables for the BFM17 pelagic model. LO = Living
Organic, NO = Non-Living Organic, IO = Inorganic.

Symbol Code Type Units Description

1 Pc P2c LO mg C m−3 Pico Phytoplankton Carbon
2 Pn P2n LO mmol N m−3 Pico Phytoplankton Nitrogen
3 Pp P2p LO mmol P m−3 Pico Phytoplankton Phosphate
4 Pl P2l LO mg Chl-a m−3 Pico Phytoplankton Chlorophyll
5 Zc Z4c LO mg C m−3 Microzooplankton Carbon
6 Zn Z4n LO mmol N m−3 Microzooplankton Nitrogen
7 Zp Z4p LO mmol P m−3 Microzooplankton Phosphate

8 R
(1)
c R1c NO mg C m−3 Labile Disolved Organic Carbon

9 R
(1)
n R1n NO mmol N m−3 Labile Disolved Organic Nitrogen

10 R
(1)
p R1p NO mmol P m−3 Labile Disolved Organic Phosphate

11 R
(6)
c R6c NO mg C m−3 Particulate Organic Carbon

12 R
(6)
n R6n NO mmol N m−3 Particulate Organic Nitrogen

13 R
(6)
p R6p NO mmol P m−3 Particulate Organic Phosphate

14 O O2o IO mg O2 m−3 Inorganic Dissolved Oxygen
15 N (1) N1p IO mmol P m−3 Inorganic Phosphate
16 N (3) N3n IO mmol N m−3 Inorganic Nitrate
17 N (4) N4n IO mmol N m−3 Inorganic Ammonium

Table 4.3: List of all the abbreviations used to inidicate the physiological and ecological
processes in the equations.

Abbreviation Process

gpp Gross primary production
rsp Respiration
prd Predation
rel Biological release: egestion, excretion, mortality
exu Exudation
lys Lysis
syn Biochemical synthesis
nit/denit Nitrification, denitrification
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Chapter 5

Conclusions and Future Research

5.1 Conclusions

This dissertation explored the effects of upper-ocean turbulence, from kilometer to me-

ter scales, including submesocale and small-scale wind- and wave-driven turbulent processes,

on both non-reactive and biogeochemically reactive tracers. While these scales remain sub-

grid scale in almost all ESMs, and so are often not explicitly represented, the effects of

tracer-turbulence coupling can have large effects on the global climate cycle. In particular,

couplings at submeoscales and below have the potential to have the greatest impact, as

knowledge gained from research on reacting flows in other contexts suggests that the most

significant tracer-flow couplings occur when the dominant physical processes have time scales

on the order of the tracer reactive time scale. While basin-scale and mesoscale processes are

generally much slower than most biological processes, submesoscale and small-scale processes

have time scales of the same order as many important biogeochemical reaction processes. It

is thus worth while to explore these couplings, from a relatively fundamental approach first

in order to gain a better understanding of their effects. The common thread throughout this

work is exploring these subgrid scale tracer-turbulence time couplings through the use of

high-fidelity large eddy simulations of relatively idealized physical set-ups (i.e. no topogra-

phy, a flat and regular surface, etc.), but with realistic turbulence and biogeochemical tracer

dynamics.
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5.1.1 Effects of Submesoscale Turbulence on Ocean Tracers

The second chapter of this dissertation explored the effects of multi-scale turbulence on

non-reactive tracers spanning a spacial scale range of 20 km down to 5 m. The simulations

included the effects of both wave-driven Langmuir turbulence and submesocale eddies, and

explored the evolution and distribution of tracers with different initial and boundary con-

ditions. This study serves to provide a baseline fundamental understanding of multi-scale

tracer-turbulence coupling. Two different flow regimes were examined, a Langmuir-only (LO)

region, which contained only small-scale, three-dimensional wind- and wave- driven bound-

ary layer turbulence, and a submesocale-eddy (SE) region, which contained the small-scale

turbulence of the LO region, but also larger submesoscale processes. Tracer properties were

found to be highly dependent on on the relative strengths of restratifcation by submesoscale

eddies and vertical mixing by Langmuir turbulence and these dependencies were shown to

have an effect on the effective vertical eddy diffusivity, a quantity often used to parameterize

small scale tracer transport. Tracer released at different initial depths were shown to be

transported differently (both spatially and temporally) based upon the turbulence regime

and the depth at which it was released. Tracers with varying rates of air-sea flux showed

vertical mixing that was dependent on the ratio of characteristic time scaled associated with

the flux rate and the dominant near-surface mixing process. A multi-scale analysis showed

that tracer vertical transport was achieved by small-scale processes only in the LO region,

while in the SE region, transport is achieved by both small and large-scale processes. Results

from this chapter, such as dependencies of tracer transport on the vertical structure of the

mixed layer and the physical processes that create that structure, can be used in the devel-

opment of reduced-order modeling of tracer dynamics and serve as a baseline knowledge for

similar studies using reactive tracers.
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5.1.2 Effects of Langmuir Turbulence on Upper Ocean Carbonate Chemistry

The third chapter of this dissertation explored the effects of wave-driven Langmuir

turbulence on carbonate chemistry by varying strength of Langmuir turbulence and using

several different carbonate chemistry models. Langmuir turbulence and carbonate chemistry

have time scales of the same order as each other, and thus have potentially strong tracer-

flow coupling. This study served to examine these couplings and their importance within

the larger global carbon cycle. Physical scenarios were the same for all simulations except

for the applied strength of Langmuir turbulence, which was varied from no-Langmuir up to

a Langmuir number of 0.2 over four different simulations sets. Three different chemistry

models were also used: (i) an infinitely slow non-reactive model, (ii) a time-dependent

model, and (iii) a infinitely fast equilibrium model. Results showed that the presence of

Langmuir turbulence increased the flux rate of CO2 from the atmosphere to the ocean by

continually flushing out the surface layer of the domain, which results in a greater air-sea

gradient in CO2 and faster flux rates. As the strength of Langmuir turbulence was increased,

the increase in flux rate also increased. Results also showed that the choice of carbonate

chemistry model had an affect on the flux rate of CO2, with the infinitely fast equilibrium

chemistry increasing the flux rate the most by, again, maintaining a lower concentration of

CO2 at the surface through quickly converting CO2 into bicarbonate and carbonate, and

the infinitely slow non-reactive chemistry increased it by the least. The combination of both

Langmuir turbulence and different carbonate chemistry models revealed that the two affects

are not simply additive as the presence of Langmuir turbulence and its increase in strength

did not have the same affect on each chemistry model. As such, results from this study

have implications for the development of reduced-order model, in that not only are both of

these processes important to consider for basin-scale air-sea flux rates of CO2, but that their

coupling is non-trivial.
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5.1.3 Development and Testing of a Reduced Order Biogeochemical Model

The fourth chapter of this dissertation details the development of a reduced-order bio-

geochemical model called BFM17. The need for such a model is motivated by the first chapter

in this work, primarily the need for a biogeochemical model that is relatively accurate enough

to reproduce real upper ocean ecological dynamics, but that can also be integrated within

a high-resolution LES, similar to that in the second chapter, at a reasonable computational

cost. The development of such a model facilitates a wide range of studies examining the

effects of submesoscale and small-scale dynamics on biological processes important to the

global climate cycle, such as the draw down of carbon by phytoplankton and the export

of carbon from the surface ocean. Within this chapter, the new reduced-order model is

introduced, coupled to a one-dimensional physical model in order to perform a parameter

sensitivity study, and then calibrated using open-ocean observational data from the BATS

field site. Initial results from the model show good agreement with the BATS data in com-

parison to models of slightly lesser complexity, demonstrating that with a small increase in

complexity and the inclusion of several key processes, the ability for BFM17 to capture open-

ocean ecological dynamics increases greatly. Details of an ongoing parameter optimization

are presented, including the process of choosing the 17 parameters to optimize over and the

numerical techniques used to perform the optimization. Results from the optimized BFM17

are expected to exceed that of the unoptimized model and produce even better agreement

with the BATS field data.

5.2 Future Work

5.2.1 Developing a Reduced Order Biogeochemical Model

While the BFM17 model has been calibrated and is currently being optimized using the

BATS field data, future research could extend BFM17 calibration to include data from other

field sites with different dominant ecological dynamics than that of BATS. This inclusion of
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additional field data will help to make results from studies using BFM17 more applicable to

the global ocean, as well as make BFM17 more applicable to studies in specific biological

regions. In order to do so, similar data to that from the BATS site (i.e. climatological

temperature, salinity, wind, PAR, and various biological variables) should be collected and

prepared in the same fashion. Incorporating the data into the optimization would be fairly

straightforward and involve a simple addition of new cost functions to the multi-objective

cost function that it already being used. Data sites that are potential candidates for this

additional calibration include the Hawaii Ocean Time-Series (HOTS), the North Atlantic

Bloom Experiment (NABE), and the Ocean Weather Ship Station India (OWSI) sites.

5.2.2 Langmuir Turbulence and Carbonate Chemsitry

While a clear connection has been drawn between Langmuir turbulence and its abil-

ity to enhance the amount of CO2 brought into the domain, further exploration into an

expanded time and parameter space is warranted before such effects can be incorporated

into a sub-grid scale model for use in ESMs. The work done within this thesis explored

shorter, transient processes, but longer, steady-state results are needed. The development

of a reduced-order, yet still time-dependent carbonate chemistry model would help facilitate

this research, allowing for longer-time processes to be explored with a reasonable compu-

tational cost. Additionally, this extended-time study could explore effects of diurnal cycle

heating and cooling, as well as non-constant wind-driven shear and wave-driven Langmuir

turbulence.

Aside from the development and use of a reduced-order model for exploring longer

times, a series of shorter time studies could be explored. One possibility is exploring the

effects of temperature changes within the mixed layer on CO2 flux and carbonate chemistry

reaction rates due to Langmuir turbulence deepening the mixed layer and subsequently en-

training cooler water from below, as well as mixing in warmer or cooler waters from above

due to radiative heating/cooling and precipitation at the surface. Various degrees of strat-
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ification below the mixed layer, initial temperature profiles, and surface heat forcing could

be used to explore this. These studies could also incorporate buoyancy driven turbulence

and explore how that can combine with Langmuir and shear-driven turbulence. The carbon-

ate chemistry study within this thesis maintained a constant salinity profile throughout the

course of the simulations, and while salinity has a lesser affect on the solubility of CO2 and

reaction rates of carbonate chemistry, its affect could still be explored, both isolated from

and in combination with temperature affects.

5.2.3 Multi-Scale Turbulence and Biogeochemsitry

Now that a new reduced-order BFM17 model has been developed and calibrated, the

possibilities for its use are quite broad. Of particular interest is exploring a similar multi-

scale turbulence set-up as the study done in the first chapter of this thesis, but replacing the

non-reactive idealized tracers with the 17 relatively realistic biogeochemically reactive tracers

within BFM17 in order to explore tracer-turbulence coupling effects between submesoscale

processes and biological tracers and what affect small-scale turbulence has on that coupling.

A set of three main physical simulations could be performed to produce a well rounded

study: (i) a lower resolution (∼ 1 km) simulation, where only submesoscale processes are

resolved, (ii) a higher resolution (¡ ∼ 10 m) simulation, where both submesoscale and small-

scale processes are resolved, but the small-scale processes are purely due to wind-driven

shear turbulence, and (iii) the same high resolution simulation, but with both wind-driven

shear and wave-driven Langmuir turbulence. Each of the simulations would incorporate

BFM17 as the biogeochemical model and be initialized in the same way. Since the multi-

scale turbulence simulations can only be run out to maximum of 15-20 days before the

submesoscale eddies begin to break down, initialization of the simulations should be done

carefully. In order to determine the appropriate initialization of both the physical and

the BFM17 tracer set-ups, an initial suite of simulations could be done. Using a courser

resolution simulation set-up similar to that of the main simulations, a large set of varying
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initial and boundary conditions for both physical and tracer variables could be explored in

a relatively cost effective way. As a first step, BFM17 tracer profiles could be initialized in

a horizontally uniform way using depth profiles from different months within the BMF17-

POM optimization results. This would help determine what initial conditions would lead to

events that are relevant to submesoscale processes, such as entrainment of nutrients due to

mixed layer deepening, phytoplankton bloom timing, intensity, patchiness, and subduction,

and carbon export from the surface ocean. Aside from determining an appropriate set of

initial and boundary conditions for the main simulations, these course resolution simulations

could be compiled to form an interesting study in itself, which would be able to explore

a much larger parameter space than the higher resolution simulations. Results from these

simulations could be compared to other similar course resolution submesoscale simulations

that used much simpler biological models than BFM17 such as [9, 57, 186]
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