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Advances in technology and instrumentation open new windows for observing astro-

physical objects. The first half of my dissertation involves the development of atomic layer

deposition (ALD) coatings to create high reflectivity UV mirrors for future satellite astro-

nomical telescopes. Aluminum (Al) has intrinsic reflectance greater than 80% from 90 – 2,000

nm, but develops a native aluminum oxide (Al2O3) layer upon exposure to air that readily

absorbs light below 250 nm. Thus, Al based UV mirrors must be protected by a transmissive

overcoat. Traditionally, metal-fluoride overcoats such as MgF2 and LiF are used to mitigate

oxidation but with caveats. We utilize a new metal fluoride (AlF3) to protect Al mirrors

deposited by ALD. ALD allows for precise thickness control, conformal and near stoichio-

metric thin films. We prove that depositing ultra-thin (∼3 nm) ALD ALF3 to protect Al

mirrors after removing the native oxide layer via atomic layer etching (ALE) enhances the

reflectance near 90 nm from ∼5% to ∼30%.

X-ray detector technology with high readout rates are necessary for the relatively bright

Sun, particularly during large flares. The hot plasma in the solar corona generates X-rays,

which yield information on the physical conditions of the plasma. The second half of my

dissertation includes detector testing, characterization and solar science with the Minia-

ture X-ray Solar Spectrometer (MinXSS) CubeSats. The MinXSS CubeSats employ Silicon

Drift Diode (SDD) detectors called X123, which generate full sun spectrally resolved (∼0.15

FWHM at 5.9 keV) measurements from the sparsely measured, 0.5 – 12 keV range. The ab-

solute radiometric calibration of the MinXSS instrument suite was performed at the National
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Institute for Standards and Technology (NIST) Synchrotron Ultraviolet Radiation Facility

(SURF) and spectral resolution determined from radioactive sources. I used MinXSS along

with data from the Geostationary Operational Environmental Satellites (GOES), Reuven

Ramaty High Energy Solar Spectroscopic Imager (RHESSI), Hinode X-ray Telescope (XRT),

Hinode Extreme Ultraviolet Imaging Spectrometer (EIS) and Solar Dynamics Observatory

(SDO) Atmospheric Imaging Assembly (AIA) to study the solar corona. This resulted in

new insights on the coronal temperature distribution and elemental abundance variations

for quiescence, active regions and during solar flares.
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the tcpc are very similar. ALD data is from Hennessy et al. 2016A [75] and

ALE data is from Hennessy et al. 2017 [76]. . . . . . . . . . . . . . . . . . . 31

4.5 Atomic force microscopy (AFM) profile of surface roughness comparing a bare

Si wafer and ALD of AlF3 of ∼25.6 nm. The ALD AlF3 only increases the

wafer surface roughness by ∼15% at an absolute thickness value of 0.303

nm root-mean-square (RMS). RMS = Rq =
√

1
n
(
∑n

i=1 z
2
i ) and the arithmetic

average roughness, Ra =
√

1
n
(
∑n

i=1 |zi|). Which is much smaller than the

lowest wavelengths (90 nm) of the designed usage. Figure adapted from Moore

et al. 2015 [114]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32

4.6 ALE of Al2O3 with sequential exposure to hydrogen fluoride (HF) and trimethy-

laluminum (TMA). HF exposure to Al2O3 at temperatures greater than ∼250◦

leads to ligand exchange. H2O is a by product and a monolayer of mostly AlF3

is left on the surface. TMA exposure promotes another ligand exchange to

a hypothesized Alx(CH3)yFZ group, which is volitle and leaves. This is the

etching of a monolayer of Al2O3. The thickness-change-per-cycle is consistent

per temperature with LiF preconditioning. Figure modified from George and

Lee 2016 [55]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
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4.7 X-ray photoelectron spectroscopy (XPS) of Al + native Al2O3 compared to

the Al + ALE Al2O3 + ALD AlF3. The photoelectron spectrum is variable

depending upon the element atomic and molecular bonds. In the top section,

XPS signal is strong at the characteristic native Al2O3 electron binding en-

ergy (2). The bottom section, XPS signal for the ALE Al2O3 sample at the

characteristic Al2O3 electron binding energy (2) is much lower in comparison

to the Al signal (1). The ALD AlF3 XPS signal (3) is apparent in the lower

section. Adapted from Hennessy et al. 2017 [76]. . . . . . . . . . . . . . . . 34

4.8 Atomic force microscopy (AFM) profile of surface roughness. The ALD of

AlF3 increases the surface roughness (as expected). The ALE of Al2O3 main-

tains a smooth surface which is beneficial for UV reflectance. . . . . . . . . 35

5.1 Inside the CASA Square Tank chamber. A microchannel plate detector is

used from 90 - 130 nm and a photomultiplier tube with a MgF2 window for

wavelengths between 120 – ∼ 300 nm. The left picture shows the detector

position for the input light measurement (I0) and the right plot the position

for reflected light measurement (Ir). . . . . . . . . . . . . . . . . . . . . . . 40

5.2 CASA Square Tank UV Monochromator spectral scan of hallow-cathode H/Ar

(35%/65% mix) measured with a microchannel plate (MCP) detector from 820

- 1350 Å. Prominent spectral lines are labeled from the NIST Atomic Spectral

Database https://physics.nist.gov/PhysRefData/ASD/lines form.html. . . . . . 41

5.3 A) Transmission curve for a KBr window. B) CASA Square Tank UV monochro-

mator background subtracted intensity from our Hydrogen-Argon (H/Ar -

35%/65% mix) discharge gas with second order diffracted light for λ > 220

nm, in blue diamonds. Overplotted is the resultant intensity of the H/Ar with

the KBr window, the red triangles. The second order light for λ > 220 nm

has been attenuated and light for λ < 200 nm has been completely removed. 42

https://physics.nist.gov/PhysRefData/ASD/lines_form.html


xx

5.4 UV (90 – 300 nm) near-normal (θ = 10◦) absolute reflectance measurements

for ∼30 nm of AlF3 on Si for two samples, one deposited and measured within

1 week (diamonds) and the other measured after storage in the JPL MDL

glove box for 2 months (squares). Performance differences are within mea-

surement uncertainties (∼ +/− 5%) indicating that the optical performance

is not strongly modified by MDL glove box storage. Measurements follow the

general spectral shape from calculated values of this work (black solid line),

Bridou (blue dashed line; thermal evaporation) and Lee (red dash-dotted line;

magnetron sputtered). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43

5.5 Measurements of ∆, the phase shift between p and s polarization states in-

duced by 34 nm (Panel a) and 24 nm (Panel b) of AlF3 on Si wafers at θ =

45◦, 55◦ and 65◦ (blue, green and red symbols respectively). Measurements

agree with optical constant calculations from both this work (solid line, ALD)

and Lee (dash-dotted line, magnetron - sputtered). For reference, bare Si sub-

strate (with probable native oxide) measurements are over-plotted with small

symbols (asterisks) and calculations from the Palik archive optical constants

(dotted line). Measurement and model synergy indicate the predictive power.

∆ combined with Ψ describe polarization state changes (between linear, cir-

cular and/or elliptical) upon reflection from our Si + AlF3 combination. . . 46
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5.6 Measurements of tan Ψ, the ratio of the modulus of the p to s polarization

state Fresnel coefficients for 34 nm (Panel a) and 24 nm (Panel b) of AlF3 on

Si wafers at θ = 45◦, 55◦ and 65◦ (blue, green and red symbols respectively).

Values near unity indicate even amounts of reflected light for both polariza-

tion states. Deviations from unity mean different amounts of each state are

reflected. For reference, bare Si substrate (with probable native oxide) mea-

surements are over-plotted with small symbols (asterisks) and calculations

from the Palik archive optical constants (dotted line). Measurements agree in

general with optical constant calculations from ‘this work’ (solid line, ALD)

and well with Lee (dash-dotted line, magnetron - sputtered). ∆ combined

with Ψ describe polarization state changes (between linear, circular and/or

elliptical) upon reflection from our Si + AlF3 combination. . . . . . . . . . 47

5.7 The optics section of the NIST SURF reflectometer. The detector is a Si-

photodiode. The mirror sample was very shiny (in visible light) and smooth.

So smooth, that we can see the author of this dissertation in the mirror. . . 49

5.8 NIST SURF reflectance measurements of reference gold (Au) sample. The

yellow and black lines are calculations based upon optical constants. The

symbols are the NIST SURF measurements for each segment. The red squares

are measurements from CU-LASP-CTE3. The black line are optical constant

calculations from Palik 1985 and Palik 1998 [123]. The green dashed line are

the results from Canfield et al. 1964 [24]. The blue triangles are measurements

from the JPL ACTON VM 502 FUV system. . . . . . . . . . . . . . . . . . 51

5.9 Inside the LASP CTE3 chamber. The Si-photodiodes are Opto Diode AXUV100G

and flight spares. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
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5.10 Dark current stability study measurements of the two Si-photodiodes. Dark

measurements where performed over 5-hours to check for dark current sys-

tematic drifts, differences between the two detectors or non-random noise.

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53

5.11 LASP CTE3 D2 and HCL (H/Ar) light source spectral scan with the Si-

photodiode. The input (I0) and reflected (Ir) signal is large enough for re-

flectance calculations with moderate signal-to-noise (S/N ≥ 5). There are

two sets of spectral scans and they agree very well. The ratio of this example

raw signal is used for the reflectance measurement result. . . . . . . . . . . 53

5.12 LASP CTE3 reflectance measurements of reference sample if gold (Au), silicon

(Si) and bare aluminum with native oxide (Al). The yellow and black lines are

calculations based upon optical constants. The red lines is the raw reflectance

calculated from the ratio of the spectral scans. The symbols are the binned

raw reflectance data. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54

5.13 (A) Set A CU-LASP and JPL reflectance measurements (symbols) of Al-only

(black), Al-ALD-AlF3 (Blue) and Al-ALE-ALD-AlF3 (red) show the etched

sample achieves values near 30% at 90 nm while maintain high reflectance

out to 250 nm. (B) Set B NIST-SURF reflectance measurements reaffirm

the CU-LASP and JPL results and prove repeatability of improved perfor-

mance. The lines in both (A) and (B) are film thickness fits to the respective

measurements. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
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6.1 Hertzsprung-Russell (H-R) diagram depicting the relationship between a star’s

surface temperature (spectral class) and their luminosity (absolute magni-

tude). Image credit: European Southern Observatory (ESO). Source: https:

//commons.wikimedia.org/wiki/File:Hertzsprung-Russel StarData.png under the

Creative Commons Attribution 4.0 International License (https://creativecommons.

org/licenses/by/4.0/deed.en) . . . . . . . . . . . . . . . . . . . . . . . . . . . 62

6.2 Stars with masses less than roughly 0.5M⊙ have fully convective interiors.

Stars with 0.5M⊙ ≤ M ≤ 1.5M⊙ have a radiative inner portion and a con-

vective outer portion. The most massive stars (M > 1.5M⊙) have a convective

inner portion and a radiative outer portion. The dynamics of the energy trans-

port inside of stars have direct and profound implications on the atmospheric

structure. Source: https://commons.wikimedia.org/wiki/File:Heat Transfer in

Stars.png under the Creative Commons Attribution-Share Alike 3.0 Unported

Liscence (https://creativecommons.org/licenses/by-sa/3.0/deed.en) . . . . . . 65

6.3 Convection transports energy by fluid motions. In gravitationally stratified

convection, a hot parcel of material flows upwards due to buoyancy forces

(adiabatic process), expands as it rises (pressure equilibrium), losses heat at

the ‘surface’ (generally taken as a scale height), cools, and migrates downward,

to be heated and return to rise. Source: https://commons.wikimedia.org/wiki/

File:ConvectionCells.svg under the Creative Commons Attribution-Share Alike

3.0 Unported Liscence (https://creativecommons.org/licenses/by-sa/3.0/deed.

en). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66

6.4 Visible light satellite image of the solar photosphere from the Solar Dynamics

Observatory (SDO) and Atmospheric Imaging Assembly (AIA). . . . . . . . 67
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6.5 1D approximation of the Solar atmospheric temperature profile. The photo-

sphere has temperatures near ∼ 6,000 K down to the minimum 4,000 K. The

chromosphere temperature increases up to the 105 K. The temperature of the

corona is well in excess of 105 K. . . . . . . . . . . . . . . . . . . . . . . . . 68

6.6 Solar eclipse by the Moon. Image credit [58].The visible light from the solar

corona, specifically the so-called K corona, which is scattered photospheric

light from free electrons in the corona. The magnetic nature of the corona is

clearly visible. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71

6.7 Approximated electron density and temperature as a function of height in the

solar atmosphere. Figure adopted from [6]. . . . . . . . . . . . . . . . . . . 72

6.8 Plasma beta (β = Pgas
Pmagnetic

) as a function of height in the solar atmosphere. Im-

age credit [6, 52]. The plasma beta is large in the photosphere (gas dominates

the dynamics), smaller in the corona (magnetic field dominates dynamics) and

large again in in the solar wind. . . . . . . . . . . . . . . . . . . . . . . . . 73

6.9 Left panel: GONG line-of-sight magnetogram showing the locations of sunspots

on 2013 October 21. Right panel: Hinode XRT observations displaying active

regions on 2013 October 21. It is apparent that the sunspots and active re-

gions are co-spatial and originate from the same phenomena, magnetic fields.

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74

6.10 Hinode XRT images on 2008 and 2014. The change in the magnetic structure

over the solar cycle is clear as the number of active regions (large scale mag-

netic structures) is much greater near the maximum of Solar Cycle 24. Image

credit, the Hinode Team. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75
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6.11 Figure by Shahin Jafarzadeh on the many phenomena (non-exhaustive) in the

solar atmosphere. The solar atmosphere is extremely complex. Affects from

granulation in the subsurface photosphere, in general propagate upward to

the less dense chromosphere and corona. There are many phenomena actively

being investigated like spicules, Alfvén waves, magnetic network, wave-mode

conversion, shocks, Sun spots, active region dynamics, mass flow, magnetic

reconnection, acceleration of the solar wind, etc., etc... . . . . . . . . . . . . 76

6.12 (b) Diagram of alfven wave propagation in magnetic loops from van Balle-

gooijen et al. 2014 [149]. (c) proposed velocity motions inside of magnetic

flux elements. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79

6.13 Composite spectral energy distribution (SED) from X-rays to infrared for the

Sun. The majority of the visible light emission originates in the photosphere,

the UV mostly created in the warmer chromosphere and X-rays (and EUV)

are birthed, generally in the corona. . . . . . . . . . . . . . . . . . . . . . . 82

6.14 CHIANTI Atomic Database calculation of Fe ionization states as a function of

temperature assuming collisional ionization equilibrium (CIE). The radiation

from different ionization states can be used to probe the temperatures present

in a plasma. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83

6.15 Differential Emission Measure (DEM) nominally stored in the CHIANTI Atomic

Database. The coronal hole (black) is fairly void of plasma greater than 1

MK that is radiating, the quiet Sun (green) has the majority of the radiating

plasma between 1 - 2 MK (except for the chromospheric contribution for T

≤ 0.5 MK). Active regions (blue) have contributions from hotter plasma (3 -

5 MK) and solar flares (red) manifest the highest temperature plasma (well

over 10 MK). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87



xxvi

6.16 Diagram from Liu et al. 2008 [104] of possible reconnection set morphology for

large solar flares. The green lines are the proposed magnetic field arrangement,

red circles indicate possible turbulence, the blue disc would be the hard X-ray

flare footpoint sources. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89

7.1 A non-exhaustive list of solar EUV and X-ray space borne instruments. The

majority of soft X-ray missions conducted either high spectral resolution (<

0.1 keV) measurements over a narrow bandpass, had fairly low spectral res-

olution (> 1.0 keV) over a large spectral bandpass, or were integrating pho-

tometers. The MinXSS CubeSats will combine moderate spectral resolution

(∼0.15 keV FWHM at 5.9 keV) and a fairly large spectral bandpass (0.5 - 30

keV). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93

7.2 Picture of one of the twin Miniature X-ray Solar Spectrometer (MinXSS)

3U CubeSats. The CubeSat is oriented so that the solar panels and instru-

ment apertures are facing the viewer (desired Sun facing side on-orbit). The

MinXSS CubeSats are designed to measure the solar X-ray flux from 0.5 - 30

keV using the X-ray Photometer (XP) for spectrally integrated measurements

across the entire energy band and the X123 spectrometer for energy resolved

photon-counting measurements. The X123 spectrometer has a nominal spec-

tral resolution of 0.15 keV full-width-half-maximum (FWHM). MinXSS-1 was

deployed from the International Space Station on 2016 May 16 with an initial

LEO altitude of ∼402 km and had an 11-month mission life before its re-entry

on 2017 May 6. Mission lifetime is dependent upon solar activity. MinXSS-2

is to be launched to a Sun-synchronous orbit of ∼575 km NET June of 2018

for an anticipated 5 year mission. . . . . . . . . . . . . . . . . . . . . . . . . 98

7.3 MinXSS-1 deployment from the ISS on 2016 May 16 to a Low Earth Orbit

(LEO) with an initial altitude of ∼402 km. . . . . . . . . . . . . . . . . . . 99
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7.4 Cut out of the MinXSS CubeSat to demonstrate the optical path of the Sun

(not to scale) through the field of view limiting aperture and housing for the

X123 spectrometer. The X123, XP and SPS apertures, and other subsystem

locations are labeled for clarity. . . . . . . . . . . . . . . . . . . . . . . . . . 100

7.5 SPS quad diode layout demonstrating the orientation of the α and β angles.

The SPS square aperture is 2 mm × 2 mm. . . . . . . . . . . . . . . . . . . 102

7.6 Basic layout of the X123 detector from the Amptek website. The MinXSS X-

ray spectrometer is a commercial off the shelf (COTS) X123 silicon Drift Diode

(SDD) from Amptek (http://amptek.com/). The detector package comes in

various sizes and each can fit in the palm of an adult’s hand, making X123

perfect for a CubeSat. The X123 consists of a beryllium (Be) window to

attenuate visible light and transmit X-rays, the SDD detector, thermoelectric

cooler (Peltier cooling) and a Field Effect Transistor (FET) pre-amplifier all

in the detector head, that is attached to an external electronics box. . . . . 104

7.7 Schematic demonstrating the basic SDD architecture and principle operation.

Adopted from the article “SDD Explained” (http://www.uni-export.com.pl/

files/Akcesoria analityczne/SDD Explained.pdf). Photons with energy greater

than the Si electon-hole pair energy (∼3.65 eV) incident on the biased bulk

silicon structure will liberate electron-hole pairs. The negative charge is drifted

towards the central capacitor. THe charge is integrated on the capacitor,

converted to a voltage amd amplified by the Field Effect Transistor (FET). 106
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8.1 An example of an X123-measured 55Fe source emission profile. The Kα and

Kβ line complexes at (∼5.9 and ∼6.5 keV respectively) are fully resolved from

one another, but the individual components of these lines complexes are not,

at the ∼0.15 keV FWHM nominal spectral resolution at 5.9 keV. The fitted

energy gain of ∼0.029 keV/bin is consistent with the nominal binning of 0.03

keV bin. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 108

8.2 Example plot of MinXSS-2 X123 spectral resolution estimates vs. photon en-

ergy using radioactive X-ray sources. The top split-plot shows the normalized

counts from the 55Fe source from 1 - 10 keV and the 241Am source from 10

- 30 keV. The 55Fe ∼5.90 and ∼6.49 keV line complexes are easily detected.

The 241Am ∼11.87, ∼13.95, and ∼17.75 keV lines are used for spectral resolu-

tion estimates. The vertical dotted line emphasizes which spectral lines were

used for FWHM resolution estimates for three different spectrometer peaking

times. Longer peaking times yield better photon energy resolving power up

to the combined electronic and Fano Limit. The Fano Limit is the intrinsic

statistical limit of bulk Si semiconductor material to resolve energy differ-

ences, and is over-plotted with the black solid line. The colored lines are the

Fano Limit (from Fano Noise) with an estimated electronic noise contribution

from the 55Fe measurements. These estimates depicted by the color lines are

used to extrapolate the spectral resolution to higher photon energies. The

extrapolation to lower energies is not expected to adhere to these lines due to

other noise sources (microphonics, thermal noise, and other uncharacterized

sources). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 110

8.3 The MinXSS CubeSats in the Gimbal at NIST SURF. . . . . . . . . . . . . 112
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8.4 X123 Field of View (FOV) sensitivity maps constructed from pre-launch data

at the National Institute for Standards and Technology (NIST) Synchrotron

Ultraviolet Radiation Facility (SURF) for each CubeSat (left: MinXSS-1 and

right: MinXSS-2). The maps displayed are the MinXSS spectral response

convolved with the apparent visible-light solar disc. The asterisk denotes the

center of the spectrometer FOV which mechanically aligned to the boresight

of the spacecraft. The black circle represents the size of the visible-light solar

disk in the FOV. The contours and color map signify the percent difference

in the X123 response from the center (asterisk), which is a few percent in

magnitude. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 113

8.5 MinXSS-1 and MinXSS-2 X-ray instrument effective area vs. photon energy.

The main difference between the XP (dashed line) and X123 (solid line) is due

to the geometric area of their respective apertures. The XP aperture diameter

is ∼5 mm, while the X123 pinhole diameter is ∼0.18 mm. MinXSS-2 has an

undesigned Zn contribution to the Be window, which results in an edge in the

response near 1 keV. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 116

8.6 Outline of NIST SURF Multienergy technique to estimate the X123 spectral

response. We fit a model of detector response parameters to the measured

count flux from the SURF photon flux. Fitting the measured counts over the

0.5 -∼3.0 keV spectral range allows us to estimate the entire spectral efficiency

from 0.5 - 30 keV from the model parameters. The main fit parameter is the Be

window thickness. Other subsidiary components include contributions from

escape of Si fluorescence photons from K and L (2s and 2p) excitations and

photoelectrons produced in the Be window. . . . . . . . . . . . . . . . . . . 119
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8.7 Beryllium (Be) thickness fit results from the Multienergy SURF flux input

to the X123. 10 Monte Carlo (MC) trial analysis was performed about each

beam energy best fit to improve estimates of the Be fit thickness uncertainty.

The Final Estimate listed of the best fit Be thickness is the mean of the best

fit values from 361 - 416 MeV. The Final Uncertainty is derived uncertainty

from the best fit MC trials. * = signifies that all energies except 331 MeV

where used to construct the final value . . . . . . . . . . . . . . . . . . . . . 120

8.8 Si K, L (2s and 2p) escape probabilities normalized by the photopeak yield. 121

8.9 The photon fux propogated through an example 25 µm thick Be window

clearly show the creation of photoelectrons below 3 keV. The challenging

unanswered question is what is the electron energy distribution that inter-

act with our detector. The mass attenuation coefficient for Be is taken from

Yeh and Lindau 1985 [160]. . . . . . . . . . . . . . . . . . . . . . . . . . . . 122

8.10 Diagram displaying the basic processes assumed in the Spicer model used to

estimate the X123 Be window photoelectron contribution. Figure adapted

from Dowell and Schmege 2009 [41]. . . . . . . . . . . . . . . . . . . . . . . 124

8.11 Calculations of the electron mean-free-path in Be, assuming that the main

interation is electron-electron scattering [163]. . . . . . . . . . . . . . . . . . 126

8.12 Be photoelectron cone angle dependence, Equation 8.9. The probability that

an electron of a certain energy (created from a near collimated photon - aligned

with the optical axis) will propagate in the forward direction inside a cone

angle towards the X123 detector. . . . . . . . . . . . . . . . . . . . . . . . . 127

8.13 Example of the X123 Detector Response Matrix (DRM) which includes Si

photopeak, Compton scattering, Be window generated photoelectrons, and Si

K and L (2s and 2p) escape processes. The DRM gives the probability that

an incident photon of energy E1 will deposit energy E2 in the detector. . . . 129
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8.14 Estimation of the SURF flux incident on the X123 aperture, inverted from

measured counts. The solid lines are the known SURF input flux, the sym-

bols are three different response model aspects used for the inversion. The

photopeak component (corrected for Si escape effects and Be photoelectrons)

are the filled circles, the Be transmitted photon flux component are the as-

terisks and the Be photoelectron component are the open squares. All three

model component inversions agree well down to 1 keV. Thus, we can confi-

dently invert to estimate the photon flux over these energies. . . . . . . . . 130

8.15 NIST SURF X123 linearity test shows a maximum count rate limit of ∼8,000

counts s−1, for an accurate spectrum. Maximum count rate is deduced from

the last measured count rate, the red dotted lines, where the X123 slow counter

(peaking time = 4.8 s), the green diamonds, and fast counter (peaking time =

100 ns), the black pluses, begin to diverge. The black solid line is a linear fit

to the fast counts. The SURF flux spectrum depends linearly with the SURF

beam current (Ie), so a linear increase in the SURF beam current leads to a

linear increase in the SURF photon flux. . . . . . . . . . . . . . . . . . . . . 132

8.16 X123 detected (output) count rate for an input (actual) count rate, for the

MinXSS-1 (blue symbols) and MinXSS-2 (green and red symbols) expected

operating peaking times. The lines indicates the dead-time model fit. Com-

parison of a MinXSS-1 observation based scaling to GOES flux levels (blue

vertical axis) and model estimations for MinXSS-2 (red vertical axis). The

horizontal dotted lines indicate the count rate where dead-time effects, pile-up

effects and detector paralysis begin to occur. Spectra above these count rates

must be heavily processed prior to analysis. . . . . . . . . . . . . . . . . . . 133
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9.1 An example of the X123 and XP temperature response functions for a spec-

trum summed to 0.3 keV wide bins for X123 (ten 0.03 native bins). The

temperature response is in volume emission measure units of cm−3. The

isothermal spectral emission model used to compute the spectral response

of the MinXSS instruments per plasma temperature is a spectrally extended

version of the SolarSoftware (SSW) f vth function (which uses the Chianti

Atomic Database). The temperature response in soft X-rays can vary due

to differences in the abundance of the low-FIP elements of Fe, Mg, Si, Ca

and the mid-FIP element S used in the spectral emission model. Thus, we

display the temperature response for traditional ‘Coronal’ [48] (4 times pho-

tospheric for the low-FIP elements), ‘Hybrid’ [138] (∼2.1 times photospheric),

and one of the latest photospheric [23] abundances. The MinXSS instrument

temperature response begins to deviate for different abundances for plasma

temperatures greater than 2 MK, due to the ions of the low-FIP elements. . 140

9.2 MinXSS-1 X123 and XP emission measure loci for pre-flare emission at roughly

a GOES B5 level before the M5.0 flare on July 23, 2016 (left) and the actual

flare (right). The solid colored lines correspond to X123 counts summed to 0.3

keV wide energy bins and the dash-dotted lines are the XP loci. The rainbow

keV values in the top left plot indicate the color code for the minimum energy

bin use for each X123 em loci. The em loci indicate the maximum emission

if all the plasma was isothermal for each summed energy bins. The near

convergence of the em loci curves in emission measure and temperature space

indicate that the flare (right plot) is much hotter and more dense than the

pre-flare spectrum (left plot) . . . . . . . . . . . . . . . . . . . . . . . . . . 142
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9.3 Temperature results over the MinXSS-1 mission of 15 minute averaged X123

data fit by OSPEX 1TFree (green) and 2TFree (red-hotter and blue-cooler)

class models. The X123 detected spectral flux is dominated by active regions

and flares, thus the 2 - 3 MK active region plasma is clearly observed plus

transients due to flares. The GOES 0.1 - 0.8 nm flux is plotted as the red line

below to serve as a reference for the solar activity level. . . . . . . . . . . . 146

9.4 Volume emission measure (VEM in units of 1049 cm−3) results over the MinXSS-

1 mission of 15 minute averaged X123 data fit by OSPEX 1TFree (green) and

2TFree (red-hotter and blue-cooler) class models. The emission from active

regions for these 1T and 2 T models is consistently near 1048 - 1049 cm−3. The

GOES 0.1 - 0.8 nm flux is plotted as the red line below to serve as a reference

for the solar activity level. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 147

9.5 Multiplicative factor for the low-fip elements (scaling units of Fe, Ni, Ca, Si,

Mg and 0.5*S from Feldman 1992 values) results over the MinXSS-1 mission

of 15 minute averaged X123 data fit by OSPEX 1TFree (green) and 2TFree

(blue) class models. The values hover near ‘traditional’ coronal values for

quiescent active regions and drop precipitously during flare times (possibly

due to chromospheric evaporation). The MinXSS-1 X123 counts for E ≥ 0.9

keV are plotted as the black circles in the bottom panel. The GOES 0.1 - 0.8

nm flux is plotted as the red line below to serve as a reference for the solar

activity level. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 148

9.6 Reduced Chi-square (χ2
reduced) over the MinXSS-1 mission of 15 minute aver-

aged X123 data fit by OSPEX 1TFree (green) and 2TFree (blue) class models.

Values near unity are desired. The χ2
reduced is around 2 - 6 for most fits, which

is OK. The MinXSS-1 X123 counts for E ≥ 0.9 keV are plotted as the black

circles in the bottom panel. The GOES 0.1 - 0.8 nm flux is plotted as the red

line below to serve as a reference for the solar activity level. . . . . . . . . . 149
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9.7 MinXSS-1 X123 solar measurements (solid lines) from GOES A5 to M5 levels

(∼5 × 10−8 - 5 × 10−5 W m−2). The left plot is the mean count flux and

the right plot is the estimated photon flux. The uncertainties are depicted as

the shaded region around the measurements. This demonstrates the dynamic

range of the MinXSS-1 spectrometer, and the variation in spectral features for

increasing solar flux levels. The ‘bumps’ in the spectrum are due to groups

of dominant emission lines from ionized Fe near 1.2 keV and 6.7 keV, Mg

near 1.7 keV, Si around 2.1 keV, S by 2.7 keV, Ar (or lack thereof) near 3

keV, Ca by 4 keV, and the Fe+Ni complex at 8 keV. These features can be

used as elemental abundance probes to assesss deviations from the traditional

‘Coronal’ abundance values during various solar conditions. . . . . . . . . . 151

9.8 Panel A shows the MinXSS-1 X123 derived photon energy flux at 1 AU (in

mks units - W m−2 keV−1) and scaled back to the Solar surface (in cgs units -

erg s−1 cm−2 keV−1). The total energy flux at 1 AU as measured by MinXSS-1

for photon energies ≥ 1 keV is listed for the GOES ∼A5 (blue), B5 (cyan),

C2.7 (green), M1.2 (red) and M5.0 (black) class observations. Panels B - D

contain scatter plots, correlation coefficients and linear fit of MinXSS-1 X123

photon energy ≥ 1 keV to count rate (Panel B), MinXSS-1 X123/XP count

rate to GOES 0.1 - 0.8 nm flux (Panel C) and MinXSS-1 X123 photon energy

flux integrated from 0.1 - 0.8 nm (∼1.55 - 12.4 keV) to GOES XRS 0.1 - 0.8

nm flux (Panel D) all show very strong correlations, validating the MinXSS

data. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 156
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9.9 MinXSS-1 X123 count flux solar measurements (solid lines) with the best

fit spectra overlaid (dashed lines), for temperature and emission measures

derived using the OSPEX suite. The residuals are listed also (M = model, D

= data, and E = uncertainty). The shaded regions indicate the uncertainties

in the count flux. A 2T model with select elemental abundance fit separately

(2TAllFree). The best fit parameters with their uncertainties are listed in

Table 9.3 and Table 9.4. There is a 2T model used for non-large-flaring times

(QS and pre-flare) and an additional 2T model is added to compensate for

the radiative enhancement during the flare-peak times. The vertical dash-

dot-dot-dot lines show the high and low energy limits for the spectral fits.

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 158

9.10 Volume emission measure loci (em loci) plots with MinXSS-1 OSPEX 1TFree

fit parameters over-plotted as delta functions in temperature with filled di-

amonds indicating the emission measure value for the non-large-flaring sun

(pre-flare). These MinXSS-1 em loci and fit parameters correspond to the

spatial distribution captured by Hinode XRT in Figure 9.15. The solid col-

ored lines correspond to X123 counts summed to 0.3 keV wide energy bins

and the dash-dotted lines are the XP loci. The rainbow keV values in the top

left plot indicate the color code for the minimum energy bin use for each X123

em loci. The em loci indicate the maximum emission if all the plasma was

isothermal for each summed energy bins. GOES averaged values are listed for

photospheric (pentagon) and coronal (square) abundances. The plot of X123

1TFree fits are to demonstrate, 1) the agreement with the overlapping X123

em loci, 2) agreement with the overlapping XP em loci and 3) consistency

with the GOES XRS isothermal estimation except for low GOES levels like

the ∼A5 levels (due to the non-linearity of GOES for low flux levels). . . . 159
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9.11 Em loci plots with MinXSS-1 OSPEX 2TAllFree fit flare-peak and QS param-

eters over-plotted as delta functions in temperature with filled stars indicat-

ing the emission emission measure value. The solid line delta functions are

well constrained by the MinXSS data. The pre-flare dash-dot delta function

without the black outline indicates that the hotter-dimmer component is less

constrained by MinXSS data. The thin solid colored lines correspond to X123

counts summed to 0.3 keV wide energy bins and the dash-dotted lines are the

XP loci. The rainbow keV values in the top left plot indicate the color code

for the minimum energy bin use for each X123 em loci. The X123 and XP em

loci are consistent. The [158] M5.0 flare fit results are overlaid as the dashed

histograms in the bottom right panel. The thick black em loci is for the M5.0

flare and the thick cyan em loci for the pre-flare, both are the minimum of

all the individual energy bins corresponding to the spectral model used in the

[158] analysis. GOES averaged values are listed for photospheric (pentagon)

and coronal (square) abundances. RHESSI values for the M1.2 and M5.0 flare

are indicated by the ‘R’. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 165

9.12 MinXSS-1 M1.2 and M5.0 flare photon flux spectra with overlaid RHESSI

spectra. These near simultaneous measurements provide complete spectral

coverage from 1 keV to the minimum detected flux from RHESSI and spans

eight orders of magnitude in flux. The main overlap between instruments for

flares is near the 6.7 keV Fe complex. This comparison helps validate the

MinXSS observations. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 166

9.13 MinXSS-1 ⇔ XRT cross-calibration on 2016 September 5. (A) 1 Gaussian

DEM map for emission weighted temperature (left) and peak column emis-

sion measure (right). (B) Sparse DEM map for emission weighted temperature

(left) and total volume emission measure (right). Both maps are fairly con-

sistent (where there are valid Sparse results). . . . . . . . . . . . . . . . . . 172
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9.14 MinXSS-1⇔ XRT cross-calibration on 2016 September 5. Left plot: MinXSS-

1 XP and X123 only DEM fit results. VEM vs. temperature using the XIT

method (black thick histogram line). The thin red histogram lines are 100

Monte-Carlo realizations and give an indication of the fit uncertainty. The

XIT DEM is from the spatially integrated MinXSS-1 data. The thin black

histogram line is the 1 Gaussian DEM result using AIA data only. The thin

black histogram dashed line is the Sparse DEM result using AIA data only.

The AIA only DEMs will be discussed in detail in the AIA calibration sec-

tion. Both AIA only DEMs have substantial very hot plasma (T geq 10 MK)

inference that over estimate the observed X123 count rates. The 1 Gaussian

and Sparse DEM are solved per pixel grouping and averaged over the positive

pixels. The colored solid lines are the X123 em loci and the dash-dot-dot-dot

black line is the XP em loci. Right plot: MinXSS-1 X123 measured and DEM

count rates. The XIT predicted MinXSS-1 count rates agree very well given

all the uncertainties in the DEM fitting process. . . . . . . . . . . . . . . . 173

9.15 Log-scaled count rate Hinode X-ray Telescope (XRT) Be-thin full Sun images

near the time of the MinXSS-1 observed QS (Panel A), Pre-flare times for the

C2.7 (Panel B), M1.2 (Panel C) and M5.0 (Panel D) flares. The XRT images

provide information on the spatial distribution of the soft X-ray emitting

plasma, since MinXSS measurements are integrated across the entire FOV. . 175

9.16 Example of the Hinode XRT filter effective areas (cm2). It is clear that the

‘thick’ filters of Be-thin, Be-med, Be-thick, Al-med and Al-thick should yeild

the most consistent results with MinXSS XP and X123 signals, because of the

similarities in spectral responses. . . . . . . . . . . . . . . . . . . . . . . . . 176
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9.17 Example of the Hinode XRT filter temperature responses, F(T), (DN s−1 cm5

pixel−1) in column emission measure units (CEM) for various abundances.

The solid line is the nominal ‘coronal’ abundances of Feldman 1992 (Alow−fip ≈

3 - 4), the dotted line is for the ‘Hybrid’ abundances from Schmelz et al. 2012

(Alow−fip ≈ 2), the dashed and dash-dot lines are for the photospheric derived

abundances from Caffau et al. 2011 and Asplund et al. 2009 respectively

(Alow−fip = 1). It is obvious in the XRT temperature response curves, like

the MinXSS curves that the X-ray emission is very sensitive to the elemental

abundances of the emitting plasma. . . . . . . . . . . . . . . . . . . . . . . 177

9.18 MinXSS-1 1TFree OSPEX fits (lines) estimated XRT count rates with the

actual XET count rates overploted (X’s) over the entire MinXSS-1 mission.

The bottom panel is X123 count rate for Eph ≥ 0.9 keV (black symbols) and

the GOES 0.1 - 0.8 nm (red lines). . . . . . . . . . . . . . . . . . . . . . . . 179

9.19 MinXSS-1 X123 estimated XRT count rate from the 15 minute averaged data

interpolated to the XRT synoptic time frame. The Be-thin and Al-med are

the most consistent for the actual X123 data (left) and the OSPEX 1TFree

fit (right). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 180

9.20 MinXSS-1 correlation spectrum (binned at 0.3 keV) with XRT filters for the

entire MinXSS-1 mission. The MinXSS-1 data is the 15 minute average and

the XRT images are the full Sun synoptics. . . . . . . . . . . . . . . . . . . 181

9.21 MinXSS-1 ⇔ XRT cross-calibration on 2016 September 5. Log-scaled count

rate XRT Be-thin full Sun image. Be-thin is the regularly taken full Sun

synoptic that best displays the X-ray emitting regions that contribute to the

MinXSS signal. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 182
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9.22 MinXSS-1 ⇔ XRT cross-calibration on 2016 September 5. Log-scaled count

rate XRT Al-mesh and Al-poly full Sun images. These ‘thin’ aluminum filters

have significant spectral contribution from photons less than 0.6 keV, contri-

butions from cooler plasma and hence emission is observed from the majority

of the ∼1 MK corona. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 183

9.23 MinXSS-1 ⇔ XRT cross-calibration on 2016 September 5. Log-scaled count

rate XRT Be-med and Be-thick full Sun images. These ‘thicker’ beryllium

filters are some of the hottest plasma generally fount in active regions. Be-

med is sensitive to plasma for T ≥ 2 MK and Be-thick is a great diagnostic

for plasma with T ≥ 4 MK if the emission measure is strong enough.... Many

stacked exposures of Be-thick images normally show active region cores and

transient quiet Sun features. . . . . . . . . . . . . . . . . . . . . . . . . . . 184

9.24 MinXSS-1 ⇔ XRT cross-calibration on 2016 September 5. Log-scaled count

rate XRT Al-med and Al-thick full Sun images. These ‘thicker’ aluminum

filters are mostly sensitive to photons between 0.6 - 1.6 keV and generally

probes plasma for T ≥ 2 MK. Active region emission is readily observed in

these filter images. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 185

9.25 MinXSS-1 ⇔ XRT cross-calibration on 2016 September 5. Histograms of the

full Sun composite images. . . . . . . . . . . . . . . . . . . . . . . . . . . . 186

9.26 MinXSS-1 ⇔ XRT cross-calibration on 2016 September 5. Left plot: GOES

0.1 - 0.8 nm (red) and 0.05 - 0.4 nm (blue) energy fluxes vs. time. The

black vertical lines indicate the time range that MinXSS-1 observations were

averaged over. The Sun was fairly ‘quiet’. Right plot: X123 directly derived

(‘inverted’) photon flux incident on the X123 aperture. . . . . . . . . . . . . 187
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9.27 MinXSS-1⇔ XRT cross-calibration on 2016 September 5. Left plot: MinXSS-

1 X123 count flux and OSPEX 1T and 2T spectral fits. Right plot: X123 and

XP em loci with the 1T, 2T Free OSPEX fits and the GOES photospheric

(pentagon) and coronal (square) values overploted. . . . . . . . . . . . . . . 188

9.28 MinXSS-1 ⇔ XRT cross-calibration on 2016 September 5. Table comparing

MinXSS-1 X123 estimated XRT filter count rates from 1) X123 data alone,

2) X123 OSPEX spectral fits using the best fit elemental abundance and 3)

nominal XRT spectral emission model. . . . . . . . . . . . . . . . . . . . . . 188

9.29 MinXSS-1 ⇔ XRT cross-calibration on 2016 September 5. Left plot: XRT

Be-thin and Al-poly filter ratio temperature map. Each pixel is assumed to

be isothermal in this filter ratio formulation. Right plot: XRT Be-thin and

Al-poly filter ratio VEM map. . . . . . . . . . . . . . . . . . . . . . . . . . 189

9.30 MinXSS-1⇔ XRT cross-calibration on 2016 September 5. Left plot: VEM vs

temperature distribution for various XRT filter ratios. Different ratios empha-

size different temperature ranges. Right plot: MinXSS-1 X123 measurements

(black histogram) and XRT filter ratio predictions (color histograms). None

of the XRT filter ratios can recreate the X123 spectrum. This is expected

because the Sun is not isothermal. . . . . . . . . . . . . . . . . . . . . . . . 189
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9.31 MinXSS-1⇔ XRT cross-calibration on 2016 September 5. Left plot: MinXSS-

1 and XRT DEM fit results. VEM vs. temperature using the XIT method

(black thick histogram line). The thin red histogram lines are 100 Monte-Carlo

realizations and give an indication of the fit uncertainty. The uncertainty in

the DEM has decreased and the hot plasma (T ≥ 5 MK) is better constrained.

The colored solid lines are the X123 em loci and the dash-dot-dot-dot black

line is the XP em loci. The dashed color lines are the XRT em loci. Both em

loci agree quite well. Right plot: MinXSS-1 X123 measured and DEM count

rates. The lower temperatures (T ≤ 2 MK) are poorly constrained because

both MinXSS and XRT have low sensitivity to cooler plasma. . . . . . . . . 190

9.32 MinXSS-1 ⇔ XRT cross-calibration on 2016 September 5. Table comparing

the DEM MinXSS-1 X123 estimated XRT filter count rates. XRT DEM alone

results in over estimating the X123 counts above 2 keV, the MinXSS-1 DEM

alone results in over estimating the XRT Al-mesh and Al-poly count rates,

but the combined XRT and MinXSS-1 DEM yield good results for all filters

and MinXSS-1 energies (within a factor of 2). . . . . . . . . . . . . . . . . . 191

9.33 Example of the SDO AIA filter temperature responses, F(T), (DN s−1 cm5

pixel−1) in column emission measure units (CEM) for various abundances. In

general, the filters have broad temperature responses except for 94Å and the

derived Fe XVIII component. . . . . . . . . . . . . . . . . . . . . . . . . . . 193

9.34 Log-scaled count rate AIA 94Å, 131Å, 171Å and 193Å images on 2016 Septem-
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9.37 MinXSS-1⇔ XRT cross-calibration on 2016 September 5. Left plot: MinXSS-

1, XRT and AIA DEM fit results. VEM vs. temperature using the XIT

method (black thick histogram line). The thin red histogram lines are 100

Monte-Carlo realizations and give an indication of the fit uncertainty. The

uncertainty in the DEM has diminished drastically. The DEM is strongly

constrained over the fit temperature range. AIA greatly improves the cool

plasma inference. Right plot: MinXSS-1 X123 measured and DEM count

rates. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 197

9.38 Log-scaled energy intensity (ergs cm−2 s−1 sr−1) of Fe VIII (185.21 Å, Tpeak

∼5.4 x 105 K), Fe XI (180.40 Å, Tpeak ∼1.4 x 106 K), Fe XIII (203.83Å, Tpeak

∼1.8 x 106 K) and Fe XVI (262.98Å, Tpeak ∼2.7 x 106 K) images on 2016

September 5. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 198

9.39 Example of the Hinode EIS line contribution functions G(T, Eij, ne), (erg s−1

cm3 sr−1) using the nominal ‘coronal’ abundance and elecron number density

of 109 cm−3. A huge difference between EIS and the broadband spectrometers

or filter images that have been discussed thus far is that the temperature

response for the EIS lines are much more centralized in temperature. The 40”

slot data has a lower spectral resolution nd thus there can be blends in each

spectrally integrated EIS 40” slot image. . . . . . . . . . . . . . . . . . . . . 200

9.40 MinXSS-1⇔ XRT cross-calibration on 2016 September 5. Left plot: MinXSS-

1, XRT, AIA and EIS DEM fit results. VEM vs. temperature using the XIT

method (black thick histogram line). The thin red histogram lines are 100

Monte-Carlo realizations and give an indication of the fit uncertainty. The

40” slot full Sun mosaics have do not substantially improve the temperature

discrimination. Right plot: MinXSS-1 X123 measured and DEM count rates. 201
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10.1 GOES 0.1 - 0.8 nm (red) and 0.05 - 0.4 nm (blue) energy fluxes vs. time for

the QS extraction (2017 March 14 - 16, GOES ∼A4) and the AR contribution

estimation (2017 March 21, GOES ∼A6). The Sun was very ‘quiet’. Middle

plot: Right plot: X123 directly derived (‘inverted’) photon flux incident on
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measurements. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 206

10.3 Left plot: MinXSS-1 X123 count flux and OSPEX spectral fits for the QS

(2017 March 14 - 16; blue lines and symbols) and AR enhancement (2017

March 21; orange lines and symbols). Right plot: X123 and XP em loci with

the 1T, 2T Free OSPEX fits and the GOES photospheric (pentagon) and

coronal (square) values overplotted. The stated abundance values have been

multiplied by 4 (Feldman 1992 * 4). . . . . . . . . . . . . . . . . . . . . . . 207

10.4 Top Row: QS Hinode XRT Al-poly (left) and Be-thin (right) Log-count rate
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Be-thin (right) images. The white box indicates the location of the AR that

has rotated into the line of sight. . . . . . . . . . . . . . . . . . . . . . . . . 213

10.5 Top Row: QS SDO AIA 94 Å (left) and 193 Å (right) log-count rate images.

Bottom Row: AR SDO AR observation with AIA 94 Å (left) and 193 Å (right)

images. The white box indicates the location of the AR that has rotated into

the line of sight. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 214
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10.6 Top Row: QS SDO AIA FeXVIII (left) and HMI (right) log-count rate images

or log of gauss. Bottom Row: AR SDO AR observation with AIA 94 Å (left)

and 193 Å (right) images. The white box indicates the location of the AR

that has rotated into the line of sight. . . . . . . . . . . . . . . . . . . . . . 215

10.7 MinXSS-1, XRT and AIA combined DEM during ‘quiescent’ times (A) cen-

tered on 2017 March 15, time with an active region (B) on 2017 March 21, and

the contribution from that same active region extracted (C). DEM predicted

count rates are within roughly a factor of two for all data sets except Al-mesh

and Al-poly in (A) and (b). The QS DEM peaks between 1 - 2 MK, which

is common for the quiet Sun in the absence of active regions or large flares.

The amount of plasma radiating for T ≥ 2 MK drops precipitously. The AR

DEM has significant contributions up to T ≈ 7 MK . . . . . . . . . . . . . 219

10.8 Comparison of the quiet Sun (blue), Sun with an active region (black), active

region contribution (red), and the sum of the quiet Sun and active region

contribution (green). The consistency between the green and the black line

indicate the validity of the estimated active region contribution, which is par-
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11.2 OSPEX Fits of the B and C class flares on 2016 July 24. The 1TFree fits are
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reduced) of all the models. . . . 226
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11.3 OSPEX XTAllFree (1TAllFree and 2TAllFree) Fits of the flares on 2016 July

24. The 1T components are orange, the 2T components are purple (traingle

and squares). The top panel is the volume emission measure and the bottom

panel is the temperature. The maroon line is the GOES coronal abundance

estimation and the silver is the photospheric abundance value. . . . . . . . 227

11.4 OSPEX XTAllFree abundance Fits for Fe, Ni (left) and S (right) of the flares

on 2016 July 24. The 1T components are orange, the 2T components are
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Chapter 1

Introduction

1.1 Technology Development and Instrumentation for Astrophysics

Humans have always wondered about our place in the heavens. Observing shining

objects in the night sky has raised interest about their origin, and their relation to us on

planet Earth. To investigate these sparkling objects we use our natural light detectors, our

eyes. Eyes are the quintessential instrument for detecting light and diagnosing the properties

of our surrounding environment. The advent of optical aids to detect objects in the night sky

such as the telescope (first documented by Euro-centric history in 1608, by Hans Lippershey

and popularized by Galileo Galilei) has augmented our understanding of celestial bodies.

Because many astrophysical objects are far away, the majority of the information that we

attain on their properties is derived from the light that we can collect from them.

There are exceptions. In situ measurements of particles, electric and magnetic fields in

interplanetary space, fluorescent measurements of rocks by robots on Mars, samples collected

from the Moon are only a few examples of direct measurements in our Solar System. Aside

from the recent detection of gravitational waves [1], and cosmic rays, for all objects residing

outside of the heliosphere (the Sun’s local region of influence) electromagnetic radiation is

our only source of information. Thus, developing understanding of phenomena that can

create and modify light, and creating devices to measure and analyze light are pivotal for

astrophysics. Astrophysics and astronomy are highly dependent upon observations. There

have been many phenomena that were not fathomed until a new observations revealed them.
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This brings us to the theme of this PhD dissertation, summarized in Figure 1.1. New

technology leads to improved instrumentation, enabling better observations and data to

assess theoretical models and numerical simulations.

Figure 1.1: Diagram of a few main aspects of astrophysics: Technology Development, In-
strumentation, Observations plus Data Analysis, and Numerical Simulations. The bottom
rows illustrate the research included in this dissertation.

Now in reality, the flow chart does not always begin with technology and end with

theory. The reverse can be true in that current theory may not be capable of describing

an observed phenomena. This puts a need for higher quality observations, which in turn

drives the need for improved or different instrumentation that may not be capable until

new advances in technology. This dissertation is a journey in technology development with

an ultraviolet (UV) coatings project, instrumentation involving the X-ray detectors of the

Miniature X-ray Solar Spectrometer (MinXSS) CubeSat, observations and data analysis

(science) on the solar corona.

I would like to acknowledge and thank the funding sources that helped make this re-

search possible. The National Aeronautics and Space Administration (NASA) Space Tech-
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nology Research Fellowship (NSTRF), the University of Colorado - Boulder Astrophysical

and Planetary Sciences (APS) Department, the Center for Astrophysics and Space Astron-

omy (CASA), the Laboratory for Atmospheric and Space Astronomy (LASP) and the Caltech

Jet Propulsion Laboratory (JPL), see Figure 1.

This PhD dissertation is heavily focused on technology development to enable new

discoveries in astrophysics in the ultraviolet (UV) and instrumentation in X-rays for solar

physics. Thus this dissertation is divided into three sections. The first is the NSTRF

project to develop new UV mirror coatings for the next generation of astronomical space

telescopes. This is the focus of Chapter 3, Chapter 4 and Chapter 5. The second portion of

this dissertation involves the testing and performance of the X-ray instruments on-board the

Miniature X-ray Solar Spectrometer CubeSat in Chapter 7, Chapter 8, Chapter 9. The third

aspect of this dissertation is focused on solar science using the MinXSS-1 CubeSat and other

solar observatories of the corona in Chapter 9, Chapter 10, Chapter 11, and Chapter 12.

To set the tone and supply background information on these three segments are Chap-

ter 2 with introductory material on basic atomic and radiative properties, and basic impli-

cations of UV coating technology on astrophysics science. Chapter 6 is an introduction on

the solar corona. Essentially Chapters 2 - 5 are UV coatings based and Chapters 6 - 12 are

MinXSS CubeSat based.



Chapter 2

Atomic Processes and Science with UV Coatings

A wealth of information on the physical processes occurring in on object resides in

the light emitted by that object. Astronomy and astrophysics takes advantage of this fact

to explore our universe and better comprehend the cosmos. Employing analysis utilizing

fundamental physical principles allows scientist to extract the relevant information on an

object. The electromagnetic (EM) spectrum (as we currently understand it) spans many

orders of magnitude in photon energy (Eph), which is related to the frequency of a photon,

ν by the relation Eph = hν. h is the Planck constant where h = 6.26 x 10−34 joules s in

meter-kilogram-second (mks) units. The Planck constant is a great example that astronomy

deals with very small and very large numbers. The wavelength of a photon, λ is connected

to the energy by Eph = hc
λ

, where c is the speed of light in vacuum and c = 3.0 x 108 m s−1

in mks units.

Figure 2.1 demonstrate the extreme variation of the wavelengths and frequencies in the

electromagnetic spectrum The continuum of ‘long’ wavelength (low energy) emission have

been labeled radio, microwave and sub-millimeter. The ‘middle’ range includes infrared and

visible wavelengths. The shortest wavelength (highest energy) photons are in the ultraviolet,

X-ray and gamma-ray regime. The UV and X-ray spectral emission is the emphasis of this

dissertation and we shall focus on the atomic processes that generate these type of emissions.
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Figure 2.1: The electromagnetic spectrum is vast, spanning over 15 orders of magnitude in
wavelength, frequency and energy space. Source: https://commons.wikimedia.org/wiki/File:
EM Spectrum Properties edit.svg under the Creative Commons Attribution-Share Alike 3.0
Unported Liscence (https://creativecommons.org/licenses/by-sa/3.0/deed.en).

2.1 UV and X-ray Radiation and their Diagnostic Capabilities

In general the UV wavelengths span from 399 nm to 10 nm. This includes the Near

Ultraviolet (NUV), nominally from 300 - 399 nm, the Mid Ultraviolet (MUV) from 200 -

299 nm, the Far Ultraviolet (FUV) from 121 - 199 nm, the Lyman Ultraviolet from 90 - 121

nm, the Extreme Ultraviolet (EUV) from 10 - 89 nm. These partitions are simply names of

the regions and are not strictly defined. Different groups maintain different definitions. The

properties of light at a range of wavelengths and its interaction with matter (solids, liquids,

gases and plasma) dictate the separation of the EM spectrum. The conversion between the

wavelength of light in nanometers to energy units in keV is given by Equation 2.1, for ease

https://commons.wikimedia.org/wiki/File:EM_Spectrum_Properties_edit.svg
https://commons.wikimedia.org/wiki/File:EM_Spectrum_Properties_edit.svg
https://creativecommons.org/licenses/by-sa/3.0/deed.en
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of interpretation for the rest of this thesis.

EkeV =
hc

λ
≈ 1.24

λnm
(2.1)

Where c = 299,792,458 m s−1 is the speed of light in vacuum. The X-ray regime is nor-

mally described in terms of the photon energy versus its wavelength, due to the interactions

between the photons and particles, become more ‘particle-particle’ like. X-rays are generally

broken up as soft X-rays spanning ∼0.124 - 12.4 nm (10 - 0.1 keV) and the hard X-rays for

photon wavelengths less (greater) than 0.124 nm (10 keV) to about 0.0124 nm (100 keV).

The main aspects of this dissertation involves the LUV, FUV, EUV and soft X-rays. Bound

electronic transitions in atoms and interactions between atoms and free electrons (in gen-

eral the free electrons’ velocity is much greater than the free protons’ velocity for the same

energy, so we will assume electrons dominate the interactions). Figure 2.2 demonstrates the

different ionic states:

• An atom with the same number of protons (quantized charge +e) as electrons

(quantized charge −e) is electrically neutral.

• An atom with more protons than electrons is a positive ion.

• An atom with less protons than electrons is a negative ion.

A collection of ions is generally referred to as a plasma and at many pressures commonly

observed in a vapor type state. Particles with temperatures greater than a few hundred

Kelvin could possibly contain some ions based off the thermal energy content.

Figure 2.3 displays a non-exhaustive list of atomic processes. The processes discussed

here are the most relevant for the analysis in this dissertation. The processes can be par-

titioned into bound-bound, free-bound (or bound-free) and free-free. The next sections go

into detail on the basics of each class of interaction.
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Figure 2.2: Diagram describing charge balance in ions, using hydrogen (H) as an exam-
ple. If the number of protons and electrons are equal, then the atom is electrically neutral.
Positive ions have more protons than electrons. Negative ions have less protons than elec-
trons. Source: https://commons.wikimedia.org/wiki/File:Ions.svg under the Creative Com-
mons Attribution-Share Alike 3.0 Unported Liscence (https://creativecommons.org/licenses/
by-sa/3.0/deed.en).

2.1.1 Bound-Bound

Bound-Bound transitions include all processes that start with an electron electrically

bound to the native atomic nucleus in an energy state 1 and ending with the same electron

bound to the same atomic nucleus but in a different energy state, 2 (the relation of the energy

states are arbitrary at this point). These include induced absorption, collisional excitation,

spontaneous emission, collisional de-excitation plus more. The energy of the photon emitted

or absorbed (or atom for transitions that do not involve a photon) is determined by the energy

difference between the lower energy state, i, and the upper energy state, j (Eph = |Ej−Ei—).

Thus, the term bound-bound. This results in spectral line absorption and emission for the

photon processes.

https://commons.wikimedia.org/wiki/File:Ions.svg
https://creativecommons.org/licenses/by-sa/3.0/deed.en
https://creativecommons.org/licenses/by-sa/3.0/deed.en
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Figure 2.3: A subset of atomic processes relevant for the study in this dissertation. Adopted
from Aschwanden 2005 [6].

2.1.2 Free-Bound

When the electron starts (ends) in a state not electrically bound to an atom/ion,

called a ‘free’ electron, and ends (starts) in a state bound to an atom/ion then this is called

a free-bound (bound-free) transition. These include but are not limited too, radiative recom-

bination and photo-ionization. The energy of the photon in these interactions is determined

by the kinetic energy of the free electron and the difference between the energy state of the

electron in the atom/ion and the ionization potential, I, of that atom/ion via the relation

Eph = |1
2
mev

2 − I|. For the interactions that involve photons, the free-bound interactions

result in photon creations and the bound-free transition, the absorption of a photon, which

is an important contributor to opacity. Generally, the free-bound (bound-free) interactions
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lead to ‘edges’ in the optical properties of chemical elements and is commonly used to identify

elements in unknown sources (as are bound-bound transitions).

2.1.3 Free-Free

A dominant process in the spectral profile in soft X-rays is the free-free interaction. As

the name states, the electron starts free and ends free, with the aid of a photon either being

absorbed or emitted during this interaction. The photon absorption is a strong contributer

to plasma opacity and a source of heating the plasma. This emission is a dominant cooling

process for fully ionized plasmas (generally with T ≥ 107 K). The kinetic energy loss (gain)

of the electron during emission (absorption) goes into the photon involved in the interaction

and is related by Eph = hν = 1
2
me|v2

initial− v2
final|. Where me is the mass of an electron, and

v is the magnitude of the velocity of the electron before and after the interaction.

There are many classes of free-free emission. Thermal bremsstrahlung (German for

radiation breaking) is the free-free interaction where the velocity of the electron arises from

thermal agitation. The details of the thermal bremsstrahlung spectral radiation profile is

described in Section 2.1.4. Conversely, non-thermal bremsstrahlung involves electrons with a

non-thermal velocity distribution. The non-thermal electron velocity distributions could be

attained from a variation of acceleration processes that are poorly described by a Maxwell-

Boltzmann velocity distribution . A class of non-thermal free-free emission, where the elec-

trons are accelerated by magnetic fields is called synchrotron emission and discussed in

Section 2.1.5.

f(v)dv =

(
2

π

)1/2(
me

kBT

)3/2

v2e
−mev

2

2kBT (2.2)

2.1.4 Thermal Bremsstrahlung

The photon spectrum arising from a Maxwell-Boltzmann thermal electron velocity

distribution (see Equation 2.2) dominates the soft X-ray flux detected in the Solar mea-
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surements discussed in Chapter 6 - Chapter 12, thus there is a brief section is dedicated

here. Equation 2.3 describes the functional form of the photon spectrum and its dependence

on the plasma temperature, T. The power-law portion (T−1/2) dominates when for photon

energies less than or comparable to the plasma thermal energy (steadily increasing photon

flux vs. photon energy). At the higher photon energies, the exponential term dominates and

theres is an exponential ‘fall-off’ of the photon flux. As the plasma temperature increases,

this ‘roll-off’ value in photon energy increases. Thus, hotter plasma, generates more higher

energy photons. This is a vital point that will be explored later in this dissertation.

F (ε) ≈ 8.1× 10−39

∫
V

nenpe
− ε
kBT T−1/2dV [keV s−1 cm−2 keV−1] (2.3)

2.1.5 Synchrotron Radiation

Synchrotron radiation is one of the few manifestations of light generation that has a

closed form solution (has an analytic expression) for the spectral and spatial distribution.

This has resulted in synchrotron emission being used as an absolute radiation standard. This

unique characteristic is vital for the UV coating testing and X-ray detector characterization

in this dissertation, so we expound upon the basics here. A full treatment and description

of the detailed physics are in [79, 84], I will simply summarize the main properties in this

thesis.

An accelerating charge radiates and in general, the radiation will most likely propagate

perpendicular to the direction of motion. When the charge has a velocity close to the speed

of light, v ∼ c, then the radiation is beamed toward the direction of motion, and spans a

cone angle dependent upon the velocity (see Figure 2.4). The synchrotron basic principle

revolves around accelerating charges (in this case electrons) by magnetic fields into a loop

path (circle or ring). These electrons are already moving near the speed of light, thus the

radiation is beamed in the forward direction through apertures for use by experiments.

The photon spectral flux as a function of wavelength and angle distribution is given
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Figure 2.4: Diagram adopted from Kim 1989 [84] displaying the beamed radiation pattern
of the accelerated electron, with velocity near the speed of light, traveling a curved path.

by the Schwinger equation [79, 145],
d2Φλ,SR
dλdΩ

. Equation 2.4 demonstrates a few important

qualities of synchrotron radiation from a collection of electrons of mean energy Ee.

d2Φλ,SR

dλdΩ
=

27e2

32π3ρ2

(
λc
λ

)4

γ8(1 + γ2ψ2)2

[
K2

2/3(z) +
γ2ψ2

1 + γ2ψ2
K2

1/3(z)

]
(2.4)

ψ is the angle above and below the observer plane (in the situation for this dissertation

the horizontal electron beam ring). ρ is the electron orbit radius of curvature, λ is the photon

wavelength and z = λc
2λ

(1 + γ2ψ2)3/2. K1/3 and K2/3 are modified Bessel functions of the

first and second kind respectively. They dictate the angular dependence of the radiation in

the vertical and horizontal planes. When ψ = 0, the beam is completely linearly polarized

and elliptically polarized in all other cases. Polarization will be discussed in more depth in

Appendix A. The critical wavelength is defined as, λc = 4πρ
3γ3 , and is the wavelength at which

50% of the energy is radiated above and below. γ relates the electron kinetic energy to the

rest energy, γ = Ee
mec2

. An important detail is the dependence of the ratio of the critical

wavelength to the photon wavelength in Equation 2.4. This ratio in the parenthesis is taken

to the fourth power, exhibiting the strong spectral dependence to the energy of the electrons

(because λc is a function of Ee). Increasing the electron energy yields more photon flux at
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all wavelengths and shifts the critical wavelength to lower wavelengths.

Figure 2.5: Example spectral flux as a function of the mean electron energy (Ee). The
greater the electron energy the greater the photon flux at all photon wavelengths (energies).
Synchrotron radiation spans large portions of the electromagnetic spectrum. Adapted from
Arp et al. 2011 [5]

Figure 2.5 is an example of the synchrotron spectral distribution from the National

Institute for Standards and Technology (NIST) Synchrotron Ultraviolet Radiation Facility

(SURF). There is a clear dependence on the mean electron energy on the spectral flux,

which again, can be calculated analytically. The synchrotron source can be much greater

than deuterium and incandescent (blackbody) light sources. Synchrotron radiation is a

great broadband (many wavelength) light source and has tremendous utility for instrument

characterization, such as used for the MinXSS Instrument calibrations.

2.2 Future Science Enabled by UV Coatings

The UV bandpass contains the richest suite of spectral diagnostics for understanding

physical processes (see Figure 2.6). Thus, UV astrophysics benefits from numerous atomic
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and molecular spectral transitions that can be used to probe material of different phases

in a multitude of systems. The hydrogen (H) Lyman series extends down to 91.2 nm and

the characteristic energy gaps near 10 eV for carbon (C), oxygen (O), nitrogen (N), carbon

monoxide (CO), molecular hydrogen (H2) and water (H2O) lead to increases in electronic

transitions in the 100 nm range. For example, a set of important diagnostic transitions are

the lithium-like ion (ions with only three electrons) doublet transitions of O VI (103.2 and

103.8 nm), N V (123.8 and 124.0 nm) and C IV (154.8 and 155.0 nm). The O VI doublet, C

III transition at 97.7 nm and H short wavelength Lyman series transitions can be measured

with numerous other longer wavelength transitions for future observations if a mirror system

with sufficient throughput for λ > 90 nm can be flown in space. Observations from a space

observatory from 90 2,000 nm with advanced instrumentation can unveil more information

on densities, temperatures, pressures and chemical compositions of nearby astrophysical

systems such as stars in the Milky Way Galaxy, more distant galaxies and the intervening

gas between and prevailing inside of galaxies [42, 16, 152, 29, 60].

Below I expound upon some of the astrophysical phenomena that would benefit from

improved UV mirror throughput, and go into detail where necessary. This is relevant for the

first project in this dissertation, UV mirror coatings for future astronomy missions. Later in

Chapter 6 I will elaborate more on stars because it is more relevant to the Miniature X-ray

Solar Spectrometer CubeSat project.

2.2.1 Stellar Winds

Stars with massess greater than 8M⊙, burn carbon in their cores, have a strong photon

flux across the EM spectrum, have strong winds which significantly impact their mass loss

rate and their circumstellar environment. These massive stars dominate the local dynamics

during their relatively short stellar lives (∼ 50 million years). Massive stars are the main

creators of heavy elements (elements other than H and He). Studying massive star formation,

evolution and death is critical for modeling galaxy evolution [42, 27].
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Figure 2.6: The number of relevant resonance lines for astrophysical investigations in general
increases into the FUV and LUV. Below 1,000 Å is the highest density. Adapted from [141]

There are numerous transitions in the 90 - 180 nm range that can study the winds from

these massive stars and other phenomena. If high resolution spectroscopy is implemented

(R = 10,000) resonance lines of many ‘metals’ (O IV, O V, O VI, C III, C IV, N IV, N V,

plus more) can be used to constrain the stellar wind mass-loss, composition and dynamics

in the wind [141]. These stars also enrich the circumstellar environment at the end of thier

lives when the undergo core collapse supernovae

2.2.2 Supernovae

The very massive stars are relatively short lived (∼106 - 108 years) and end their lives

in huge explosions called supernovae, which enrich the interstellar medium with elements

including carbon, oxygen, helium, silicon and iron. The resulting remnants (emission nebu-

lae) and the explosion dynamics can be studied using the C III 97.7 nm line, which is most

probable at temperatures around 104 K [16, 17]. The remaining material is used to form the
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next generation of stars and planets, with a modified chemical abundance.

The outflowing material from the supernovae can have a range of speeds. Material at

the front can collide with the interstellar medium (ISM), a shock can form, and the material

will heat up. Additionally, material behind the initial ejected material moving at a faster

velocity can interact with the slower moving material and also create shocks. The velocity

of these shocks can be inferred from spectral line shifts and the temperature of the plasma

inferred from ionic emission lines. For example, the O VI doublet (103.2 and 103.8 nm) is

expected to be formed near (3 x 105 K assuming collisional ionization equilibrium models),

but shocked gas is not necessarily in equilibrium and care must be taken in its inference.

This doublet emission is not expected until the velocity of the ejected material reaches near

160 km s−1 [17].

2.2.3 Exoplanets

The less massive stars that ‘live’ relatively long lives (∼ 109 - 1010 years) are believed

to be the most viable option for hosting exoplanets capable for harboring life. UV radiation

emitted by the host star can be modified when passing through an exoplanet atmosphere.

This modified UV light can be used to investigate exoplanetary atmospheric chemistry and

thermodynamic conditions. Lower mass stars have high UV variability that can be better

understood with sufficient modeling. For example, exoplanetary atmospheric absorption of

hydrogen Lyman series (91.2 121.6 nm) on the emission lines from the host star can give

information on the dynamics and properties of the exoplanetary atmosphere [152].

Understanding the time variability and the spectrum of the host star is vital for any

type of exoplanet atmospheric extraction. Since the stars are mostly low mass, they have

fairly explosive (flares, coronal mass ejections, more on this in Chapter 6) outer atmospheres.

The temperature ranges of these atmospheres vary between 103 - 106 K. The EUV and

LUV have an abundance of spectral diagnostics already mentioned spanning these formation

temperatures. N III transitions at 99.1 and 175 nm respectively, C III line at 117.5 nm, C
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II at 133.5 nm, O IV at 140.7 nm, plus many others [92]. Furthermore, the shape of the

host star spectrum between 100 - 175 nm effect the stability of H2O, CH4, and CO2 in an

Earth size planet in the habitual zone. The spectral shape between 175 - 320 nm influence

the reactions of oxygen [141].

2.2.4 Warm Hot Intergalactic Medium (WHIM)

The amount of baryonic mass (protons, neutrons, etc.) that has been readily measured

in our local universe does not seem to add up to mass estimates from earlier times (high

redshift). Thus, the term ‘missing’ baryons. There is belief that some of this gas is yet

to be effectively measured. A significant amount of material between the early galaxies

is warm, highly ionized (T ∼ 105 - 107 K) and thus called the Warm-Hot Intergalactic

Medium (WHIM). Some of the ‘missing’ baryons could be in the low redshift intergalactic

medium (IGM). One set of prominent lines that can be used to infer the mass and metalicity

content of plasma with temperatures near temperatures of 3 x 105 K is the O VI 103.2 and

103.8 doublet. Using quasars as a background light source, probing for the O VI doublet in

absorption as a function of redshift can be critical in increasing the baryonic mass content

that has been detected in stars, HII regions, molecular clouds, plus more [29].

Understanding the metalicity content of the IGM is an evolving investigation. De-

tection of redshifted Ne VIII, Si VII and/or Mg X UV lines would unambiguously indicate

the presence of hot halo gas around 106 - 107 K [122]. This gas can interact with the mat-

ter surrounding galaxies, the Circumgalactic Medium (CGM), where gas condenses into the

galaxies and provide material for stellar formation [16, 152, 29, 60]. The UV spectral region

hosts numerous diagnostics for analyzing the evolution of the universe on both the large and

small size scales.



Chapter 3

UV Mirror Coatings History

The Lyman-ultraviolet (LUV; 90 - 121 nm) and Far-ultraviolet (FUV; 121 - 200 nm)

harbor some of the highest line densities per unit wavelength in the electromagnetic spectrum

and contain numerous spectral diagnostics of molecular, neutral, and ionized astrophysical

gas [141]. With the Hubble Space Telescope aging, there is desire among the astrophysics

community for a future astronomical space telescope with sensitivity from 90 - 2,500 nm, to

exploit this. The Large Ultraviolet/Optical/Infrared (LUVOIR) Surveyor and HabEx mis-

sion concepts currently under study [144]. Due to the lack of bulk materials with sufficient

transmissive properties from the UV to the IR, mirrors must be employed for high through-

put. Mirrors with reflectivity higher than ∼50% from 90 – ∼120 nm and greater than 80%

from 120 – ∼2,500 nm are desired. The latest Cosmic Origins Program Annual Technology

Report (https://ntrs.nasa.gov/search.jsp?R=20160011973) [120] has explicitly called out high

reflective coatings.

The ‘NASA 2010 Astronomy and Astrophysics Decadal Survey’, and the science ob-

jectives of the LUVOIR Surveyor satellite in the ‘NASA Astrophysics in the Next Three

Decades Roadmap’ emphasize the importance of the science goals mentioned in the previous

paragraph and mirror coating capabilities from 90 – 2,000 nm. Additionally, the recently pro-

posed UV telescope concept of High-Definition Space Telescope (HDST) by the Association

of Universities for Research in Astronomy (AURA; http://www.hdstvision.org/) reiterates the

aforementioned science objectives and calls for mirror coatings with high performance from

https://ntrs.nasa.gov/search.jsp?R=20160011973
http://www.hdstvision.org/
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100 – 2,000 nm. Our goal is to develop the technology to enable these capabilities on a

future mission. Now, I will review the historical options for high reflective optics in the UV

and the motivation for this work. A brief review of optical constants and the procedure to

calculate all the theoretical reflectance values are in AppendixA A.

3.1 Optical Constants

Optical constants (η = n - ik) provide a framework for modeling light interaction with

matter [73]. Assuming that the light propagating is a plane wave, the material is homoge-

neous and isotropic, and that the interface between different media is sharp, optical constants

provide a very practical approximation to material properties. The real component, n, the

refractive index, is related to the phase velocity of a monochromatic light wave propagation

in the media, v, to the velocity of light in vacuum, c, by the definition, n = c
v

=
√

εµ
ε0µ0

. ε0

(ε) is the permittivity of free space (in the medium), the ability to resist electric fields in the

medium. µ0 (µ) is the permeability of free space (in the medium), the ability to support a

magnetic field in the medium.

The imaginary component of the optical constants, k, is called the extinction coeffi-

cient. The extinction coefficient is a function of the radial frequency of the light, ω, the

effective conductivity of the material, σ, and encompassess the absorptive properties of the

material. The induced electric field in the medium generates near surface currents which can

be dissipated via collisions (resistance). Let’s consider a light wave with radial frequency ω ,

wave number κ, propagating, in the ẑ direction into a medium with optical constants n and

k to a depth, z. The electric field vector,
−−→
E(z), at the depth z, with amplitude E0 is given

by Equation 3.1

−−→
E(z) = ẑE0e

i(ωt− 2π(n−ik)z
λ

)

= ẑE0e
i(ωt− 2πnz

λ
)e−

2πkz
λ

(3.1)
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The sign in the exponential, just changes the direction of the wave propagation. λ is

the wavelength of the light in vacuum. The first two products are just the light wave, but the

exponential with the extinction coefficient is REAL. Thus, when we compute the intensity

in the medium at a depth z, I(z), (see Equation 3.2) this component survives.

I(z) =
−−→
E(z)

−−−→
E(z)∗

= E2
0e
− 4πkz

λ

(3.2)

Equation 3.2 is an important expression. The exponential term with the extinction

coefficient survives, because it is real and attenuates the intensity as a function of depth into

the medium. This is commonly referred to as Beer’s Law. The relation between n and k as

a function of wavelength are pivotal in metal, thin films and other materials in terms of the

electrical and optical properties.

3.2 Silicon Carbide (SiC)

Silicon carbide (SiC) has been used as a reflective layer for UV mirrors on sounding

rocket missions [22, 49], the short-wavelength channels of the Far-Ultraviolet Spectroscopic

Explorer [116, 133], and the solar physics based Solar Heliospheric Observatory (SOHO)

Solar Ultraviolet Measurement of Emitted Radiation (SUMER) instrument. SiC can provide

reflectance (R) greater than 40% from 90 - 120 nm, but has R < 40% for λ > 300 nm

(see Figure 3.1 plot A) [82, 85]. Because of these long wavelength limitations it will not be

discussed further.
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Figure 3.1: (A) Optical Constants from 90 - 500 nm for Al2O3, AlF3, LiF and MgF2. The
insert is only the extinction coefficient from 90 - 120 nm. Al2O3 has substantial absorption
below 250 nm, AlF3 has moderate absorption below 107 nm, LiF has strong absorption
below 102 nm and MgF2 is absorbing below 115 nm. (B) Reflectance calculations from 90 -
500 nm based on optical constants for Al + Al2O3, Al + AlF3, Al + LiF, Al + MgF2 (all
2 nm thick) and SiC. The insert is from 90 - 120 nm and demonstrates that ALD AlF3 has
the highest average reflectance in this wavelength range. The inverse relation between the
extinction coefficient, k, and reflectance is apparent

3.3 Aluminum (Al)

Metals in general are good broadband reflectors. This is primarily due to the free elec-

trons that oscillate out of phase with the incident electric field of the incident photon. This

electron ‘reaction’ creates a shallow skin depth, the characteristic length that an electromag-

netic wave can propagate into a material until it is attenuated by a factor e−1, [79, 65, 73].
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The fact that metals have a non-zero k, means that the light wave do not propagate deep

into the metal. Many metals have wavelengths with n <, thus the light wave is ‘bounced’

out of the metal (reflected). The non-zero k, means that metals will always absorb some

light. Thus metals are not loss-less.

Aluminum (Al) has an intrinsic reflectance greater than 80% from 90 - 2,500 nm and is

commonly employed as a broadband reflector. Below 90 nm Al begins to become transmissive

(below the plasma frequency ∼85 nm) [71, 43]. Silver (Ag) could also be a viable candidate

but its reflectivity is much less than Al for wavelengths less than 300 nm [125]. The intrinsic

Al reflective properties are rarely realized because Al readily develops an a few-nanometer

thick layer of aluminum oxide (Al2O3) upon exposure to oxygen, which strongly absorbs

light below 250 nm (see Figure 3.1). This oxidation has evenly been observed in the vacuum

chamber directly after deposition at low pressures [105, 72]. Al must be deposited quickly

and in low vacuum conditions [82, 19, 105] in order to reduce the Al2O3 composition inside Al

mirror and the optical degradation. This oxide severely compromises UV mirror performance.

To further mitigate the effects of Al oxidation on reflectance, protective transmissive

overcoats can be used. The characteristic that makes metals like Al efficient reflectors is

the exact same physical property that we want to avoid for a highly transmissive protective

coating, namely that we desire a coating with a very low extinction coefficient, k. The

highly transmissive coating allows light to penetrate to the Al layer, reflect off the Al and

propagate out of the coating to create a highly reflective material combination with minimal

light loss (see Figure 3.2). We desire a coating material, thickness and deposition mechanism

to preserve the broadband reflective qualities of Al.
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Figure 3.2: Diagram depicting the general mirror architecture implemented in this disser-
tation. The substrate is either glass or silicon. The transparent coatings discussed include
magnesium fluoride (MgF2), lithium fluoride (LiF) and the main focus of this dissertation,
aluminum fluoride (AlF3).

3.4 Metal Fluorides

Metal-fluoride overcoats of have traditionally been deposited in-situ after the aluminum

deposition. In general, metal fluorides possess high optical transmission from the UV to the

IR. One of the reasons for this is the high bond strength between the fluorine and metal

atoms. Fluorine has the largest electronegativity (ability of an atom to attract an electron)

in both the Allred-Rochow and Pauling scales [102], and one of the largest in the revised

electronegativity scale calculated by Ghosh et al. 2009 [56] (see Figure 3.3). The strong

bond of fluorine with metals on the lower end of the electronegativity scale shifts absorption

bands to higher energy (shorter wavelength) and leads to higher UV transmittance.

Thus the transmissive films in the UV and visible generally have an optical constant

real component (n; index of refraction) near unity and an imaginary component near zero.
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Theoretical reflectance calculations displayed in Figure 3.1 exhibit how the intrinsic film

absorption is directly related to the magnitude of k for Al2O3 which has strong absorption

contribution below 250 nm.

Figure 3.3: Adopted from https://byjus.com/chemistry/electronegativity/. The Pauling scale
for electronegativity. Fluorine (F) has the highest electronegativity, thus it readily attracts
electrons to its outer orbital. Li, Mg and Al have lower values of electronegativity and will
give up their electrons more readily. The bonding of molecules with atoms on opposite ends
of the electronegativity scale is one reason why metal fluorides have high transmittance in
the UV.

3.4.1 Magnesium Fluoride (MgF2) and Lithium Fluoride (LiF)

Two of the most utilized transmissive metal fluorides are magnesium fluoride (MgF2;

highly transmissive for λ > 110 nm) and lithium fluoride (LiF; transmissive for λ > 102 nm)

deposited immediately after Al deposition to protect the sensitive reflective coating. Both

MgF2 and LiF have environmental stability concerns, but MgF2 to a lesser degree [82]. These

protective fluorides are typically tens of nanometers thick (14-25 nm) in order to overcome

deposition non-uniformities that result in pinhole formation and low film density that would

allow oxygen to penetrate and react with the Al layer below.

https://byjus.com/chemistry/electronegativity/
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MgF2 has been pursued as an overcoat for many years. MgF2 coatings have been used

for the primary mirrors for the Hubble Space Telescope (HST) [108] and Galaxy Evolution

Explorer (GALEX) [106], but MgF2 has intrinsic absorption bands near 115 nm [96] (see

Figure 3.4). Thus, the utility of MgF2 is limited below 115 nm, even though it has proven

to be one of the most environmentally stable overcoats. LiF has been used on the long-

wavelength channels of FUSE [121, 66] and a series of sounding rocket flights [50].

LiF overcoats possess a lower resonance absorption wavelength near 102 nm [25]. The

hygroscopic nature of LiF necessitates strict environmental storage control which may drive

mission integration procedures. Even though LiF has the lowest energy cutoff of the known

metal fluorides, the theoretical reflectance of LiF has been extremely difficult to attain.

Probably due to impurities in the parent crucibles used to deposit LiF, previous exposure

to moisture, or not being able to obtain an optically optimal crystalline structure after

deposition. Annealing of a thin film give the deposited atoms in the lattice enough kinetic

energy to rearrange themselves and ‘migrate’ to new locations in the lattice. This process

commonly results in the atoms moving to a lower more stable energy state. Annealing post

deposition has dramatically improved the optical performance of LiF and these hot LiF

depositions by Quijada et al. 2014 [128] yield highest reflectivity from 105 - 120 nm to date

(see Figure 3.4).

3.4.2 AlF3

Because of the limitations of MgF2 and LiF we have pursued the development of a

newer, less studied metal fluoride. Aluminum fluoride (AlF3) has recently emerged as a

prospect for a protective Al mirror overcoat [19, 80]. Use of AlF3 as a protective overcoat

is not as common and literature on its optical properties is sparse. Thus we investigate the

viability of AlF3 as another protective overcoat for future astronomical UV-Vis-IR space

observatories. For wavelengths with non-zero k, absorption in thin film overcoats will always

occur. Thus, we attempt to minimize this natural absorption by making the protective film



25

Figure 3.4: A non-exhaustive example of the current optical coatings of MgF2 and (LiF) on
Al. Adopted from Moore et al. 2016 [113].

as thin as possible, but thick enough to resist oxidation and other environmental effects.

Theoretical reflectance calculations of very thin (2 nm) layers of MgF2, LiF, and AlF3 on

Al are displayed in Figure 3.1. Optical constants of Al, SiC, MgF2 and LiF are from Palik

1998 [123], while the Al2O3 and AlF3 optical constants have been extracted from atomic

layer deposited films prepared for this and previous work [80]. These theoretical calculations

predict that AlF3 will have the highest average reflectance from 90 - 110 nm as compared to

MgF2 and LiF for the same physical thickness.

UV mirror over-coats have been traditionally deposited by physical vapor deposition

(PVD). These techniques include thermal evaporation, ion beam, magnetron or plasma as-

sisted sputtering [82, 96, 132]. These techniques are normally limited by line of sight effects

between the crucible and the substrate surface features (see Figure 4.1). An additional lim-

itation is the fact that all coating constituents are in the chamber for the entire deposition

process. Finally, PVD often requires very low vacuum for efficient deposition [96]. Chemical
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Vapor Deposition (CVD) can also be used but is less common for UV mirror applications.

All aforementioned techniques are generally limited in the aspect ratios that they can coat

and may not have strict thickness control.

To obtain precise thickness control, we turn to an older deposition technique that has

been revitalized in the coating industry. Atomic Layer Deposition (ALD) holds the promise

of thin film growth via one atomic layer at a time. Our first step is the exploration of atomic

layer deposited aluminum fluoride (AlF3) properties and suitability as an UV mirror coating.

Chapter 4 discussed the details of ALD and related techniques. Chapter 5 reports on the

current progress in this investigation. Presented are assesssments of atomic layer deposition

(ALD) grown AlF3 surface roughness, and optical properties on silicon wafers. These include

reflectance measurements from 90 - 1,000 nm, polarization sensitivity from 200 - 800 nm via

ellipsometric parameters and environmental stability on reflectance.



Chapter 4

Atomic Layer Modification (ALM)

In order to mitigate loss in the protective coating we use Atomic Layer Deposition

(ALD) to prepare ultra-thin (< 5 nm) films on Al mirrors. These films must be thin enough

that absorption from 90 - 120 nm is minimized, while still providing protection from envi-

ronmental oxidation to the underlying Al. This can be difficult, as thin films can develop

pinholes which could allow oxidation to occur. Figure 4.1 depicts how PVD and CVD can

suffer from non-uniform film thickness and poor conformality from source line-of-sight ef-

fects, and film contaminants (contaminants in the in the crucible for PVD). ALD allows

for precise thickness control, conformal and near stoichiometric thin films by the cyclic al-

ternating exposure of chemical reactants [54]. ALD also offers great uniformity, minimal

degradation to surface roughness, and a relatively clean coating process. Energetically fa-

vorable reactions result in layer-by-layer adsorption of surface species to create the desired

film constituents. Additionally, ALD should be scalable to meter sized optics which will be

employed on the next large UV/vis/IR mission (e.g. LUVOIR). We desire pinhole free, high

purity, and environmentally durable, thin films of metal fluorides deposited on Al mirrors.

Atomic layer deposition is utilizes exothermic reactions (release energy to the surround-

ings) to initiate film deposition. These chemical reactions will proceed spontaneously if they

have a negative Gibbs Free energy (∆G < 0) [99]. Thus, the goal is to use precursor gases

containing the desired constituents of the final film that have chemistries that satisfy the

above criteria. The first precursor gas is introduced into the chamber in either shower head
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Figure 4.1: Atomic layer processes sequentially introduces gas phase precursors to grow
films via chemical reactions at the substrate surface. With sufficient precursor gas flow,
atomic layer processes like atomic layer deposition (ALD) and atomic layer etch (ALE) the
reactions are uniform over the substrate. Physical vapor deposition (PVD) and chemical
vapor deposition (CVD) can suffer from line of sight effects, resulting in non-uniform film
deposition. Adopted from Pinna and Knez [127].

or cross-flow style to initial either thermal or plasma enhanced chemical reactions at the

surface substrate. These reactions proceed until a terminal layer is reached (self-limiting).

This terminal layer is nominally a ‘few’ atoms thick and has been dubbed a ‘mono-layer’.

The chamber is purged of the reactant gas by inert gases like Ar or N2. This is the first

half-cycle. The second reactant gas flows into the chamber and ligand (group of molecules)

exchange occurs (see Figure 4.2). One collection of molecules adsorbs to the surface, while

the second group desorbs. The volatile group (leaving group) is purged from the chamber

with Ar or N2. Ideally, this reaction is also self-limiting, and thus results in the final desired

stoichiometry with a specified thickness. The self-limiting nature of both phases of the re-

action result in mono-layer growth. The cycle is repeated until the desired film thickness is

obtained.
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Figure 4.2: Atomic layer deposition steps. Step1: Precursor gas is introduced and adheres
to the substrate. Step 2: Residual gas is purged from the chamber. Step 3: The second
reactant gas is introduced. Step 4: Ligand exchange occurs and the byproduct is purged
from the chamber. This is one cycle creating a mono-layer of film. Adopted from Kim et al.
2009 [83].

4.1 Atomic Layer Deposition (ALD) of Aluminum Fluoride (AlF3)

ALD of MgF2, LiF and AlF3 has been successfully performed at JPL [75, 114, 113, 31]

and by others [97]. This dissertation is restricted to the ALD processes of AlF3. The ALD

process grows the AlF3 film via surface fluorination by a hydrogen fluoride (HF) exposure,

ligand exchange in the TMA (Al[CH3]3) exposure which results in mostly AlF[CH3]2 on the

surface and another HF exposure to convert the surface monolayer to AlF3, with mostly

methane (CH4) as the leaving group (see Figure 4.3). Each of these precursor gas exposures

are separated by a chamber purge of the reactant gas, with an inert gas like Ar or N2. The

AlF3 thickness-change-per-cycle (tcpc) for the HF - TMA precursors varies as a function of

substrate temperature (thermal ALD) and is positive for Tsub < 205◦C (see Figure 4.4). The

deposition rate is also dependent the flow rates (sccm) and exposure times (resident times)

if not operating in the saturation regime.
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Figure 4.3: ALD of AlF3 using hydrogen fluoride (HF) and trimethylaluminum (TMA) for
the F and Al containing precursor gases respectively. Subsequent exposure of the precursor
gases can lead to self-limiting, near stoichiometric mono-layer growth, providing a precise
thickness-change-per-cycle for ideal conditions. Cyclic exposure of the precursors leads to
steady conformal film growth. Figure adapted from Lee et al. 2015 [97].

This thermal ALD process with TMA and HF has resulted in films with residual oxygen

content less than 2% from X-ray photoelectron spectroscopy (XPS) [75], less than 15%

increase in substrate surface roughness from atomic force microscopy (AFM; see Figure 4.5)

[114], with good optical properties in the UV (see Chapter 5). Future environmental storage

tests will be pursued to investigate the stability of the ALD AlF3 coating to controlled

environments. Additionally, spaceflight tests on a NASA sounding rocket can be pursued to

raise the Technology Readiness Level (TRL) for future satellite mirrors.

The next step would be to deposit ALD AlF3 on ALD Al in the same vacuum (without a

break to atmospheric pressures), but there is currently no known repeatable ALD Al process.

Al has a high surface energy, thus it prefers to adhere (bond, stick) to elements other than

itself. This makes the pure and efficient extraction of Al from its ligands difficult. Al will

generally stay bonded to other elements and lead to a low quality film. Furthermore, thermal

atomic layer deposition does not appear to generate enough energy to ignite the dissociation
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Figure 4.4: Thickness change per cycle in angstroms Å, as a function of substrate temper-
ature. The ALE of Al2O3 (red) and the ALD of AlF3 (blue) temperature regime data are
the symbols and the linear fits are the lines. The offset difference is primarily due to the
LiF pre-conditioning in the ALE process, but the tcpc are very similar. ALD data is from
Hennessy et al. 2016A [75] and ALE data is from Hennessy et al. 2017 [76].

and subsequent ligand exchange of the Al precursor gas. Plasma-ALD is an alternative.

The RF plasma source can provide the additional energy needed to commence the chemical

reactions for Al ALD while not raising the substrate temperature to high. The difficulty

arises in the particulars of the plasma process. When and where in the ALD chamber to

‘spark’ the plasma, what are the optimal frequencies, etc. Any current Al will be evaporated

and transferred into the ALD chamber for processing with a native oxide layer. A method

must be devised to remove the Al2O3 layer. Fortunately, a new technique for Al2O3 removal

was recently uncovered.
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Figure 4.5: Atomic force microscopy (AFM) profile of surface roughness comparing a bare
Si wafer and ALD of AlF3 of ∼25.6 nm. The ALD AlF3 only increases the wafer surface
roughness by ∼15% at an absolute thickness value of 0.303 nm root-mean-square (RMS).

RMS = Rq =
√

1
n
(
∑n

i=1 z
2
i ) and the arithmetic average roughness, Ra =

√
1
n
(
∑n

i=1 |zi|).
Which is much smaller than the lowest wavelengths (90 nm) of the designed usage. Figure
adapted from Moore et al. 2015 [114].

4.2 Atomic Layer Etching (ALE) of Aluminum Oxide (Al2O3)

In general, atomic layer processes are a competition between film adsorption and des-

orption rates, which depends on the surface species volatility. If the film adsorption rate is

greater (less) than the desorption rate, then the resultant surface group will increase (de-

crease) in thickness and ALD (atomic layer etch; ALE) occurs. This depends on the energy

of the surface group (thermal or plasma enhanced), pressure in the chamber and exposure

durations.

Low temperature, thermal ALE of Al2O3 was recently discovered [99, 98] and our

group has developed an ‘enhanced’ ALE technique that uses a LiF chamber conditioning

process [76]. The same precursor gases of TMA and anhydrous HF for ALD of AlF3 can be

introduced sequentially into the reactor chamber, results in removal of Al2O3 for substrate

temperatures greater than ∼215 ◦C. So Tsub > 215◦C results in Al2O3 etch and Tsub < 205◦C

results in AlF3 deposition (see Figure 4.4). In our ALE process, surface fluorination via ligand

exchange between Al2O3 and HF (with the LiF pre-conditioning) result in AlF3, which at
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the higher temperatures will desorb (etch away) with transmetalation with the subsequent

TMA exposure (see Figure 4.6).

Figure 4.6: ALE of Al2O3 with sequential exposure to hydrogen fluoride (HF) and trimethy-
laluminum (TMA). HF exposure to Al2O3 at temperatures greater than ∼250◦ leads to
ligand exchange. H2O is a by product and a monolayer of mostly AlF3 is left on the surface.
TMA exposure promotes another ligand exchange to a hypothesized Alx(CH3)yFZ group,
which is volitle and leaves. This is the etching of a monolayer of Al2O3. The thickness-
change-per-cycle is consistent per temperature with LiF preconditioning. Figure modified
from George and Lee 2016 [55].

Similarly as with the ALD of AlF3, the ALE of Al2O3 has proven to contain minimal

oxygen content. The XPS data displayed in Figure 4.7 confirms the reduction in the oxygen

content. The strength of the Al2O3 binding energy peak for an oxidized Al sample is reduced

in comparison to a sample with Al, that has undergone the ALE process and capped with

an ALD AlF3 coating (to prevent re-oxidation). Optically inferred, the light absorption due

to interracial oxide is greatly suppressed (see Figure 5.13).

The surface roughness of the ALE Al2O3 sample that has been capped with ALD of

AlF3 is reduced with respect to a sample with Al and ALD of AlF3, but has not undergone

the etching procedure (see Figure 4.8). The surface roughness can be important for short
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Figure 4.7: X-ray photoelectron spectroscopy (XPS) of Al + native Al2O3 compared to the
Al + ALE Al2O3 + ALD AlF3. The photoelectron spectrum is variable depending upon
the element atomic and molecular bonds. In the top section, XPS signal is strong at the
characteristic native Al2O3 electron binding energy (2). The bottom section, XPS signal for
the ALE Al2O3 sample at the characteristic Al2O3 electron binding energy (2) is much lower
in comparison to the Al signal (1). The ALD AlF3 XPS signal (3) is apparent in the lower
section. Adapted from Hennessy et al. 2017 [76].

wavelength reflectance. Diffuse reflection results in scattered light. Diffuse reflection can

be induced by surface roughness when the magnitude of the RMS surface deviations are on

the order of the wavelength of light being reflected (σRMS ∼ λ). The decrease in surface

roughness of the etched sample (close to the bare aluminum value) is a promising feature

for the applicability of ALE to optical surfaces. This ALE procedure was pursued in the

theme of generating high reflectance UV mirrors. Thus a combined ALE-ALD approach can

be used to recover some the high LUV reflectance properties of the Al base reflector.
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Figure 4.8: Atomic force microscopy (AFM) profile of surface roughness. The ALD of AlF3

increases the surface roughness (as expected). The ALE of Al2O3 maintains a smooth surface
which is beneficial for UV reflectance.

4.3 Subsequent ALE of Al2O3 then ALD of AlF3 UV Mirrors

We set out to prove that the ALE-ALD etch technique can improve reflectance below

200 nm (especially between 90 - 120 nm over the unetched sample) and maintain reflectance

comparable to unprocessed Al above 200 nm. These results are an extension of the initial

findings in Hennessy et al. 2017 [76] to the LUV and the full ALE and ALD process details

can be found there.

To generate an Al base reflector layer we electron-beam (e-beam) evaporate (AJA

International Systems) 60 nm of Al on silicon wafers in the Microdevices Laboratory (MDL)

facility at the Jet Propulsion Laboratory (JPL). We then transport the samples ex situ to the

ALD system (vs. a load-lock transfer that maintains the same vacuum). The air exposure

further oxidizes the Al. We estimate the terminal thickness of the native oxide layer to be

between 2 - 3 nm based on previous studies [80], but the quality of the e-beam Al can be

variable and influence the optically inferred oxide layer thickness. Additionally, we employ a

reference set of Al and Al2O3 optical constants in our modeling that can lead to uncertainties



36

in the best fit oxide thickness. What is important for our study is the decrease in Al2O3

thickness for the Al2O3 removal process we discussed in this dissertation. Next we utilize an

ALE of Al2O3 to remove the native oxide before the ALD protective overcoat growth.

We use the same precursors for ALD of AlF3 to etch Al2O3 at a substrate temperature of

225 ◦C and then subsequently ‘ramp’ the temperature down to 150 ◦C for steady film growth.

Our current process of gradually changing the substrate temperature results in an uncertainty

in our exact Al2O3 final etch thickness and our resultant AlF3 film thickness. Furthermore,

the surface quality is dependent upon under- or over-etching of Al2O3. Etching past the

amount of native Al2O3 can lead to pitting of the underlying Al surface and degrade optical

performance. Under-etching will lead to residual Al2O3 in the final film system. To avoid

over-etching and deteriorating the Al optical properties we intentionally under-etched Al2O3

in this study and determine the inter-facial oxide thickness from reflectance measurements.

We determine Al2O3 and AlF3 thicknesses via optical models fit to the measured reflectance

plotted in Figure 5.13 and are listed in Table 4.1.

Table 4.1: Coating sample in this study. Set A was measured at CU-LASP and
JPL, while Set B was measured at NIST-SURF.

Set A (Sample ID) Set B (Sample ID)
A B C D E F

Process None ALD ALE/ALD None ALD ALE
Al2O3 thickness (nm) 2.1 1.8 0.8 2.7 1.7 1.1
AlF3 thickness (nm) 0.0 2.4 2.1 0.0 4.4 0.9

Two sets of samples were generated to assess the improvement in LUV reflectance

(and the sustained broadband reflectance) of the ALE-ALD process, Samples C and F only

have Al plus ALD growth of AlF3 (without the ALE Al2O3 removal). Samples B and E

have undergone the full ALE-ALD process. Samples A and D are the reference oxidized Al

samples. Reflectance measurements and analysis of this ALE-ALD project are discussed in

Section 5.1.5. Details on the measurement systems and other subsidiary studies rom this

UV coating project are elaborated upon in Chapter 5



Chapter 5

Optical Measurements of Prototype ALD Protected Mirrors for Future

Astronomical Space Missions

Let’s take a coordinate system, such that plane electromagnetic waves are propagating

in a medium with a component of propagation in the ẑ direction. There is an interface

between the two media is oriented orthogonal to the ẑ direction (lies in the x̂-ŷ plane). The

reflectance of light from an interface between the two media is defined as the ratio of the

light incident upon that interface, I0, to the amount of light returned, IR (now with a -ẑ

propagation component). This ratio calculation (R = IR
I0

) is straight-forward. For example,

just take the ratio of the signal measured reflected off of the mirror to the magnitude of input

light. This is true, but in practice there are many effects that can complicate the accurate and

precise determination of I0 and IR. Scattered light in a measurement apparatus, detector,

response variability (spatially on the active area, temporally, vs. temperature, vs. light

intensity, vs. bias voltage, etc.), light source fluctuations (current, gas flow, gas content,

temperature, etc.), electronics and many other things can necessitate extreme caution in

this reflectance measurement.

To determine the spectral reflectance, in many systems the light must be spatially

dispersed which can further complicate the measurement. The UV is an unique realm in

the electromagnetic spectrum. Light below ∼320 nm is attenuated by Earth’s atmosphere

and below ∼190 nm is severely absorbed. Thus measurements below 190 nm must be taken

in vacuum. Commonly pressures below 10−3 torr (atmospheric pressure at sea level is near
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760 torr and 1.0 x 105 pa). Secondly, there are not many transmissive materials below

200 nm that are vacuum compatible (low out-gassing, chemically stable, etc.) and safe for

humans. Windowed light sources and detectors nominally operate down to ∼110 nm (MgF2

window). So what are the best methods to measure light in the LUV (90 - 120 nm)? It

has to be windowless detectors like microchannel plate detectors and Si-photodiodes. Light

sources have to be windowless and operate under vacuum. Discharge gas light sources, are

a specific class of hallow cathode lamps (HCL) that flow gas of a specified chemical purity.

High voltage is applied, the induced electric field promoted collisions between the molecules,

atoms and eventually ions, which disassociate molecules, ionize atoms and collisionally excite

molecules, atoms and ions which de-excite radiatively. This creates the HCL light at a given

pressure, temperature, bias voltage and current.

5.1 Optical Measurements

Using this knowledge and set of tools, UV/optical/IR reflectance of ALD AlF3 coated

samples only will be discussed in this dissertation. Measurements of glass, Al, LiF and

MgF2 coated optics were also conducted during this PhD project but are omitted for this

dissertation text. Measurements of reflectance were conducted at CASA, LASP, NIST and

JPL. Spectroscopic ellipsometric measurements occurred at JPL. I will focus only on initial

silicon (Si) wafer coated with ALD AlF3 measurements, Si + Al only, Si + Al + ALD AlF3

and Si + Al + ALE Al2O3 + ALD AlF3 samples in this dissertation.

5.1.1 Center for Astrophysics and Space Astronomy (CASA)

The University of Colorado Boulder (CU) Center for Astrophysics and Space Astron-

omy (CASA) has had a long cherished history in UV astronomy. Two of the most notable

contributions are involvement with the Fuse Ultraviolet Spectroscopic Explorer (FUSE) [116]

and being the P.I. institution for the Cosmic Origins Spectrograph (COS) [61]. These mis-

sions helped establish UV science at CASA and a substantial equipment, capable of mea-
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suring UV light under vacuum. The Square Tank is heritage equipment designed to test

large optics that has been modified for reflectance measurements. The is a central optics

mount that can rotated 360◦ and translate the optics horizontally and vertically on linear

translation stages. There is a ‘swing-arm’ that translates the detector along an arc of about

200◦ (see Figure 5.1).

The detectors used in this investigation are bare (no photocathode) z-stack microchan-

nel plates (MCP) for wavelengths between 80 - 130 nm (see Figure 5.2) and a photomul-

tiplier tube (PMT) with a MgF2 window for wavelengths between 110 - 340 nm. The

ACTON VM502 monochromator contains a holographically ruled 1,200 grooves per mm

concave grating coated with Al + MgF2 with a parabolic off-axis gold coated mirror and is

a Seya-Namioka design on a Rowland Circle. The light sources used in this dissertation are

HCL with H/Ar (35%/65% mix), Ne, and pure Ar gases and a sealed platinum-neon lamps.

To remove second order light that can dominate the spectrum above 220 nm (due to PMT

MgF2 window) when using the PMT for measurements greater than 220 nm, a potassium

bromide (KBr) window is inserted into the optical path. KBr has strong absorption below

200 nm, moderate transmittance from 200 – ∼235 nm and transmittance greater than 80%

for wavelengths greater than ∼235 nm. Figure 5.3) demonstrates the suppression of 2nd

order light, allowing measurements above 210 nm to be conducted in the CASA Square

Tank.

Figure 5.2 displays a spectral scan of HCL H/Ar gas with the MCP. The input and

output slit widths were adjusted to give a nominal spectral resolution near 0.6 nm (∆Λ ≈

0.6). Spectral features from various spectral line groups are clearly observed. A few spectral

lines are identified using data from the NIST Atomic Spectral Database https://physics.nist.

gov/PhysRefData/ASD/lines form.html. There are contributions from molecular hydrogen

(H2), atomic hydrogen (Lyman α, β and γ), atomic argon (Ar) and ionized Ar. The hydrogen

Lyman lines are an ideal target for future astronomical space missions.

The Square Tank performance capability was characterized and numerous reflectance

https://physics.nist.gov/PhysRefData/ASD/lines_form.html
https://physics.nist.gov/PhysRefData/ASD/lines_form.html
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Figure 5.1: Inside the CASA Square Tank chamber. A microchannel plate detector is used
from 90 - 130 nm and a photomultiplier tube with a MgF2 window for wavelengths between
120 – ∼ 300 nm. The left picture shows the detector position for the input light measurement
(I0) and the right plot the position for reflected light measurement (Ir).

measurements of samples created at JPL were conducted. However, I will only discuss one

series of measurements. In the initial phases of this project we only deposited ALD AlF3 on

Si wafers. Si has well known optical chemical, thermal and mechanical properties. Thin film

Al has variable optical properties which can depend on the deposition rate, crucible type,

chamber cleanliness and oxygen exposure. So to isolate the optical characteristics of ALD

AlF3, we perform initial tests on Si + ALD AlF3. The only test in this series that will be

discussed in this dissertation is a quasi-environmental storage test to assess the change in

UV reflectance measured by the CASA Square Tank. Thus we are only concerned with the

relative change, not the absolute reflectance value.

5.1.1.1 Environmental Storage Sensitivity

About 30 nm of ALD AlF3 was prepared on two Si wafers for a environmental storage

test. Figure 5.4 shows the UV reflectance results comparing the two samples. One sample

was prepared in the Jet Propulsion Laboratory Microdevices lab (JPL MDL) and measured

within 1 week at CU CASA. The second sample was measured after storage in the JPL MDL
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Figure 5.2: CASA Square Tank UV Monochromator spectral scan of hallow-cathode
H/Ar (35%/65% mix) measured with a microchannel plate (MCP) detector from 820 -
1350 Å. Prominent spectral lines are labeled from the NIST Atomic Spectral Database
https://physics.nist.gov/PhysRefData/ASD/lines form.html.

glove box for 2 months. The glove box is maintained at 40 ◦C and 1% relative humidity. This

initial environmental storage test provides a good baseline for detecting sample sensitivity

to humidity and temperature, before more exhaustive tests are performed.

UV reflectance data in Figure 5.4 demonstrate the ALD AlF3 coating samples ro-

bustness to the glove box environment. Minimal reflectance differences are expected from

the slight thickness differences and our coupled wavelength-intensity uncertainties between

measurement periods can account for the differences in reflectance observed at the strong

absorption band (reflectance change) near 108 nm. Our measurements at that time, indi-

cate that ALD AlF3 maintains its optical performance in the 90 – 300 nm range. Coatings

with strong environment sensitivity typically degrade in quality and exhibit decreases in UV

https://physics.nist.gov/PhysRefData/ASD/lines_form.html
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Figure 5.3: A) Transmission curve for a KBr window. B) CASA Square Tank UV monochro-
mator background subtracted intensity from our Hydrogen-Argon (H/Ar - 35%/65% mix)
discharge gas with second order diffracted light for λ > 220 nm, in blue diamonds. Over-
plotted is the resultant intensity of the H/Ar with the KBr window, the red triangles. The
second order light for λ > 220 nm has been attenuated and light for λ < 200 nm has been
completely removed.

reflectance when compromised. These optical effects can be modeled macroscopically as an

increase in the extinction coefficient k and generally manifest as a gradual increase in film

absorption as Λ decreases [105]. This optical effect occurs, on the microscopic level, because

of gradual oxide growth infused throughout the film (from pinholes), poor initial deposition

quality or both. Thus a new composite material with a modified index of refraction (effective

medium) can be calculated to account for the change [18]. Our ALD AlF3 films with d > 20

nm have not exhibited such degradation and are resilient to the glove box storage conditions.

5.1.2 Jet Propulsion Laboratory (JPL)

The Jet Propulsion Laboratory (JPL) Microdevices Lab deposited all the ALD thin

films discussed in this research. JPL is a research facility of the California Institute for

Technology (Caltech) and managed partly by NASA. Their relationship is complicated. The
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Figure 5.4: UV (90 – 300 nm) near-normal (θ = 10◦) absolute reflectance measurements for
∼30 nm of AlF3 on Si for two samples, one deposited and measured within 1 week (diamonds)
and the other measured after storage in the JPL MDL glove box for 2 months (squares).
Performance differences are within measurement uncertainties (∼ +/− 5%) indicating that
the optical performance is not strongly modified by MDL glove box storage. Measurements
follow the general spectral shape from calculated values of this work (black solid line), Bridou
(blue dashed line; thermal evaporation) and Lee (red dash-dotted line; magnetron sputtered).

JPL MDL also has a few mechanisms for measuring sample reflectance. The newer Filmetrics

system measures the normal incidence (θ = 0◦) reflectance from 190 – 1,000 nm in air. The

systems consist of a CCD detector with deuterium (D2) and blackbody light sources, and a

fiber-optic system. The reflectance results of this system are in Figure 5.13.

JPL also has a system capable of conducting near normal incidence (θ ∼ 10◦) from

120 - 200 nm. The ACTON VM 502 FUV system can attain a vacuum of ∼ 10−5 torr.

The light source is a MgF2 windowed deuterium (D2) lamp and the detector is a MgF2

windowed photomultiplier tube. The system can take one sample at a time and perform

quick initial measurements of freshly deposited ALD AlF3 samples. While the wavelength

does not extend down to 90 nm (because of the MgF2 window), measurements in the FUV
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are vital for diagnosing the severity of any film optical degradation for Si + ALD ALF3

and the level of oxidation for Al samples. If the samples do not perform well in the 120

- 200 nm range as measured by this system, then it is not worth shipping to CU or NIST

for measurements down to 90 nm. The ALE-ALD sample set discussed in Section 4.3 were

measured using this system. The reflectance results are plotted in Figure 5.13 and discussed

in depth in Section 4.3.

The MDL also has a spectroscopic ellipsometer (SE). SE is useful for measuring the

polarization sensitivity of optics, and extraction either thin film thickness if the optical

constants as a function of wavelength are known, or the optical constants is the film thickness

is known from an external source, but not both simultaneously. The SE system at JPL also

can measure the oblique (θ > 40◦) incidence reflectance in p and s or unpolarized (Iunpolarized

= 0.5(Ip + Is)).

5.1.2.1 Spectroscopic Ellipsometry

Polarization effects occur when the induced response of a photon’s incident electric

field IS different in orthogonal directions within a medium. This typically occurs at angles of

incidence larger than 10◦ (at an interface between two media) for media with a homogeneous

and isotropic index of refraction. Birefringent materials can alter the polarization state of

transmitted light at normal incidence, due to the directional dependence on the index of

refraction. We consider AlF3 as non-birefringent when not highly stressed (all materials

exhibit polarization effects when highly stressed) for this study. Polarization differences can

be a desirable effect in some optical systems depending on the application, but in many

systems, it can be an undesirable reality that needs to be accounted for. An example

includes Lyot chronographs that can be implemented for exoplanet investigations. Common

performance requirements demand host star light attenuation of∼10−10 so that the exoplanet

signal can be cleanly discerned. Phase differences in polarization states (∆ = Φp − Φp) can

contribute to incomplete destructive interference of the host star light in the final image
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plane, leading to ‘polarization leakage’ and a contaminated or noisier exoplanet signal. In

some instances, the existence of a phase shift alone IS not the issue, rather the dispersion

or spectral variation of the phase shift across the instrumental bandpass IS problematic.

Optical coatings can be used to accommodate an undesirable phase dispersion present in an

optical system. Thus for many systems, knowledge of the polarization effects induced by an

optical coating IS valuable.

We monitor the polarization properties of our ALD AlF3 films during development

through spectroscopic ellipsometric measurements. We used the JPL MDL HORIBA UVISEL2

Polarization/Phase Modulation (PM) Spectroscopic Ellipsometer to obtain the ellipsometric

angles of psi (Ψ) and delta (∆) extracted from measurements of IS and IC Ψ IS related to

the ratio of the modulus of the Fresnel coefficients for p and s states (tan Ψ = |rp|/|rs|)

and IS indicative of the polarized reflection amplitudes. For more details on the SE, see

the Appendix B. The SE measures the polarization state induced upon light reflected off

the sample. SEs are commonly used for in-situ film deposition monitoring of film thickness,

ellipsometric angles and optical constant extraction [95].

Figure 5.5 and Figure 5.6 demonstrate the agreement between measured ∆ and Ψ

(tan Ψ) IS plotted for ease of physical interpretation) at θ = 45◦, 55◦ and 65◦ from 200 –

800 nm for 34 nm and 24 nm of AlF3 deposited at 100 ◦C on Si (represented by symbols)

and optical constant calculations (lines) from ‘this work’, and Lee. These results bolster

confidence in the optical quality and the ability to model the optical properties of our ALD

AlF3 films. Due to differing conventions of phase shift, a +/- Π may be needed for consistency

between references. Bare Si wafer measurements are over-plotted to serve as a reference to

the change in tan(Ψ) and ∆ with respect to the substrate. The total phase shift and ratio

of polarization reflection amplitudes are substrate dependent and will be different on an Al

reflector base layer film (our final objective), but it IS good to observe the change to the

substrate imparted by the AlF3 coating. Thus we monitor it here on Si.

Many optical systems utilize a ‘fold mirror’ or a mirror positioned 45◦ to the optic
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Figure 5.5: Measurements of ∆, the phase shift between p and s polarization states induced
by 34 nm (Panel a) and 24 nm (Panel b) of AlF3 on Si wafers at θ = 45◦, 55◦ and 65◦ (blue,
green and red symbols respectively). Measurements agree with optical constant calculations
from both this work (solid line, ALD) and Lee (dash-dotted line, magnetron - sputtered). For
reference, bare Si substrate (with probable native oxide) measurements are over-plotted with
small symbols (asterisks) and calculations from the Palik archive optical constants (dotted
line). Measurement and model synergy indicate the predictive power. ∆ combined with Ψ
describe polarization state changes (between linear, circular and/or elliptical) upon reflection
from our Si + AlF3 combination.

axis to bend the light 90◦. Thus, this angle of incidence IS probably the most commonly

implored oblique angle used within measurement capabilities of the SE (it can measure θ >

40◦) and IS important to monitor. The dispersion in the phase shift increases for the AlF3

films with respect to the bare Si substrate for both thickness and all three angles of incidence,

but IS expected to change minimally for very thin films that we desire to grow in the future

( few nm). Figure 5.6 displays the reflection amplitude depolarization (tan Ψ = |rp|/|rs| shift

towards unity) effect of the AlF3 coating on the Si substrate. While the magnitude of this

shift IS small for θ > 400 nm, it IS substantial between 200 – 250 nm with indication from
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the measurements, ‘this work’ and Lee calculations that it resides near unity for θ < 200 nm.

This could be a very instrumental property for fold mirrors used in UV optical systems, if a

silicon reflective surface was ever used. Additionally, ∆ approaches 180◦ (minimal change or

‘flipping’ of phase shifts depending on the convention used) near 200 nm. This strengthens

the argument for AlF3 capabilities to alter the polarization properties of a substrate. The

powerful trait of thin film coatings.

Figure 5.6: Measurements of tan Ψ, the ratio of the modulus of the p to s polarization state
Fresnel coefficients for 34 nm (Panel a) and 24 nm (Panel b) of AlF3 on Si wafers at θ =
45◦, 55◦ and 65◦ (blue, green and red symbols respectively). Values near unity indicate even
amounts of reflected light for both polarization states. Deviations from unity mean different
amounts of each state are reflected. For reference, bare Si substrate (with probable native
oxide) measurements are over-plotted with small symbols (asterisks) and calculations from
the Palik archive optical constants (dotted line). Measurements agree in general with optical
constant calculations from ‘this work’ (solid line, ALD) and well with Lee (dash-dotted line,
magnetron - sputtered). ∆ combined with Ψ describe polarization state changes (between
linear, circular and/or elliptical) upon reflection from our Si + AlF3 combination.

Ψ and ∆ together fully determine the polarization properties of a system (e.g. linear,

circular and elliptical states). For example, light with Ψ = any angle in the domain (0◦ ≤
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Ψ ≤ 45◦), and ∆ = 0◦ or 180◦ for a particular wavelength describe linearly polarized light,

for Ψ = 45◦ (or |rp|/|rs| = 1) and ∆ = 90◦ or 270◦ describe circularly polarized light and any

other combination of Ψ and ∆ describe the most common state of polarized light, elliptical.36

The 34 nm of AlF3 sample measurements at an angle of incidence of 45◦ can be interpreted

near wavelengths of 200 nm, to nearly efficiently impart a change in elliptical light to linear

and vice versa. A similar characteristic could be designed for a coating thickness thinner

than 24 nm at longer wavelengths for a 45◦ angle of incidence. ALD AlF3 can address a

range of light manipulation needs for future UV optical systems.

5.1.3 National Institute for Standards and Technology (NIST) Synchrotron

Ultraviolet Radiation Facility (SURF)

The National Institute for Standards and Technology (NIST) is know for just what

there name states, a standard or a benchmark in precision and accurate measurements.

The Synchrotron Ultraviolet Radiation Facility (SURF) is one of a few synchrotron light

sources in the world capable of precision measurements. Readers can be reminded of the

basic principles stated in Section 2.1.5 and more detail is in the references stated there. The

NIST SURF reflectometer system consists of a Si-photodiode detector, the synchrotron light

source a series of grazing incidence gratings and a set of filters to isolate spectral ranges for

the mitigation of higher order light contamination.

The spectral bandapass filters include Indium (In) for 76 – 108 nm, LiF for 108-210 nm,

sapphire (Al2O3) for 160-320 nm, and a glass filter for 300-600nm. Measurements were per-

formed on a semi-autonomous system in both P and S polarizations. The final measurements

were averaged/corrected to generate unpolarized values. The NIST SURF reflectometer was

recently set up and thus needed to be characterized. The low wavelength range is dictated

by the project interest and the 500 nm long wavelength limit by the performance of the

Si-photodiode. There is still sensitivity out to ∼ 600 nm but the goal of the reflectance

measurements at NIST are to assess the ALD AlF3 coating performance and cross-check
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with our JPL and LASP systems. Figure 5.7 is a picture of the inside of the NIST SURF

reflectometer chamber. The author of this dissertation is visible in the reflected image off of

the optic.

Figure 5.7: The optics section of the NIST SURF reflectometer. The detector is a Si-
photodiode. The mirror sample was very shiny (in visible light) and smooth. So smooth,
that we can see the author of this dissertation in the mirror.

We were the initial testing run of this system and commenced by measuring a gold

sample from 76 - 500 nm. Gold is known to have stable UV properties and be resilient to

oxidation. Thus, the performance of gold in the UV is a suitable reference standard to assess

the capabilities of the NIST SURF reflectometer. The JPL MDL electron beam deposited

roughly 100 nm of gold onto a Si wafer. Figure 5.8 displays the agreement between the

NIST SURF, JPL ACTON system (JPL-Bala), and CU-LASP measurements of the same
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deposition process at JPL. There is excellent agreement among the three systems. The

theoretical reflectance calculation based on optical constants from Palik diverge because those

optical constants are extracted from bulk gold. Thin film deposition processes can lead to

various film structures (crystalline, polycrystalline, amorphous) depending on the deposition

technique. Thus bulk thin film optical constants are not necessarily a firm representation of

what can be expected from thin film growth, but merely serve as a qualitative guide.

There is better agreement between the three sytsm measurements and the thin film

Au measurements plotted from Canfield et al. 1964 [24]. The consistency between all the

NIST SURF reflectometer spectral ranges proves that the system can perform quality mea-

surements (when all system variations and systematics are taken into account and adjusted

for). An accomplishment of this dissertation is helping commission the NIST SURF UV

reflectometer. Measurements using this system were also conducted on the Al only, Al +

ALD AlF3, and Al + ALE Al2O3 + ALD AlF3. The results of those measurements are in

Figure 5.13 and discussed in depth in Section 5.1.5 and Section 5.2.

5.1.4 Laboratory for Atmospheric and Space Physics (LASP)

The Laboratory for Atmospheric and Space Physics touts an impressive resumé as it

has had an instrument go to every planet in the Solar System. LASP has participated in

many missions that employ various aspects of the EM spectrum, particle detectors, electric

field and magnetic fields. Thus, there is numerous spare spaceflight qualified equipment

available from past missions. The Si-diode flight spares from the recent GOES-R (GOES-

16) mission were used for the measured stability and sensitivity to UV light to augment our

reflectance measurements in the LUV and FUV. Calibration Chamber #3 (CTE3) at LASP

was refurbished and modified to conduct reflectance measurements from 90 - 160 nm. A

picture of the interior of the chamber is in Figure 5.9. To avoid moving detectors, which

can induce noise and deteriorate the nano, fempto amps signals, we employ two stationary

detectors. The left-most detector in Figure 5.9 is the reflected detector and the right-most
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Figure 5.8: NIST SURF reflectance measurements of reference gold (Au) sample. The yellow
and black lines are calculations based upon optical constants. The symbols are the NIST
SURF measurements for each segment. The red squares are measurements from CU-LASP-
CTE3. The black line are optical constant calculations from Palik 1985 and Palik 1998 [123].
The green dashed line are the results from Canfield et al. 1964 [24]. The blue triangles are
measurements from the JPL ACTON VM 502 FUV system.

detector, the input light detector. The optics reside on vertical and linear translational

stages. Labview software was written for autonomous data accumulation, which greatly

expedited the measurement process.

To calculate a precise reflectance spectrum, the temporal stability of the light source

and detector must be assesssed and improved if needed. Fortunately, the flight-spare Si-

photodiodes exhibited little time variation over a 5-hour test. Figure 5.10 shows the input

and reflected detector simultaneous dark signals over 5-hours. The dark current oscillates

between positive and negative values (due to drifts in the silicon and preamp noise), with
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Figure 5.9: Inside the LASP CTE3 chamber. The Si-photodiodes are Opto Diode
AXUV100G and flight spares.

a mean near 2 x 10( − 12) A and a standard deviation around 3 x 10−13 A. Thus, we need

signals of at least 10( − 11) A for our reflected light signal to obtain a signal-to-noise of at

least 5. Measured reflected signals greater than this will improve measurements accuracy. If

are signal is at least 10( − 11) A, we can obtain precise measurements with oscillations less

than ∼ 3%.

Figure 5.11 displays spectral scans using a D2 and a HCL light source with a variable

mix of H/Ar. The majority of the gas is H. The D2 lamp has all-so-common MgF2 window

and thus has limited throughput below 115 nm. Thus, to measure reflectance down to 90

nm, the HCL is used. Both light sources produce reasonable signal to noise. It must be noted

that the D2 measurement was conducted with an aperture that was a factor of 4 larger than

the HCL light source aperture. The intensities of the light sources are not one-to-one as

a function of wavelength due to the different operation principles. There are two sets of

measurement in Figure 5.11 to assess the repeatability of the input and reflected signals.
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Figure 5.10: Dark current stability study measurements of the two Si-photodiodes. Dark
measurements where performed over 5-hours to check for dark current systematic drifts,
differences between the two detectors or non-random noise.

The blue and green (input - ‘incident’) symbols and the red and yellow (reflected) symbols

almost completely overlap for currents larger than 4 x 10−12 A (signal-to-noise ∼2). Thus

the measurements are highly repeatable. The reflected measurements were made on a bare

gold mirror.

Figure 5.11: LASP CTE3 D2 and HCL (H/Ar) light source spectral scan with the Si-
photodiode. The input (I0) and reflected (Ir) signal is large enough for reflectance cal-
culations with moderate signal-to-noise (S/N ≥ 5). There are two sets of spectral scans
and they agree very well. The ratio of this example raw signal is used for the reflectance
measurement result.
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To calibrate the performance of the refurbished CTE3 chamber, gold, bare Si and bare

Al reflectances were measured. All ‘reference’ samples had either been measured by another

system of can be modeled fairly well with optical constants. The samples were chosen due

to the expected variability in dynamic range. Si-photodiodes generally have good dynamic

range and can measure signals from 10−12 – ∼10−5), depending on the electronics used. The

gold sample was chosen for low reflected signal values, Si wafer for medium values and Al

with native oxide for spanning low and high values in the wavelength range.

Figure 5.11 demonstrates the exceptional performance and good agreement between

the measurements. The gold and black solid lines are reflectance calculations based on optical

constants. Gold is kept as just bare gold (no oxide layer). The Si wafer measurements were

fit with an optical model to include a native silicon oxide (SiO2). The Al measurements

were fit with a nominal aluminum oxide (Al2O3) thickness. The results of the oxide fits yield

thicknesses consistent with literature and good agreement with the measurements.

Figure 5.12: LASP CTE3 reflectance measurements of reference sample if gold (Au), silicon
(Si) and bare aluminum with native oxide (Al). The yellow and black lines are calculations
based upon optical constants. The red lines is the raw reflectance calculated from the ratio
of the spectral scans. The symbols are the binned raw reflectance data.

The measurements were conducted at an angle of incidence of 10 degrees. The red

lines is the ratio between the raw reflected signal and the input signal. The symbols are

the 5 nm wide binned data from the red line. The symbols indicate the center wavelength
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of the evenly binned data. The uncertainty is overplotted with error bar but are not clear.

The measurement precision is roughly 1%, but the accuracy is +/- 2%. What is important

for the CTE3 chamber reflectance measurements is the relative reflectance value between

different sample. This is what the UV coatings project need to differentiate to assess the

capability of ALE Al2O3 to improve the LUV and FUV reflectance of Al mirrors.

The LASP CTE3 chamber provided improvements on the measurement precision and

accuracy in the UV coatings project.

• The repeatability of measurements is pristine, for our standards (within 1 - 2 % per

binned data point).

• The precision and agreement between subsequent wavelength data points is much

improved.

• The accuracy of the relfectance estimates are the best that were attained by a CU

based system on this project.

5.1.5 Reflectance of ALE-ALD UV Mirrors

The next step combine the near-normal incidence (θ ≤ 10◦) reflectance measurements

of the CU-LASP CTE3 chamber (90 - 160 nm), JPL Filmetrics system (190 - 1,000 nm;

JPL-Long), JPL ACTON VM 502 FUV (120 - 200; JPL-Short nm) and the NIST SURF

reflectometer (80 - 500 nm) of the Al only, Al + ALD AlF3, and Al + ALE Al2O3 + ALD AlF3

sample set. The details on the atomic layer processes and motivation are in Chapter 4. I only

discuss the reflectance results and implications here. Two sets of ALE-ALD series mirrors

were fabricated on Si wafers. One set was measured by the CU-LASP system ASAP and

the witness samples from this deposition measured by the JPL Filmetrics and JPL ACTON

VM 502 FUV. The second set was prepared, shipped directly to NIST in Gaithersburg,

Maryland. U.S.A. and measured ASAP.
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The reflectance results are in Figure 5.13. The top panel is Set A, measured at CU and

JPL. The bottom set is Set B measured at NIST. The sets are expected to be very similar

optically as the etch and deposition procedures were duplicated for consistency. The main

difference is the time lag of roughly 1 week (∼ 7 – 10 days) for the NIST measurements vs.

the 2 – 3 day delay for the CU-LASP measurements and the 1 day measurements at JPL.

Figure 5.13: (A) Set A CU-LASP and JPL reflectance measurements (symbols) of Al-only
(black), Al-ALD-AlF3 (Blue) and Al-ALE-ALD-AlF3 (red) show the etched sample achieves
values near 30% at 90 nm while maintain high reflectance out to 250 nm. (B) Set B NIST-
SURF reflectance measurements reaffirm the CU-LASP and JPL results and prove repeata-
bility of improved performance. The lines in both (A) and (B) are film thickness fits to the
respective measurements.
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Figure 5.13 demonstrates that the ALE-ALD processed samples (red symbols) have

higher reflectance at all wavelengths below 200 nm than the ALD-only (blue symbols) and

unprocessed sample (black symbols). This is a huge step forward in this project! The

intrinsic AlF3 absorption is clearly observed, where the ALD-only sample reflectance is less

than unprocessed sample for λ > 105 nm, which is the location of the AlF3 absorption bands

and an increase in k. The ALE-ALD sample demonstrate reflectance improvements on the

Al plus ALD only sample with an increase from ∼8% up to ∼30% near 95 nm, from ∼5%

up to ∼30% near 100 nm and from ∼10% up to ∼40% near 105 nm. These results prove

that the ALE removal of Al2O3 and subsequent coating of ultra-thin layers of AlF3 by ALD

can mitigate absorption loses in the LUV and FUV.

Further improvements in the ALE-ALD process (better temperature control, optimiza-

tion of etch and growth rates, etc.) can lead to additional reflectance improvements from 90

- 120 nm and be a prime candidate for future UV/Optical/IR astronomical space missions.

The ideal reflectance performance would be R ≥ 50% between 90 - 105 nm. Even with the

current results the reflectance gain between the ALD only sample and ALE-ALD sample IS

significant. The light throughput in a reflective optical system can be no greater than the

product of the reflectance of all the components (with N reflections). For the application

of space mirrors there will likely be a Cassegrain, RitcheyChrétien, or similar model. Thus,

there will probably be at least four light reflections, the primary, secondary and tertiary

(probably a fold mirror) mirrors before dispersion off a reflective grating. If all components

a coated with this ALE-ALD process, for this system (N = 4) the gains in throughput com-

pared to the ALD only coating at 95 nm would be roughly (RALE−ALD/RALD)4 ≈ 198. The

additional ALE processing in current coatings provide an increase in throughput of a factor

of 198, with potential to be improved further.

This factor of increased throughput IS similar in comparison to improvements over the

traditional Hubble Space Telescope (HST) coating of Al + 24 nm of MgF2 and even the new

hot LiF depositions, as both coatings currently have reflectance near or below 10% at and
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below 100 nm. Finally, the self-limiting, conformal, near stoichiometric film characteristics

of ALE and ALD process allow for the scalability to large area substrates. This IS vital for

the proposed multi-meter sized mirrors for future astronomical space telescopes. This study

has demonstrated one of many applications of atomic etch-growth or even a growth-etch

processes for modifying the optical properties of systems.

5.2 UV Coatings Summary

We have produced ALD AlF3 films on Si wafers and explored their surface roughness,

UV-Vis-IR reflectance at two angles of incidence (10◦ and 45◦, in segments), polarization,

deposition temperature and environmental storage sensitivities. Thicker layers (d > 20 nm)

have performed well in each of these investigations and have proven to be model-able for λ >

120 nm. We have also developed a process that can remove native aluminum oxide. The

ALE removal of Al2O3 also improve the surface roughness over ALD AlF3 process alone.

The subsequent ALE of Al2O3 and capping with ALD of AlF3 has been proven to enhance

the reflectance for λ < 200 nm. This is another breakthrough. The improvement of this

process and scalability of ALD and ALE open an array of possibilities not limited to mirror

coatings. I now summarize the main aspects of this UV coatings project and the first half

of my PhD research.

(1) An atomic layer etch of Al2O3 procedure has been modified (with LiF

preconditioning) to create mirrors capped with ALD AlF3.

(2) E-beam Al + ALE of Al2O3 + ALD of ∼2 nm of AlF3 has been proven to improve

the reflectance over e-beam Al + ALD of ∼2 nm of AlF3 from 90 - 200 nm.

Increases from ∼8% up to ∼30% near 95 nm, from ∼5% up to ∼30% near 100 nm

and from ∼10% up to ∼40% near 105 nm were observed. These results prove that

the ALE removal of Al2O3 and subsequent coating of ultra-thin layers of AlF3 by

ALD can mitigate absorption loses in the LUV and FUV.
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(3) High quality reflectance measurements were performed via the refurbishing of the

LASP CTE3 chamber.

(4) The NIST SURF reflectometer was commissioned, systematic effects uncovered and

improvements were made to conduct quality unpolarized reflectance measurements

from 80 - 500 nm.

(5) The CASA Square Tank system was characterized, modified, used to perform

initial project and degradation study measurements.

(6) ALD ALF3 film surface roughness on Si wafers are consistent with ∼15% increase

in RMS as indicated by AFM.

(7) Unpolarized reflectance measurements from 90 – 800 nm have proven that ALD

ALF3 films are consistent with extracted optical constant calculations, which are

similar to values listed in literature from thermal evaporation (90 – 124 nm) and

magnetron sputtering (190 – 700 nm) except for higher than predicted reflectance

near 110 – 120 nm. The absorption band of our films appears to occur at shorter

wavelengths than calculations based upon Bridou optical constants predict.

(8) ALD AlF3 has good Optical properties for deposition temperatures between

100 – 200 ◦C. Films deposited at different temperatures of 100 ◦C and 200 ◦C show

small differences in UV reflectance, but still within measurement uncertainties.

(9) Polarization sensitivity was explored via ellipsometric angles. Polarization changes

induced can be beneficial depending on the optical system and the film substrate

choice. SE measurement agreement with optical constant calculations from

200 – 800 nm at multiple angles of incidence (θ = 45◦, 55◦ and 65◦) confirm

favorable optical characteristics of the ALD AlF3 films. Furthermore, the optical

predictability attained will allow ALD AlF3 implementation in optical designs to

modify the polarization states induced by uncoated mirror properties.



60

(10) Our ALD AlF3 on Si films exhibit minimal UV reflectance sensitivity to the MDL

‘glove; box storage conditions of ∼40 ◦C and 1% relative humidity for 2 months, as

compared to samples measured immediately. With continued development, ALD

AlF3 can be a viable coating material candidate for many optical systems, and not

limited to smooth mirror surfaces and conformal diffraction grating coatings which

have motivated our initiation of this project.

The long term objective is to development of ultra-thin (∼few nm) layers of metal

fluoride films. Future results should include further analysis of film structures (crystalline

vs. amorphous) via measurements such as X-ray Diffraction (XRD). Surface roughness vs.

film deposition temperature derived from AFM. Film surface structure and composition from

X-ray Photoelectron Spectroscopy (XPS), Time of Flight Secondary Ion Mass Spectroscopy

(TOF-SIMS) and/or TOF Electron Recoil Detection Analysis (TOF-ERDA).



Chapter 6

The Solar Corona

The corona is the outermost layer of the solar atmosphere. Not all stars are expected

to have coronae. Before a deep discussion into what the solar corona is and its properties, it

is important to understand why a star would be expected to have a corona or not. Discussion

of stellar and solar structure is imperative.

6.1 Stellar and Solar Structure

Figure 6.1 is the famous Hertzsprung-Russell diagram that shows the large variation of

star types. It was noticed that the apparent visible light colors of stars varied as a function

of surface temperature [27]. The relation between the colors of stars and the atmospheric

structure has profound implications on our understanding of the process that fuel stars. The

energy generation process in the core of stars directly relates to their luminosities and spectral

classifications. The spectral classifications were originated to define the absence or presence

of certain features in the spectrum. In particular, the appearance of lines (absorption or

emission) of an element can yield information on the effective temperature at the visible

light ‘surface’ of a star. In general stellar surfaces are not in solid form (like the crust on

Earth), but the word ‘surface’ for stars relates to the region where the change in opacity

allows photons to stream freely into interplanetary space. The properties of these ‘surfaces’

can vary among stars.

The stellar classifications range from O, B, A, F, G, K, and M (and L and so on),
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Figure 6.1: Hertzsprung-Russell (H-R) diagram depicting the relationship between a star’s
surface temperature (spectral class) and their luminosity (absolute magnitude). Image credit:
European Southern Observatory (ESO). Source: https://commons.wikimedia.org/wiki/File:
Hertzsprung-Russel StarData.png under the Creative Commons Attribution 4.0 International
License (https://creativecommons.org/licenses/by/4.0/deed.en)

which vary in surface temperature from over 30,000 K to below 3,000 K. The most massive

stars are the O types and the least massive the M types. In general, the more massive a star

is, the more efficiently it burns through its fuel (via gravitational contraction), the hotter

https://commons.wikimedia.org/wiki/File:Hertzsprung-Russel_StarData.png
https://commons.wikimedia.org/wiki/File:Hertzsprung-Russel_StarData.png
https://creativecommons.org/licenses/by/4.0/deed.en
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its photosphere and the bluer the spectrum. The emergent intensity is used as a proxy for

the interior energy generation rate and is encapsulated in the mass-luminosity relation L ∝

M3.5.

The main diagonal strip from high luminosity and hot surface temperature to low

luminosity and cool surface temperature indicate the Main Sequence. The Main Sequence

is when stars are primarily fusing hydrogen into helium in their cores. The majority of stars

in the universe are currently ‘on the Main Sequence’ and will spend the majority of their

‘lives’ on the Main Sequence. These stars eventually evolve off the Main Sequence upon the

commencement of fusing heavy elements in their cores. These are the Giants and Supergiants

which reside in the higher luminosity sections per spectral type in the H-R diagram. Stars

with masses less than 1.4M⊙ will eventually go nova, expel their outer atmospheres and

leave their cores radiating in space, supported under electron degeneracy pressure. These

are the White Dwarfs on the H-R diagram.

The star of interest of this dissertation is the G2V star closest to Earth, the Sun. Thus,

the discussion will transition from the array of star types and evolutionary possibilities to

focus on the specifics of the Sun, its energy generation process and its atmosphere. The

letter G indicates the effective temperature range, the Arabic number 2 classifies the pressure

and the Roman numeral V is the luminosity class (dwarf) [27]. Stars generate energy via

gravitational contraction. The pressure from the mass at higher layers in the star compact

the core and increase the density and temperature to high enough temperatures that nuclear

fusion can occur (T ≥ 107 K). In stars like the sun, the conversion of hydrogen to helium is

primarily through the proton-proton chain (p-p chain). While for more massive stars, there

is enough force, and thus higher temperatures, to fuse hydrogen to helium via the more

energetic pathway of the carbon-nitrogen-oxygen (CNO) cycle. This difference in the energy

generation process has profound effects on the stellar atmosphere [69].

There are three main energy transport mechanisms conduction, convection and radia-

tion. Conduction is the transport of energy by individual interaction of the atoms, molecules
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and or ions with their neighbors. Conduction is normally an efficient energy transport mech-

anism for solids. Convection is the transport of energy by moving material. Radiation is

the transport of energy via light. Stars transport the nuclear energy in the core out to the

stellar surface using either convection, radiation or a combination of the two.

Figure 6.2 shows that in general, stars with mass greater than ∼1.5M⊙ have convective

lower interiors and radiative outer interiors. Because these stars do not have convective

motions in the outer interior and X-ray flux has not been measured (aside from shocks in the

hot stellar wind plasma) like the Sun, they are not expected to have temperature inversions

(temperature increases as a function of height in the atmosphere) in their atmospheres. Stars

with masses near the Sun (∼0.5M⊙ ≤ M ≤ ∼1.5M⊙) have radiative inner interiors and

convective outer interiors. Thus, these stars have confirmed temperature inversions in their

atmospheres and hence coronae. Stars with mass less than ∼0.5M⊙ have fully convective

interiors, strong magnetic fields, known temperature inversions in their atmosphere and

coronae.

I will give a brief summary of the solar structure here and full details are in Hansen

and Kawaler 1994 [69]. One of the main effects that dictate whether radiation or convection

transports the energy depends on the local opacity, chemical composition and temperature

gradient in comparison to the adiabatic gradient. Basically, radiation dominates the energy

transport outward until the recombination of heavy elements causes an increase in opacity (in

addition to the electron scattering opacity). Thus, radiation is not as effective to transport

the energy outward. Convection takes over and plasma is moved in large cells. These

manifest in granules on the Sun Figure 6.3. This continues until the opacity changes such

that the mean free path for visible light photons is on the order of 1 astronomical unit or

larger. This region is the photosphere, which is dominated by the −H opacity. −H has an

ionization potential of just 0.75 eV, and thus once it is formed it is destroyed (extra electron

liberated) by any photon with energy greater than 0.75 ev (∼1,653 nm).

A satellite image of the solar photosphere is in Figure 6.4. The appearance of a sharp
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Figure 6.2: Stars with masses less than roughly 0.5M⊙ have fully convective interiors. Stars
with 0.5M⊙ ≤ M ≤ 1.5M⊙ have a radiative inner portion and a convective outer portion.
The most massive stars (M > 1.5M⊙) have a convective inner portion and a radiative outer
portion. The dynamics of the energy transport inside of stars have direct and profound im-
plications on the atmospheric structure. Source: https://commons.wikimedia.org/wiki/File:
Heat Transfer in Stars.png under the Creative Commons Attribution-Share Alike 3.0 Un-
ported Liscence (https://creativecommons.org/licenses/by-sa/3.0/deed.en)

disk is the consequence of the gradient in the opacity (sudden decrease). At this spatial

resolution, the granule cells are hard to observe. What is not too difficult to detect is the

dark spot on the solar disk. This feature is called a sunspot and are locations of strong

magnetic field that inhibits the effectiveness of convection. While the photosphere has an

average temperature near 5,700 K, sunspots can be as cool or cooler than 4,000 K. The lower

energy transport rate leads to a lower intensity with respect to the rest of the photosphere.

There is strong evidence that sunspots are generated by the convective fluid motions near

https://commons.wikimedia.org/wiki/File:Heat_Transfer_in_Stars.png
https://commons.wikimedia.org/wiki/File:Heat_Transfer_in_Stars.png
https://creativecommons.org/licenses/by-sa/3.0/deed.en
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Figure 6.3: Convection transports energy by fluid motions. In gravitationally stratified con-
vection, a hot parcel of material flows upwards due to buoyancy forces (adiabatic process),
expands as it rises (pressure equilibrium), losses heat at the ‘surface’ (generally taken as
a scale height), cools, and migrates downward, to be heated and return to rise. Source:
https://commons.wikimedia.org/wiki/File:ConvectionCells.svg under the Creative Commons
Attribution-Share Alike 3.0 Unported Liscence (https://creativecommons.org/licenses/by-sa/
3.0/deed.en).

the surface. I will later discuss that the sunspots and the hottest regions of the solar corona

called active regions are the same phenomena. Thus, there is a link between near surface

stellar convection, starspots (active regions) and stellar coronae.

The emergent intensity of the solar spectrum originates from different layers of the

solar atmosphere. There is not necessarily a one-to-one connection between the emergence

of a photon from a specific height in the atmosphere to a portion of the electromagnetic spec-

trum. The solar atmosphere is highly dynamic, with material constantly moving to higher

and lower layers, moving transversely (at nearly a constant altitude), and of varying temper-

atures. Thus, one cannot simplify the atmosphere to be solely isothermal concentric shells of

various radii. Figure 6.5 demonstrates what regions of the atmosphere contribute the most

to emission at portions of the electromagnetic spectrum. The processes that contribute to

the opacity vary depending on the elemental composition, pressure, density, plasma tem-

https://commons.wikimedia.org/wiki/File:ConvectionCells.svg
https://creativecommons.org/licenses/by-sa/3.0/deed.en
https://creativecommons.org/licenses/by-sa/3.0/deed.en
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Figure 6.4: Visible light satellite image of the solar photosphere from the Solar Dynamics
Observatory (SDO) and Atmospheric Imaging Assembly (AIA).

perature, plasma velocity, etc. along the line of sight. The differences in the dominant

contributors to continuum and line opacity give the Sun its emergent intensity.

Because of the solar surface temperature is near 5,700 K, the dominance of the −H

opacity, change in density, lead to a blackbody (Planck Function) like spectrum modified by

the gas at the layers directly above the ‘surface’, but beneath most of the chromosphere. The

chromosphere has a temperature rise into the 104 - 105 K range. The hydrogen, aluminum,

silicon, magnesium and carbon contribute substantially to the opacity [59]. A large portion



68

Figure 6.5: 1D approximation of the Solar atmospheric temperature profile. The photo-
sphere has temperatures near ∼ 6,000 K down to the minimum 4,000 K. The chromosphere
temperature increases up to the 105 K. The temperature of the corona is well in excess of
105 K.

of the chromospheric emission is in the UV. The transition region is where the average

temperature rises to 106 K over roughly 200 km. The outermost layer of the solar atmosphere

at over 106 K, called the corona, has relatively minimal opacity to radiation in the visible,

UV and X-ray wavelengths, due to its extremely low average density (in contrast to the lower

layers). The high temperatures result in high ionization states of heavy elements (elements

other than H and He) and this ion line emission and free-free emission in the EUV and

X-rays.

6.2 Coronal Details

In Section 6.1 the fact that stars with masses between roughly 0.5 - 1.5 M⊙ have the

energy transport of the outermost interior layer dominated by convection was discussed.
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These convective fluid motions contain large amounts of energy and generate near surface

magnetic fields which appear to be the critical conduit for transferring energy to the outer

layers of the atmosphere. Thus, it seems that near surface convection ⇒ surface magnetic

fields⇒ energy propagation to the higher less dense atmosphere⇒ hot (T ≥ 1 MK) coronae.

This brings us to the solar corona.

The solar corona is the interface between the solar surface (photosphere) and lower

atmosphere (chromosphere), and the solar wind (interplanetary space), starting at roughly

2,000 km above the solar photosphere and extending to a few solar radii [6] (see Figure 6.7).

The conditions in the corona are drastically different than the environment in the photo-

sphere. The temperature in the corona reaches above 106 K in contrast to a photosphere

temperature around 5,700 K. Furthermore, the density varies from as low as ∼108 particles

per cm3 (e.g., in coronal holes) to as high as 1011 cm−3 (e.g., in flaring loops), as com-

pared to a photospheric average density of ∼1017 cm−3. Additionally, the plasma beta (see

Equation 6.1), the ratio of gas pressure to magnetic pressure, which dictates what force

dominates the dynamics, transitions from high (gas force dominated) in the photosphere,

to low (magnetic force dominated) in the corona. This demonstrates the drastic changes

in atmospheric conditions encountered in the corona even when eruptive transient processes

are not considered.

The high temperature, low density, and dynamical conditions result in highly ionized

plasma, emitting primarily UV and X-rays that is mostly optically thin to soft X-rays (be-

sides specific scattering events) and confined by magnetic fields. The soft X-ray emission

includes both spectral lines (bound-bound emission) from the various ion species in the

corona, and continuum emission including free-free, electron-ion bremsstrahlung and free-

bound, radiative recombination emission. The specific spectral emissions depend uniquely

on the coronal conditions. Thus, soft X-rays present a rich diagnostic data set, because

the solar coronal soft X-ray flux yields insight on plasma densities, temperatures, chemical

abundances, magnetic field structure and velocity flows. Spectrally, temporally and spatially
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resolved measurements are necessary to answer fundamental questions such as:

• How do solar active region physical parameters evolve over time as inferred from

soft X-rays?

- Temperature distribution of emitting plasma (differential emission measure)

- chemical abundance

- magnetic field morphology

• What is the solar soft X-ray spectral energy distribution and how does it vary over

a solar cycle?

• What is the solar flare soft X-ray energy distribution and how does it vary with

flare size?

• What are the primary heating mechanisms contributing to the observed soft X-ray

flux?

With this information, this dissertation will expand upon the details of the solar coronal

magnetic field, coronal heating theories, elemental abundance variations, radiative diagnos-

tics, quiescence, active regions and flares.

6.2.1 Magnetic Structure

When viewing the Sun during a solar eclipse such as the most recent total solar eclipse

viewable by a large potion of the United States on 2017 August 21, it is clear that there

is a dimmer visible light aspect of the Sun (see Figure 6.6). Also, realizable upon closer

inspection and experience with bar magnets, is the bar-bell like pattern to the visible light

emission when the Sun is in a state similar to the eclipse in Figure 6.6. The intensity pattern

can be much more complex than this, but for simplicity, we will commence our explanation

from this perspective of the Sun.
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Figure 6.6: Solar eclipse by the Moon. Image credit [58].The visible light from the solar
corona, specifically the so-called K corona, which is scattered photospheric light from free
electrons in the corona. The magnetic nature of the corona is clearly visible.

The Sun is magnetically structured down to the smallest currently observable size scales

[119, 134]. The coronal visible light emission patterns observed during total solar eclipse are

dictated by the current solar magnetic field configuration. The larger dipolar magnetic

field is theorized to be generated deep in the interior of the Sun. This large scale (many

solar radii, R⊙) structure does not appear to reconnect on the Sun. These field lines are

commonly referred to as ‘open’. In general, plasma with enough kinetic energy to overcome

the gravitational potential of the Sun propagating in a radial direction from regions where the

open field lines originate leave the Sun and constitute the ‘fast’ solar wind. These regions are
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Figure 6.7: Approximated electron density and temperature as a function of height in the
solar atmosphere. Figure adopted from [6].

more concentrated near the poles of the solar rotational axis. The regions where there appear

to be connectivity (using radiation as a proxy for the magnetic field orientation) between

magnetic field lines leaving the solar surface and returning (generally near the equatorial

regions) to the solar surface are regarded as ‘closed’. This is an important clarification for

this dissertation. Active regions are locations of very strong concentrations of magnetic field

and are deemed closed field phenomena.

The magnetic field’s role in the physical processes that occur in the solar atmosphere is

dependent upon the relative strength of the magnetic forces to any other competing forces.

Equation 6.1 is one common metric, β(
−→
B , ne, Te, ξ), the ratio of gas pressure to magnetic

pressure in cgs units. ne is the electron density, Te is the electron temperature, ξ is the

ionization fraction, kB is the Boltzmann Constant and ‖
−→
B ‖2 is the magnitude squared of

the vector magnetic field. In general, one can use the plasma beta as a guide to uncover how
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important magnetic fields are in the dynamics at particular locations in the solar atmosphere.

β(
−→
B , ne, Te, ξ) =

Pgas(ne, Te, ξ)

Pmagnetic(
−→
B )

≈
[
2ξnekBTe

][
‖
−→
B ‖2

8π

]−1
(6.1)

Figure 6.8: Plasma beta (β = Pgas
Pmagnetic

) as a function of height in the solar atmosphere. Image

credit [6, 52]. The plasma beta is large in the photosphere (gas dominates the dynamics),
smaller in the corona (magnetic field dominates dynamics) and large again in in the solar
wind.

Figure 6.8 is the quintessential description of mapping a particular magnetic flux el-

ement plasma beta from the photosphere to the corona. In the photosphere where plasma

densities are near ∼1017 cm−3, β is much larger than unity and the gas force dominates.

Magnetic fields (excluding Sun spots) are passively adverted (moved around) by the fluid

flows. In the corona, where the densities can be as low as ∼109 cm−3, the plasma β is much

less than unity, and the plasma (ionized gas) is confined by the Lorentz Force to follow the
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field lines (
−→
F = q

−→
E + q [−→v ×

−→
B ]), (when the magnetic field dominates over the large scales

over the electric field which dominates the short range interactions). When this condition

is satisfied, the plasma is said to be ‘frozen’ into the magnetic field lines. Thus, the plasma

is confined to the field lines as it cools via radiation and conduction (but mostly along the

field lines). This frozen in condition is why it is feasible to use the EUV and X-ray radiation

as proxies for the magnetic field orientation.

Figure 6.9: Left panel: GONG line-of-sight magnetogram showing the locations of sunspots
on 2013 October 21. Right panel: Hinode XRT observations displaying active regions on
2013 October 21. It is apparent that the sunspots and active regions are co-spatial and
originate from the same phenomena, magnetic fields.

Discussion on the coronal heating theories are in Section 6.2.2, for now we will progress

with the understating that the corona emits mostly EUV and X-rays due to the plasma

being hotter than 500,000 K. The closed field regions on the Sun harbor magnetic fields

that are stronger than 500 G over large areas (bigger than Earth, diameter of Earth is ∼1.3

x107 m). These magnetic fields can inhibit the effectiveness of energy flow via convection,

radiate less, and appear dimmer then the rest of the solar disc in visible light. These are

called sunspots. Sunspots line-of-sight magnetic field strength have been inferred routinely

by various magnetogram measurements. An example from GONG is in Figure 6.9. The
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sunspot magnetic fields protrude up into the corona where they radiate and appear bright

in EUV and X-rays. In this context they are called active regions, primarily because of this

increased high energy radiation and the fact that many eruptive phenomena like flares and

Coronal Mass Ejections (CMEs) appear to originate from them. As evidence, it is clear from

the 2013 October 21 observations in Figure 6.9 that the line-of-sight magnetic flux (sunspots)

are co-spatial with the active regions in X-rays.

Figure 6.10: Hinode XRT images on 2008 and 2014. The change in the magnetic structure
over the solar cycle is clear as the number of active regions (large scale magnetic structures)
is much greater near the maximum of Solar Cycle 24. Image credit, the Hinode Team.

In addition to the magnetic spatial variability in the solar atmosphere, the quantity

and pattern of large scale, closed field (active regions) magnetic field varies in time. In

general there is a 22-year magnetic cycle where the polarity of the magnetic field reverses

among the rotational axis poles. This reversal at the poles is between 9 and 13 years, but

the duration of two reversals is close to 22 years. There is an 11-year activity cycle in the

number of sunspots that appear on the solar disc. The peak in the number of sunspots
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present for a given time is used to signify ‘solar maximum’, while the continual period where

there are minimal sunspots present is called ‘solar minimum’. Since sunspots and active

regions originate from the same phenomenon, this cycle is also true for active regions and

the solar X-ray flux.

Figure 6.11: Figure by Shahin Jafarzadeh on the many phenomena (non-exhaustive) in the
solar atmosphere. The solar atmosphere is extremely complex. Affects from granulation in
the subsurface photosphere, in general propagate upward to the less dense chromosphere and
corona. There are many phenomena actively being investigated like spicules, Alfvén waves,
magnetic network, wave-mode conversion, shocks, Sun spots, active region dynamics, mass
flow, magnetic reconnection, acceleration of the solar wind, etc., etc...

There are many solar phenomena that are continually present. This dissertation will

only discuss two of the main atmospheric phenomena that generate X-ray flux changes, active

regions and solar flares. Figure 6.11 depicts the many simultaneous processes occurring in

the Sun. The solar atmosphere is very complex because many of these physical processes

interact with one-another and cannot be decoupled and analyzed in pure isolation. This is

encouraging, because it is reminder that even one of the more ‘basic’ stars has a wealth of

phenomena to learn about and study.
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6.2.2 Heating Theories

Why is the solar corona so hot? The current answer is that we do not really know at

this time. It is most likely a combination of effects that contribute to the general coronal

temperature profile. One of the current quests among solar physicists is to reduce the number

of viable candidates, to narrow the possible prospects. The energy input into the corona

needed to sustain quiet Sun temperatures (1 - 2 MK) is ∼3 x 105 ergs s−1 cm−2. This

must balance radiation (conduction to chromosphere also) losses and can be compared to

measurements. The energy input needed to sustain active region temperatures (3 - 4 MK), is

∼1 x 107 ergs s−1 cm−2 and must be able to account for the temporal and spatial variability

of the high energy photon emission observed. Any theory suggested, must pass these two

initial tests.

Many theories have been proposed over the years, some include heating the corona by

suprathermal particles (the tail of the Maxwellian) [142], spicules [162], shock dissipation

of sound waves or magneto-hydrodynamic (MHD) waves, Landau damping of waves, plus

others [58]. These have lacked significant observational backing and thus it seems that the

current debate on coronal heating revolves around a couple of themes.

The two most prominent theories were originally proposed (or publicized effectively)

by Hannes Alfvén and Eugene Parker. Both of these coronal heating theories revolve around

kinetic energy generated by photospheric convective fluid motions that jostle kilogauss mag-

netic field lines rooted between granules (intergranular lanes) in the photosphere. The kinetic

energy is converted to magnetic energy, which is either dissipated by reconnecting magnetic

field lines that create small-scale, quickly occurring impulsive events [124], or by the interac-

tion of waves on the magnetic field lines causing small-scale turbulence that leads to heating

of the plasma [3]. Both processes are likely to be occurring, thus the determination of the

relative contribution of each is critical in better comprehending the solar coronal heating

question.
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The timescale of the shuffling and entanglement of kilogauss magnetic flux tubes is

vital in partitioning the Alfvén wave dissipation vs. impulsive heating contributions. If the

footpoint motion timescale is fairly short, τfp <
L
VA

, where VA is the local Alfvén velocity

(VA = ‖
−→
B‖√
4πρ

) and L is the loop length, then the disturbances will propagate fast enough

to dominate the dynamics. The interaction of outward propagating Alfvén waves from the

jostling of photospheric magnetic flux tubes and reflected (from the radial density gradient

in the solar atmosphere) inward propagating Alfvén waves results in a leakage of energy to

lower density plasma (the corona) [150] (see Figure 6.12). Turbulence is commonly invoke to

cascade the energy to smaller size scales where it is eventually dissipated (possibly restively

via currents). Only about 10% of the Alfvén wave energy is believed to reach the corona,

but this appears to be enough to create 1 - 3 MK plasma [8], which can explain the quiet

Sun and the majority of the active region plasma.

If the timescales of the footpoint motions are relatively long, τfp >
L
VA

, then the loops

(or magnetic strands that compose the loops) can became entangled. These entangled field

lines build stress and thus will ‘reconnect’ (rearrange themselves to a lower energy state).

How this process exactly occurs is currently still unclear. But like the Alfvén wave dissipation

model, the energy is transported to smaller scales and converted to heat (random particle

motions). Accompanying the impulsive heating theory is possibly the flow of chromospheric

plasma to the corona. The episodic heating theory of the solar corona envisions small-

scale magnetic processes (called nanoflares) that dissipate magnetic energy that has been

converted from the kinetic energy associated with photospheric convection [124]. Each bursty

event is postulated to release small amounts of energy (< 1024 ergs), that for low frequency

events, near-instantaneously heats the local plasma to above 5 MK (log(T) ∼ 6.7). This

plasma is theorized to quickly cool and thus spend the majority of time below 5 MK [87].

But, the ensemble of randomly occurring impulsive events could continuously generate

coronal plasma at temperatures above 5 MK, with only dim emission - perhaps 3 orders

of magnitude fainter than the cooler component (< 5 MK; see Figure 12.2.1). Thus, the
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Figure 6.12: (b) Diagram of alfven wave propagation in magnetic loops from van Ballegooijen
et al. 2014 [149]. (c) proposed velocity motions inside of magnetic flux elements.

direct detection of the predicted hot-dim plasma has been elusive with current solar soft X-

ray instrumentation, which lack the necessary intensity sensitivity and extreme ultraviolet

(EUV) instrumentation which can suffer from cooler plasma contributions in their respective

passbands.

6.2.3 Elemental Abundance Variations

The chemical elemental abundances in the atmosphere of the Sun appear to vary as

a function of height (photosphere vs. corona), a function of time (active region age), and

a function of the phenomena (flares, CMEs, spicules, coronal holes, etc.). Thus, there has
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been large interest in deducing the elemental abundance trends of the solar atmosphere.

Because the outer layers of the solar interior are primarily convective, the interpretation

is that the majority of the chemical elements created in the interior will be almost fully

mixed and will eventually reach the photosphere. Thus, if one can accurately assess the

photospheric abundance, one has a firm handle on the solar interior abundances, abundances

of the initial composition of the solar system and an abundance estimate of the local stellar

population formed roughly 4.5 billion years ago. The elemental abundance is critical for

opacity calculations, which folds into energy transport processes and hence stellar evolution

models.

The solar photospheric abundance has been an important topic and the estimated

values have been highly dynamic over the past 30 years. Recent inclusion of new physics,

improved atomic parameters, and the inclusion of magnetic fields [64, 10, 9, 63, 11, 4, 119,

110, 45, 46, 47], have advanced the understanding of the photospheric abundance further than

current understanding of the solar coronal abundance. The first ionization potential (FIP)

and hence probably the first ionization timescale, has been identified as a key parameter in

the deviations between photospheric and coronal abundances. In general, it was postulated

that elements with first ionization potentials less than 10 eV can be enhanced in the corona

with respect to the photosphere. These have been called ‘low’ fip elements (low-fip). An

important aspect in these studies are that comparisons are generally made with the ratio

of a coronal measurement of a low-fip element to the coronal measurement of a high-fip

element. This ratio is then compared to the photospheric ratio of similar low-fip and high-

fip elements, but not necessarily the same element set, and definitely not the same ionization

states. There are problems with this. First, the photospheric abundance estimates have been

volatile and have varied substantially since the well referenced Feldman 1992 study. Second,

it is not clear if the low-fip elements are enhanced, or are the high-fip elements depleted,

or a combination of both. There has been evidence for both and a new modified set of

abundances have been suggested [138]. There are no hydrogen nor helium lines to compare
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to in the corona (because it is fully ionized), thus comparisons are commonly drawn between

other high-fip elements like O, Ne, or Ar.

Again the temporal variation of the elemental abundances further complicates the is-

sue, a few studies of EUV lines similar to [156] yield strong evidence of elemental abundance

variations in ARs (see Figure 12.4). Within a few days an emerging AR can have an enrich-

ment of low first ionization elements, such as Mg, Fe and Si, from photospheric abundance

values (Aphotospheric = 1), to the so called coronal abundance (Acoronal ∼ 4*Aphotospheric) or

even greater. There is a lack of literature of similar studies in the soft X-ray. If coronal heat-

ing processes like the impulsive nanoflare scenario are similar to their larger counterparts,

then it is postulated that photospheric material would be driven up to the corona in ac-

tive regions. This change could possibly be inferred from soft X-ray spectral measurements.

Thus, there could be a connection between active region heating processes and the active

region elemental composition.

6.2.4 Radiative Diagnostics

On average through out the Earth year, the Sun is 1.49 x 1011 meters away from Earth.

That is a huge distance. Thus, for centuries humans have primarily studied the Sun and other

astronomical objects, via the radiation they emit. The spectrum of radiation contains vital

information on the physical conditions from which the photons were created. In particular

for the study of the solar corona, detection and understanding of processes that generate

X-rays is imperative. Even though X-rays account for less then 10−6 of the Sun’s bolometric

luminosity [58] (see, Figure 6.13) it provides a key diagnostic for the corona, particularly its

variability, temperature distribution and elemental abundance. X-rays provide unambiguous

inferences of plasma greater than 1 MK. Because the densities in the corona are so low, on

average, the emergent radiation from the Sun propagates unimpeded to Earth. This is

called the optically-thin approximation, when a gas opacity is extremely low to its own

and surrounding radiation. Radiative analysis following this scenario has been deemed the
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‘coronal’ approximation because of its applicability to the solar corona (and other stellar

coronae).

Figure 6.13: Composite spectral energy distribution (SED) from X-rays to infrared for the
Sun. The majority of the visible light emission originates in the photosphere, the UV mostly
created in the warmer chromosphere and X-rays (and EUV) are birthed, generally in the
corona.

CHIANTI is an atomic database that applies the optically-thin approximation to syn-

thesize spectra from ∼ 124 nm - 0.1 nm from plasma with temperatures ranging from 105 -

108 K [36, 161]. CHIANTI has been vital in the expediency of generating synthetic spectra

in comparison to spectral observations. In this dissertation, the CHANTI atomic database

is the only spectral synthesis employed. Following the methodology of CHIANTI derivation

of a few critical expressions and few terms that will be utilized throughout the remainder of

this dissertation. An important concept for the optically-thin plasma is that the intensity

observed is dependent upon two-body interactions. These interactions primarily occur be-

tween free electrons and ions or protons. The reader is referred to Chapter 2 for a review of

the full array of relevant processes. One of the most likely processes is electrons colliding (or

interacting) with the ions and changing the ions ionizations state, and/or exciting the ion to

a higher energy state. Assuming that the velocity distribution of these electrons arises from
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thermal processes, ionization states as a function of plasma temperature can be calculated.

This combined with the assumption that the ionization rate, balances the recombination

rate is called collisional ionization equilibrium (CIE). Figure 6.14 displays the CHIANTI

CIE calculations of the Fe ionization states as a function of temperature. Radiation de-

tected from different ionization states for Fe (for example) can be used to probe the plasma

temperatures.

Figure 6.14: CHIANTI Atomic Database calculation of Fe ionization states as a function of
temperature assuming collisional ionization equilibrium (CIE). The radiation from different
ionization states can be used to probe the temperatures present in a plasma.

This excited ion discussed earlier can then de-excite radiatively, emitting a photon.

This bound-bound transition results in a photon of a discrete wavelength (ionization, bound-

bound transition). The free electron and ion/proton can also interact, the free electron can

lose energy radiatively, and have a photon of no greater energy than the change of the
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electrons kinetic energy (free-free transition). Finally a free electron can be captured by an

ion, changing the ionization state of that ion and eventually de-exciting via photon emission

(recombination). All of these process involve the electron and proton/ion and thus the

emergent intensity from the optically-thin gas is proportional to the number density squared

for fully ionized plasma. So in the corona, in general, the more light that is observed from

a given region, the more material is present.

Because the product of the number density appears so often in optically-thin radiative

calculations, a new quantity will be defined called the emission measure, EM. The column

isothermal emission measure, EMC(T=T0) or CEM, is the amount of plasma along the line-

of-sight, ds, that is radiating (see Equation 6.2). The plasma is assumed to be all at one

temperature, T=T0, a delta function in temperature. ne is the electron number density and

np is the proton number density. Instruments that conduct spatially resolved observations

normally utilize the CEM interpretation.

EMC(T = T0) =

∫
s

nenpds [cm−5] (6.2)

Sometimes it is more suitable to integrate the plasma over a segment of the radiating

volume, dV. Thus, the definition of the volume emission measure, EMV (T=T0) or VEM, (see

Equation 6.3). Instruments that integrate the emission across the entire Sun must impose

VEM analysis unless supplementary information on the area of the emitting plasma in the

measured spectral bandpass is provided.

EMV (T = T0) =

∫
V

nenpdV [cm−3] (6.3)

The solar coronal is not isothermal. The emission measure definition can be expanded

to include contributions from a range of temperatures. This is called the differential emission

measure (DEM). The formulations in column units, DEMC(T), and volume units, DEMV (T),
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are in Equation 6.4 and Equation 6.5 respectively.

DEMC(T ) =
dEMC(T )

dT

=

∫
s

nenp
ds

dT
[cm−5 K−1]

(6.4)

DEMV (T ) =
dEMV (T )

dT

=

∫
V

nenp
dV

dT
[cm−3 K−1]

(6.5)

The Sun is mostly composed of hydrogen, thus, np ∼ nH and because the corona

consists of highly ionized plasma, it is common to observe the nenH ∼ n2
e nomenclature.

With the concept of emission measure in mind, the discussion can turn to analyzing the

intensity from a region of plasma. Equation 6.6, calculates, I(Eij,Ω), the amount of energy

(or light) per area, per time, per angle in the sky (the definition of intensity or radiance in

this dissertation) from a particular atomic transition from state i, to state j (or interaction).

This can be converted to a flux or irradiance (per area, per time) by integrating over the

angular distribution of the emission, dΩ.

I(Eij,Ω) =

∫
s
EijnjAjids∫

Ω
dΩ

[erg cm−2 s−1 sr−1]

=

∫
s

A(X)G(T,Eij, ne)nenpds

= A(X)G(T,Eij, ne)EMC

(6.6)

Eij is the energy difference between state i and state j, where the energy in state j >

state i and Eij = hc
λij

. Aji is the Einstein A coefficient. It is the probability that an atomic

transition will occur and is in units of s−1. The higher the frequency the more probable

the transition. A(X) is the abundance of element X relative to hydrogen. G(T, Eij, ne) is

the line contribution function which includes the atomic physics of collisional line strengths,

cross sections, etc and is defined in Equation 6.8. nj is the number density of atoms with
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electrons in the excited state j. The population levels, Nj(X
+m) for an ionization state, m,

are defined in Equation 6.7.

Nj(X
+m) =

nj(X
+m)

n(X+m)

n(X+m)

n(X)

n(X)

n(H)

n(H)

ne
ne (6.7)

G(T,Eij, ne) =
Eij
4π

Aji
ne

nj(X
+m)

n(X+m)

n(X+m)

n(X)
[erg cm3 s−1 sr−1] (6.8)

n(X+m) is the number density of atoms of element, X, in ionization state, m. n(X) is

the number of atoms of element, X. n(H) is the number density of hydrogen. Examples of

DEMs for the quiet Sun (QS), active region (AR), coronal hole (CH) and a solar flare are in

Figure 6.15. These DEMs are nominally supplied in the CHIANTI software and exemplify

the temperature structure differences in certain solar features. The coronal hole has very

little plasma at or above 1 MK. Coronal holes would be generally located by the solar poles

during quiescence, and migrate during solar maximum. The quiet Sun has plasma between

1 - 2 MK and is dominated by smaller X-ray flux features (2008 time in Figure 6.10), such

as X-ray bright points.

The active regions have plasma generally up to 3 - 4 MK and are the most temporally

persistent bright solar X-ray source. Active regions are very distinctive on the solar disc,

such as the 2014 time in Figure 6.10. Solar flares are the most transient phenomena discussed

in this dissertation and can create the hottest plasma on the Sun, with temperatures well

over 10 MK. The DEMs can alter shape, depending on the elemental abundances in the Sun.

As scientist we are always trying to include the most physics when describing a phenomena.

Abundances will be discussed more throughout this dissertation. I will elaborate a little

more about the quiet Sun, active regions and flares in the following sections and describe

them in depth in the analysis Chapters of this dissertation.



87

Figure 6.15: Differential Emission Measure (DEM) nominally stored in the CHIANTI Atomic
Database. The coronal hole (black) is fairly void of plasma greater than 1 MK that is
radiating, the quiet Sun (green) has the majority of the radiating plasma between 1 - 2 MK
(except for the chromospheric contribution for T ≤ 0.5 MK). Active regions (blue) have
contributions from hotter plasma (3 - 5 MK) and solar flares (red) manifest the highest
temperature plasma (well over 10 MK).

6.2.5 Quiescence

The Sun without any large concentrations of line-of-sight magnetic field, large flares

occurring, nor other eruptive events is generally called the quiet Sun. The Sun during

quiescence is probably one of the most interesting and the least studied condition of the

Sun. The name ‘Quiet’ Sun is really a misnomer, because even in the absence of large flares,

active regions and more, the Sun still has many dynamic phenomena occurring. Even though

the Sun has plasma up to and over 3 - 4 MK in active regions, why the quiescent Sun, which

is void of active regions, is still 1 - 2 MK is baffling. For nanoflares to create this haze of hot
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plasma lacking strong emission (unlike active regions) in X-rays means that the occurrence

of nanoflares would really have to be ubiquitous. Understanding the ‘dormant’ state of the

Sun is critical in understanding mass flow, energy flow and the role magnetic fields play over

the majority of the solar area and over different time scales. These solar processes have

important applications throughout the universe.

6.2.6 Active Regions

Active regions are strong concentrations of magnetic field emerging through the pho-

tospheric surface. The belief is that these magnetic fields are rooted relatively close to the

photosphere and rise to the surface via buoyancy. The emergence of a strong magnetic field

complex usually produces two dark sunspots in the photosphere. Active regions confine

plasma in the corona, which either heats up or simply ‘stays hot’ for a time frame. Active

regions generally emerge with the magnetic footpoints in close proximity to each other and

gradually disperse after flux emergence. Active regions can persist for months and eventu-

ally fade out into the larger more diffuse solar magnetic structure. Active regions, hence the

name, are where numerous explosive phenomena originate powered by magnetic energy that

has built up. Solar flares, CMEs, and flux cancellation are features that make active regions

unique in addition to their dominant soft X-ray emission.

Active region’s inherent connection to the photosphere and subsurface, make it evident

that any complete study of active regions cannot solely assess the coronal or chromospheric

components in isolation. Understanding the fluid flows, plasma waves and particle content

are vital in advancing our comprehension of active regions. The ability of active regions to

suspend plasma without significant gravitational draining of the plasma to lower portions of

the atmosphere is another mystery.
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6.2.7 Flares

One of the most energetic phenomena in the solar system are solar flares. They can

release large amounts of energy in less than a few minutes. Solar flares are eruptions driven

by a magnetic instability in the atmosphere (corona and chromosphere). The rapid re-

arrangement of these magnetic fields can convert up to 1033 ergs (for large flares) of initial

energy stored in the corona into the acceleration of particles, radiation, waves and sometimes

Coronal Mass Ejections (CMEs) [44].

Figure 6.16: Diagram from Liu et al. 2008 [104] of possible reconnection set morphology for
large solar flares. The green lines are the proposed magnetic field arrangement, red circles
indicate possible turbulence, the blue disc would be the hard X-ray flare footpoint sources.
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An example of the possible large solar flare eruptive process is depicted in Figure 6.16.

Electrons are accelerated in the solar corona, possibly by a magnetic reconnection event.

These non-thermally accelerated electrons propagate downward into the denser lower solar

atmosphere (contain roughly 1031 – 1032 ergs), where they heat the plasma through Coulomb

collisions (contain roughly 1030 – 1031 ergs) and produce bremsstrahlung hard X-rays (Im-

pulsive Phase). The heated plasma evaporates from the chromosphere into the corona. This

hotter plasma cools by conduction along the magnetic field lines to the lower temperature

atmosphere and by radiation, primarily in soft X-rays and UV emissions (Gradual Phase).

Precipitating particles in the lower atmosphere (chromosphere and maybe photosphere) can

sometimes cause visible light enhancements (visible light dominates the total solar irradi-

ance), which is how the first ‘recorded’ (by Eurocentric history) solar flare was observed by

R. C. Carrington and R. Hodgson independently on 1859 September 1 ([26, 15]).



Chapter 7

The Miniature X-ray Solar Spectrometer CubeSats

7.1 Mission Overview

The objective of the Miniature X-ray Solar Spectrometer (MinXSS) CubeSats is to

explore the highly variable solar soft X-ray (SXR) spectral distribution and reveal its im-

pact on Earth’s ionosphere and thermosphere. The MinXSS X-ray instruments consist of

a spectrometer, called X123, with a nominal 0.15 keV full-width-half-maximum (FWHM)

resolution at 5.9 keV and a broadband X-ray photometer, called XP. Both instruments are

designed to obtain measurements from 0.5 - 30 keV at a nominal time cadence of 10 sec-

onds. Solar soft X-rays are strongly absorbed by Earth’s atmosphere in the E-region at an

altitude of about ∼80 - 150 km. This energy input can strongly affect the energetics and

dynamics of the ionosphere and thermosphere. These solar measurements can also be used

to directly investigate the properties of the solar corona, which is dominated by magnetic

field dynamics, resulting in tenuous, high temperature plasma of over 1 MK. The primary

heating source or the relative contributions of the many components to coronal heating are

still in question. While MinXSS data alone cannot address the root of this question, the

spectrally resolved measurements from MinXSS, combined with other solar observations, can

yield critical information on this and other compelling questions in solar physics. MinXSS

is not the first spectrometer to conduct these type of measurements, but it has unique new

capabilities that can be advantageous over previous full Sun flux (irradiance) measurements

from spatially integrating spectrometers.
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Figure 7.1 is a non-exhaustive list of EUV and X-ray space instruments that have con-

ducted spectral measurements between 0.06 and 120 keV (updated from [107]). The majority

of these measurements were of either high spectral resolution (∆E > 0.1 keV FWHM) over

a narrow bandpass (e.g. Bragg crystal spectrometers) or low/no spectral resolution over a

fairly large bandpass (e.g. integrating photometers). Currently, there are no solar instru-

ments continuously conducting spectrally resolved soft X-ray measurements over a relatively

large energy range. Fairly recent spectrally resolved, spatially integrated measurements have

been conducted by CORONAS-PHOTON Solar Photometer in X-rays (SphinX) [53] and

MErcury Surface, Space ENvironment, GEochemistry, and Ranging (MESSENGER) Solar

Assembly for X-rays (SAX) [135]. SphinX conducted solar measurements over a time-frame

of roughly 9 months in 2009 during a time of very low solar X-ray flux levels, including

the lowest solar X-ray levels ever recorded. The SphinX designed spectral coverage was ∼1

- 15 keV at a nominal 0.4 keV spectral resolution. MESSENGER SAX performed solar

measurements primarily at an orbit around Mercury from 1 - 10 keV at a nominal spectral

resolution of 0.6 keV and has measured numerous solar flares [38] from 2011 March to 2015

April. Like the MinXSS solar X-ray measurements, both of these spectrometers generated

spatially integrated spectra over the instruments’ field of view (FOV).

MinXSS is designed to greatly improve upon these measurements and enhance the

ability to determine emission line features with an improved spectral resolution (nominally

∼0.15 keV at 5.9 keV, due to detector architecture and electronics), a lower energy threshold

(Eph & 0.8 keV, due to a slightly thinner Be window for MinXSS-2), and by providing near-

continuous dedicated solar measurements over a ∼6 year period (MinXSS-1 1 year mission

+ MinXSS-2 5 year mission) during the declining phase of Solar Cycle 24, throughout solar

minimum, and into the rising phase of Solar Cycle 25. MinXSS-1 was deployed from the

International Space Station on 2016 May 16 and performed solar measurements until re-entry

into Earth’s atmosphere on 2017 May 6. MinXSS-2 is scheduled to launch no-earlier-than

(NET) 2018 June.
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Figure 7.1: A non-exhaustive list of solar EUV and X-ray space borne instruments. The
majority of soft X-ray missions conducted either high spectral resolution (< 0.1 keV) mea-
surements over a narrow bandpass, had fairly low spectral resolution (> 1.0 keV) over a
large spectral bandpass, or were integrating photometers. The MinXSS CubeSats will com-
bine moderate spectral resolution (∼0.15 keV FWHM at 5.9 keV) and a fairly large spectral
bandpass (0.5 - 30 keV).

The aforementioned solar soft X-ray measurements lack direct spatial information.

Combining spatially integrated, spectrally resolved measurements of MinXSS with data from

other solar X-ray observatories can provide information on solar conditions. The Hinode X-

ray Telescope (XRT) [90, 57] uses filters to create spectrally separated images of the soft X-ray

intensity, but lacks fine spectral knowledge. The Geostationary Operational Environmental

Satellite (GOES) Soft X-ray Imager (SXI) [77], exhibits similar qualitative spectral capabili-

ties as XRT, but also suffers from the same issue of spectrally convolved images. The GOES

X-ray Sensor (XRS) conducts spectrally [51] and spatially integrated measurements in two

bands (0.1 - 0.8 nm and 0.05 - 0.4 nm). A ratio of these two bands can yield an isothermal
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approximation to the coronal plasma temperature at the time of measurement [155]. The

Reuven Ramaty High Energy Solar Spectroscopic Imager (RHESSI) [101] has provided spec-

tral and spatial information using a Fourier imaging technique. RHESSI’s primary spectral

coverage extends from 6 keV - 17 MeV, with systematics-limited sensitivity below 6 keV.

RHESSI’s best spectral resolution in the 3 - 100 keV bandpass is ∼1 keV FWHM coupled

with a 2.3 arcsecond FWHM spatial resolution. Additionally, the astronomy based Nuclear

Spectroscopic Telescope ARray (NuSTAR) [70] satellite is sensitive to photons between 3 - 79

keV and has performed a series of solar measurements which have been summarized in [62]

and [67]. The NuSTAR nominal 0.4 keV FWHM spectral resolution can produce spectral

images with ∼18 arcsecond spatial resolution over its ∼11 arcminute field of view.

MinXSS data combined with the soft X-ray instrument data mentioned earlier, can be

used in conjunction with other UV-Visible space observatories such as the Solar Dynamics

Observatory (SDO) [126], the Hinode EUV Imaging Spectrograph (EIS) [33] and the Solar

Optical Telescope (SOT) [147], the Interface Region Imaging Spectrometer (IRIS) [34], to

mention a few, to address pertinent science questions about the solar atmosphere. Specif-

ically, the corona’s high temperature, low density, and magnetic conditions have been of

keen interest for decades since the observations of ‘coronium’ lines in the solar spectrum

[129, 143, 58]. Better understanding the solar soft X-ray energy distribution allow for im-

proved inferences of plasma conditions present during various stages of the solar cycle and

during solar flares. In addition, the MinXSS new observations will help improve the under-

standing of the solar soft X-ray influence on Earth’s ionosphere and thermosphere. A few

main solar science questions and tasks that MinXSS data will help address are:

• What is the solar soft X-ray energy distribution as a function of solar cycle phase

(at least the falling and rising phases) for the following components?

- flares

- active regions (AR)
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- the quiescent Sun (QS)

• What is the AR variation in temperature, density, emission measure, chemical

composition and magnetic complexity as a function of AR age and solar cycle

phases?

• How are processes different between eruptive flares and non-eruptive compact

flares?

• What is the soft X-ray spectral connection to magnetic complexity in the solar

atmosphere?

In order to effectively include MinXSS data in any solar analysis, it is necessary to

understand the performance capabilities of the MinXSS X-ray instruments. This paper de-

scribes the basic instrument characteristics and will be a reference for scientists interested

in utilizing MinXSS. The remainder of this section of this dissertation includes basic de-

scriptions of the MinXSS CubeSat mission in the folowing paragraphs, an overview of the

instruments in Section 7.2, testing and capabilities of these instruments in Chapter 8 and

Chapter 9, followed by examples of MinXSS-1 measurements from low solar levels (GOES

A5) to an M5 flare and plasma inferences also in Chapter 9. Additional references for

MinXSS include an overview of the MinXSS CubeSat and its subsystems by [107], pre-flight

calibration results by [115], and early mission results by [158].

The MinXSS CubeSats development and testing involved extensive graduate student

involvement in collaboration with the University of Colorado-Boulder’s Laboratory for At-

mospheric and Space Physics (LASP), and the Aerospace Engineering Sciences Department,

with assistance from professors and professionals. The first of the twin satellites, MinXSS-

1 was ferried to the International Space Station (ISS) from the Kennedy Space Center on

2015 December 6. MinXSS-1 was deployed from the ISS on 2016 May 16 (see Figure 7.3)

to a Low Earth Orbit (LEO) with an initial altitude of ∼402 km. MinXSS-1 commenced
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science operations on 2016 June 9 , and its mission ended on 2017 May 6 when it re-entered

and burned up in Earth’s atmosphere. The second CubeSat, MinXSS-2, is scheduled to

launch to a Sun-synchronous orbit NET June of 2018 and to a higher altitude of 575 km

for a longer-life mission. Figure 7.2 is a picture of the MinXSS-1 3U CubeSat, noting that

1 Unit (1U) is 10 cm × 10 cm × 11.35 cm in size. Even though they are small relative to

traditional solar observing satellites, the MinXSS CubeSats are fully functioning satellites.

They include triple junction GaAs solar cells from AzurSpace, Li-polymer batteries, Electri-

cal Power System (EPS), an Attitude and Determination Control System (ADCS) supplied

by Blue Canyon Technologies, a tape measure for a radio antenna, a Li-1 radio for com-

munication, Command and Data Handling (CDH) microcontroller, and science instruments.

The positions of these subsystems in the MinXSS spacecraft are shown in Figure 7.4. An

overview of these subsystems is described in [107]. MinXSS-2 is an augmented version of

MinXSS-1 with planned improvements in hardware, software and the implementations of

lessons learned from the MinXSS-1 mission.

Scientifically, one of the most important upgrades of MinXSS-2 is a newer version of

the X-ray spectrometer. The MinXSS-1 instruments are listed in Table 7.1 and MinXSS-1 in

are listed in Table 7.2. The instruments consist of a visible-light Sun Position Sensor (SPS),

an X-ray photometer (XP), and an X-ray spectrometer called X123. Nominally the MinXSS

science data are composed of 10 second integrations, that can be decreased to 3 seconds or

increased to 1 minute depending on the scientific objectives. The next section describes the

full set of MinXSS instruments and their capabilities.
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Table 7.1: MinXSS-1 satellite launch, orbit and mission lifetimes. A few instrument proper-
ties are also listed.

Satellite MinXSS-1
Orbit Insertion Date 16–May–2016
Anticipated Mission Lifetime ∼1 year
Initial Orbit Altitude (km) ∼400 km
Instrument SPS XP X123
Si Detector Depletion Depth (µm) 55 55 500
Aperture Area (cm2) 4.0 × 10−2 2.0 × 10−1 2.5 × 10−4

Window Type-Material ND7† Be Be
Window Thickness (µm - uncertainty) – 19.0 (0.1) 24.5 (0.6)
Full Field of View (FOV, ◦) 8 8 4

† Neutral density filter - 107

Table 7.2: MinXSS-2 satellite launch, orbit and mission lifetimes. A few instrument proper-
ties are also listed.

Satellite MinXSS-2
Orbit Insertion Date NET∗ June–2018
Anticipated Mission Lifetime ∼5 years
Initial Orbit Altitude (km) ∼575 km
Instrument SPS XP X123
Si Detector Depletion Depth (µm) 55 55 500
Aperture Area (cm2) 4.0 × 10−2 2 .0x 10−1 2.5 × 10−4

Window Type-Material ND7† Be Be + Zn
Window Thickness (µm - uncertainty) – 18.0 (0.1) 11.2 (0.3) + 0.1 (0.1)
Full Field of View (FOV, ◦) 8 8 4

∗ NET = No Earlier Than
† Neutral density filter - 107
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Figure 7.2: Picture of one of the twin Miniature X-ray Solar Spectrometer (MinXSS) 3U
CubeSats. The CubeSat is oriented so that the solar panels and instrument apertures are
facing the viewer (desired Sun facing side on-orbit). The MinXSS CubeSats are designed
to measure the solar X-ray flux from 0.5 - 30 keV using the X-ray Photometer (XP) for
spectrally integrated measurements across the entire energy band and the X123 spectrometer
for energy resolved photon-counting measurements. The X123 spectrometer has a nominal
spectral resolution of 0.15 keV full-width-half-maximum (FWHM). MinXSS-1 was deployed
from the International Space Station on 2016 May 16 with an initial LEO altitude of ∼402
km and had an 11-month mission life before its re-entry on 2017 May 6. Mission lifetime is
dependent upon solar activity. MinXSS-2 is to be launched to a Sun-synchronous orbit of
∼575 km NET June of 2018 for an anticipated 5 year mission.
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Figure 7.3: MinXSS-1 deployment from the ISS on 2016 May 16 to a Low Earth Orbit (LEO)
with an initial altitude of ∼402 km.
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Figure 7.4: Cut out of the MinXSS CubeSat to demonstrate the optical path of the Sun (not
to scale) through the field of view limiting aperture and housing for the X123 spectrometer.
The X123, XP and SPS apertures, and other subsystem locations are labeled for clarity.
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7.2 Instruments

7.2.1 Sun Position Sensor (SPS)

SPS is a visible-light sensitive quad silicon-photodiode (Si-photodiode) arrangement

behind an ND7 (neutral density filter with an attenuation factor of 107). The Si-photodiodes

have a 55 µm thick depletion depth. The SPS square aperture is 2 × 2 mm and the layout is

discussed below and in Figure 7.5. The relative solar illumination on each of the four diodes

is used to calculate the solar position within the MinXSS X-ray instruments’ field of view

(FOV). The absolute position knowledge is accurate to within 3 arcseconds and the pointing

is controlled to a precision of 10 arcseconds, limited by the capabilities of the Blue Canyon

XACT ADCS system.

The SPS quad Si-photodiode detector assembly is used to calculate the solar position

in the MinXSS FOV. SPS sits behind a ND7 filter (attenuation of a factor of 107) to limit

the visible-light flux and eliminate all other electromagnetic contributions to the signal. SPS

relies on the visible-light emission from the Sun to estimate the solar location within the

FOV position by calculating offset angles referred to as α and β. Figure 7.5 shows the

basic SPS layout of the quad diode assembly with a square 2 × 2 mm aperture. SPS has

no focusing optics and thus its operating principle relies upon measuring the relative light

detected on each of the four diodes Q1, Q2, Q3, and Q4 to calculate solar disc location.

Equation 7.1 and Equation 7.2 display the relation between the quad diode signal to the α

and β coordinates, which must be scaled by the known maximum angular deviation αmax

and βmax. The maximum angular deviation is set by the geometrical layout of the aperture

with respect to the quad diodes. For an aperture of width, w, height, h and separation

between the photodiode and aperture along the optical path, d, the maximum angles can be

calculated from Equation 7.3 and Equation 7.4.

α = αmax
(Q1 +Q4)− (Q2 +Q3)

(Q1 +Q2 +Q3 +Q4)
(7.1)
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Figure 7.5: SPS quad diode layout demonstrating the orientation of the α and β angles. The
SPS square aperture is 2 mm × 2 mm.

β = βmax
(Q1 +Q2)− (Q3 +Q4)

(Q1 +Q2 +Q3 +Q4)
(7.2)

αmax = αtan

(
w

2d

)
(7.3)

βmax = βtan

(
h

2d

)
(7.4)

7.2.2 X-ray Photometer (XP)

The LASP designed XP unit consists of a Si-photodiode (55 µm thick depletion depth)

with a beryllium (Be) window 19.0 µm thick for MinXSS-1 and 18.0 µm thick for MinXSS-2

to attenuate visible-light contamination. The XP aperture is 5 mm in diameter. The main

purpose of XP is to serve as a consistency check to the detected photon flux and linearity of
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the X-ray spectrometer X123, assesssing long term degradation trends, and comparison to

the GOES XRS photometers. The Si-photodiodes in XP and SPS have been flown numerous

times, such as on SDO [159], are known to be stable in space, and have linear response over

the full range of solar flux levels after corrections to various influences. The XP photodi-

ode response can have gain and dark current variations due to thermal fluctuations, and

can possibly suffer noise from sources internal to the MinXSS spacecraft (e.g. emf, radio

transmission, microphonics, etc.), which must be corrected for. After gain and dark current

corrections, the XP product returns one spectrally integrated value for the solar X-ray con-

tribution over its expected spectral response from ∼0.5 - 30 keV. This type of information

is valuable, but of similar capability as the GOES XRS. The spectral information provided

by the X-ray spectrometer, X123, can greatly enhance the interpretation of the XP data.

7.2.3 X-ray Spectrometer (X123)

The MinXSS main scientific instrument, X123, is an X-ray spectrometer purchased

from Amptek (Amptek website: http://amptek.com/). Figure 7.6 displays the relatively

small size of the X123 spectrometer, making it ideal for a CubeSat. The data returned from

X123 will be the most important data product that MinXSS will provide to the scientific

community. X123 is composed of a Silicon Drift Detector (SDD) with a 500 µm thick

Si depletion depth behind a Be window 24.5 µm thick for MinXSS-1 and 11.2 µm thick for

MinXSS-2. From pre-flight calibrations, there appears to be Zn contaminant in the MinXSS-

2 Be filter with an approximate thickness of 0.1 µm for MinXSS-2. The X123 silicon sensor

dead-layer is comprised mostly of SiO and has a nominal thickness around 0.15 µm. The

deadlayer thickness was not measured and thus the nominal thickness value in included in

the detector modeling. This thickness of SiO does not strongly impact the detector high

energy efficiency, but could contribute to the low energy (< 1 keV) efficiency.

Amptek provides the X123 electronics for power regulation, high voltage for SDD

operation, detection of individual X-ray photons and the energy of each photon, binning the

http://amptek.com/
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Figure 7.6: Basic layout of the X123 detector from the Amptek website. The MinXSS X-ray
spectrometer is a commercial off the shelf (COTS) X123 silicon Drift Diode (SDD) from
Amptek (http://amptek.com/). The detector package comes in various sizes and each can fit
in the palm of an adult’s hand, making X123 perfect for a CubeSat. The X123 consists of
a beryllium (Be) window to attenuate visible light and transmit X-rays, the SDD detector,
thermoelectric cooler (Peltier cooling) and a Field Effect Transistor (FET) pre-amplifier all
in the detector head, that is attached to an external electronics box.

photon events into a spectrum, and embedded software for reading the spectrometer output.

Thus, in addition to X-ray characterization, the main task remaining is to integrate the

X123 output to the MinXSS CDH processor that compresses the data and formats it into

data packets. The power draw from X123 is nominally ∼2.8 W during normal operations

http://amptek.com/
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and at max ∼5.0 W (normally at turn on). The X123 spectrometer is actively cooled with

a thermoelectric cooler (also provided by Amptek) to ∼224 K. The cooling is necessary to

minimize thermal noise which will contribute to the lower energy bins (Ebin ≤ 1.0 keV). The

X123 sensor resides inside a stainless steel housing to protect the X123 sensor from energetic

particles in space, and there is a tungsten FOV-limiting pinhole aperture out front with a

∼0.18 mm diameter to protect from solar hard X-rays.

7.2.4 Detector Operation

The X123 SDD, XP and SPS operation relies, in principle, on electron-hole pair gen-

eration in the Si lattice by the incident photon flux. Photons and any other energy sources

(these contribute to the noise) that have more than the Si electron-hole pair generation

energy (Ee−h ' 3.65 eV) can create a number of electron-hole pairs proportional to the

energy of the incident photon. For the SPS and XP detectors, the liberated charges con-

tribute to a current which is measured, amplified and converted to a digital unit. Depicted

in Figure 7.7 is the difference for the X123 spectrometer. Electrons generated by this energy

deposition process drift toward the readout anode and the resulting charge is integrated on a

capacitor within the detector rise time (peaking time). These energy ‘impulses’ are deemed

events. The preamplifier, which consists of a Field Effect Transistor (JFET for MinXSS-1

and MOSFET for MinXSS-2), that amplifies the signal, converts it to a voltage, and this

voltage ramp is shaped to a trapezoid. The magnitude of these shaped signals are used to

discern the energy deposited in the active detector volume for each incident photon ‘event’.

The performance capabilities of the X-ray instruments are discussed in the next Section.
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Figure 7.7: Schematic demonstrating the basic SDD architecture and principle operation.
Adopted from the article “SDD Explained” (http://www.uni-export.com.pl/files/Akcesoria
analityczne/SDD Explained.pdf). Photons with energy greater than the Si electon-hole pair
energy (∼3.65 eV) incident on the biased bulk silicon structure will liberate electron-hole
pairs. The negative charge is drifted towards the central capacitor. THe charge is integrated
on the capacitor, converted to a voltage amd amplified by the Field Effect Transistor (FET).

http://www.uni-export.com.pl/files/Akcesoria_analityczne/SDD_Explained.pdf
http://www.uni-export.com.pl/files/Akcesoria_analityczne/SDD_Explained.pdf


Chapter 8

MinXSS Instrument Testing and Characterization

The MinXSS instrument suite was characterized using radioactive lab sources for spec-

tral resolution, optimization of electronic settings, determining the gain and energy offset

of the X123 spectrometer. SPS, XP and X123 field of views (FOV), XP and X123 window

thicknesses, spectral efficiency, and linearity were determined from the National Institute

for Standards and Technology (NIST) Synchrotron Ultraviolet Radiation Facility (SURF)

measurements. MinXSS X123 spectrometer basic performance properties and characteriza-

tion methodology are described in [115]. Accurate knowledge of the electron beam current,

electron beam energy, magnetic field strength, and source distance allows for the precise

calculation of the synchrotron light spectral intensity to enable calibration of the X123 and

XP responsivities with about 10% accuracy [115].

8.1 Radioactive Line Sources, Gain and Energy Offset

The X123 energy bin gain, energy bin offset, and spectral resolution have been esti-

mated using radioactive line sources of 55Fe for the ∼5.90 and ∼6.49 keV line complexes,

and 241Am for the ∼11.87, ∼13.95, and ∼17.75 keV lines. The fit values for the both the

MinXSS-1 X123 gain and MinXSS-2 X123 gain are 0.0297 keV/bin and are consistent with

the nominal bin width (0.03 keV). The offset is dependent on the electrical grounding condi-

tions at the time of operation, due to the fact that the pulse height analysis is computed on

top of a baseline voltage, which can drift. Thus, the X123 energy offset in the lab at LASP
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for radioactive source measurements, at NIST SURF and on-orbit may not be exactly the

same. Nominally, the value for MinXSS-1 energy bin offset is around -0.076 keV and the

MinXSS-2 energy bin offset is close to -0.265 keV.

Figure 8.1: An example of an X123-measured 55Fe source emission profile. The Kα and
Kβ line complexes at (∼5.9 and ∼6.5 keV respectively) are fully resolved from one another,
but the individual components of these lines complexes are not, at the ∼0.15 keV FWHM
nominal spectral resolution at 5.9 keV. The fitted energy gain of ∼0.029 keV/bin is consistent
with the nominal binning of 0.03 keV bin.

8.1.1 Spectral Resolution

The X123 has a customizable peaking time, which dictates how long the photon lib-

erated electron charge cloud is integrated on the readout capacitor. The longer the peaking

time, the better the spectral resolution. MinXSS-1 has a fixed peaking time of 4.8 µs but we

have tested the MinXSS-2 X123 detector for various peaking times between 0.6 - 9.6 µs. We
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will operate the MinXSS-2 X123 for peaking times between 1.2 - 4.8 µs due to the tradeoff

between spectral resolution and effective maximum count rate that can be recorded before

photon pile-up begins to occur. We only show data for these 1.2 - 4.8 µs peaking times in

this paper. The longer the peaking time, the lower the maximum count rate that can be

accurately measured. Details on the maximum count rate are discussed in Section 8.2.4.

Figure 8.2 shows example MinXSS-2 X123 55Fe measurements from 1 - 10 keV and

241Am measurements from 10 - 30 keV. The subset of lines used to assesss the spectral

resolution at specific energies are signified by the vertical dotted line. The nominal spectral

resolution near 5.9 keV was confirmed for the respective peaking times. The current on-

orbit estimated MinXSS-1 X123 detector resolution is ∼0.24 keV, which is much broader

than the nominal 0.15 keV spectral resolution at 5.9 keV for a 4.8 µs peaking time. We

are currently assesssing the reasons for a degraded on-orbit resolution. MinXSS-2 has an

improved version of the X123 spectrometer, the X123 Fast SDD. The X123 Fast SDD has an

improved preamplifier, a MOSFET transistor instead of a JFET for the MinXSS-1 version.

This has a lower effective capacitance, lower noise and results in improved spectral resolution

for the same peaking times as the older version. An advantage is increased maximum count

rate, which will be discussed in Section 8.2.4. The spectral resolution for MinXSS-2 at 5.9

keV is 0.137 keV for 4.8 µs, 0.162 keV for 2.4 µs, and 0.168 keV for 1.2 µs.
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Figure 8.2: Example plot of MinXSS-2 X123 spectral resolution estimates vs. photon energy
using radioactive X-ray sources. The top split-plot shows the normalized counts from the
55Fe source from 1 - 10 keV and the 241Am source from 10 - 30 keV. The 55Fe ∼5.90 and
∼6.49 keV line complexes are easily detected. The 241Am ∼11.87, ∼13.95, and ∼17.75 keV
lines are used for spectral resolution estimates. The vertical dotted line emphasizes which
spectral lines were used for FWHM resolution estimates for three different spectrometer
peaking times. Longer peaking times yield better photon energy resolving power up to the
combined electronic and Fano Limit. The Fano Limit is the intrinsic statistical limit of
bulk Si semiconductor material to resolve energy differences, and is over-plotted with the
black solid line. The colored lines are the Fano Limit (from Fano Noise) with an estimated
electronic noise contribution from the 55Fe measurements. These estimates depicted by the
color lines are used to extrapolate the spectral resolution to higher photon energies. The
extrapolation to lower energies is not expected to adhere to these lines due to other noise
sources (microphonics, thermal noise, and other uncharacterized sources).
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8.2 NIST SURF MinXSS Testing

NIST SURF is a highly accurate and precise ultraviolet photon source known to within

2% and with extension in to the visible and soft X-ray ranges (soft X-ray accuracy known

to within 10%) [5]. The synchrotron radiation produced by the relativistic electrons bent

by magnetic fields is beamed into the direction of motion and directed down a beamline for

instrument characterization tests. Basic descriptions of synchrotron radiation are given in

[14], [12] and references therein. The general proportionality relating the synchrotron beam

current in milliamps, Ie, mean electron energy in mega-electron volts, Ee, and a photon

spectral dependence function, F, involving modified Bessel functions, photon energy, Eph,

critical photon energy, Ec, and azimuthal (out of plane vertical angle), Ψ, to the number of

generated photons, Nphotons, in units of photons s−1 mrad−1
Θ mrad−1

Ψ , is given in Equation 8.1.

Nphotons ∝ Ie(mA)E2
e (MeV )F (

Eph
Ec
,Ψ) (8.1)

Increasing the mean electron energy, Ee, changes the spectral distribution of the ra-

diation (increasing Ee produces more photons at every photon energy, but proportionally

many more at high photon energies than at low photon energies). It must be noted that the

mean electron energy, Ee, appears in the critical photon energy, Ec, also. This leads to the

discussion of our first SURF test to determine our X123 spectral response, Multienergy.

8.2.1 Field of View Sensitivity

The MinXSS X-ray instruments integrate the incident radiation across their FOVs to

create their respective signals. While XP and X123 do not have spatial resolution per se,

they do possess a sensitivity to light intensity across their respective FOVs. Based on the

design of the housing baffles, XP nominally has an angular response across an 8◦ FOV and

X123 has a FOV of 4◦. An example of the alpha-beta (α-β) coordinate system used for the

SURF calibrations is given in the SPS image in Figure 7.5. An extended source such as the
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Figure 8.3: The MinXSS CubeSats in the Gimbal at NIST SURF.

Sun viewed from Earth will have an angular size of roughly 0.5◦, but the response can vary

strongly depending on the actual X-ray coronal structure during observations. This is well

within the FOV of XP and X123. For the most accurate photometric measurements from

MinXSS, it is important to correct for the solar disc position within the MinXSS FOV.

Figure 8.4 shows FOV sensitivity maps of MinXSS-1 and MinXSS-2 X123. The maps

are a 1.4◦ × 1.4◦ subset, centered on the FOV of X123. The XP map yields similar FOV

sensitivities. The values are the raw NIST SURF determined MinXSS response maps, con-

volved with the visible-light solar disc, and expressed as a percent difference in the total

signal summed over all energies at that position with respect to the center, to estimate the
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X-ray detection variation across the FOV. This pre-flight map serves as our baseline until

on-orbit maps are created for comparison. The absolute variation across the centered 1.4◦ ×

1.4◦ FOV is around 8%. The MinXSS ADCS unit (XACT from Blue Canyon Technologies)

has proven to keep the Sun within 0.3◦ of the center of the MinXSS FOV with a precision of

3 arcseconds (∼0.008◦). Thus, the inner 1◦ diameter annular region is the most important

for MinXSS on-orbit performance and the absolute variation within this region is no larger

than about 5%. We note that only mechanical alignment was implemented between the

XACT ADCS unit and the instruments.

Figure 8.4: X123 Field of View (FOV) sensitivity maps constructed from pre-launch data
at the National Institute for Standards and Technology (NIST) Synchrotron Ultraviolet
Radiation Facility (SURF) for each CubeSat (left: MinXSS-1 and right: MinXSS-2). The
maps displayed are the MinXSS spectral response convolved with the apparent visible-light
solar disc. The asterisk denotes the center of the spectrometer FOV which mechanically
aligned to the boresight of the spacecraft. The black circle represents the size of the visible-
light solar disk in the FOV. The contours and color map signify the percent difference in the
X123 response from the center (asterisk), which is a few percent in magnitude.
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8.2.2 Effective Area

The XP 55 µm and X123 SDD 500 µm thick depletion depths for Si based X-ray

detectors dictate the high energy cut-off efficiency. The window material and composition

affect the high and low energy efficiency. For Be based windows only the lower energy

photons are attenuated and thus the Be window thickness dictates the low energy photon

response. Noise contributions, primarily electronic noise, limit the XP signal fidelity and the

X123 lower energy contribution. The MinXSS instrument spectral efficiency was determined

through a series of measurements conducted at NIST SURF and the details are listed in [115].

The SURF photon spectrum is known to within 10% near 1 keV and produces statistically

significant counts up to about 3 keV. Model uncertainties in the fitted detector window

thicknesses, depletion depth thicknesses and atomic coefficients yield uncertainties near 20%

for the higher energies. Since the SURF spectrum is a continuum, it is not very useful for

the spectral resolution estimates, such as those discussed in Section 8.1.1, but the absolute

synchrotron photon spectral distribution can be used to determine the detection efficiency

of the MinXSS X-ray instruments.

The MinXSS XP signal can be calculated from the following expression in Equation 8.2,

where CXP is the XP count rate with units of DN
s

, s is seconds, DN is the Data Number,

which is converted from the femtoCoulomb (fC) signal by the XP gain, GXP . The bracketed

term is the femtoamps (fA) generated from the detected photon flux, from the source of

photons, S(Eph,Ω) with photon energy, Eph.

CXP = GXP

∫ ∞
0

[ ∫ Ω�

S(Eph,Ω)AXPRXP (Eph,Ω)dΩ

]
dEph. (8.2)

In the case of the Sun, there is a distribution of photons as a function of X-ray energy,

and a function of position in the extended corona. The Sun appears as an extended object and

its position can vary within the MinXSS FOV. The physical extent of the X-ray emission from

the Sun is encompassed in the solid angle, Ω, which is not necessarily the simple conversion
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of πsin2(θ�) ≈ π
(
R�
1AU

)2 ≈ 6.8 × 10−5 sterradians, because the X-ray emission is not confined

to the visible-light solar disk. An example of the distribution of X-ray emission that MinXSS

can detect is illustrated in the Hinode XRT images in Figure 9.15. Thus, S(Eph,Ω) is an

intensity or radiance, in units of photons s−1 keV−1 cm−2 ster−1 in this formulation. AXP

is the XP aperture geometric area, in units of cm2. The XP detector response RXP (Eph,Ω)

includes the XP detector efficiency, the conversion from photon energy to fC, εph, and the

FOV sensitivity which is encompassed in the Ω dependence. In theory, the integral of the

bracketed term can include all photon energies from 0 to ∞ incident on the XP area, but

the actual high and low energy limits are set by the XP detector response.

The combination of the XP detector response and geometric area constitutes an ‘effec-

tive area’. The XP MinXSS-1 and MinXSS-2 effective area curves are displayed in Figure 8.5.

The main XP photon response lies between 0.5 - 30 keV, with the actual count contribution

depending on the solar X-ray spectrum, S(Eph,Ω), during observations. Both MinXSS-1 and

MinXSS-2 XP devices have similar responses as their Be windows are of similar thickness

(19.0 µm for MinXSS-1 and 18.0 µm for MinXSS-2).

In a similar fashion to the XP calculation, the X123 count rate per energy bin denoted,

j, is
(
CX123

)
bin,j, in units of Counts

s
can be calculated by Equation 8.3 and Equation 8.4

(
CX123

)
bin,j

=

∫ Emax,j

Emin,j

[
Υ(Edet)

]
dEdet (8.3)

Υ(Edet) =

∫ ∞
0

∫ Ω�

S(Eph,Ω)AX123<X123(Eph,Ω, Edet)dΩdEph (8.4)

where AX123 is the X123 aperture geometric area. The main difference between XP and

X123 in terms of the signal calculation is the spectral binning of the data and the response

function. <X123(Eph,Ω, Edet), which is the photon ⇔ detected energy bin redistribution

function and includes the FOV dependence thru Ω. The function <X123(Eph,Ω, Edet) maps

Eph to Edet for forward modeling and vice-versa, for inverting detected counts to create an
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incident photon flux estimate. Thus, the bracketed term in Equation 8.3 is only a function

of dEdet, because of the operation of <X123(Eph,Ω, Edet) on the source intensity S(Eph,Ω).

Hence, the final integral over the individual energy bin energy limits, Emin,j and Emax,j to

obtain a final count rate value in energy bin j. Again, in theory the integral over Eph in

the bracket is over all photon energies, but in reality, this is limited to the X123 spectral

efficiency, high and low photon limits.

Figure 8.5: MinXSS-1 and MinXSS-2 X-ray instrument effective area vs. photon energy. The
main difference between the XP (dashed line) and X123 (solid line) is due to the geometric
area of their respective apertures. The XP aperture diameter is ∼5 mm, while the X123
pinhole diameter is ∼0.18 mm. MinXSS-2 has an undesigned Zn contribution to the Be
window, which results in an edge in the response near 1 keV.
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Similarly, for X123 the combination of the X123 spectral efficiency (the probability

that a photon incident on the active area of the detector will be absorbed) and the aperture

geometric area can be used to create the effective area curves for MinXSS-1 and MinXSS-2

X123 in Figure 8.5. The edge near 1 keV in the MinXSS-2 X123 detector effective area curve

is due to a Zn contamination in the Amptek supplied Be window and has been included

in the modeling. The primary spectral range is nominally 0.5 - 30 keV for both MinXSS

spacecraft X123 detectors, but it is obvious in Figure 8.5 that the MinXSS-2 detector has

a higher efficiency for the lower photon energies (Eph ≤ 2 keV). This is due to the thinner

11.2 µm Be window on the MinXSS-2 detector as compared to the 24.5 µm thick window on

MinXSS-1. The choice of the thinner Be window X123 detector being on the second MinXSS

was intended, because MinXSS-2 has an anticipated longer misson of ∼5 years vs. MinXSS-1

mission lifetime of ∼1 year. The higher efficiency for lower photon energies aids in extending

the low energy limit of the MinXSS-2 X123 data product. Effective area curves are great

for comparing both the spectral and intensity sensitivities between various instruments on

different observatories. Details on the determination of these properties from the SURF

Multienergy technique is discussed in Section 8.2.2.1

8.2.2.1 Multienergy Technique

Initially we do not know the spectral response of our X123 spectrometer, but we can

determine it by illuminating our detector with known spectral flux and dividing the measured

counts by this known input flux. This is the ideal process for determining the instrument

spectral response but is not always feasible due to low count rates leading to increasingly

large uncertainties in the determined response from this ‘inversion’ technique. Additionally,

energy loss processes in the detector will yield counts at energies different than the initial

photon energy (sometimes referred to as an off-diagonal response), which are not properly

treated by a simple division. A more robust methodology is to use a model containing

estimations of the dominant physical processes that influence the measured count flux and
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fit the best parameter values of the physical model to the measured count flux. We follow

this ideology to estimate our X123 spectral response for many different input photon spectral

distributions and respective measured count fluxes, which we call Multienergy.

Figure 8.6. Demonstrates the basic Multienergy procedure and the main steps are

listed below. This analysis was performed on both XP and X123 to estimate the Be window

thicknesses, spectral response and effective areas but only the X123 processs is described

here in detail.

(1) Shine a known photon spectral intensity on the X123 aperture at a certain SURF

mean electron energy.

(2) Obtain the best fit parameters for the instrument response for that specific input

photon flux that best reproduces the measured count flux.

(3) Perform a Monte Carlo simulation around the best fit parameters to obtain 10 other

estimations of the best fit parameters. This helps determine the uncertainty of the

best fit parameters.

(4) Repeat steps 1 - 3 for the next SURF mean electron energy.

(5) Compute final best fit parameter values by taking the mean of the main fit param-

eters per energy (result of 2).

(6) Compute the final uncertainty on each best fit parameter by combining the uncer-

tainty estimations from the MC runs.

The MinXSS X123 modeled count flux from SURF is determined from Equation 8.3

and Equation 8.4, where the photon source function is now equal to the normalized SURF

photon flux times the beam current, S(Eph,Ω) = FSURF (Eph)Ie(mA). Best fit values are

obtained by minimizing the residuals between the beam-current-normalized measured count
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Figure 8.6: Outline of NIST SURF Multienergy technique to estimate the X123 spectral
response. We fit a model of detector response parameters to the measured count flux from the
SURF photon flux. Fitting the measured counts over the 0.5 - ∼3.0 keV spectral range allows
us to estimate the entire spectral efficiency from 0.5 - 30 keV from the model parameters.
The main fit parameter is the Be window thickness. Other subsidiary components include
contributions from escape of Si fluorescence photons from K and L (2s and 2p) excitations
and photoelectrons produced in the Be window.

flux and the model-estimated count flux, forward modeled from the beam-current-normalized

input SURF flux convolved with the modeled instrument response.

Figure 8.7 displays the results of the Multienergy fit for the Be window thickness. The

Be window thickness is the strongest dependent variable for the X123 spectral response. We

compute the mass attenuation coefficient per photon energy following the analysis provided

by Henke et al. 1993 [74] and proceed to fit the Be window thickness from transmission

and absorption properties. The detector bulk silicon and silicon oxide transmission and

absorption properties are also taken from Henke et al. 1993 calculations and are fixed at

the Amptek stated nominal thickness (500 µm for the depletion depth of the SDD). Any

uncertainties in the silicon absorption parameters would affect the response at the high

energies (≥10 keV), which we cannot measure with SURF.
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Figure 8.7: Beryllium (Be) thickness fit results from the Multienergy SURF flux input to
the X123. 10 Monte Carlo (MC) trial analysis was performed about each beam energy best
fit to improve estimates of the Be fit thickness uncertainty. The Final Estimate listed of
the best fit Be thickness is the mean of the best fit values from 361 - 416 MeV. The Final
Uncertainty is derived uncertainty from the best fit MC trials. * = signifies that all energies
except 331 MeV where used to construct the final value

Other subsidiary components of the instrument response function, RX123, include Si

escape processes of fluorescence photons and an estimated photoelectron contribution from

the Be window. The Si escape loss processes result in counts occurring at an energy bin

that is the incident photon energy minus the Si edge energy (∼1.8 keV for K, ∼0.15 keV for

2s, and ∼0.11 keV for 2p). These spectral detection shifts occur if the resulting Si escape

photon actually leaves the active area of the detector without being absorbed, or else if the

escape photon is reabsorbed by the detector, one retains the original photon energy in the

detected energy bin.

The Si-K shell (1s) and Si-L shell (2s and 2p) photon escape processes are incorporated

by computing the relative bulk mass (volume averaged rate) fluorescence photon escape rate

for the active volume of the detector relative to the Si photopeak (all of the incident photon

energy being absorbed in the Si active area and detected by the readout mechanism) efficiency

(see Figure 8.8). Thus, the Si escape processes contribution changes dynamically for each
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iteration of the detector response value during the fitting process. The probability for the Si

escape process (mass attenuation coefficient contributions) are derived from Yeh and Lindau

1985 [160] and Henke et al. 1993 [74].

Figure 8.8: Si K, L (2s and 2p) escape probabilities normalized by the photopeak yield.

Figure 8.9 demonstrates that another process worth consideration is the liberation of

photoelectrons in the X123 Be window that can eventually be detected and appear in the

spectrum. These events will occur at lower energies than the initial photon distribution

that created the photoelectrons due to the energy loss processes in migrating to the window

surface, escape the surface and interact with the bulk Si if the electrons are energetic enough

to overcome the negative detector surface bias voltage, the dead Si layer, and deposit their
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energy in the active region of the SDD. The resulting contribution would be a continuum

distribution at low energies (Eph ≤ 1.5 keV) for typical solar fluxes (peak in photon distri-

bution) and window thicknesses (absorption probability spectrum of window) on our X123

units.

Figure 8.9: The photon fux propogated through an example 25 µm thick Be window clearly
show the creation of photoelectrons below 3 keV. The challenging unanswered question is
what is the electron energy distribution that interact with our detector. The mass attenua-
tion coefficient for Be is taken from Yeh and Lindau 1985 [160].

Methods of repelling possible photoelectrons generated in the Be window by an addi-

tional electric grid have not been implemented in the MinXSS CubeSat architecture. Thus,

we attempt to include Be photoelectrons in the X123 spectral response by dynamically in-
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corporating this contribution via a simple model coupled to the fitted Be window thickness.

The Spicer model [91, 41], is used to evaluate the probability of photoelectrons being created

and eventually depositing their energy in the SDD active volume. The general procedure is

outlined in Figure 8.10 and explained in depth below.

(1) A photon incident on the Be window is absorbed and liberates an electron (photo-

absorption).

(2) This liberated electron is free to migrate the bulk Be and could travel to the detector

side surface of the Be window.

(3) If the electron has more more energy than the bulk Be work function, ΦBe−WF , then

it can leave the surface and impact the detector.

(4) The electron can penetrate past the detector SiO dead-layer, deposit its energy into

the detector Si active volume, generate electron-hole pairs and resister as an ‘event’.

Equation 8.5 encapsulates all of these steps as the combination of the respective pro-

cess’ probability distribution functions. The most complete methodology in modeling all of

these effects definitively for a specific detector-window apparatus is to construct a full 3D

CAD model into software like GEANT4 [2] to work out the geometric dependence of spe-

cific interactions. We have not done such an elaborate investigation here, but have simply

worked out the probabilities assuming all incident photons intercept the Be window aligned

to the optic axis and average the effects over the azimuthal degree of freedom (cylindrical

symmetry).

Npe(Eph, Epe, x, θ) = Nph(Eph)A(Eph, x)P (Epe)Fee(Epe, x, θ, L)D(Eph, Epe)aeff (8.5)

Npe(Eph, Epe, x,Θ) is the number of photoelectrons that leave the Be window and in-

teract with the Si dift diode and combines the independent process of the Spicer formulation.
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Figure 8.10: Diagram displaying the basic processes assumed in the Spicer model used to
estimate the X123 Be window photoelectron contribution. Figure adapted from Dowell and
Schmege 2009 [41].

Eph is the photon energy, which must give the electron in the atom energy greater than the

Fermi level (EBe−Fermi ≈ 0.014 keV) to contribute to free electrons in the lattice. Epe is the

photo electron energy, which is modified by the Be 1s binding energy, EBe−1s−bind ≈ 0.112

keV, (Epe ∼ Eph−EBe−1s−bind, because a dominant component of the Be photon absorption

comes from the 1s bond). The electrons that make it out of the Be window must overcome

the Be work function (φBe−WF ) to leave the window surface. aeff is an efficiency factor,

to include photoelectron losses due to fringe fields, SiO dead layer, position in the detector,

detection sensitivity, etc. The efficiency is determined by the Multienergy fit and constrained

to be between 0 ≤ aeff ≤. Nph(Eph) is the incident photon flux. A(Eph, x) is Beer ‘s Law,

the fraction of photons that reach a depth x in the Be window, and defined in Equation 8.6.

A(Eph, x) = e
−x

λph(Eph) (8.6)
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P (Epe), Equation 8.6, is the probability that photons at a depth x, will liberate elec-

trons over an infinitesimally small incremental distance ∆x (we take the limit as ∆x → 0

and sum the contributions later).

P (Epe) = 1− e
−∆x

λχe(Eph) (8.7)

Fee(Epe, x, θ, L), Equation 8.8, is the probability that a liberated electron at a depth

x, will transverse a distance (L−x)
cos θ

(to make it to the detector side of the window) and reach

the surface, where L is the total Be window thickness. Electron-electron scattering is taken

as the dominant interaction process to inhibit the migration of electrons in the respective

media with the mean free path calculated from asymptotic fits from Zjaja et al. 2006 [163]

and displayed in Figure 8.11.

Fee(Epe, x,Θ, L) = e
−(L−x)

λe−e(Epe) cos θ (8.8)

This requires an electron trajectory to fall within a cone angle that does not put the

electron at the ‘walls’ of the window. Using the ratio of normal to total electron momentum

cos θmax = Pnormal
Ptotal

=
(

φWF

Eph+Epe−EBe−Fermi

)0.5
. D(Eph, Epe) is the fraction of electrons that fall

within the cone defined above, Equation 8.9.

D(Eph, Epe) =
1

4π

∫ θ

0

sin θ′dθ′
∫ 2π

0

dφ

= 0.5

(
1− cos θ

)
= 0.5

(
1−

[
φWF

Eph + Epe − EBe−Fermi

]0.5) (8.9)

Technically, the integration of D(Eph, Epe) over the angle θ should occur over the

entire expression of Npe(Eph, Epe, x,Θ) because of the θ dependence in Fee(Epe, x,Θ, L), in

the exponential. We neglect this contribution in the exponential because the of the strong

dependence of the electron mean free path. The majority of photoelectrons that will be
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Figure 8.11: Calculations of the electron mean-free-path in Be, assuming that the main
interation is electron-electron scattering [163].

generated and be able to interact with our detector to create a signal will be liberated by

photons in roughly the last 1 µm of the window (due to the electron-electron scattering

displayed in Figure 8.11).

Equation 8.5 is evaluated (numerically) by taking the limit of ∆x → 0 and integrating

the photoelectron contribution over each iteration of a Be window thickness during the

fitting process. I have implemented many approximations to obtain the final expression of

Equation 8.5 to obtain an estimation of the photoelectron contribution. This is not an exact

expression. Even with all the considerations here, there are still large uncertainties in the
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Figure 8.12: Be photoelectron cone angle dependence, Equation 8.9. The probability that
an electron of a certain energy (created from a near collimated photon - aligned with the
optical axis) will propagate in the forward direction inside a cone angle towards the X123
detector.

exact geometry of any fringe electric fields on the detector, the exact dead-layer thickness,

and the propagation direction into the detector active area. The negative bias near the front

end of the detector will act to de-energize the impinging Be window liberated electrons and

shift their energy spectrum that will be recorded by the X123. Thus in the Multienergy

fitting process this photoelectron energy centroid is allowed to vary in addition to the overall

photoelectron yield (giving a fixed electron energy distribution shape, but with a variable

energy position and amplitude). This procedure results in Figure 8.6 fits which are consistent
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across the SURF electron beam energies for a consistent paring of Be photoelectron yield

(amplitude) and electron group energy loss (energy offset). Futhermore, the results all give

similar Be window thickness results, owing to the validity of the approximations assumed

here. Again, future characterization should implement full 3D CAD modeling like GEANT4.

8.2.3 Detector Response Matrix

In reality, the resulting count space is discrete and not continuous after the integration

of the bracketed quantity in Equation 8.3 to create the binned data. Thus, one can interpret

the photon-count redistribution function as a Detector Response Matrix (DRM) for the X123

spectrometer, with columns, k, that connect the incident photon energy to the row, j, which

are the loses recorded in the X123 energy bins. This is listed in Equation 8.10, where
−→
C j

is the detected count rate spectrum, <k,j is the X123 DRM and
−→
S k is the source intensity.

The DRM contrubutions were estimated from the NUST-SURF multienergy technique.

An example of the MinXSS X123 DRM is displayed in Figure 8.13. The DRM incor-

porates the detection efficiency, the probability that a photon stopped in the detector by a

photo-electric interaction will be recorded. The probability of the full-energy being deposited

in the detector gives the diagonal response or photopeak efficiency. Additionally, there are

loss processes such as fluorescence emission [88], which result in an event being recorded at

a lower energy. These are the off-diagonal terms in the DRM and include loss processes such

as Si K and L (2s and 2p) escape. Also included are signal contributions from Be window

photoelectrons. These model contributions are included in the functional form of <X123 and

are also discussed in [115].

−→
Cj = <k,j

−→
Sk. (8.10)

Another effect in MinXSS spectra is Compton scattering, but to a much smaller degree

than Si-escape (both because of the lower probability and the lack of detectable higher energy
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Figure 8.13: Example of the X123 Detector Response Matrix (DRM) which includes Si
photopeak, Compton scattering, Be window generated photoelectrons, and Si K and L (2s
and 2p) escape processes. The DRM gives the probability that an incident photon of energy
E1 will deposit energy E2 in the detector.

photons greater than 10 keV). Compton scattering is unlikely to be a major contaminant

in the quality of MinXSS spectra due to the small effective area of X123 coupled with the

steeply decreasing solar spectra at high energies. Only large X-class flares could produce

large enough signal at photon energies greater than 10 keV to make Compton scattering

important, but other issues such as photon pile-up and X123 dead-time will occur before

that becomes relevant. We have used a flux linearity test at SURF to quantify when pile-up

and detector dead-time will become severe and discuss this in Section 8.2.4



130

Figure 8.14: Estimation of the SURF flux incident on the X123 aperture, inverted from
measured counts. The solid lines are the known SURF input flux, the symbols are three
different response model aspects used for the inversion. The photopeak component (corrected
for Si escape effects and Be photoelectrons) are the filled circles, the Be transmitted photon
flux component are the asterisks and the Be photoelectron component are the open squares.
All three model component inversions agree well down to 1 keV. Thus, we can confidently
invert to estimate the photon flux over these energies.

To verify the validity of the X123 estimated spectral response we have ‘inverted’ the

measured NIST SURF X123 counts to extract the incident photon flux. The result should

agree reasonably well with the known input photon flux from SURF, where the spectral

response is well determined and the measurement signal to noise is high. This inversion

technique is independent of forward fitting a spectral model to the measured count flux,
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where many spectral models are dependent on assumed plasma parameters (temperature,

densities, chemical abundances, etc.), the spectral lines included in the model and experimen-

tally determined atomic parameters (like oscillator strengths). Thus, MinXSS measurements

can be used as an irradiance product and to help improve spectral models such as the CHI-

ANTI Atomic Spectral Database [37, 161]. Figure 8.14 demonstrates that confidence in

estimating the photon flux incident upon MinXSS-1 X123 down to 1.0 keV. Inverted photon

flux estimates are created from the individual X123 response function components listed in

Figure 8.6.

8.2.4 Linearity of Response

It is desired to have a linear response vs. light source intensity levels for the MinXSS

instruments. The linearity of response for XP and X123 were assesssed at NIST SURF

(Figure 8.15) plus early data from the MinXSS-1 mission (Figure 8.16). The count rates

discussed here are the measured counts summed over the spectrum during an accumulation

divided by the accumulation time. We took advantage of Equation 8.1, the SURF flux

linearly scaling with the beam energy, to test the linearity of the X123 response by increasing

input SURF photon flux. Figure 8.15 shows the X123 fast and slow counter responses to the

SURF increasing photon flux. The measurements in Figure 8.15 are used to estimate the

input count rate in Figure 8.16 and are not corrected for dead-time effects for the various

peaking times of the slow and fast counters which can impact results. These have been

accounted for in the data in Figure 8.16 and through the rest of this dissertation. The

procedure to correct for these effects is discussed below.

MinXSS data products contain many types of time parameters, but it is best to use

the actual measured count rates (counts per second; cps) to deduce the severity of dead-

time and pile-up effects vs. directly using the time parameters in the data sets. The X123

spectral data can be corrected for dead-time losses up until a maximum input count rate

for the slow counter, [Cs]max, which depends on the slow counter peaking time, τs. The
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Figure 8.15: NIST SURF X123 linearity test shows a maximum count rate limit of ∼8,000
counts s−1, for an accurate spectrum. Maximum count rate is deduced from the last measured
count rate, the red dotted lines, where the X123 slow counter (peaking time = 4.8 s), the
green diamonds, and fast counter (peaking time = 100 ns), the black pluses, begin to diverge.
The black solid line is a linear fit to the fast counts. The SURF flux spectrum depends linearly
with the SURF beam current (Ie), so a linear increase in the SURF beam current leads to a
linear increase in the SURF photon flux.

slow counter peaking time directly effects the slow counter dead-time, τds, via the relation

τds = B(τs + τflat), where B is a constant (over the mission) per detector, and τflat is the

trapezoidal shaping flat top time. The maximum input count rate that the slow counter can

be corrected for is [Cs]max = 1
τds

. This corresponds to ∼85,000 cps for MinXSS-1 (4.8 µs

peaking time) and ∼255,000 cps for MinXSS-2 (1.2 µs peaking time). Below, we discuss the

dead-time correction process with the NIST SURF data and the on-orbit specific correction

process.
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Figure 8.16: X123 detected (output) count rate for an input (actual) count rate, for the
MinXSS-1 (blue symbols) and MinXSS-2 (green and red symbols) expected operating peak-
ing times. The lines indicates the dead-time model fit. Comparison of a MinXSS-1 ob-
servation based scaling to GOES flux levels (blue vertical axis) and model estimations for
MinXSS-2 (red vertical axis). The horizontal dotted lines indicate the count rate where
dead-time effects, pile-up effects and detector paralysis begin to occur. Spectra above these
count rates must be heavily processed prior to analysis.

The MinXSS-1 X123 has a JFET preamplifier and MinXSS-2 with the X123 Fast SDD

unit has a MOSFET preamplifier, allowing for lower noise and improved utility for shorter

peaking times. The deduced non-dead-time corrected maximum count rate for MinXSS-1

is ∼8,000 cps for its chosen 4.8 µs peaking time. The deduced non-dead-time corrected

maximum count rate for MinXSS-2 is ∼7,000 cps for the 4.8 µs peaking time and ∼27,000

cps for the 1.2 µs peaking time. The latter will be the MinXSS-2 nominal operational peaking
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time. The horizontal thick dotted lines in Figure 8.16 display these non-dead-time corrected

spectrally integrated maximum count rates. These listed count rate values (Cs) are from the

slow counter, which creates the X123 spectrum. The ‘input’ count rate (Cin) is determined

from the measured fast counter count rate (Cf ) corrected for fast counter dead-time (τdf ).

The fast counter has a shorter peaking time of 100 ns (τpf ) and an effective pair resolving

time of ∼120 ns (τpair = τdf = 120 ns). The fast channel is used to determine if each event

is ‘valid’, if the X123 slow channel and hence the Digital Pulse Processor should include it

in the spectrum. This helps minimize photon peak pile-up, where more than one photon is

absorbed by the detector within the peaking time and the event is recorded as the sum of

the photon energies. As a consequence of the much shorter peaking time, the fast channel

has much lower spectral resolution and thus is not the preferred channel for accurate spectra

accumulation.

All photon-counting X-ray detectors exhibit some form of count rate loss due to dead-

time [88]. At high count rates losses due to dead-time can become significant and expressions

to approximate the true count rates for X123 are provided by [131]. The linear black solid

line in Figure 8.16 displays the relation between the input and dead-time corrected fast

counter output count rates. The dead-time correction for the fast counter count rate follows

the non-paralyzable model, Cin =
Cf

(1−Cf τdf )
. Cin resembles the ‘true’ input count rate. This

expression is accurate to within 5% for true count rates ≤ 500,000 cps. For the NIST SURF

calibrations we calculate Cin directly from the fast counter and use Cmodel = Cine
−Cinτds ,

the paralyzable model, to directly estimate the count rate in the slow counter (Cs). The

expression for Cmodel assumes a Poisson arrival probability for photons and registered events.

The blue (MinXSS-1, τs = 4.8 µs) , green (MinXSS-2, τs = 4.8 µs) and red (MinXSS-2, τs

= 1.2 µs) solid lines in Figure 8.16 are the calculated dead-time suppressed slow counts

(Cmodel). The corresponding measured slow counts (Cs) are the symbols.

Overall, these predictions agree with the measured data until pile-up effects cause the

measured count rate to lie below the calculations. The resultant pile-up effects depend on
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the shape of the photon flux spectrum, but in general, will be noticeable for input count

rate values greater than the peak modeled count rate distribution Cmodel (the solid lines in

Figure 8.16). This occurs for Cin > 1
τds

. τds will be included in the MinXSS processing

software release. Thus, in theory, if one has quality fast and slow counter measurements

during an observation the true count rate can be deduced to within 5% until 500,000 cps.

Unfortunately, this NIST SURF procedure to correct the slow counter for dead-time effects is

not directly applicable on-orbit because (1) the low energy thresholds for the fast and the slow

counter may not be (and currently are not) at exactly the same energy, and (2) on-orbit the

MinXSS-1 fast counter has exhibited high noise (radio beacons, reaction wheel momentum

changes, etc.) and thus cannot be used quantitatively, only qualitatively. MinXSS-2 ground

testing does not exhibit the same noise characteristics and should have reduced fast counter

noise on-orbit.

As an alternative to estimate the true spectrum count rate on-orbit one can use the

merit function in Equation 8.11, £, where n is the variable to estimate the spectrally inte-

grated slow counter count rate without dead-time depression, in units of cps. The minimum

of £ with the restriction that, Cs < n < 1
τds

should yield the input count rate (nmin), or ‘true’

count rate that best estimates the measured spectrally integrated slow count rate, Cs. It is

apparent from Figure 8.16 that the model function Cmodel, is not monotonic nor uniquely

defined for input count rates in the interval 0 < n < ∞. Thus, to obtain a feasible result

one must restrict the search domain to be between Cs < n < 1
τds

. For n > 1
τds

other effects

like pile-up must also be corrected for. Additionally, the quantity of the difference between

the observed count rate and model count rate is squared to ensure positive concavity and

thus the realization that nmin will be the best fit result. The ratio of the best fit value to

the actual spectrum summed count rate yields a correction factor P, (P = nmin
Cs

) that can

be multiplied by each binned count rate in the spectrum to adjust for dead-time during the

respective integration. Using this technique, the MinXSS data utility range can be extended

to counts rates determined by Cs <
1
τds

. As a proxy to indicate when these correction will
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be needed, correlated XP data or the GOES XRS flux levels can be used.

[
£(Cs < n < 1

τds
, Cs, τds)

]
min

=
[[
Cs − Cmodel(Cs < n < 1

τds
, τds)

]2]
min

=
[[
Cs − ne−nτds

]2]
min

(8.11)

Early MinXSS-1 data from different GOES levels has been used to estimate the blue

vertical axis in Figure 8.16, which roughly relates the GOES 0.1 - 0.8 nm (W m−2) flux levels

to the spectrally integrated MinXSS counts. The X123 counts are totaled across the entire

operational spectral bins (Eph & 0.8 keV,) and not limited to the corresponding GOES 0.1

- 0.8 nm band (1.55 - 12.4 keV). This relation is to serve as a general guide of what count

rates one would expect for specific GOES levels and can plan for X123 effects as necessary

(photon peak pile-up, dead-time, etc.). The MinXSS-2 estimates are modeled counts based

on the response functions and process described in Section 8.2.2, in Equation 8.3, where the

photon source term, S is generated from inverting the MinXSS-1 measured count spectrum.

These rough estimates are displayed as the red vertical axis in Figure 8.16. Examples of the

count rate, and estimated photon flux as a function of GOES levels from the early aspects

of the MinXSS-1 mission are discussed in Section 8.2.4.

8.3 MinXSS Data Products

The publicly available MinXSS data can be accessed on the MinXSS website http:

//lasp.colorado.edu/home/minxss/. These data include Level0d, Level1 - 4 products with one

of the most relevant products being the Level1 spectral irradiance (photons s−1 cm−2 keV−1).

Measured count rates, spacecraft position, Sun-Earth distance, pointing information, etc. are

also included. MinXSS data processing software to convert raw data to science quality data

will be incorporated into SSW soon.

In detail we expound upon the data product types, some of which will be released to

the public.

http://lasp.colorado.edu/home/minxss/
http://lasp.colorado.edu/home/minxss/
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• Level0C - Not publicly available. Raw housekeeping data and X123 science packets

on their native time grid.

• Level0D - Publicly available. Interpolated housekeeping data to the MinXSS

instrument science packets times. The majority of unit conversions have been

performed.

• Level1 - Publicly available. MinXSS instrument data filtered for ‘science quality’

data. All data deemed ‘not adequate’ for scientific analysis has been removed.

These data include the native 10 second integrations, 1, 15, and 60 minute averages.

• Level2 - Not currently publicly available. Level 1 data corrected for degradation

and long-term ‘instrumental’ trends.

• Level3 - Daily average (1440 minute) of the Level 1/Level 2 product.

• Level4 - Publicly available. Level1 data fit with the OSPEX Suite to derive

1TCoronal, 2TCoronal, 1TFree, 2TFree, 1TAllFree and 2TAllFree model

estimations.



Chapter 9

MinXSS Plasma Diagnostic Capabilities and Instrument Performance

Most traditional astrophysicists that soley care about the science of an astrophysical

object (‘pure’ scientist) will not care much about the instrument architecture, testing and

details that I mention in Chaper 8. They just want to know a few basics about an instru-

ment. 1) what type of measurement does it make (imaging, spectra, spectral-imaging and

their respective resolutions), 2) what time scale can it make measurements on (integration

times, temporal resolution), 3) how often does it conduct observations and probably most

importantly, what diagnostic capability does this instrument have for astrophysical objects.

In the case of the Sun and scientist interested in the properties of the solar corona, this means

what kind of temperature and chemical composition discrimination is possible. To address

these valid concerns, I have constructed temperature response functions for the MinXSS X-

ray instruments. I have also implemented spectral fitting models for the MinXSS X123 data

and performed cross-calibrations with other instruments. Let’s begin with the temperature

response functions.

9.1 Temperature Response Functions

To connect the MinXSS instrument spectral response to the ability to detect plasma

of differing temperatures, one can calculate a temperature response curve. The temperature

response curve is the signal expected in an instrument from the plasma photon emission.

This response curve is built as a function of plasma temperature iteratively, by using many
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isothermal emission models of differing temperatures. The temperature response curve is

generated by using a spectral syndissertation model to create an X-ray emission profile from

physical parameters (temperature, density, plasma emission measure, elemental abundance,

etc.) vs. photon energy, folding this through the MinXSS instrument response and totaling

the counts over a specified number of energy bins (creating an effective energy bin width

for this model) for X123 and the estimated XP total current (in fC units). In general, the

spectral emission model used is computed for a range of isothermal plasma temperatures.

This grid of input temperatures leads to a grid of MinXSS instrument counts per isothermal

temperature. Equation 9.1, Equation 9.2, and Equation 9.3 show the functional form of the

calculation to compute the temperature responses for XP and X123 respectively.

F (T )XP = GXP

∫ ∞
0

[ ∫ Ω�

S(Eph,Ω, T )AXPRXP (Eph,Ω)dΩ

]
dEph. (9.1)

F (T )X123 bin,j =

∫ Emax,j

Emin,j

[
Υ(Edet, T )

]
dEdet (9.2)

Υ(Edet, T ) =

∫ ∞
0

∫ Ω�

S(Eph,Ω, T )AX123<X123(Eph,Ω, Edet)dΩdEph (9.3)

An example of the MinXSS XP and X123 temperature response curves are in Figure 9.1.

There are differences in the temperature response function depending on the abundances used

in spectral emission model for the soft X-rays are primarily due to the variance in the low

first ionization potential (low-FIP) elements of Fe, Mg, Si, Ca and the mid-FIP element

S. Elements with a first ionization potential less than 10 eV have been measured to be

overabundant with respect to the high-FIP elements in the solar corona when compared to

photospheric values. This has become known as the FIP effect in the Sun. Summaries of the

variations in Solar abundance are given by [93] and [138]. Thus, we calculate the temperature

response for a range of abundances and display the abundance values corresponding to

‘common’ reference values in literature. Results displayed are for traditional ‘Coronal’ [48]
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(4 times photospheric for the low-FIP elements), ‘Hybrid’ [138] (∼2.1 times photospheric),

and one of the latest photosphere [23] abundances. The MinXSS instrument temperature

response begins to deviate for plasma temperatures greater than 2 MK, primarily due to the

ions of the low-FIP elements.

Figure 9.1: An example of the X123 and XP temperature response functions for a spectrum
summed to 0.3 keV wide bins for X123 (ten 0.03 native bins). The temperature response
is in volume emission measure units of cm−3. The isothermal spectral emission model used
to compute the spectral response of the MinXSS instruments per plasma temperature is a
spectrally extended version of the SolarSoftware (SSW) f vth function (which uses the Chi-
anti Atomic Database). The temperature response in soft X-rays can vary due to differences
in the abundance of the low-FIP elements of Fe, Mg, Si, Ca and the mid-FIP element S used
in the spectral emission model. Thus, we display the temperature response for traditional
‘Coronal’ [48] (4 times photospheric for the low-FIP elements), ‘Hybrid’ [138] (∼2.1 times
photospheric), and one of the latest photospheric [23] abundances. The MinXSS instrument
temperature response begins to deviate for different abundances for plasma temperatures
greater than 2 MK, due to the ions of the low-FIP elements.

Figure 9.1 demonstrates the temperature range over which MinXSS X123 and XP can

reliably extract information. X123 and XP inferences are biased towards the plasma tem-

peratures greater than 2 MK. The dominant emission for non-large-flaring-times is expected

to be around 2 - 4 MK. Thus, MinXSS will be able to infer non-large-flaring Sun properties
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between 1.5 - ∼4 MK with high confidence, but limited capabilities for temperatures below

1.5 MK. The temperature response flattens for the X123 lower energy bins (≤3 keV) for

temperatures greater than ∼4.5 MK. Due to this flat nature and with limited significant

counts from energy bins greater than 3 keV (which is not expected from the X123 relatively

small effective area), X123 can only set upper limits on the emission measure, but cannot

definitively constrain the temperature values for plasma hotter than ∼5 MK during non-

large-flaring times. Plasma temperatures above ∼5 MK are expected for C, M and X class

GOES flares. The higher energy bins (≥ 3 keV) are mostly sensitive to plasma temperatures

greater than ∼5 MK, but need substantial photon flux for statistically significant signals. All

these attributes demonstrate that MinXSS has the greatest diagnostic capability for large

flares on the Sun.

9.2 Emission Measure Loci

Emission measure loci (em loci) provide a powerful diagnostic and a useful visualization

tool to understand a spectral instrument’s capability to infer plasma temperature distribution

from a specific set of observations [153, 94]. Em loci can be calculated by taking the measured

data (summed counts over a specified energy range for X123 or the total signal for XP) and

dividing by the instrument’s temperature response calculated for that energy range, for the

corresponding best fit elemental abundance and emission model, emloci = Counts
F (T )

.

Figure 9.2 displays the MinXSS-1 X123 (solid colored lines) and XP (dashed black line)

em loci for the pre-flare and flare peak on 2016 July 23. The different colors show the em

loci of the various summed 0.3 keV wide energy bins (counts from ∼10 X123 bins summed)

with a significant count rate (= 0.05 counts per second per nominal bin), which depict the

energy ranges that best restrict the emission at specific temperatures. In general the higher

X123 energies are better for inferring the hotter plasma conditions.

The em loci in Figure 9.2 scale up and down with the MinXSS signal (comparison

of non-flaring and flaring times). If the plasma was isothermal, then one would expect an
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isothermal fit to ‘touch’ (or overlap with) the em loci at the corresponding temperature

value. This is because all of the radiant energy would be comming from plasma at this one

temperature. Additionally, where the various em loci curves for different energy bins intersect

is roughly the location that yield the isothermal temperature and emission measure that best

describe the plasma. More importantly, the collective minimum of all the em loci provide an

envolope indicating the maximum amount of light radiated from all plasma temperatures.

This property is extrmely valuable, as the solar coronal is multi-thermal and hence, DEMs

are best at describing the plasma temperature distribution from radiation measurements.

Figure 9.2: MinXSS-1 X123 and XP emission measure loci for pre-flare emission at roughly
a GOES B5 level before the M5.0 flare on July 23, 2016 (left) and the actual flare (right).
The solid colored lines correspond to X123 counts summed to 0.3 keV wide energy bins and
the dash-dotted lines are the XP loci. The rainbow keV values in the top left plot indicate
the color code for the minimum energy bin use for each X123 em loci. The em loci indicate
the maximum emission if all the plasma was isothermal for each summed energy bins. The
near convergence of the em loci curves in emission measure and temperature space indicate
that the flare (right plot) is much hotter and more dense than the pre-flare spectrum (left
plot)
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9.3 1T, 2T and multi-T Spectral Fits

The unique spectrally resolved measurements of MinXSS are suitable for parametric

fits of single temperature (1T), two temperature (2T), multi-temperature (multi-T) and

differential emission measure (DEM) models to estimate the plasma conditions. QS, AR

and flare data over the possible total 6 year MinXSS mission combined with data from

the observatories mentioned in Chapter 7 can be used to address current questions in solar

physics. To test out the diagnostic capabilities of MinXSS and to compare results with

GOES XRS and RHESSI, we have performed a series of parametric fits using the OSPEX

(https://hesperia.gsfc.nasa.gov/ssw/packages/spex/doc/ospex explanation.htm) programming

suite in Solar Software, which utilizes the Chianti Atomic Database [36, 161], on the seven

sets (includes pre-flare times) of data from GOES A5 to M5 levels during 2016 June - July.

The uncertainties calculated on the fit parameters in this dissertation are basic OSPEX

returned fits uncertainties, based on the curvature matrix, which assumes that the curvature

has a local Gaussian shape.

We have used four models to fit the respective observations for comparisons between

models. The best fit values are listed in Table 9.1, Table 9.2, Table 9.3, Figure 9.9, Figure 9.10

and Figure 9.11. In this analysis we denote a FIP-Bias value of 1 equal to photospheric which

would have values similar to those in [23] and FIP-Bias of 4 equal to the traditional ‘Coronal’

abundance and are those of [48]. The first model is a simple one temperature, fixed coronal

abundance (1TCoronal; Alow−fip = 4) model, which did not fit the data suitably for any

of the seven data sets. There were large discrepancies for the elemental features labeled

in Figure 9.7. The second model is a single temperature model in which the abundance

of low FIP elements is allowed to vary through a single multiplicative factor, called the

FIP-Bias. This model is called 1TFree, but it underestimates the pre-flare flux for photon

energies greater than ∼2.5 keV. The same 1TFree model did not fit the flare components

well neither. For the times where there is not substantial counts for X123 energy bins > 2.5

https://hesperia.gsfc.nasa.gov/ssw/packages/spex/doc/ospex_explanation.htm
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keV, like the QS flux (GOES ∼A5) the 1TFree model provides an adequate fit.

The third model is a two temperature component with a single multiplicative factor for

the FIP-Bias (2TFree). These fits consistently produce satisfactory results with reduced χ2

between 1 - 4, except for the M5.0 flare. All pre-flare spectra in this dissertation are fit over

the times listed in Table 9.1 with a 2TFree model. The flare-peak fits include an additional

2TFree model that is fit to account for the additional radiation on top of the fixed model

pre-flare values. In this methodology the fixed pre-flare model during the peak-flare times

serves as a background estimate. Thus, the result is a separate FIP-Bias for the 2TFree

pre-flare and the flare-peak functions. Values near 4 for this fit class resemble traditional

coronal values and values near 1 are photospheric.

The abundance models are sensitive to the ‘humps’ from emission line groups of Fe,

Mg, Si, S, Ar, Ca, and Ni (where applicable) around ∼1.2 6.7 and 8.1, 1.7, 2.1, 2.7, 3.0, 4.0,

and 8.1 keV respectively. For the 2TFree model, a FIP bias value of 3.48 is found for the

QS spectra, for the pre-flare times values between 2.0 - 3.5 are obtained and lower values

between ∼1 - 1.41 are obtained for the peak-flare spectral fits. It is clear that there is a

difference in the estimated abundance from pre-flare to flare-peak and the lower abundance

during the flare is consistent with recent literature [138, 38, 158]. The availability of the

Fe and Fe+Ni complexes at 6.7 and 8.1 keV respectively, provide clear diagnostics for the

abundance factors and in turn are weighted more heavily for the flare abundances. The lower

abundance is also in line with the theory of plasma from the lower atmosphere flowing up

to the higher layers of the atmosphere and radiating in X-rays and UV.

The forth model type is a two temperature component where each of the elements, Fe,

Ca, S, Mg, Si, Ar and Ni are allowed to vary (2TAllFree) as long as there are sufficient counts

in the X123 energy bins for the respective element’s line group features in the spectrum. It

is important to note that the Ni abundance scale factor is coupled to the Fe abundance scale

factor. Thus, the Ni abundance is not a true independent inference. This is heritage in the

fitting routine for the Fe+Ni complex near 8.0 keV and does not strongly skew the fits. The



145

2TAllFree temperature and emission results are in Table 9.2, the elemental abundance results

in Table 9.3, the spectral fits in Figure 9.9 and the comparison to em loci in Figure 9.11.

The separate abundance values are in abundance ratio units of coronal/photospheric, where

the coronal values are from [48] and the photospheric values are from [23].

9.3.0.1 MinXSS-1 Mission Length Data

I have computed 1TFree, 2TFree, 1TAllFree and 2TAllFree fits over the entire MinXSS-

1 science mission length (2016 June 9 - 2017 May 20) averaged over 15 minutes (where there is

data downlinked) to observe basic trends in the solar corona. The temperature, Figure 9.3,

is consistent with a 2 - 3 MK component (which is dominated by active regions) during

quiescent times except for transients due to flares. When flares occur there is a large spike

in th temperature, sometimes up to and above 10 MK. For times where a single temperature

is an adequate representation of the soft X-ray spectra, the 2T temperature components

merge to the 1T value and general each of the 2T components get half of the same emission

measure.

The volume emission measure for both the 1T and 2T models are consistent around

1048 - 1049 cm−3. The MinXSS-1 total counts above 0.9 keV is very consistent to the GOES

0.1 - 0.8 nm flux. The low-fip multiplicative bias varies, but stays near ‘coronal’ values

(Alow−fip ∼ 1) but commonly drops below this value during flares. The change in elemental

abundance values dropping during flare times is consistent with the interpretation of chromo-

spheric plasma rising to the corona due to the influx of particles and energy (chromospheric

evaporation).

These spectral fits show consistent results during the MinXSS-1 mission length. The

1T and 2TFree fits are a certain class of models to describe the solar X-ray flux. The

solar flux is not necessarily at one or two main temperatures, but commonly is a range

of temperatures. This is why differential emission measure (DEM) are employed and are

discussed in Section 9.6.1.
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Figure 9.3: Temperature results over the MinXSS-1 mission of 15 minute averaged X123
data fit by OSPEX 1TFree (green) and 2TFree (red-hotter and blue-cooler) class models.
The X123 detected spectral flux is dominated by active regions and flares, thus the 2 - 3 MK
active region plasma is clearly observed plus transients due to flares. The GOES 0.1 - 0.8
nm flux is plotted as the red line below to serve as a reference for the solar activity level.



147

Figure 9.4: Volume emission measure (VEM in units of 1049 cm−3) results over the MinXSS-1
mission of 15 minute averaged X123 data fit by OSPEX 1TFree (green) and 2TFree (red-
hotter and blue-cooler) class models. The emission from active regions for these 1T and 2 T
models is consistently near 1048 - 1049 cm−3. The GOES 0.1 - 0.8 nm flux is plotted as the
red line below to serve as a reference for the solar activity level.
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Figure 9.5: Multiplicative factor for the low-fip elements (scaling units of Fe, Ni, Ca, Si,
Mg and 0.5*S from Feldman 1992 values) results over the MinXSS-1 mission of 15 minute
averaged X123 data fit by OSPEX 1TFree (green) and 2TFree (blue) class models. The values
hover near ‘traditional’ coronal values for quiescent active regions and drop precipitously
during flare times (possibly due to chromospheric evaporation). The MinXSS-1 X123 counts
for E ≥ 0.9 keV are plotted as the black circles in the bottom panel. The GOES 0.1 - 0.8
nm flux is plotted as the red line below to serve as a reference for the solar activity level.
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Figure 9.6: Reduced Chi-square (χ2
reduced) over the MinXSS-1 mission of 15 minute averaged

X123 data fit by OSPEX 1TFree (green) and 2TFree (blue) class models. Values near unity
are desired. The χ2

reduced is around 2 - 6 for most fits, which is OK. The MinXSS-1 X123
counts for E ≥ 0.9 keV are plotted as the black circles in the bottom panel. The GOES 0.1 -
0.8 nm flux is plotted as the red line below to serve as a reference for the solar activity level.
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9.4 MinXSS X123 and XP Cross-Calibration

The MinXSS X123 spectrometer prototype was space-flight verified on two NASA

Sounding Rocket flights for the calibration of the SDO Extreme Variability Experiment

(EVE) [159] and returned high quality science data for two 5 minute periods [28]. Thus,

we have confidence in the MinXSS CubeSat versions of the X123 spectrometers to return

high quality data. This was reaffirmed with the first few months of data downlinked from

the MinXSS-1 mission. Over the early phases of the mission the X-ray flux has been as low

as GOES ∼A5 and as high as GOES M5.0 during a flare. The times of the corresponding

GOES levels are:

• A5 from 2016 June 29 10:29:32 - 2016 July 01 22:55:53,

• B5 from 2016 July 23 01:15:05 - 01:39:45,

• C2.7 from 2016 July 08 - 00:55:04 - 00:58:44,

• M1.2 from 2016 July 21 - 01:50:01 - 01:53:31,

• M5.0 from 2016 July 23 - 02:10:05 - 02:13:46

These data have been filtered and only data that pass our ‘science quality’ check

(minimal background levels, particle events, non-SAA times, etc.) are analyzed below. These

filter checks also isolate eclipse time data with only thermal noise apparent in the spectrum

which result in ∼ 2 - 5 cps across the entire spectrum. Other external (astronomical) soft-

X-ray flux contributions to the MinXSS X123 background are negligible due to the small

instrument aperture. The solar flare times are centered on the flare peak total count rate

in the MinXSS X123 spectrum. These solar fluxes have all been corrected for dead-time

losses using Equation 8.11 and result in MinXSS-1 X123 count rate levels of 26 - 9 100

cps. The dead-time losses were ∼11% for the M5.0 flare, ∼3% for the M1.2 flare, ∼0.7%
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for the C2.7 flare, and less than ∼0.5% for B GOES levels and lower. This demonstrates

the MinXSS spectrometer capability to cover a wide range of solar X-ray flux levels. XP

responds identically to the increasing GOES flux, with background subtracted signals in the

range of 801 - 616 928 fC. This provides a confirmation of XP and X123 nominal operation.

Figure 9.7: MinXSS-1 X123 solar measurements (solid lines) from GOES A5 to M5 levels
(∼5 × 10−8 - 5 × 10−5 W m−2). The left plot is the mean count flux and the right plot is
the estimated photon flux. The uncertainties are depicted as the shaded region around the
measurements. This demonstrates the dynamic range of the MinXSS-1 spectrometer, and
the variation in spectral features for increasing solar flux levels. The ‘bumps’ in the spectrum
are due to groups of dominant emission lines from ionized Fe near 1.2 keV and 6.7 keV, Mg
near 1.7 keV, Si around 2.1 keV, S by 2.7 keV, Ar (or lack thereof) near 3 keV, Ca by 4
keV, and the Fe+Ni complex at 8 keV. These features can be used as elemental abundance
probes to assesss deviations from the traditional ‘Coronal’ abundance values during various
solar conditions.

Due to the X123 noise sources mentioned earlier, Be window thickness and uncertainties

in the photon inversion process, and to the off-diagonal elements of the X123 response, the

lower end of the MinXSS-1 X123 spectra valid for scientific analysis is ∼0.8 keV. The sharply

decreasing solar flux for the higher energies limit and the MinXSS small aperture result in

an effective high energy limit of ∼12 keV. Even for flares as large as M5.0, the flux is not
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large enough to produce a statistically significant count rate above 12 keV before effects such

as detector dead-time and pile-up hinder the accuracy of the spectra. Thus, our MinXSS-1

X123 has an effective solar flux energy range of 0.8 - 12 keV and should return quality data

up to low X-class flares if corrected for dead-time and pile-up effects. The MinXSS-2 X123

Fast SDD spectrometer with a nominal slow channel peaking time of 1.2 µs, is four times

faster than the nominal 4.8 µs peaking time, thus one would expect roughly four times the

count rate before inaccurate spectra. But the MinXSS-1 Be window is much thicker than the

MinXSS-2 window (24.5 vs. 11.2 µm), making comparisons non-linear. Early estimates put

the MinXSS-2 X123 maximum GOES level at X-class solar flares. Future data will reveal

the full relation, keeping in mind that the axis on Figure 8.16 are rough estimates and that

the spectral distribution of photons is non-linear vs. GOES flux levels.

The spectral photon flux estimates in Figure 9.7 demonstrate the drastic change in the

soft-X-ray spectra. The X123 soft X-ray spectrum measured change by orders of magnitude

over a few GOES level changes. Additionally, the XP fA signal (converted from the measured

DN signal) scales with the GOES flux levels of A5 to M5. This provides a consistency check

for the X123 spectral signal. While the qualitative nature of this change is not new, the

quantitative determination of the magnitude of this change is relevant. Table 9.1 lists the

X123 and XP count rates as a function of GOES class and is plotted in Figure 9.7. The

measured XP signal was compared to the X123 estimated XP signal, by taking the X123

estimated photon flux and computed the XP signal from this flux. The resultant ‘X123

modeled’ XP signal is then compared to the measured XP signal. The XP measured and

‘X123 modeled’ XP signal agree to within ∼4% except for the GOES A5 measurement. At

low GOES levels the XP signal becomes comparable to the thermal photodiode noise and

leads to underestimated signals. This is apparent in the QS emission measure inferences.

A particularly interesting feature in the X123 spectrum is the presence of two ‘humps’

near 1.7 keV due to Mg XI and Mg XII line groups, and 2.1 keV from Si XIII and Si XIV lines.

These hump features persist for all GOES levels and provide useful diagnostics for element
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abundance estimations. The Fe XXIV and Fe XXV line complex near 6.7 keV is prominent

for the GOES flares of levels C2.7 and higher. This line complex is well suited to estimate

the Fe abundance modification during solar flares vs. the QS (non-large-flaring Sun). Only

for the brightest flares (M5.0 and M1.2 in this dissertation) is the Fe-Ni complex near 8.0

keV pronounced and suitable for analysis. For smaller flares the signal is not statistically

significant to infer physical properties from this feature. These measurements demonstrate

the MinXSS dynamic range of its solar measurements.

The consistency between X123 and XP em loci provide further confidence that both

instruments are performing nominally. The minimum of all the em loci for the MinXSS-1

X123 energy bins provides an upper limit to any multi-temperature and DEM fits. The

energy must be spread over a range of temperatures and thus could not ‘touch’ the em loci

at any point. Thus em loci provide firm upper limits to the temperature distribution for a

particular measurement from a particular instrument. Em loci are not a new tool, they have

been used most notably in XRT, EIS, AIA, FOXSI, RHESSI and NuSTAR analysis to name

a few. Em loci can be a valuable aid in MinXSS data analysis.

9.5 MinXSS and GOES X-ray Sensor (XRS) Cross-Calibration

A main benefit of conducting routine spectrally resolved soft X-ray measurements is

the ability to calculate and track the spectral distribution of energy flux. This information

is important for models of Earth’s atmospheric response to solar radiative forcing, solar flare

analyses and comparison of the solar X-ray flux to other stars. Table 9.1 lists the integrated

soft X-ray energy flux (multiplying the energy flux by the X123 bin width and summing over

photon energy bins) above 1 keV estimated at 1 AU from MinXSS-1 X123 measurements

for the main five GOES levels. This information is also in Panel A of Figure 9.8. Panel

B displays the fitted power law relationship, y = a(xb), between the MinXSS-1 X123 total

counts and the total radiative energy greater than 1 keV energy, which is not quite linear.

The data in the scatter plots (Panels B, C and D) are from 2016 June 10 - 2016 November
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30. The coefficient of 2.2 × 10−8 J counts−1 m−2 can be used to obtain a rough estimate

of the energy content from the X123 total counts alone. A large portion of this energy (up

to an order of magnitude) resides below 2 keV and this is apparent when comparing to the

corrected (divided by 0.7) GOES XRS 0.1 - 0.8 nm flux, see Panel A in Figure 9.8.

There is a correlation between the 0.1 - 0.8 nm (∼1.55 - 12.4 keV) energy flux calculated

from MinXSS-1 X123 and GOES XRS (Panel D of Figure 9.8). The XP count rate (DN s−1)

has a near linear relationship to the GOES XRS 0.1 - 0.8 nm flux, especially above GOES B1

levels and is useful as a proxy to the GOES XRS measurements. This is expected as XP tracks

the total soft X-ray energy incident on the MinXSS-1 aperture (number of electron-hole pairs

generated is proportional to Eph). Exact linearity is not expected between X123 count rate

and GOES XRS energy flux because X123 is photon counting. These results validate the

dynamic response of the MinXSS-1 X123 and XP to the solar flux. The next section discusses

the feasibility of extracting physical information from model fits of the MinXSS X123 data

to estimate plasma temperature, density, emission measure and elemental abundances.

For the QS spectra, there are not enough counts for energies = 2.5 keV and not

‘strong enough’ features for a consistent fit and thus the individual element abundance

parameters are poorly constrained. But for the pre-flare spectra and flares statistically

significant abundance values can be deduced. Again the trend is clear that there is a decrease

in the abundance majority of the low-FIP elements (Fe, Si, Mg, Ni) during the flare-peak

vs. the pre-flare fits. Additionally, the individual element abundance variation observed

provides further evidence for a more complicated fractionation process than a simple single

FIP-Bias scaling for all the low-FIP elements. Similar conclusions about abundances being

more complex than a FIP-Bias scaling have been expressed in recent studies, such as in [138]

and [38].

This is further complicated by the postulated decrease in abundance from the nominal
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Table 9.1: MinXSS-1 count rate and photon energy flux of observations from GOES A5 -
M5 levels. RatioB5 is the count rate value of the corresponding row divided by the B5 count
rate.
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Figure 9.8: Panel A shows the MinXSS-1 X123 derived photon energy flux at 1 AU (in mks
units - W m−2 keV−1) and scaled back to the Solar surface (in cgs units - erg s−1 cm−2

keV−1). The total energy flux at 1 AU as measured by MinXSS-1 for photon energies ≥ 1
keV is listed for the GOES ∼A5 (blue), B5 (cyan), C2.7 (green), M1.2 (red) and M5.0 (black)
class observations. Panels B - D contain scatter plots, correlation coefficients and linear fit
of MinXSS-1 X123 photon energy ≥ 1 keV to count rate (Panel B), MinXSS-1 X123/XP
count rate to GOES 0.1 - 0.8 nm flux (Panel C) and MinXSS-1 X123 photon energy flux
integrated from 0.1 - 0.8 nm (∼1.55 - 12.4 keV) to GOES XRS 0.1 - 0.8 nm flux (Panel D)
all show very strong correlations, validating the MinXSS data.

coronal/photospheric ratio of Ar for the three flares here and Ca for two of the three flares.

The abundances of Ar and Ca have been of recent interest in Hinode EIS spectrum [40, 39]

and MinXSS can provide an additional diagnostic in investing any anomalous behavior. A

more rigorous analysis of elemental abundance variations, solar flares, quiescent conditions

and active region evolution comprising DEM fits and are planned for the future.

The MinXSS-1 X123 spectral fits of the non-flaring Sun are consistent with a dominant

emission component between 1 - 3 MK with volume emission measure values near 1049 -

1050 cm−3, which is not surprising. To highlight the limit of inference in these simple 2T
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models, we include the more uncertain hotter (' 4.5 MK), dimmer (/ 1048 cm−3) secondary

component. With this secondary component, the model fits the data well with reasonable χ2

values. Without this secondary temperature component, the 1T models underestimate the

measured count rate above 2.5 keV, albeit a DEM fit could reconcile this excess. The ability

of MinXSS data alone to constrain this contribution is limited (due to the small effective

area) and can only provide upper limits to the emission measure. We caution against the

existence of this hot-dim component (we signify this with ** in Table 9.2 and Table 9.3

on the fit parameters and a dash-dot delta function without a black outline in Figure 9.11)

without conclusive evidence provided by simultaneous observations from other more sensitive

instruments. The purpose of this dissertation is to highlight the MinXSS capabilities, but

this also encompassess uncovering the limitations.

We checked the estimated GOES XRS 0.05 - 0.4 nm flux for the MinXSS 2T inferred

pre-flare secondary hot-dimmer components using the goes fluxes.pro IDL code. The mea-

sured fluxes from the GOES 0.05 - 0.4 nm channel would have to be between at least 2.2, 2.9,

and 4.2 × 10−9 W m−2 (for photospheric abundances) for the pre-flare times of C2.7, M1.2

and M5.0 for this component to have the emission measure similar to the MinXSS 2TAllFree

fits. All measured GOES 0.05 - 0.4 nm fluxes were at about factor of 2 below the estimated

values. Spectral fits to accommodate the measured count rate above 2.5 keV is most likely

reconciled by DEM fits of MinXSS data coupled with other soft X-ray data. This will be

done soon.

There has been numerous literature discussing active region hot components (T = 5

MK) inferred from soft X-ray data (see [28, 111, 130, 139, 137, 136] to state a few and

references therein). All of these aforementioned studies had their respective limitations.

Future measurements from the MaGIXS [89] sounding rocket and continued measurements

from FOXSI [78] sounding rockets, plus the NuSTAR satellite [67] will provide additional

data to validate or further the case to rebuke the previous claims of the hot-dim plasma’s

presence, or at the very least, provide firm upper limits on its emission measure. The only
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Figure 9.9: MinXSS-1 X123 count flux solar measurements (solid lines) with the best fit
spectra overlaid (dashed lines), for temperature and emission measures derived using the
OSPEX suite. The residuals are listed also (M = model, D = data, and E = uncertainty).
The shaded regions indicate the uncertainties in the count flux. A 2T model with select
elemental abundance fit separately (2TAllFree). The best fit parameters with their uncer-
tainties are listed in Table 9.3 and Table 9.4. There is a 2T model used for non-large-flaring
times (QS and pre-flare) and an additional 2T model is added to compensate for the radia-
tive enhancement during the flare-peak times. The vertical dash-dot-dot-dot lines show the
high and low energy limits for the spectral fits.

substantial inkling seems to be from the Extreme Ultraviolet Normal Incidence Spectrograph

(EUNIS-13) rocket flight [21]. MinXSS data combined with the other soft X-ray and UV

observatories can help to further constrain the existence of hot-dim and investigate the solar

plasma temperature distribution.

We will now refer back to the em loci for an intuitive understanding of the measure-

ments for the case of large flares during peak emission times, we expect the flaring plasma

to dominate the solar spectral emission. Thus, a 1T model result would peak near this value
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Figure 9.10: Volume emission measure loci (em loci) plots with MinXSS-1 OSPEX 1TFree
fit parameters over-plotted as delta functions in temperature with filled diamonds indicating
the emission measure value for the non-large-flaring sun (pre-flare). These MinXSS-1 em
loci and fit parameters correspond to the spatial distribution captured by Hinode XRT in
Figure 9.15. The solid colored lines correspond to X123 counts summed to 0.3 keV wide
energy bins and the dash-dotted lines are the XP loci. The rainbow keV values in the top
left plot indicate the color code for the minimum energy bin use for each X123 em loci. The
em loci indicate the maximum emission if all the plasma was isothermal for each summed
energy bins. GOES averaged values are listed for photospheric (pentagon) and coronal
(square) abundances. The plot of X123 1TFree fits are to demonstrate, 1) the agreement
with the overlapping X123 em loci, 2) agreement with the overlapping XP em loci and 3)
consistency with the GOES XRS isothermal estimation except for low GOES levels like the
∼A5 levels (due to the non-linearity of GOES for low flux levels).

and this is what was observed for the 1T models. The 1TFree model for the QS and 3

pre-flare times are displayed in Figure 9.10 to exemplify this (the diamond symbols). The

values for all the pre-flare times are near 3 MK and coincide with the GOES XRS isother-

mal estimates for coronal (squares) and photospheric (pentagons) abundances. Moreover,

the X123 1TFree values lie in between the GOES XRS coronal and photospheric estimates,

as they should because the fit results for X123 reside in between coronal and photospheric

FIP-Bias values. The 3 MK isothermal plasma temperature is consistent with the inferred
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active region DEM peak from the combined Hinode EIS and SDO AIA study of [35].

The peak-flare emission in this exploratory study of MinXSS-1 consistency with GOES

is best described by a persistent cooler component between 3 - 7 MK plus a hotter contri-

bution (= 13 MK) that dominates at the higher energy flux. All flare data analyzed in

this dissertation cover about a 3 - 4 minute time-frame centered about the peak soft X-ray

emission times. Refinement of the MinXSS-1 spectral responses is a continual endeavor,

particularly for high flux times, such as the M5.0 flare (which is currently the highest flux

observation that we have analyzed thoroughly). The deviations near values of 5 between the

uncertainty normalized difference between the model and observations for the Si 2.1 and the

Fe 6.7 keV features exhibit the need for further improvement.

The 2TAllFree em loci results are displayed in Figure 9.11. The best fit emission

measure and temperatures are the delta functions with stars at the emission measure value.

The [158] M5.0 flare fit results are overlaid as the dashed histograms in the bottom right

panel. The thick black em loci is for the M5.0 flare and the thick cyan em loci for the pre-flare,

both are the minimum of all the individual energy bins corresponding to the spectral model

used in the [158] analysis. The GOES XRS average flare-peak time 1T emission measure

and temperature results for photospheric and coronal elemental abundance are over-plotted

for comparison.
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Table 9.2: MinXSS-1 2TFree (one FIP-Bias scale factor) spectral fits of observations from
GOES A5 - M5 levels. The uncertainties in the fit parameters are in parendissertation. **
highlights that the pre-flare data inferred dimmer and hotter second component is near the
limit of the MinXSS plasma diagnostic capabilities and thus not as well constrained.
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Table 9.3: Temperature and emission measure values from MinXSS-1 2TAllFree (separate
elemental abundance scale factors) spectral fits of observations from GOES A5 - M5 levels
and plotted in Figure 9.9. The best fit abundances are listed in Table 9.4. The uncertainties
in the fit parameters are in parendissertation. ** highlights that the pre-flare data inferred
dimmer and hotter second component is near the limit of the MinXSS plasma diagnostic
capabilities and thus not as well constrained.

GOES Level EM1 T1 EM2 T2

(1049 cm−3) (MK) (1049 cm−3) (MK)
QS ∼A5 15.2 (0.21) 1.93 (0.05) – –

C2.7 PreFlare (∼B3) 7.29 (0.59) 1.91 (0.04) *0.05 (0.01)* *5.25 (0.23)*
C2.7 flare 1.91 (0.12) 3.82 (0.08) 0.09 (0.006) 15.92 (0.45)

M1.2 PreFlare (∼B3) 11.90 (2.5) 1.69 (0.08) *0.18 (0.03)* *4.45 (0.16)*
M1.2 flare 8.27 (0.41) 3.61 (0.05) 0.57 (0.02) 12.38 (0.16)

M5.0 PreFlare (∼B5) 5.44 (0.78) 2.04 (0.08) *0.11 (0.03)* *5.19 (0.26)*
M5.0 flare 8.16 (0.11) 7.18 (0.02) 1.38 (0.02) 20.78 (0.16)
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9.6 MinXSS and Reuven Ramaty High Energy Solar Spectroscopic Imager

(RHESSI) Comparison

The Reuven Ramaty High Energy Solar Spectroscopic Imager (RHESSI) has been pro-

ducing spectral resolved images of the Sun from soft X-rays (3 keV) to Gamma rays (17

MeV) with its cooled germanium detectors soon after its launch on 2002 February 5 [101].

RHESSI spins at a rate of 15 revolutions-per-minute and use it’s arrangement of front and

rear grids to generate spatial Fourier components of the emitting source on the Sun to locate

the emission. Via this in-direct imaging, RHESSi can reconstruct the spatial distribution

of the source via a back-projection method and further improve the image spatial resolu-

tion with various image reduction techniques such as Clean, MEM, etc. RHESSI has been

an influential NASA small Explorer Mission and has provided unprecedented data on solar

flares across the high energy domain. I solely compare the spectral data from simultaneous

RHESSi and MinXSS observations of a couple of flares previously discussed in the initial

MinXSS-1 cross comparisons.

A further check of the MinXSS-1 flare measurements is provided with a comparison to

near simultaneous RHESSI measurements. RHESSI results are overlaid as ‘R’ in Figure 9.11

for the M1.2 and M5.0 flares, which were the only flares in this dissertation simultaneously

observed by both MinXSS-1 and RHESSI. The RHESSI fits were performed in OSPEX, com-

posed of a 1T thermal and a non-thermal (thick2) bremsstrahlung component. The spectra

were fit from ∼6 keV to the maximum photon energy with signal above the background (∼30

keV). The RHESSI thermal fit components yield values near GOES estimates [155] and the

MinXSS-1 em loci curves (discussed in Section 9.2). RHESSI estimates a temperature of 15

MK for both flares and emission measure values of 0.1 and 2.5 × 1049 cm−3 respectively for

the M1.2 and M5.0 flare. RHESSI fits indicate an elemental abundance FIP-Bias factors of

2.1 and 1.3 for the M1.2 and M5.0 flares respectively, both below ‘traditional’ coronal values.
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Table 9.4: Separate abundance values are in abundance ratio units of coronal/photospheric,
where the coronal values are from [48] and the photospheric values are from [23] from
MinXSS-1 2TAllFree spectral fits of observations from GOES A5 - M5 levels that are plotted
in Figure 9.9. Elemental abundances that were fixed during fitting have a ‘fixed’ in parendis-
sertation in place of an uncertainty. These values were fixed during fitting when there were
not sufficient counts in the corresponding spectral feature to ascertain an abundance. The
abundances of He, C, O, F, Ne, Na, Al and K were fixed at photospheric values. The best
fit temperatures and emission measures are listed in Table 9.3.

Element Fe Ca S Mg Si Ar Ni∗

FIP (eV) 7.90 6.11 10.36 7.65 8.15 15.76 7.64
QS ∼A5 0.06 (1.75) 4.00 (fixed) 1.29 (fixed) 1.43 (0.18) 3.90 (0.89) 1.20 (fixed) 0.06 (1.88)

C2.7 PreFlare (∼B3) 2.26 (0.28) 4.00 (fixed) 1.32 (0.64) 2.60 (0.10) 3.39 (0.20) 1.20 (fixed) 2.43 (0.30)
C2.7 flare 0.78 (0.08) 3.18 (0.47) 1.11 (0.69) 1.06 (0.07) 1.38 (0.07) 0.81 (0.28) 0.84 (0.08)

M1.2 PreFlare (∼B3) 1.94 (0.23) 4.00 (fixed) 0.98 (0.74) 2.30 (0.13) 1.80 (0.14) 1.20 (fixed) 2.08 (0.25)
M1.2 flare 1.00 (0.06) 1.64 (0.26) 1.05 (0.67) 1.59 (0.06) 1.34 (0.04) 0.75 (0.16) 1.08 (0.06)

M5.0 PreFlare (∼B5) 2.39 (0.28) 4.00 (fixed) 1.37 (0.64 2.26 (0.12) 2.41 (0.17) 1.20 (fixed) 2.56 (0.29)
M5.0 flare 1.85 (0.02) 4.23 (0.11) 0.90 (0.65) 1.62 (0.03) 0.80 (0.01) 1.10 (0.01) 1.98 (0.02)

∗ The Ni abundance was linked to the Fe abundance. So this is not a truly independent
estimate of the Ni abundance.
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Figure 9.11: Em loci plots with MinXSS-1 OSPEX 2TAllFree fit flare-peak and QS param-
eters over-plotted as delta functions in temperature with filled stars indicating the emission
emission measure value. The solid line delta functions are well constrained by the MinXSS
data. The pre-flare dash-dot delta function without the black outline indicates that the
hotter-dimmer component is less constrained by MinXSS data. The thin solid colored lines
correspond to X123 counts summed to 0.3 keV wide energy bins and the dash-dotted lines
are the XP loci. The rainbow keV values in the top left plot indicate the color code for
the minimum energy bin use for each X123 em loci. The X123 and XP em loci are consis-
tent. The [158] M5.0 flare fit results are overlaid as the dashed histograms in the bottom
right panel. The thick black em loci is for the M5.0 flare and the thick cyan em loci for
the pre-flare, both are the minimum of all the individual energy bins corresponding to the
spectral model used in the [158] analysis. GOES averaged values are listed for photospheric
(pentagon) and coronal (square) abundances. RHESSI values for the M1.2 and M5.0 flare
are indicated by the ‘R’.

It is not expected for MinXSS-1 and RHESSI to return the exact same temperature and

emission measure values due to the different spectral responses, spectral resolution, effective

areas and consequential temperature sensitivities, but one expects consistencies in RHESSI

plasma parameters with MinXSS em loci and inferred photon flux. MinXSS-1 and RHESSI

photon flux in Figure 9.12 provides one of the few spectrally complete flare measurements

from 1 keV to at least 15 keV. The combined MinXSS-1 and RHESSI dynamic range spans

nearly eight orders of magnitude of photon flux and there is overlap near the 6.7 keV Fe
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complex. The ∼8 keV Ni feature is also apparent in the MinXSS-1 spectra. Similarly,

RHESSI data can be used to extract non-thermal contributions to the MinXSS-1 spectra for

large flares. The discussion of the instrument complexities, and cross-calibration between

MinXSS and RHESSI is reserved for a future dissertation (Amir et al., in prep).

Figure 9.12: MinXSS-1 M1.2 and M5.0 flare photon flux spectra with overlaid RHESSI
spectra. These near simultaneous measurements provide complete spectral coverage from 1
keV to the minimum detected flux from RHESSI and spans eight orders of magnitude in
flux. The main overlap between instruments for flares is near the 6.7 keV Fe complex. This
comparison helps validate the MinXSS observations.
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9.6.1 Differential Emission Measure (DEM)

The Solar corona is not isothermal, and thus we implement a new tool to aid in analysis

of the solar corona. In Section 6.2.4 DEM were mentioned as one of the most physically

realistic interpretations of the radiation detected from the optically-thin solar corona. DEM

analysis is extremely tricky and filled with nuance.

(1) Given a set of observations (counts in a data set, Ci), there may be no solution

that satisfies Equation 9.4 within the given uncertainties (δCi).

(2) A solution can consist of DEM results that have negative emission measures, which

is mathematically consistent, but non-physical.

(3) If a solution exits, it may be non-unique, meaning that there can be multiple

realizations of DEMs that give the same predicted count rate, depending on the

form of the temperature response, Fij(T) (ith data set and jth temperature bin).

(4) The solution could be unstable, meaning that small perturbations of the

measurement (Ci) on the order of magnitude of the measurement uncertainties

(δCi)) can lead to large deviations in the DEM solution (noise amplification).

Furthermore, there are intrinsic limitations to using X-ray observations alone to extract

DEMs [32]. This basically stems from the exponential in the kernel in the contribution

function, G(T, Eij, ne). The exponential dependence arises from the Maxwellian electron

velocity distribution. In low density, high temperature plasma, the ‘coronal’ approximation

is commonly employed for radiative analysis [58, 6]. The approximation assumes that the

plasma is optically-thin surrounding radiation and that the radiation is primarily driven by

electron collision with an ion/atom, that subsequently de-excites via spontaneous emission.

The electrons velocities and ion states are assumed to be dominated by thermal processes,

and thus the radiation will have limited diagnostic capabilities. The temperature dependence
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in the kernel, e
−E
kT

T 0.5 , desensitizes the radiation to changes in the plasma temperature, T. In

general, small changes in T, do not lead to large changes in the radiation profile. These

intricacies hamper broadband filter data (like XRT) and course resolution spectrometers

(like MinXSS X123), in the ability to extract the DEM structure, because the signal is

dominated by the X-ray continuum emission, but these class of instruments can still set

upper limits on the emission measure vs. temperature over broad temperature ranges.

High spectral resolution spectrometers still suffer from the radiation temperature de-

sensitizing effects from the Maxwellian kernel, but are better at confining the temperature

structure. The ionization state of ions calculated by from collisional ionization equilibrium

(CIE), which again have an exponential dependence due to the Maxwellian distribution of

electron energies, can have large ‘wings’ in temperature space of the fractional abundance

for a particular ion state. Thus, the CIE predicted ion fraction can peak at a temperature

Tpeak, but still have detectable emission from that ion if the actual plasma DEM much lower

or higher than Tpeak. An example of this is discussed in Del Zanna 2013 [35], where emission

from Fe XVIII (with TFeXV III−peak ≈ 7 MK for CIE) is detected from methods using Hinode

Extreme Imaging Spectrometer (EIS) and AIA data, but the results from a comprehensive

DEM extraction yield that the majority of plasma has T ≤ 3 MK. Further, observations

similar those of EUNIS-13 for hot ions like Fe XIX (TFeXIX−peak ≈ 8.9 MK) [21] help refine

our knowledge of the coronal DEM. Ionization equilibrium can be broken when the heating

process heats the ions or electrons at different rates and much faster than the ion-electron

collisional timescale, τie (which is dependent upon the ion-electron collisional frequency, νie).

An important note is that ionization non-equilibrium is important for flares (especially in

the early phases) [13].

With these caveats in mind we implement DEM fitting processes to determine the

plasma temperature structure throughout the rest of this dissertation. There are many

methods of using the information from Equation 6.6 to solve for the plasma DEM from the
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measured signals via Equation 9.4.

Ci =

∫
T

DEM(T )F (T )dT

=
∑
j

DEM(T )jFij(T )∆Tj
(9.4)

.

The main DEM method utilized in this dissertation is a forward model iterated until

χ2 is minimized. All DEM results in this dissertation will be displayed as emission measure

vs. temperature plots, where the DEM has been integrated over each corresponding temper-

ature bin, to demonstrate the total emission per temperature. The xrt dem iterative2.pro

(XIT, [154]) uses spline points in log(Te) space (here we will assume that that the ions and

electrons are in thermal equilibrium, T = Te, which in reality is not always the situation). To

estimate the uncertainty of the XIT realization, many Monte Carlo (MC) runs can be com-

puted. The MC trails solve the forward fitting spline methods with the observational values

perturbed about the input values within 1-σ of the given uncertainties. The forward model-

ing guarantees a positive solution in DEM space, but many forward fitting techniques must

assume a functional form a priori. Another method is to assume a Gaussian shape for the

temperature structure along the line of sight. This methodology has been implemented on

AIA data assuming each pixel has a Gaussian temperature distribution and returns limited,

but satisfactory results [7] (see Figure 9.13)

Direct inversion methods, DEM(T) = F−1
ij (T)Ci, like Regularized Inversion (RIT, [68]),

can return negative emission measures, which while mathematically is a viable solution, is

not physically realistic. RIT uses singular value decomposition with a ‘tweaking’ parameter,

to return a ‘smoothed’ DEM solution (minimizes oscillatory behavior). The RIT technique

was explored in this dissertation work, but is omitted in this dissertation document. An-

other inversion technique, called the Sparse DEM ([30] obtains a DEM by minimizing the

number of zero emission measure temperature bins subject to constraints set by the data
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and corresponding measurement uncertainties.

To explore the DEM solutions using MinXSS-1 data alone with XIT, MinXSS-1 obser-

vations on 2016 September 5 (cross-calibration data with XRT) is displayed in Figure 9.14.

because MinXSS instruments sum the solar signal across the field of view, this represents the

‘average’ DEM solution that can best recreate the MinXSS-1 XP and X123 measurements.

The first thing to notice it the lower emission measure values in the XIT DEM solution as

compared tot he 1T and 2TFree fits at the same temperatures (see Figure 9.27). The 1T and

2TFree solutions are basically at the same emission measure magnitude (per temperature)

as the MinXSS-1 em loci. The XIT DEM solution (black thick line) is much lower than the

minimum of all the MinXSS-1 em loci. One can envision this as conservation of energy. For

each MinXSS-1 measurement, a total radiative energy can be inferred in the soft X-rays.

When the plasma is assumed to be primarily at one or two temperatures, the amount of

radiation is only coming from those corresponding delta functions in temperature. As more

temperatures contribute to the spectral flux, less radiation is needed at the original 1T or

2T values to generate the amount of energy determined by the observation. Thus, as more

temperatures are included the emission measure profile spreads out and will always be lower

than the collective minimum of the broad (in temperature space) emission measure loci from

MinXSS (broadband spectrometer), XRT or AIA (filters with broad temperature responses).

Now for spectral line DEM results from spectrometers like Hinode EIS, the DEM results will

be very close to the minimum of each spectral line em loci used to constrain the DEM. This

is the main reason that spectral line DEM analysis can better constrain the temperature

structure and not simply set upper limits to the DEM.

The pixel-by-pixel DEM solutions obtained from the 1 Gaussian and Sparse techniques

on AIA data alone are displayed in Figure 9.13 The DEM results supplies an intuitive

comprehension of the variability of temperature and emission for different solar features.

Consistencies between the 1 Gaussian and Sparse include:
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(1) active regions have the highest total emission,

(2) active regions also harbor the highest emission measure weighted temperatures

(3) coronal holes are really void of emission, hence the name

(4) the majority of the solar coronal defined by area (not active regions) is near 0.5 - 2

MK and has a substantial diffuse component that dominates the emission in this

temperature range

The spatially averaged 1 Gaussian and Sparse DEMs (over positive pixels) are over-

ploted in Figure 9.14 to compare with the XIT results. The AIA only DEMs have substantial

high temperature (T ≥ 10 MK) contributions that over estimate the MinXSS-1 X123 obser-

vations. While in contrast the MinXSS-1 only XIT DEM accurately recreates the MinXSS-1

measurements. MinXSS-1 X123 em loci mitigate the realization of this hotter contribution,

but have a large amount of plasma at cooler temperatures (T ≤ 10 MK), where MinXSS is

poor at constraining the emission. We will see that the inclusion of AIA data with MinXSS

removes the spurious low temperature emission and confines the hotter portion.



172

Figure 9.13: MinXSS-1⇔ XRT cross-calibration on 2016 September 5. (A) 1 Gaussian DEM
map for emission weighted temperature (left) and peak column emission measure (right).
(B) Sparse DEM map for emission weighted temperature (left) and total volume emission
measure (right). Both maps are fairly consistent (where there are valid Sparse results).
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Figure 9.14: MinXSS-1⇔ XRT cross-calibration on 2016 September 5. Left plot: MinXSS-1
XP and X123 only DEM fit results. VEM vs. temperature using the XIT method (black
thick histogram line). The thin red histogram lines are 100 Monte-Carlo realizations and give
an indication of the fit uncertainty. The XIT DEM is from the spatially integrated MinXSS-
1 data. The thin black histogram line is the 1 Gaussian DEM result using AIA data only.
The thin black histogram dashed line is the Sparse DEM result using AIA data only. The
AIA only DEMs will be discussed in detail in the AIA calibration section. Both AIA only
DEMs have substantial very hot plasma (T geq 10 MK) inference that over estimate the
observed X123 count rates. The 1 Gaussian and Sparse DEM are solved per pixel grouping
and averaged over the positive pixels. The colored solid lines are the X123 em loci and the
dash-dot-dot-dot black line is the XP em loci. Right plot: MinXSS-1 X123 measured and
DEM count rates. The XIT predicted MinXSS-1 count rates agree very well given all the
uncertainties in the DEM fitting process.
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9.7 MinXSS and Hinode X-ray Telescope (XRT) Cross-Calibration

Hinode X-ray Telescope is a grazing incident focusing optic telescope (Wolter I) with

relatively broadband filters and a charge-coupled-device (CCD) detector operating in inte-

grating mode (vs. photon counting mode) [57, 81]. Hinode has been in operations observing

the Sun regularly since its launch in 2006 September 22 [90]. XRT also has a co-aligned

optical telescope to serve as a reference for the solar disc. This dissertation will only discuss

the X-ray portion of the XRT instrument. XRT has a nominal 2,048” x 2,048” field of view

with a 1” pixel size. The focusing optics give XRT a much larger collecting area (XRT

max effective area ∼1 cm2) than MinXSS and hence sensitive much much dimmer plasma

for the same exposure time. But many of the exposures are fairly short (on the order of

1 second, except for the thickest filters) and the MinXSS-1 nominal integration time is 10

seconds. So in theory, combining many 10 second integrations from MinXSS-1 can probe

similar intensity plasma as XRT. The relatively short exposure times for XRT images are to

mitigate saturation of the CCD pixels. To enhance dynamic range long, medium and short

exposure times can be combined to make a composite image with increased dynamic range,

after normalization by the exposure time (DN s−1). The long exposures allow detection of

dimmer plasma, the medium exposure replaces the saturated pixels in the long exposure and

the short exposure replaces the saturated pixels in the medium exposure. All XRT data

discussed in this dissertation are composite images where applicable and in count rate units

(DN s−1).

XRT Be-thin images are displayed in Figure 9.15 to provide qualitative spatial context

for the X-ray emission that MinXSS detects for non-large-flaring times. The XRT Be-thin

serves as the closest XRT synoptic filter analog to the MinXSS spectral response. The four

panels in Figure 9.15 are the closest XRT full-Sun synoptic images in the times discussed in

the earlier study for the QS (Panel A), pre-flare C2.7 (Panel B), pre-flare M1.2 (Panel C)

and pre-flare M5.0 (Panel D) times. It is clear that active regions are present, their emission
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dominate the MinXSS count rates (due to the hotter plasma content).

Figure 9.15: Log-scaled count rate Hinode X-ray Telescope (XRT) Be-thin full Sun images
near the time of the MinXSS-1 observed QS (Panel A), Pre-flare times for the C2.7 (Panel
B), M1.2 (Panel C) and M5.0 (Panel D) flares. The XRT images provide information on
the spatial distribution of the soft X-ray emitting plasma, since MinXSS measurements are
integrated across the entire FOV.

Reference XRT effective area curves are displayed in Figure 9.16. XRT has a con-

tamination that is diminished during repetitive bake-outs, but re-accumulates [117, 118].

Thus, the contamination varies as a function of time and the latest version of the XRT spec-

tral responses must be used during analysis. Fortunately, for the purpose of MinXSS and

XRT cross-calibration, the filter that have spectral responses peaked closer to the MinXSS
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bandpass (∼ 0.9 - 12 keV), Be-thin, Be-med, Be-thick, Al-med, Al-thick. These are the

so-called ‘thick’ filters. The so-called ‘thin’ filters, Al-mesh, Al-poly, Ti-poly and C-poly

have significant effects due to the contamination.

Figure 9.16: Example of the Hinode XRT filter effective areas (cm2). It is clear that the
‘thick’ filters of Be-thin, Be-med, Be-thick, Al-med and Al-thick should yeild the most con-
sistent results with MinXSS XP and X123 signals, because of the similarities in spectral
responses.

As discussed earlier an analogous procedure to the MinXSS-1 XP calculation Equa-

tion 9.1, is used to create the XRT temperature response, F(T). It is clear in Figure 9.17 that

the temperature responses depend on the elemental abundances used in the photon emission

model. Again this is due to the location of numerous bound-bound transitions from Fe, Ni,

Si, Ca, Mg and S in the soft X-ray portion of the electromagnetic spectrum. The solid lines

in Figure 9.17 correspond to the Feldman 1992 ‘coronal abundances’, dotted lines are the

Schmelz et al. 2012 ‘Hybrid’ and the dash and dash-dot-dash are the Caffau et al. 2011
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and Asplund et al. 2009 (respectively) photospheric abundances. All XRT results in this

dissertation use the best fit (either 1T or 2TFree) abundance estimates from MinXSS-1 X123

data.

Figure 9.17: Example of the Hinode XRT filter temperature responses, F(T), (DN s−1 cm5

pixel−1) in column emission measure units (CEM) for various abundances. The solid line is
the nominal ‘coronal’ abundances of Feldman 1992 (Alow−fip ≈ 3 - 4), the dotted line is for
the ‘Hybrid’ abundances from Schmelz et al. 2012 (Alow−fip ≈ 2), the dashed and dash-dot
lines are for the photospheric derived abundances from Caffau et al. 2011 and Asplund et al.
2009 respectively (Alow−fip = 1). It is obvious in the XRT temperature response curves, like
the MinXSS curves that the X-ray emission is very sensitive to the elemental abundances of
the emitting plasma.

To quantify the connection between MinXSS-1 and XRT I undertook a cross-calibration

over the MinXSS-1 mission length (2016 June 9 to 2017 April 25). Because MinXSS-1

instruments integrate over the entire field of view (∼ 4◦ x 4◦). Thus, all XRT data in this

cross-calibration is from the full Sun XRT images (∼ 2,048” x 2,048”) over the mission

length and for a subset of measurements (2016 September 5). Comparisons between XRT

and MinXSS-1 are between:
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(A) MinXSS-1 X123 inverted photon flux (Eph ≥ 0.9 keV), OSPEX 1TFree and 2TFree

fit photon fluxes (using the xrt flux.pro) predicted DN s−1 to measured XRT DN

s−1 (see Figure 9.19).

(B) Pearson linear correlation coefficients of MinXSS-1 X123 measured count rate (Eph

≥ 0.9 keV), interpolated to the XRT measurement times (see Figure 9.19).

(C) Spectral Pearson linear correlation coefficients of MinXSS-1 X123 measured count

rate per 0.3 wide keV bin, interpolated to the XRT measurement times (see

Figure 9.20).

(D) XRT filter ratio emission measure vs. temperature predicted MinXSS-1 X123 count

rates, to the measured X123 count rate on 2016 September 5 (see Figure 9.29).

(E) Em loci of XRT and MinXSS in VEM units on 2016 September 5 (see Figure 9.29).

(F) XIT DEM fits of MinXSS-1 only data, XRT data only and combined MinXSS-1

and XRT on 2016 September 5 (see Figure 9.31 and Figure 9.32).

We shall start with the MinXSS-1 mission length time comparison between the X123

count rate and OSPEX fits. The photon flux estimated from the MinXSS data or model fits

are folded through the XRT spectral response curves given in Figure 9.16, the photon-electron

gain and other effects are accounted for to create the estimated XRT signal. Be-thin and

Al-med have the best consistency between the X123 data and the 1T and 2TFree fits. The

ratios between the X123 inferred DN rate and actual DN rate in Figure 9.18 and Figure 9.19

are no more than a factor of 10 and mostly within a factor of 2. With the uncertainties

of X123, and XRT spectral responses this is an acceptable agreement. The Pearson linear

correlation coefficient is the largest for these two filters for the MinXSS total counts (ρBe−thin

= 0.63 and ρAl−med = 0.69) of all displayed in Figure 9.20.

There are are not many full Sun Be-med and Al-thick measurements, thus a mission

length comparison is either very limited (with only a few observations with Be-med filter)
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Figure 9.18: MinXSS-1 1TFree OSPEX fits (lines) estimated XRT count rates with the
actual XET count rates overploted (X’s) over the entire MinXSS-1 mission. The bottom
panel is X123 count rate for Eph ≥ 0.9 keV (black symbols) and the GOES 0.1 - 0.8 nm (red
lines).

or not possible (Al-thick). The Be-thick data normally has an extremely low signal (∼ few

DN s−1, even for the longest exposure times for quiescent solar conditions), leading to large

noise. Thus any correlation must be proceeded with caution. Al-mesh and Al-poly are

underestimated by generally a factor of 0.5 or more for the X123 measurements above 0.9

keV. Using the spectrally extended 1T and/or 2 T Free fits the comparison moves much

closer to unity. This is expected and occurs for two reasons. First, the majority of the solar

flux resides below 2 keV and the Al-mesh and Al-poly filters have much larger effective area

at those wavelengths than the ‘thick’ filters. Secondly, any variance significant uncertainty
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in the contamination thickness will directly effect these filters. The fact that MinXSS-1

measurements correlate best with the thicker filters further strengthen the postulation that

the X123 and XP instruments are most sensitive to active regions on the Sun, which contain

the hottest non-flaring plasma and hence the most X-ray photons.

Figure 9.19: MinXSS-1 X123 estimated XRT count rate from the 15 minute averaged data
interpolated to the XRT synoptic time frame. The Be-thin and Al-med are the most consis-
tent for the actual X123 data (left) and the OSPEX 1TFree fit (right).

The spectral correlation is consistent with the majority of X123 counts occurring above

0.9 keV and that most of the noise being below 1.0 keV (the sharp rise in the correlation

coefficient for all filters above 1 keV). The mission length data is vvery useful for observing

long term connections between the two instruments, but XRT synoptics nominally are not

in all the important filters. Thus to include a special Be-med and Al-thick observation we

have coordinated a special observation series with XRT.

We have worked to cross-calibrate the two instruments to develop quantitative relation-

ships. We have four coordinated observations with MinXSS-1 and XRT on 2016 August 29,

2016 August 30, 2016 September 5 and 2016 September 6. The August observations suffered
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Figure 9.20: MinXSS-1 correlation spectrum (binned at 0.3 keV) with XRT filters for the
entire MinXSS-1 mission. The MinXSS-1 data is the 15 minute average and the XRT images
are the full Sun synoptics.

saturation in some of the XRT filter images, making direct comparisons difficult. A solar

flare occurred during the 2016 September 6 XRT exposures, thus a comparison for this date

delayed until after the analysis of the one saturation free, non-flare simultaneous observation

on 2016 September 5. The following cross-calibration is from data on 2016 September 5.

Count rate images between 2016 September 5 09:55:00 and 09:59:59 UT of the Be-thin

(Figure 9.21), Be-med, Be-thick (Figure 9.23), Al-med, Al-thick (Figure 9.24), Al-mesh and

Al-poly (Figure 9.22) show a fairly mundane Sun with a small, older active region and a ‘haze’

of diffuse coronal emission. Histograms in Figure 9.25 of the count rate clearly demonstrate

that the thinner filters have the highest count rate and give an intuitive interpretation of the

image data. The histograms also show that the active regions account for a relative small

portion of the Al-mesh and Al-poly count rates and almost all of the Be-med, Be-thick,
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Al-med and Al-thick filters.

Figure 9.21: MinXSS-1 ⇔ XRT cross-calibration on 2016 September 5. Log-scaled count
rate XRT Be-thin full Sun image. Be-thin is the regularly taken full Sun synoptic that best
displays the X-ray emitting regions that contribute to the MinXSS signal.

MinXSS-1 observations were averaged (where there was valid data) from 2016 Septem-

ber 05 09:55:35 - 11:10:44 UT to maximize signal-to-noise (SN). Figure 9.26 shows that the

GOES XRS level was near 1.4 x 10−7 W m−2 (∼B1 level) and fairly steady over this time

frame. So averaging MinXSS-1 data over this time frame is valid. The XP data has been

background subtracted and the fA signal agreed with the X123 predicted XP fA signal to

within 1%. The X123 data was fit in OSPEX with 1T and 2TFree models with good agree-

ment (χ2
reduced = 3.08 and 1.44 respectively). The spectral fits and em loci in Figure 9.27

show consistency among the fits and the data. GOES XRS inferred photospheric and coro-

nal abundance emission measure and temperature values are higher in temperature than
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Figure 9.22: MinXSS-1⇔ XRT cross-calibration on 2016 September 5. Log-scaled count rate
XRT Al-mesh and Al-poly full Sun images. These ‘thin’ aluminum filters have significant
spectral contribution from photons less than 0.6 keV, contributions from cooler plasma and
hence emission is observed from the majority of the ∼1 MK corona.

MinXSS (due to the GOES XRS high temperature spectral bias) but still consistent with

the MinXSS em loci.

These measurement and OSPEX spectral fits were used to compute the expected XRT

count rates as discussed earlier and similar results as the MinXSS-1 mission length analysis

were observed. Figure 9.28 lists the good agreement between X123 and Be-thin, Be-med,

Be-thick, Al-med and Al-thick (within a factor of 2) for the measurement photon flux above

0.9 keV and an underestimation of the Al-mesh and Al-poly count rates. The Al-mesh and

Al-poly discrepancy is mitigated with the 1TFree photon flux and a strong overestimation

is observed with the 2TFree photon flux. This is further validation that the MinXSS-1

extracted emission measure for temperature components less than 2 MK is normally too

large and not an accurate realization of the solar conditions.

Using spectral models like Chianti, ratios of the signal in one filter pixel to the signal in

another filter in the same pixel can yield an approximation of an isothermal spectrum. These
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Figure 9.23: MinXSS-1 ⇔ XRT cross-calibration on 2016 September 5. Log-scaled count
rate XRT Be-med and Be-thick full Sun images. These ‘thicker’ beryllium filters are some of
the hottest plasma generally fount in active regions. Be-med is sensitive to plasma for T ≥
2 MK and Be-thick is a great diagnostic for plasma with T ≥ 4 MK if the emission measure
is strong enough.... Many stacked exposures of Be-thick images normally show active region
cores and transient quiet Sun features.

isothermal approximations are computed by forward modeling the signal in XRT filters for

an range of isothermal spectra and computing the signal ratios. Thus a temperature vs.

filter ratio curve is created and only temperature ranges that have a large enough slope

(non-degeneracy) and monolithic behavior are employed. The emission measure value that

best recreates both filer signals is used. Following this methodology, given a signal ratio per

filter set, one can approximate an isothermal temperature and emission measure per pixel.

An example emission measure and temperature map for the Be-thin and Al-poly ratio is

displayed in Figure 9.29.

Emission measure maps, temperature maps, emission measure vs. temperature distri-

butions and predicted MinXSS-1 X123 signals were computed for all filter ratios possible

(with adequate signal-to-noise). The later two are displayed in Figure 9.30. The emission

measure vs. temperature distributions are consistent with the XRT volume emission measure
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Figure 9.24: MinXSS-1 ⇔ XRT cross-calibration on 2016 September 5. Log-scaled count
rate XRT Al-med and Al-thick full Sun images. These ‘thicker’ aluminum filters are mostly
sensitive to photons between 0.6 - 1.6 keV and generally probes plasma for T ≥ 2 MK. Active
region emission is readily observed in these filter images.

loci and a few filter ratios yield spurious hot (T ≥ 10 MK) components. These can clearly

be debunk when one compares their predicted X123 count rate to the measured count rate.

There is a clear over estimation of the high energy counts (Eph ≥ 2 keV). Furthermore the low

energy counts do not come close to estimating the magnitude of the X123 low energy counts.

This is primarily due to the photon noise and temperature noise flags, removing many pixels

where the count rat is either too low or the inferred temperature is too uncertain. Thus,

there are not enough valid pixels to recreate the magnitude of the X123 spectrum. This is

expected and so are the spectral inconsistencies because the Sun is not isothermal. There

can be many contributions to the emission by the various temperature components along

the line of sight. Thus, I implement the XIT DEM fitting algorithm to further compare the

MinXSS-1 and XRT capabilities.

When using the DEM XIT on MinXSS-1 data alone, extremely large emission mea-

sure distribution below 2 MK that accurately recreates the MinXSS-1 X123 count rate (see
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Figure 9.25: MinXSS-1 ⇔ XRT cross-calibration on 2016 September 5. Histograms of the
full Sun composite images.

Figure 9.14) is inferred. This is because X123 and XP have little sensitivity to plasma be-

low 2 MK. When this MinXSS-1 only derived DEM is folded through the XRT responses

it recreates the thick filters (Be-thin, Be-med, Be-thick, Al-med and Al-thick) fairly well

but drastically overestimates the counts in the thin filters Al-mesh and Al-poly) by factors

over 300. This is due to the higher sensitivity to cooler plasma of the thinner filters (see

Figure 9.32). Thus, we know that the magnitude of this cooler plasma is not accurate. Con-

versely, XRT only XIT DEM predicts all the XRT count rates to within a factor of 2 (except

Be-thick, a factor of 3, but Be-thick had a very small signal and relatively large uncertainty),

and the MinXSS-1 X123 signals up to 2.1 keV to within a factor of 3, but overestimates the

higher energy counts, due to a hot plasma tail. Even though XRT has higher effective

area than MinXSS, the lack of pure spectral discrimination hinders XRT’s ability

to adequate constrain hotter plasma (T ≥ 6 MK). This is known as the XRT (and
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Figure 9.26: MinXSS-1 ⇔ XRT cross-calibration on 2016 September 5. Left plot: GOES
0.1 - 0.8 nm (red) and 0.05 - 0.4 nm (blue) energy fluxes vs. time. The black vertical lines
indicate the time range that MinXSS-1 observations were averaged over. The Sun was fairly
‘quiet’. Right plot: X123 directly derived (‘inverted’) photon flux incident on the X123
aperture.

EIS) high temperature ‘blind spot’, coined by Winebarger et al. 2012 [157] and reaffirmed

here by MinXSS-1.

Using combined MinXSS-1 and XRT data to constrain the XIT DEM results in im-

proved count rate estimations (all within roughly a factor of 1.5!) of all XRT and MinXSS-1

data sets, diminished hot components (T ≥ 5 MK) and a slightly lower cool component (T

≤ 2 MK) (see Figure 9.31). Consequently the overlap of the minimal sensitivity to plasma

less than 2 MK lead to large uncertainties in the shape of the DEM below 2 MK under the

em loci envelope. When this DEM result is folded through instruments that have cooler

plasma sensitivity like SDO AIA and Hinode EIS, the XRT and MinXSS-1 derived DEM

overestimates their respective signals. This realizations leads to the fact that instruments

more sensitive to plasma less than 2 MK need to be included to refine the DEM to a more

realistic shape.
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Figure 9.27: MinXSS-1⇔ XRT cross-calibration on 2016 September 5. Left plot: MinXSS-1
X123 count flux and OSPEX 1T and 2T spectral fits. Right plot: X123 and XP em loci with
the 1T, 2T Free OSPEX fits and the GOES photospheric (pentagon) and coronal (square)
values overploted.

Figure 9.28: MinXSS-1 ⇔ XRT cross-calibration on 2016 September 5. Table comparing
MinXSS-1 X123 estimated XRT filter count rates from 1) X123 data alone, 2) X123 OSPEX
spectral fits using the best fit elemental abundance and 3) nominal XRT spectral emission
model.
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Figure 9.29: MinXSS-1 ⇔ XRT cross-calibration on 2016 September 5. Left plot: XRT
Be-thin and Al-poly filter ratio temperature map. Each pixel is assumed to be isothermal
in this filter ratio formulation. Right plot: XRT Be-thin and Al-poly filter ratio VEM map.

Figure 9.30: MinXSS-1 ⇔ XRT cross-calibration on 2016 September 5. Left plot: VEM vs
temperature distribution for various XRT filter ratios. Different ratios emphasize different
temperature ranges. Right plot: MinXSS-1 X123 measurements (black histogram) and XRT
filter ratio predictions (color histograms). None of the XRT filter ratios can recreate the
X123 spectrum. This is expected because the Sun is not isothermal.
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Figure 9.31: MinXSS-1 ⇔ XRT cross-calibration on 2016 September 5. Left plot: MinXSS-
1 and XRT DEM fit results. VEM vs. temperature using the XIT method (black thick
histogram line). The thin red histogram lines are 100 Monte-Carlo realizations and give an
indication of the fit uncertainty. The uncertainty in the DEM has decreased and the hot
plasma (T ≥ 5 MK) is better constrained. The colored solid lines are the X123 em loci and
the dash-dot-dot-dot black line is the XP em loci. The dashed color lines are the XRT em
loci. Both em loci agree quite well. Right plot: MinXSS-1 X123 measured and DEM count
rates. The lower temperatures (T ≤ 2 MK) are poorly constrained because both MinXSS
and XRT have low sensitivity to cooler plasma.
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Figure 9.32: MinXSS-1 ⇔ XRT cross-calibration on 2016 September 5. Table comparing
the DEM MinXSS-1 X123 estimated XRT filter count rates. XRT DEM alone results in over
estimating the X123 counts above 2 keV, the MinXSS-1 DEM alone results in over estimating
the XRT Al-mesh and Al-poly count rates, but the combined XRT and MinXSS-1 DEM yield
good results for all filters and MinXSS-1 energies (within a factor of 2).

In summary, MinXSS-1 and XRT thick filters yield consistent results within the factor

of 3 uncertainty in both instruments spectral responses and other effects. MinXSS-1 and

XRT thick filters are sensitive to similar populations of plasma and when MinXSS-1 derived

elemental abundances are used for the XRT responses the two satellites can be combined

for reliable high temperature discrimination. While XRT has a larger effective area and

is more sensitive to flux changes on a short time scale, the highe temperature ‘blind spot’

limits the effectiveness of XRT to constrain relatively dim plasma hotter than 6 MK, which

was uncovered by Winebarger et al. 2012 [157] and validated with MinXSS-1 in this study.

MinXSS-1 course spectral resolution allows for the separation of spectral bins with hotter

temperature sensitivity and can set lower limits on the hot-dimmer plasma content in the

quiescent Sun than the XRT broadband filters.

9.8 MinXSS and Solar Dynamics Observatory (SDO) Atmospheric Imaging

Assembly (AIA) Cross-Calibration

The Solar Dynamics Observatory (SDO) Atmospheric Imaging Assembly (AIA) is a

series of telescopes with special mirror coatings and filters to separate numerous spectral

bandpassess [100]. AIA can create images in 94 Å (Fe XVIII), 131 Å (Fe VIII, XXI), 171 Å

(Fe IX), 193 Å (Fe XXIV), 211 Å, 304 Å (He II), 335 Å (Fe XVI), 1600 Å (C IV), 1700 Å

(continuum) and 4500 Å (continuum) with temperature coverage from 6 x 104 K to 2 x 107
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K. AIa was launched as part of NASA’s Living with a Star program on 2010 February 11

to provide an unprecedented cadence of full Sun images at the densest EUV filter coverage

to date. AIA nominally returns some of its filter images at a cadence of ∼12 seconds with

roughly a 2460” x 2460” field of view with a nominal 0.6” spatial resolution.

The Heliosiemic Magnetospheric Imager (HMI) created line of sight magnetograms, al-

lowing the inference of the photospheric magnetic field distribution [140]. The nominal data

units are Gauss, which can be combined with the projected pixel area to extract the magnetic

flux. I only display HMI magnetograms in this dissertation to display the photospheric mag-

netic structure and qualitatively compare the strong positive and negative polarity regions

to active regions and their link to the X-ray flux.

We have seen that DEM results using AIA data alone yield overestimations of the hot

plasma content (T ≥ 10 MK, see Figure 9.14). Moreover, when comparing the XRT and

MinXSS-1 only DEM predicted count rates of AIA to the actual full Sun values there are

overestimations by factors of 3 (171Å and 211Å) and 4 (193Å and 335Å). Thus, I attempted

to refine our determinations of the full Sun temperature structure by including AIA data

into the DEM fitting constraints. We focus on the MinXSS-1 and XRT cross-calibration

data set on 2016 September 5.

To understand the advantage of adding AIA to the DEM analysis, the AIA temperature

responses are plotted in Figure 9.33). 335 Å, 211 Å 193Å, 171 Å and 131 Å will help constrain

the cooler (T ≤ 2 MK) plasma significantly when combined with XRT and MinXSS-1. 94

Å has a large contribution from Fe XVIII, which has peak formation temperature near 7

MK, but substantial contribution from plasma up to 20 MK. To better comprehend the

contibution of the Fe XVIII emission, one can extract this component from the 94 Å signal

following the algorithm of Del Zanna 2013 [35] in Equation 9.5.

CFeXV III = C
94Å
−
C

211Å

120
−
C

171Å

450
(9.5)
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Where C, is the count rate (DN s−1) in the corresponding filter image pixel. The

extraction of the Fe XVIII component has proven reliable in many studies and is included

in this one, but because the Fe XVIII count rate is not linearly independent from the other

AIA filter images, I will not invoke it as a constraint in the DEM fitting. Representative

count rate images of 94 Å, 131 Å, 171 Å, 193 Å, 211 Å, 335 Å, Fe XVIII and HMI data are

during the MinXSS-1 and XRT cross-calibration study in Figure 9.34 and Figure 9.35, with

t histograms of the data in Figure 9.36).

Figure 9.33: Example of the SDO AIA filter temperature responses, F(T), (DN s−1 cm5

pixel−1) in column emission measure units (CEM) for various abundances. In general, the
filters have broad temperature responses except for 94Å and the derived Fe XVIII component.

The total positive pixels were summed and normalized by the number of positive pixels.

The resultant values were used to constrain the XIT DEM. Figure 9.37) shows the dramatic
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improvement in constraining the DEM structure below 2 MK. The inclusion of AIA data

is vital for accurate DEM estimations using XRT and MinXSS-1 data. All predicted count

rates are within a factor of 3 and the DEM has now morphed to have significant (emission

measure ≥ 1044 cm−3) between 0.4 and 4 MK. The small increase by T ∼ 40 MK is an

artifact of the XIT procedure, is not real and can be ignored.

Figure 9.34: Log-scaled count rate AIA 94Å, 131Å, 171Å and 193Å images on 2016 Septem-
ber 5.

The AIA em loci show how important the inclusion of AIA data can be. In summary,
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Figure 9.35: Log-scaled count rate AIA 211Å, 335Å, Fe XVIII and HMI images on 2016
September 5.

the inclusion of AIA data to the XRT and MinXSS-1 full Sun observations is essential for

a much improved DEM estimation from 0.4 to 100 MK. MinXSS-1 with the aid of XRT

constrain the high temperature portion of the DEM while AIA bolster confidence in the

low temperature end. AIA performs regular measurements without any significant eclipse

periods, XRT conducts daily synoptic full Sun images and MinXSS, when in orbit regularly

observes the Sun. Thus, inclusion of SDO Extreme Variability Experiment (EVE) data to
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this data set can provide daily DEMs to determine the temporal variability of the Sun-as-a-

Star. The Sun is vary unique, due to its proximity to Earth. This close proximity can allow

us to connect features in the full Sun DEM to solar intricacies. These DEMs can then be

used as a guide in future stellar DEMs that will be extracted, especially with the new X-ray

astrophysics missions launching soon.

Figure 9.36: Histograms of the full Sun SDO AIA images on 2016 September 5.
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Figure 9.37: MinXSS-1 ⇔ XRT cross-calibration on 2016 September 5. Left plot: MinXSS-
1, XRT and AIA DEM fit results. VEM vs. temperature using the XIT method (black thick
histogram line). The thin red histogram lines are 100 Monte-Carlo realizations and give an
indication of the fit uncertainty. The uncertainty in the DEM has diminished drastically.
The DEM is strongly constrained over the fit temperature range. AIA greatly improves the
cool plasma inference. Right plot: MinXSS-1 X123 measured and DEM count rates.

9.9 MinXSS and the Hinode EUV Imaging Spectrometer (EIS)

The Hinode EUV Imaging Spectrometer conducts very high spectral resolution mea-

surements (nominal ∆λ ≈ 47 mA FWHM) 170 - 210 Å and 250 - 290 Å [33]. The slit

spectrograph has slit settings of 1”, 2”, 40” and 266”. EIS generally raster over a region

of interest, so semi-simultaneous images over an effective field of view are acquired. EIS

regularly (roughly every 3 weeks) rasters its 40” slot over the entire Sun in patches. The

patches are combined and co-aligned (optimally using the 195 Å EIS image to align with the

AIA 193 Å image) to create a full Sun mosaic in all of the nominal data sets. An example

of a few of the full Sun mosaics from the MinXSS-1 and XRT cross-calibration are displayed

in Figure 9.38.

The Hinode EIS full Sun mosaics were also coordinated with MinXSS-1 observations

to serve as a cross check for studies discussed through out this Chapter. The full EIS mosaic

data set include images probing a range of temperatures and are:
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Figure 9.38: Log-scaled energy intensity (ergs cm−2 s−1 sr−1) of Fe VIII (185.21 Å, Tpeak

∼5.4 x 105 K), Fe XI (180.40 Å, Tpeak ∼1.4 x 106 K), Fe XIII (203.83Å, Tpeak ∼1.8 x 106

K) and Fe XVI (262.98Å, Tpeak ∼2.7 x 106 K) images on 2016 September 5.

• 180.40 Å (Fe XI - Tpeak ∼ 1.4 x 106 K)

• 185.21 Å (Fe VIII - Tpeak ∼ 5.4 x 105 K)

• 195.12 Å (Fe XII - Tpeak ∼ 1.6 x 106 K)

• 202.04 Å (Fe XIII - Tpeak ∼ 1.8 x 106 K)

• 203.83 Å (Fe XIII - Tpeak ∼ 1.8 x 106 K)

• 211.36 Å (Fe XIV - Tpeak ∼ 2.0 x 106 K)

• 256.32 Å (He II - Tpeak ∼ 8.5 x 104 K)
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• 258.42 Å (Si X - Tpeak ∼ 1.4 x 106 K)

• 262.98 Å (Fe XVI - Tpeak ∼ 2.7 x 106 K)

• 264.23 Å (S X - Tpeak ∼ 1.5 x 106 K)

• 274.24 Å (Fe XIV - Tpeak ∼ 2.0 x 106 K)

• 275.37 Å (Si VII - Tpeak ∼ 6.3 x 105 K)

• 284.16 Å (Fe XV - Tpeak ∼ 2.2 x 106 K)

By visual inspection there are qualitative similarities between the features in the EIS

40” slot and the XRT filter images. The EIS 262.98 Å is centered on a bright Fe XVI with

Tpeak ∼ 2.7 x 106 K, is strikingly similar to the XRT Be-thin image. One can ascertain

that the dominant emission in the Be-thin images arise from ∼ 2.5 - 3 MK plasma which

is located primarily in active regions and other sight of significant magnetic flux. The EIS

203.83 Å window containing the Fe XIII with Tpeak ∼ 1.8 x 106 K is very analogous to the

XRT Al-poly image. Again we can connect the Al-poly detected emission to be dominated

by plasma near 1.7 - 1.9 MK. The last comparison is more of a reach and not as similar,

probably due to the fact the Al-mesh has such a wide spectral bandpass. The EIS 180.40 Å

with Fe XI and Tpeak ∼ 1.4 x 106 K is most similar to XRT Al-mesh. The EIS 40” mosaics

seem to be a good link to deriving the dominant range of temperatures that contribute to

the XRT filters. Inherently the line emission from EIS data are centralized in temperature

(see Figure 9.39), while the XRT filters are not directly traceable to a set of temperatures

without other information.

The 40” slot data has spectral resolution on the order of 0.89 Å, so there are blends

included in the spectral windows listed above. These blends need to be fully accounted for

for accurate em loci and implementing the full EIS 40” slot data set in DEM fitting. This is

a process that will be undertaken in the future. Currently there are a few lines with minimal
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Figure 9.39: Example of the Hinode EIS line contribution functions G(T, Eij, ne), (erg s−1

cm3 sr−1) using the nominal ‘coronal’ abundance and elecron number density of 109 cm−3.
A huge difference between EIS and the broadband spectrometers or filter images that have
been discussed thus far is that the temperature response for the EIS lines are much more
centralized in temperature. The 40” slot data has a lower spectral resolution nd thus there
can be blends in each spectrally integrated EIS 40” slot image.

blending that can be included in the XIT DEM fitting procedure. These are 262.98 Å (Fe

XVI), 275.37 Å (Si VII) and 284.16 Å (Fe XV). These EIS full Sun mosaics were summed for

their positive count rate across the field of view, normalized by the total positive pixels and

converted to units compatible with the line contribution function, G(T, Eij, ne) to create em

loci and be included in the DEM constraints. The results of including the small EIS subset

with AIA, XRT and MinXSS-1 data is displayed in Figure 9.40. There is not much change

in the DEM, demonstrating that the AIA, XRT and MinXSS-1 DEM is a solid realization

of the full Sun DEM. Again, the incorporation of line blends will allow more EIS lines to be

included and future SDO EVE data will bolster these full Sun DEM extractions.
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Figure 9.40: MinXSS-1 ⇔ XRT cross-calibration on 2016 September 5. Left plot: MinXSS-
1, XRT, AIA and EIS DEM fit results. VEM vs. temperature using the XIT method (black
thick histogram line). The thin red histogram lines are 100 Monte-Carlo realizations and give
an indication of the fit uncertainty. The 40” slot full Sun mosaics have do not substantially
improve the temperature discrimination. Right plot: MinXSS-1 X123 measured and DEM
count rates.

9.10 Summary of MinXSS-1 Capabilities

The MinXSS CubeSats can provide the solar community with a new set of measure-

ments that can augment current and future investigations of the solar corona. The SPS

ancillary instrument, the X-ray detectors of XP and X123 have been characterized. The first

version of MinXSS, MinXSS-1, has performed nominally over its mission at LEO. This dis-

sertation describes the MinXSS instrument suite, the X123 FOV sensitivity, X123 spectral

resolution vs. photon energy, XP and X123 effective area curves, X123 detector response

matrix, XP and X123 temperature response, the X123 linearity of response, GOES flux lev-

els vs. MinXSS-1 X123 measured integrated counts, and MinXSS-2 X123 estimated counts,

inferred temperature and emission measures from MinXSS spectra, and emission measure

loci for the discussed data. These realizations further the notion that CubeSats can conduct

significant targeted science. A summary of the main attributes of MinXSS are listed below.

(1) MinXSS-1 X123 has an effective solar flux energy range of 0.8 - 12 keV (∼0.10 -



202

1.55 nm) with resolving power ∼40 at 5.9 keV, and with dead-time corrections

applied accurate spectra up to low GOES X levels (but need to correct for

pulse-pileup).

(2) The MinXSS CubeSats X123 have a relatively higher spectral resolution over a

fairly broad bandpass that allow inference of elemental abundance values for the

elements Fe, Ca, Si, Mg, S, Ar and Ni, when there are sufficient counts at X123

energies for their respective line groups. The observed elemental abundance

variation in this work:

• clearly demonstrate a decrease in low FIP elements for flare-peak times vs.

the pre-flare values for spectral fits with a single FIP-Bias multiplicative factor

• display variance in the fractionation pattern among the low FIP elements

when all elements are allowed to vary for GOES levels > B1.

(3) MinXSS-1 X123 flare measurements in this dissertation indicate that the hotter

components in the flaring plasma for the C2.7, M1.2 and M5.0 flares bare peak

temperatures near 15, 13 and 20 MK, respectively.

(4) MinXSS-1 X123 and XP plasma temperatures inferences are self consistent and

single X123 temperature fits (1TFree) are comparable with GOES XRS isothermal

estimates between GOES ∼B1 - M5 levels (GOES XRS response becomes

non-linear for lower flux levels). However, these single temperature fits can not

account for high energy X123 spectral counts nor are suitable fits for an entire flare

spectrum alone.

(5) MinXSS X123 can infer non-large-flaring Sun properties between 2.0 - 4 MK with

high confidence, but limited capabilities for temperatures below 2.0 MK (due to

limited sensitivity at lower energies, < 1 keV).
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(6) MinXSS X123 can only set upper limits on the emission measure and cannot

definitively constrain the temperature values for ‘dimmer’ plasma hotter than ∼5

MK during non-large-flaring times. This is due to the flattening nature of the

temperature response above ∼4.5 MK for energy bins less than 3 keV and limited

significant counts from energy bins greater than 3 keV. The latter is a consequence

of the relatively small X123 aperture area (2.5 × 10−4 cm2).

(7) MinXSS-1 X123 can set a lower limit on the hot-dimmer plasma (T ≥ 5 MK and

VEM ≤ 1046 cm−3) than the normal XRT full Sun observations.

(8) MinXSS-1 plus XRT plus SDO AIA data constrain the magnitude of the DEM

from low temperatures to high temperatures (0.4 ≥ T ≥ 40 MK) of the full Sun.

These are essentially broadband measurements. Emission line measurements, like

from EIS, the Marshall Grazing Incidence X-ray Spectrometer (MaGIXS) [89], and

EVE are needed to fully constrain the shape of the DEM.

9.11 Improvements of MinXSS-2

The MinXSS-2 X123 has a thinner Be window along with a lower noise preamplifier

that will provide an improved low energy response, possibly extending the low energy limit

to 0.6 keV. The newer preamplifier for the MinXSS-2 X123 Fast SDD detector allows for

a better spectral resolution for the same nominal peaking time as the MinXSS-1 X123.

MinXSS-2 X123 will be operated with a shorter peaking time for the that will allow for

accurate spectra for a higher input flux. Preliminary estimates suggest GOES levels around

X2 are the maximum that the MinXSS-1 X123 can handle before the spectra will need

further processing to retain fidelity.



Chapter 10

MinXSS Quiescent Sun (QS) and Active Region (AR) Contribution Study

In Chapter 9 we learned about the MinXSS-1 plasma diagnostic capabilities and limita-

tions. It is clear that to obtain a more complete description of the solar plasma temperature

distribution (0.4 ≥ T ≥ 40 MK), MinXSS-1 data need to be combined with XRT and AIA

full Sun images. We now apply this technique to:

(1) Obtain a quiet Sun (the Sun with no active regions on the Earth side of the disc)

soft X-ray spectrum and DEM.

(2) Estimate an active region spectrum and DEM by using the QS measurements,

before the active region rotates on the solar limb to remove the QS contributions to

both the soft X-ray flux and QS DEM.

This case study is to verify that MinXSS-1 data can be used to temporally isolate the

active region contribution to the MinXSS-1 count rate. We focus on the quiescent period

from 2017 March 14 - March 18 and starting on March 18 an active region starts to rotate

into the line-of-sight of Earth. Thus we take the 2017 March 14 - March 16 as the QS times

(MinXSS-1 data is averaged over this time frame to improve the signal-to-noise) and March

21 between 11:46:19 - 12:57:05 UT for the AR measurements. Figure 10.1 displays the GOES

XRS 0.1 - 0.8 nm flux stability from 2017 March 14 - 16 (except for the dropouts due to

GOES eclipse season) and validating its candidacy for QS measurements. Also displayed are

GOES fluxes for the AR timeframe. The MinXSS-1 inverted photon flux for both the QS
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observations and the AR (full Sun) observations are in the right panel in Figure 10.1. The

QS is about 1
3

of the total X123 spectrally integrated count rate on 2017 March 21. This

again exemplifies the dominance of active region emission in the MinXSS-1 signal.

Figure 10.1: GOES 0.1 - 0.8 nm (red) and 0.05 - 0.4 nm (blue) energy fluxes vs. time for the
QS extraction (2017 March 14 - 16, GOES ∼A4) and the AR contribution estimation (2017
March 21, GOES ∼A6). The Sun was very ‘quiet’. Middle plot: Right plot: X123 directly
derived (‘inverted’) photon flux incident on the X123 aperture.

The difference between the full Sun AR and QS spectra (in count space) are used to

extract the AR portion of the signal and is plotted in Figure 10.2. This differenced signal

will be referred to as the AR signal and the full Sun spectrum on 2017 March 21 as the ‘full

Sun’ measurements for the rest of this dissertation. All three of these spectra were fit with

OSPEX 1T and 2TFree fits and DEM estimations.
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Figure 10.2: Left plot: The estimated active region contribution to the MinXSS-1 X123
count flux and is the difference between the count rate in the 2017 March 21 spectra and
the averaged 2017 March 14 - 16 spectra. Right plot: Active region photon flux incident on
the X123 aperture, derived from the count flux measurements.

10.1 Spectral Parameter Fits

The OSPEX 1T and 2TFree fits for the QS are very similar and thus the 1TFree fit

is chosen to represent the QS for this study. The full Sun was fit two ways. The first is

the traditional 2TFree fit and the second method is a 2T component on top of the 1T QS

fit fixed to serve as the background. The first version resulted in 1.8 MK and a dimmer

∼4.2 MK components. The second version, which is displayed in Figure 10.3 resulted in 2.1

MK component at 3.2 × 1048 cm−3 and an extremely dim (3 orders of magnitude lower)

10 MK component at 8.0 × 1045 cm−3. This hotter component is likely not this large in

emission measure, if present at all, and this will be demonstrated in the DEM fits. Similar

to the results in Chapter 9, the 1T and 2TFree MinXSS-1 X123 fits always over-estimate

the magnitude of the emission measure for the best fit temperature components. The AR

component 2TFree fit has an abundance near 0.78, which is fairly close to the Feldman 1992
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values.

Figure 10.3: Left plot: MinXSS-1 X123 count flux and OSPEX spectral fits for the QS
(2017 March 14 - 16; blue lines and symbols) and AR enhancement (2017 March 21; orange
lines and symbols). Right plot: X123 and XP em loci with the 1T, 2T Free OSPEX fits
and the GOES photospheric (pentagon) and coronal (square) values overplotted. The stated
abundance values have been multiplied by 4 (Feldman 1992 * 4).

Table 10.1 lists the MinXSS-1 QS 1T fit result which yields a 1.7 MK and 5.2 × 1048

cm−3 component with an abundance value of 0.3 (where Alow−fip = 1 is the Feldman 1992

abundances, coronal). This abundance value is similar to the photospheric values (Caffau

et al. 2011). The QS temperature fit value of 1.7 MK is very similar to the Sylwester et

al. 2012 [146] results during the 2009 deep solar minimum. The SphinX spectrally resolved

measurement fits yielded a range of QS temperatures between 1.7 - 1.9 MK and emission

measure values between 0.4 - 1.1 × 1048 cm−3. Given that the SphinX measurements were

the lowest X-ray signals ever recorded and lower than the GOES XRS 0.1 - 0.8 nm detection

threshold (3.7 × 10−9 W m−2), the emission measure values are at least a factor of 5 lower

than the measurements presented here. GOES is also very non-linear in the A level and

thus the GOES level is not very indicative, as observed in Woods et al. 2017 [158]. So

the SphinX measurements could be claimed to be during solar conditions equivalent to an
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effective GOES low A level, while the MinXSS-1 QS measurements were near a measured

GOES A4 level.

The 2016 June 29 - July 01 time frame 1TFree fits for the QS conditions are during

GOES ∼A5 level. The emission measure is almost a factor of two larger (9.57 × 1048 cm−3)

than the 2017 March times. The temperature is a little hotter at 2.09 MK. The abundnace

estimate is consistent with the previous QS fits at a value near 0.3.

Solar observations using an earlier version of the X123 on sounding rocket flights were

conducted in 2012 June 23 (Rocket-1) and 2013 October 21 (Rocket-2) and were analyzed

in Caspi et al. 2015 [28]. GOES measurements yield 2.34 × 10−7 W m−2 (B2 level) and

1.00 × 10−6 W m−2 (C1 level), with a micro flare occurring near the 2013 measurement.

2-temperature fits analogous to the 2TFree in this dissertation were conducted as well as

power-law DEM fits. The full solar spectrum was fit, meaning no estimation of a background

nor active region component was made in the analysis. So the best comparison to this study

is the full Sun spectral fit of MinXSS-1 which are in Table 10.2. The low-fip factors are

different among all three observations. The 2012 rocket flight had course binning and thus

limited abundance sensitivity as compared to the 2013 rocket flight and MinXSS-1. MinXSS-

1 has Alow−fip = 0.71, Rocket-1 Alow−fip = 0.9 and Rocket-2 Alow−fip = 0.4. It is clear from

these results that the inferred abundance can vary easily by a factor of two for differing solar

conditions and GOES flux levels. There currently appears to be no clear trend between

these three data sets, except that a micro flare occurred just before the 2013 measurement

and could be the reason for the lower fip value. If chromospheric evaporation is a dominant

process in micro flares, than this would bring photospheric plasma into the corona and lower

the inferred low-fip factor. More targeted analysis of abundances is needed in the future.
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Table 10.1: Comparison of quiet Sun 1T fits for the MinXSS-1 X123 data discussed in
this dissertation on 2017 March 14 - 16, 2016 June 29 - July 01 and inferred from the
CORONAS – PHOTON SphinX measurements during the deep solar minimum in 2009.
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Table 10.2: Comparison of 2T fits for the MinXSS-1 X123 on 2017 March 21, 2016 September
05, 2016 July 23, 2016 July 20, 2016 July 7, and the sounding rocket X123 measurments
from Caspi et al. 2015 [28] on 2012 June 23 and 2013 October 21. Both measurements are
full Sun integrated and have not subtracted any background (quiet Sun) contributions to
the count rate.
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The Capsi et al. 2015 fits yield a persistent ∼3 MK component with hotter and dimmer

components of 8.7 and 11 MK respectively, for the 2012 and 2013 observations. The MinXSS-

1 full Sun 2TFree fit on 2017 March 21 estimate a bright ∼1.7 MK component, presumably

having significant contribution from the QS, based on the QS fits. The secondary component

is at 4.2 MK with emission measure near 1048 cm−3. The rocket results infer hotter plasma

with emission measure two orders of magnitude lower than the dominant component. This

is not obtained in the full Sun MinXSS-1 2TFree fits, but a hotter component near 10 MK,

is necessary to fit the excess in MinXSS-1 count rate above 2.3 keV in the spectral fit in

Figure 10.3. Again, this fit had a fixed 1TFree QS component and the residual was fit

with a 2TFree model and assumed to be entirely originating from the lone active region

on the limb (or to any changes in the QS baseline flux over the 5 days). Nonetheless, this

extremely dim (8 × 1045 cm−3) 10 MK component is not likely to exist at this emission

measure value. If it does exist, it must be lower than × 1045 cm−3 based on the DEM fits

extracted in Section 10.2. The results in Section 10.2 demonstrate again the power of DEM

fits to exclude over-estimated emission measure values from isothermal or bithermal spectral

fits.

In comparison to the pre-flare values discussed earlier in this dissertation in the month

of July in 2017. There is a bright cooler component between 1.3 - 1.86 MK with emission

measures ranging from 76 - 192 × 1048 cm−3. There is a persistent hotter dim component

that is inferred at the edge of the MinXSS-1 X123 diagnostic capabilities. This component

has temperatures between 4.58 - 4.80 MK and an emission measures between 1.2 - 1.8 × 1048

cm−3. The MinXSS-1 and Hinode XRT cross-calibration observations on 2016 September 05

09:55:35 - 11:10:44 UT full Sun observations have a similar low temperature component but

the hotter temperature component is near 2.95 MK. Low-fip abundance values range from

0.54 - 0.75 (factors of 2 - 3 times photospheric). A clearer picture will emerge as more data

is analyzed.
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10.2 Differential Emission Measure (DEM)

Differential emission measure (DEM) analysis using XIT was pursued to refine the

temperature structure of the QS and AR. The XRT synoptic full Sun images were used to

analyze the QS and AR times. A sample of the images are in Figure 10.4 and the white

box displays the region of XRT and AIA images used to extract the AR signal. The boxed

region in the images are not the exact location of the selected region actually analyzed,

that region is XΘ1 = -1050”, XΘ2 = -900”, YΘ1 = 50” and YΘ2 = 250”. The XRT Be-thin

images for the QS times barely has any signal. This again demonstrates that the Be-thin

images are basically AR flux and temperatures around ∼2.5 to 3 MK. The Al-mesh and

Al-poly are much lower count flux than the MinXSS-1 and XRT cross-calibration times in

2016 September 5.

The AIA images in Figure 10.5 show that the 193 Å signal does not diminish signifi-

cantly (because of the lower temperature response), and that the 94 Å image is much dimmer

like the XRT images. Fe XVIII signal is basically non-existent, furthering the notion that

active regions contain the majority of plasma hotter than 2.5 MK. The HMI image does

not show any strong surface line-of-sight magnetic field features that correlate well with the

presence of high temperature plasma.

The QS and full Sun DEMs (2017 March 21) are computed by taking the full MinXSS

signal and the full Sun positive pixels of the XRT and AIA image. The XRT and AIA data for

the active region DEM is only the positive pixel contribution discussed above. The majority

of the Be-thin, Al-med and Be-thick counts come from the active region. The DEM results

are in Figure 10.7. Panel A confirms the lack of plasma with significant emission measure

(VEM ≥ 1044 cm−3) above 3 MK, and a precipitous drop in the presence in plasma emitting

for temperatures near 2 MK. This explains the lack of signal in the XRT Be-thin images, the

minimal detected X123 counts above 2 keV and the absence of any inferred AIA Fe XVIII

component. The peak in the emission is between 1 - 2 MK, which is consistent with the
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Figure 10.4: Top Row: QS Hinode XRT Al-poly (left) and Be-thin (right) Log-count rate
images. Bottom Row: AR Hinode XRT observation with Al-poly (left) and Be-thin (right)
images. The white box indicates the location of the AR that has rotated into the line of
sight.

MinXSS-1 1TFree spectral fit (1.7 MK). This bolsters the reliability of the extremely low

spectrally integrated X123 signal (6 counts s−1) to still extract reasonable plasma inferences

of the full Sun. Even though MinXSS-1 has limited sensitivity for plasma below 2 MK, a

moderate estimation of the plasma temperature can still be made, but not necessarily the

magnitude of this plasma’s emission measure.
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Figure 10.5: Top Row: QS SDO AIA 94 Å (left) and 193 Å (right) log-count rate images.
Bottom Row: AR SDO AR observation with AIA 94 Å (left) and 193 Å (right) images. The
white box indicates the location of the AR that has rotated into the line of sight.

The QS DEM signal predictions are within roughly a factor of 2 except for Al-mesh

and Al-poly. These are the most sensitive XRT filters to the contamination layer and it will

take a more thorough investigation to estimate how much of a role this is playing (if any)

in this DEM analysis (the MinXSS-1 cross-calibration study was conducted fairly recently

after an XRT bake-out). The full Sun observation including the active region has a very

similar VEM vs. temperature distribution below 2 MK. These can be interpreted as the QS
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Figure 10.6: Top Row: QS SDO AIA FeXVIII (left) and HMI (right) log-count rate images
or log of gauss. Bottom Row: AR SDO AR observation with AIA 94 Å (left) and 193 Å
(right) images. The white box indicates the location of the AR that has rotated into the line
of sight.

dominating this emission. A prominent ‘hump’ has appeared for plasma above 3 MK, that

is many orders of magnitude larger than in the QS DEM. This should be almost entirely

due to the active region that recently rotated into the Earth line-of-sight field of view (see

Figure 10.8). This secondary feature has a maximum between 5 - 6 MK and extends to 7 -

8 MK as it steeply falls off. This hotter plasma content was not inferred for the MinXSS-1

XRT cross-calibration study on 2016 September 5. The 2016 September 5 DEM had VEM
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≤ 1044 cm−3) above 4 MK. During that observation set there was only one very old, diffuse

active region, but the Sun had a much higher total soft X-ray flux. The GOES levels was

near B1 (10−8 W m−2), the MinXSS-1 X123 total integrated counts near 83 count s−1, the

XRT filter image count rates were higher and so were the AIA 94 Å count rates.

The levels for this full Sun 2017 March 21 observation are at least a factor of 2 for

the GOES fluxes (∼A4, 4 × 10−9 W m−2), factor of 4 for the X123 spectrum (21 counts

s−1) and much lower for the XRT and AIA images. Thus the total spatially integrated

signals in GOES, MinXSS-1, XRT, nor AIA alone is not indicative of hotter (T ≥ 5 MK)

plasma presence. DEM fit must be conducted, unless there is an instrument that is sensitive

to photon fluxes greater than 5 keV (in the absence of non-thermally generated photons).

Again, using the MinXSS-1 observations and the full Sun DEMs as a guide for translating

solar inferences to full star integrated measurements in the future, this points out important

caveats to any stellar investigation where very high resolution spectra is not available.

The ratio of the DEM predicted counts to measured counts is similar to the QS result,

meaning that there is agreement to within a factor of 2 (common for DEM studies) except

for Al-mesh and Al-poly. Panel C in Figure 10.7 is the DEM result estimating the AR only

contribution using the time differenced MinXSS-1 observation and the boxed region from

XRT and AIA images. The dominant feature for plasma below 3 MK has diminished. This

is the combination of the peripheral QS plasma in the box and the outer regions of the AR.

The high temperature ‘hump’ from 5 - 8 MK persists and at basically the same magnitude

in VEM vs. temperature. This result confirms that the hot plasma content resides in the

AR and reaffirms the notions of hot plasma in active regions.

The ratio of the signals agree to within a factor of 1.5 for all data sets except the X123

0.9, 1.2 and 1.5 keV sets. This can be due to changes in the QS emission from the QS time

frames from the background subtraction. Other reasons are being investigated. This study

has proven the capability of MinXSS-1 data combined with XRT and AIA data to extract

the active region emission on the Sun. This technique is only successful if there is a QS
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time to conduct baseline MinXSS-1 measurements for and if there is only one or two active

regions on the disc. The amount of hot plasma relative to cool plasma, the shape of the

DEM at the high temperature roll-over (the slope) and the temporal variation of the DEM

are important guides in constraining coronal heating models.

The corroborating measured spectra with numerical modeling of QS and AR plasma

conditions is important fir constraining the viable coronal heating processes, both through

the temperature distribution and the elemental abundance variations. As discussed earlier

in Section 6.2.2 most heating models that invoke Alfvén waves [3, 149] generated by the

jostling of kilogauss magnetic flux tubes (magnetic bright points) and eventually dissipation

by some mechanism (possibly turbulence) as a viable process for heating the corona. Ob-

servations show the transverse footpoint RMS motion to be on the order of 1 - 2 km s−1.

When incorporated into full Sun 3D models this results in coronal active region plasma tem-

peratures that peak near 3 MK [151]. This would be consistent with our 2016 September 5

cross-calibration DEM investigation, which had an older, diffuse and brighter active region.

On the contrary, heating models that include an ensemble of impulsive heating events

(possibly driven by magnetic reconnection from the same photospheric footpoint motions)

that generate a fainter and hotter (T ≥ 5 MK) plasma contribution, is consistent with the

AR DEM that we have extracted here in this study [86, 87]. The impulsive heating models

generally use spatially averaged calculation on single loops and predict this temperature

presence in the cores of active regions on very small spatial scales. A further complication is

that the ensemble of events could interact with each other and hence modify the expected

DEM realized. Moreover, there has not been a full Sun 3D simulation to predict the global

properties of an impulsive dominated heating process.

With all of these caveats in mind the DEM shape, especially the high temperature fall

off could yield information on the timescales of the heating events, the magnitude of the

events and if non-equilibrium heating of ions or electrons is occurring [13]. The 2017 March

21 limb viewed active region is more consistent with the impulsive heating (nanoflare) mech-
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anism. For completeness, in the study by Asgari-Targhi et al. 2015 [8], it was demonstrated

from simplified simulation study (not full Sun 3D) that faster transverse footpoint motions

on the order of 5 - 6 km s−1 could generate plasma near 5 MK. These faster motions have not

been observed with current observatories and thus would have to be on very small spatial

scales, likely within magnetic flux tubes on the order of 100 km.

Conclusion from analysis conducted thus far, active regions appear to be variable with

age, magnetic complexity and elemental abundance. Further studies should be done to track

and map observables to active region age, complexity, abundance and other features. Our

DEM results are consistent with the highly referenced results from Brosius et al. 1996 [20]

using the Solar EUV Rocket Telescope and Spectrograph (SERTS) observations in 1991 and

1993. We both obtain a dominant QS contribution between 1 - 2 MK and AR induced peaks

by 3 MK and then 4 - 5 MK. These are promising results which encourage more complex

studies in the future.
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Figure 10.7: MinXSS-1, XRT and AIA combined DEM during ‘quiescent’ times (A) centered
on 2017 March 15, time with an active region (B) on 2017 March 21, and the contribution
from that same active region extracted (C). DEM predicted count rates are within roughly
a factor of two for all data sets except Al-mesh and Al-poly in (A) and (b). The QS DEM
peaks between 1 - 2 MK, which is common for the quiet Sun in the absence of active regions
or large flares. The amount of plasma radiating for T ≥ 2 MK drops precipitously. The AR
DEM has significant contributions up to T ≈ 7 MK
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Figure 10.8: Comparison of the quiet Sun (blue), Sun with an active region (black), active re-
gion contribution (red), and the sum of the quiet Sun and active region contribution (green).
The consistency between the green and the black line indicate the validity of the estimated
active region contribution, which is particularly important for the MinXSS methodology.
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10.3 Elemental Abundance Variations

It was noted in Section 6.2.3 that there is a variation in the low-fip elements in quiet Sun

regions vs. active regions. AIA spectra contribution in all of the EUV filters are dominated by

Fe lines. Thus, AIA is not a feasible instrument to infer low-fip enhancements. Changing the

low-fip abundance in the spectral models used to compute the AIA temperature responses

simply scales the response up and down, almost uniformly. XRT is extremely sensitive

to abundance changes but cannot independently infer the low-fip enhancement. A similar

sensitivity to abundance and lack of abundance determination is inherent with GOES XRS

method White et al. 2005 [155].

MinXSS-1 is the only instrument in this study that can assess the elemental abundance

due to its spectral resolution. The resolving power is just enough to discern differences in the

count rate at particular elemental spectral features. Albeit this procedure is emission model

dependent because MinXSS X123 cannot resolve spectral lines. The DEM fit in essence are

sensitive to elemental abundances, particularly XRT and X123. The best fit MinXSS-1 X123

abundance was used for each respective DEM fit. The real variation is in the 1T and 2TFree

fits. The QS best fit value of 0.3 is between the ‘Hybrid’ value (0.5) and photospheric (0.25)

value. The accuracy in the abundance determination is limited for the lower count rates (6

counts s−1). Hence this abundance determination needs to be followed up with a statistical

study on many QS observations.

The AR spectral fits yield expected abundance values near the common factor of 3

- 4 times the photospheric values (0.78) so there is no mystery here. Another ideal future

investigation is the tracking of AR elemental abundance (along with temperature) vs. AR

age (time after photospheric flux emergence). Overall MinXSS X123 provides the important

ability to determine elemental abundances, an additional diagnostic tool not readily available

with the current X-ray and UV instrumentation. Solar flares are known to have variable

abundance Dennis et al. 2015 [38], the next study exemplifies the MinXSS-1 X123 capability



222

to infer not only the low-fip multiplicative factor, but also the elemental abundances of

multiple elements individually.



Chapter 11

MinXSS Flare Study on 2016 July 24

There were a series of flares that erupted from a single active region group on 2016

July 24 from roughly 11:30 - 15:00 UT. Series of sequential flare eruptions over spans of a

few hours is not very frequent, but it is not uncommon for an active region group to have

a few flares occur in a day. Many times the first couple of flares trigger the later eruptions.

Most of the flares were mostly GOES C class (C1, C1.6, C5.1, C6.0, C7.0 and C7.0). Due

to eclipse times and sparsity of downlinked data at the time of analysis, MinXSS-1 did not

measure every flare. Figure 11.1 shows the GOES flux transients due to the flare series

and the corresponding 5 minute averaged MinXSS-1 X123 total counts. In this Chapter the

X123 OSPEX spectral fits and implications of MinXSS-1 measurement of six of the flares

are discussed.
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Figure 11.1: GOES XRS 0.1 - 0.8 nm (red line) and 0.05 - 0.4 (blue line) nm flux time series
with the X123 total counts overplotted (green asterisks). The 5 minute averages X123 total
counts follows the general trend of the GOES XRS measurements.

11.1 Spectral Parameter Fits

The X123 flare series of 2016 July 24 were fit by the OSPEX suite in SSW. The

model class of fits that will be discussed in this Chapter are 1TFree, 2TFree, 1TAllFree and

2TAllFree. The details on these classifications were discussed in Section 9.3 and the reader is

refered there for a reminder. Figure 11.2 displays four of the flares fit with the four spectral

models. The pre-flare is taken as the 5 minute average of any MinXSS-1 X123 measurements

between roughly 11:00:00 - 11:30:00 UT. This signal measurement is then subtracted from

the remaining dataset. The residual is considered the flare contribution and are fit.

The 1TFree model consistently has the poorest fit to both the pre-flare and the flare

spectrum. A single temperature is a limited model for the complex nature of a solar flare and

while in some instances there can be a peak temperature that can dominate the radiative

output, flares are not iso-thermal. Furthermore the single multiplicative factor for all the
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low-fip elements has been observed to not adequately describe solar flare spectra, when

the measurements have high enough spectral resolution to discern abundance variations.

Pioneering studies performed by Dennis et al. 2015 using MESSENGER SAX data [38],

have proven that the solar flare abundance is in general, much more complex than a single

low-fip multiplier for Fe, Ni, Si, Ca, S (mid-fip) and Mg.

The 1TAllFree model improves upon the abundance inference limitation by allowing

the elements Fe, Ni, Mg, Si, S, Ca and Ar to vary in abundance. This provides a much better

fit than the 1TFree model (lower χ2
reduced), but still suffers from the limitation of describing

the flare plasma being at a single temperature. The 2TFree has moderate improvement on

the 1TAllFree, in terms of the statistical metric of χ2
reduced for some flares but is worst for

others. The secondary temperature and emission measure gives more freedom in fitting the

flare spectrum. This secondary temperature freedom also affects the elemental abundance

impact on the spectra due to the temperature dependence of a certain element’s ionic spectral

line groups.

The 2TAllFree are the best fits (lowest χ2
reduced) of all the models and thus, the I will

only discuss in the remainder of this Chapter. This model has the highest number of free

parameters, so it is not surprising that it can obtain a lower χ2
reduced as long as the model used

to approximate the data is reasonable. It is important to note, as discussed in Section 9.3

that not every element is allowed to vary for every single fit arbitrarily. There is a minimum

signal-to-noise (5 for this data set) that each elements ‘dominate’ spectral feature must attain

before the fit will, autonomously, allow that element’s abundance to vary for that specific

time interval being fit. With this background knowledge, I proceed to discuss the flare series

results in depth.

Consistent with the common flare description, observed is an increase in the GOES

0.05 - 0.4 nm flux, then a rise in the 0.1 - 0.8 nm flux, then the MinXSS-1 X123 count rate

(due to the lower spectral coverage, and these lower energy photons dominating the spectral

count rate) [6]. This follows the theory that flares accelerate particles both towards the less
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Figure 11.2: OSPEX Fits of the B and C class flares on 2016 July 24. The 1TFree fits
are cyan, the 1TAllFree are green, the 2TFree are orange and the 2TAllFree are Red. The
2TAllFree are the best fits (lowest χ2

reduced) of all the models.

dense plasma towards interplanetary space (generating microwaves) and towards the more

dense chromosphere (generating hard X-rays and soft X-rays). These particles interact with

the lower atmosphere and generate a flux of heat and particles back up the flare loops, which
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Figure 11.3: OSPEX XTAllFree (1TAllFree and 2TAllFree) Fits of the flares on 2016 July
24. The 1T components are orange, the 2T components are purple (traingle and squares).
The top panel is the volume emission measure and the bottom panel is the temperature. The
maroon line is the GOES coronal abundance estimation and the silver is the photospheric
abundance value.

cool via radiation of soft X-rays and UV. The later phase is the majority of the radiation

that MinXSS detects.

The emission measure for both the 1TAllFree (orange) and 2TAllFree (purple) increases

during the flare times and the temperature increases. The temperature commonly can reach

well over 5 MK for flares, and nominally between 10 - 20 MK during flare peaks. The

MinXSS-1 5 minute averaged data is not directly comparable to the 2 second averaged

GOES values, thus the changes in emission measure and temperature will not necessarily

be in sync. There can be a few reasons for this at least with respect to the plotted data in

Figure 11.3. The GOES data displayed is 2 second averages, while the MinXSS-1 data has

been averaged over 5 minutes. MinXSS-1 will miss many of the temporal features. The 5

minute averages were chosen to minimize noise in the signals for spectral fitting. Also, the

MinXSS-1 effective area is relatively small, so the flux in energy bins greater than 6 keV
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rarely have enough counts to be included in the spectral fitting. GOES has a larger effective

area at the higher energy X-rays and thus greater spectral sensitivity than MinXSS-1 X123

for the higher energy photons.

The evaporation of heated ions from the chromosphere up into the corona should

have direct effects on the subsequent radiation in the soft X-rays and UV. In detail, if the

chromospheric plasma has a different chemical composition relative to the plasma nominally

radiating in the corona, then one expects to observe a change in the inferred elemental

abundance from measurements sensitive to abundance changes. This leads to the importance

of MinXSS-1 spectrally resolved measurements being able to determine changes in elemental

abundances. Changes in abundance can be linked to various physical processes and mass

flow in the solar atmosphere.

11.2 Elemental Abundance Variations

The 2TAllFree model fits of the MinXSS-1 X123 spectral measurements of the 2016

July 24 flare series yields results consistent with recent literature on the elemental abundance

variations observed in solar flares. In general the thought is that the upwelling chromospheric

plasma into the corona will have a low-fip abundance closer to photospheric values (similar

to Caffau et al. 2011, Alow−fip ∼ 0.25), rather than the traditional ‘coronal’ values (Feldman

1992 Alow−fip ∼ 1.0). The abundance values derived here are relative abundance changes

inferred with respect to a nominal basis set. The basis set is Feldman 1992. If the specific

element’s abundance is not allowed to vary during the fit, then it is fixed at the Feldman

1992 value.

Fe XXIV and Fe XXV have dominant emission lines that contribute to a large spectral

feature near 6.7 keV and is commonly discussed in RHESSI flare observations. Additionally,

there is the Fe-Ni complex near 8 keV. Both features are only significant in the X123 count

rate for the C7.0 and C5.0 flare observed here. Thus, the Fe and coupled Ni abundance were

determined from the features near 1.0 and 1.1 keV. The Fe and Ni abundance does, in general,
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Figure 11.4: OSPEX XTAllFree abundance Fits for Fe, Ni (left) and S (right) of the flares
on 2016 July 24. The 1T components are orange, the 2T components are purple (traingle
and squares). Fe and Ni have enough signal to noise to be free for most times to allow the
abundance to be free. In general, most of the values decrease during the flares. The same
appears to be true for S.

decrease during the flares discussed here, relative to the pre-flare value (inside the vertical

black lines in Figure 11.4). As the flares increase in magnitude (GOES Classification) the

Fe and Ni abundance enhancement decreases further. This is a good indirect (more direct

would be images of the plasma flow up into the atmosphere and simultaneous changes in the

radiation details and in situ plasma composition measurements) indication of plasma flow

from the chromosphere to the corona.

S has a spectral line group feature near 2.7 keV that is used to set the mid-fip element’s

abundance free or not. Once the flare magnitude is large enough, a S elemental abundance

between 0.4 - 0.7 is inferred. The variation from pre-flare values is not obtainable because

the pre-flare spectrum lacked enough signal-to-noise near the 2.7 keV feature for it to be set

free. Figure 11.5 demonstrate a similar trend for Mg (spectral features near 1.35 keV) as

Fe and Ni. The abundance is below coronal values (commonly between 0.3 - 0.8) and much
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Figure 11.5: OSPEX XTAllFree abundance Fits for Mg (left) and Si (right) of the flares on
2016 July 24. The 1T components are orange, the 2T components are purple (traingle and
squares). Mg abundance decreases during the flares and so does Si.

lower than the pre-flare fit value near 2.2. Even though the pre-flare value for Si was fixed,

the flare values seem telling. The abundance hovers between 0.2 - 0.5 for the majority of

the flare times and is consistent with the other low-fip elements of Mg, Fe and Ni, and the

mid-fip S. These inferences greatly bolster the arguement for chromospheric evaporation.

The Ca feature near 4 keV did not attain a high enough signal-to-noise except for one

time frame were it displayed a sub-coronal abundance. There is not much more that can be

stated on this element. Ar is the one high-fip element in the MinXSS-1 X123 bandpass that

could be allowed to vary. The fits show an enhancement for some instances and a depresion

for others. Ar is known to have anomolous abundance effects durring flares [40, 39], and more

studies with MinXSS (preferably coordinated with simultaneous Hinode EIS observations)

is needed for definitive statements on the Ar abundance variations.

The elemental abundance of He, Ne, C, O, F, N, Na, Al and K were fixed at their

Feldman 1992 values. Most of these elements are considered high-fip and thus are not
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Figure 11.6: OSPEX XTAllFree abundance Fits for Ca (left) and Ar (right) of the flares on
2016 July 24. The 1T components are orange, the 2T components are purple (traingle and
squares). Ca only has a few instances where the signal-to-noise ratio in the 4 keV spectral
feature is large enough to allow the Ca abundance to be free. All that can be stated is that
it is less than the Feldman 1992 values when allowed to be free. Ar is a high-fip element and
shows an enhancement for some instances and a depresion for others. Ar is known to have
anomolous abundance effects durring flares [40, 39].

expected to vary much during flares. Ironically Ar is also a high-fip element and has shown

significant variations. The abundances of these elements were varied in unison to assess any

sensitivity to changes in the MinXSS-1 X123 spectra. Best fit values almost were always 1

and there are not any noticible changes in the spectrum due to changes in their abundance

at least in the SSW Chianti data base for plasma temperatures greater than 2 MK. These

elements are expected to contribute to the number of free electrons and could modify the

free-free continuum in the MinXSS-1 bandpass. But as stated earlier, no noticable change

has been observed in varing the abundances of these elements in the current modelling

framework.

Overall the MinXSS-1 measurements and 2TAllFree spectral fits of the flare series on

2016 July 24 are consistent with expected flare emission measures and peak temperatures.
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What is unique about this data set is the ability of MinXSS-1 X123 to estimate the abun-

dances of Fe and Ni, S, Si, Ma, Ca and Ar seperately. Besides MESENGER SAX and Hinode

EIS, there has not been solar coronal measurements with this capability for some time. The

results indicate that chromospheric evaporation is very likely to occur in flares, based on the

soft X-ray signatures. This highlights one of the main diagnostics of the MinXSS CubeSat

instrument suite.



Chapter 12

MinXSS and Future Solar Investigations

12.1 Summary of MinXSS and the Solar Corona

The MinXSS CubeSats have reopened the door to investigate the solar corona through

spectrally resolved measurements in the soft X-rays. The MinXSS-1 CubeSat has operated

nominally (beside a few anomalies) for the majority of the ∼1-year mission. In summary, I

have been fortunate to be part of a team that has enabled:

(1) New solar measurements from sparsely observed 0.8 - 12 keV energies.

(2) MinXSS-1 quality measurements from A4 - M5 levels (without special processing).

(3) Estimations of an active region spectrum and DEM.

(4) Estimations of a quiet Sun spectra and DEM.

(5) Cross-calibration with the GOES XRS.

(6) Cross-checked a two solar flares RHESSI.

(7) Cross-calibration with the Hinode XRT.

(8) Cross-calibration with the SDO AIA.

(9) New inferences of elemental abundances in the solar corona.
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These new capabilities are now available for the entire solar physics science community.

There are a wide array of scientific possibilities with the upcoming launch of MinXSS-2. I

have desire to utilize the MinXSS-2 CubeSat measurements with other satellite data for the

investigations discussed in Section 12.2.

12.2 Future Solar Investigations

Why the Solar corona is over 1 million degrees Kelvin while the solar surface is around

5,700 K is still in debate. The two leading theories involve impulsive processes (nanoflares)

and wave dissipation (Alfvén waves). Both processes use magnetic fields as a medium to

transfer convective kinetic energy to thermal energy. This proposal aims to investigate the

presence of spectral signatures predicted by theories and models through soft X-ray (SXR)

and Extreme Ultraviolet (EUV) observations. First, I will determine if there is a link between

the presence of hot-dim plasma (which is predicted by a certain class of nanoflare models)

and its elemental abundance vs. AR age. I propose to use simultaneous observations by the

NuSTAR satellite, which has the SXR spectral coverage and photon flux sensitivity to detect

hot-dim plasma in non-large flaring (quiescent) active regions (ARs); the MinXSS CubeSat,

which has the SXR spectral resolution to deduce elemental abundances; and Hinode XRT and

EIS, SDO AIA and eventually MaGIXS for additional information. Second, I will evaluate

if the latest simulations of Alfvén wave dissipation can generate the Solar X-ray flux. I will

compare synthetic observables from numerical simulations of Alfvén wave dissipation to the

data sets previously mentioned for specific times. These complimentary investigations will

provide insight on the viability of current coronal heating theories.

12.2.1 Where is the Hot Dim Plasma Content in Quiescent Solar Active

Regions?

A current mystery in solar physics is why the upper solar atmosphere, the corona, has

a temperature of over 1 MK while the solar surface, the photosphere, is at around 5,700 K.



235

While the primary heating source of the corona is still in debate, the notion that the origin

is magnetic in nature is not in question. Additionally, the solar atmosphere has a complex

magnetic spatial structure with temporal variations, thus leading to possible intricacies in

the coronal heating processes. Two prevalent heating theories are (1) impulsive, small scale

magnetic reconnection events (nanoflares) and (2) Alfvén wave dissipation [86]. As a post-

doc, I propose to address two main questions: (Q1) Is the presence of plasma with

temperatures (T) greater than 6 MK and emission measures (EM) less than 1027

cm−5 (so-called hot-dim plasma) in quiescent active regions (ARs) dependent

upon the AR age? and (Q2) Is the dissipation of Alfvén waves a suitable heat-

ing source to explain both the coronal X-ray and Extreme Ultraviolet (EUV)

emissions from the corona?

Figure 12.1: Proposed project outline.

Soft X-ray (SXR) spectral measurements provide an unambiguous diagnostic for es-

timating the temperature distribution (T ≥ 1 MK) and chemical composition of coronal

plasma. New SXR measurements will provide vital tools for understanding the fundamental

processes that heat the corona. These measurements are being obtained near continuously
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(except for eclipse times) from the Miniature X-ray Solar Spectrometer (MinXSS) CubeSat,

intermittently (target of opportunity observations) from the Nuclear Spectroscopic Telescope

Array (NuSTAR), and in the near future from the Marshall Grazing Incidence X-ray Spectro-

graph (MaGIXS) sounding rocket flight. This proposal aims to investigate the observational

signatures of these two solar coronal heating theories as outlined below and summarized in

Figure 12.2.1.

(1) Investigate the presence and chemical composition (abundance) of hot-dim plasma

in quiescent (non-large flaring) ARs through SXR and EUV observations, which can

reveal a signature of impulsive (nanoflare like) heating process.

(2) Estimate the contribution of Alfvén wave heating to the SXR flux, by using numer-

ical simulations to create synthetic data and then comparing them to observations.

Both coronal heating theories revolve around kinetic energy generated by photospheric

convective fluid motions that jostle magnetic field lines rooted in the photosphere. The

kinetic energy is converted to magnetic energy, which is either dissipated by reconnecting

magnetic field lines that create small-scale, quickly occurring impulsive events [124], or by

the interaction of waves on the magnetic field lines causing small-scale turbulence that leads

to heating of the plasma [3]. While both processes are likely to be occurring, this proposal

aims to understand the presence and relative contributions of these two phenomena to the

coronal conditions.

Q1: Is the presence of hot (T > 6 MK ⇔ log(T) > 6.78), dim

(EM < 1027 cm−5) plasma in quiescent active regions (ARs) dependent upon AR

age?

The episodic heating theory of the solar corona envisions small-scale magnetic pro-

cesses (called nanoflares) that dissipate magnetic energy that has been converted from the

kinetic energy associated with photospheric convection [124]. Each bursty event is pos-

tulated to release small amounts of energy (< 1024 ergs), that for low frequency events,
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near-instantaneously heats the local plasma to above 5 MK (log(T) ∼ 6.7). This plasma is

theorized to quickly cool and thus spend the majority of time below 5 MK [87].

Figure 12.2: Active region emission measure distribution hot temperature component (5 MK
> log10(T) = 6.7) is poorly constrained by current EUV and SXR observations. Emission
measure units are in column (cm−5). Adapted from [157].

But, the ensemble of randomly occurring impulsive events could continuously generate

coronal plasma at temperatures above 5 MK, with only dim emission - perhaps 3 orders

of magnitude fainter than the cooler component (< 5 MK; see Figure 12.2.1). Thus, the

direct detection of the predicted hot-dim plasma has been elusive with current solar SXR

instrumentation, which lack the necessary intensity sensitivity and extreme ultraviolet (EUV)

instrumentation which can suffer from cooler plasma contributions in the passband.

There have been several attempts at measuring this hot-dim component. A few re-

ported detections have been by SXR full sun spectrometers, such as SPHinX [111] and X123

[28] narrow FOV spectrometers like RESIK [?], full sun spatially resolved imagers of Yohkoh
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SXT [?], Hinode X-ray Telescope (XRT), and RHESSI [137]. All these investigations suf-

fer from instrumental limitations, hindering their ability to make an unambiguous inference

of the hot-dim plasma. The spectrally resolved and spatially integrated measurements of

SPHinX was averaged over ∼17 days (losing temporal sensitivity), the published X123 data

was only from a 5 minute rocket flight and RESIK data were averaged over a 1 month pe-

riod. Combined analysis using SXR images from XRT and EUV spectra from the Hinode

EUV Imaging Spectrograph (EIS), suffer from a hot-dim temperature blind-spot for T >

6 MK and EM < 1027 cm−5 [157] (see Figure 12.2.1). This blind spot is primarily due to

spectral confusion for SXR > 1 keV in the XRT filters. Likewise, Yohkoh SXT has spec-

trally confused filter images with contributions from cooler plasma. The most solid inkling

of a hot-dim plasma detection has come from the Extreme Ultraviolet Normal Incidence

Spectrograph (EUNIS-13) rocket flight [21].

NuSTAR has conducted spectrally (∼ 0.4 keV FWHM) and spatially resolved (∼ 18”)

solar measurements over its ∼11’ (∼1/3 the radius of the Sun) FOV, and the spectral cov-

erage (3 - 10 keV) and sensitivity (effective area ∼700 cm2 at 3 keV, ∼200 times larger than

RHESSI, a dedicated solar X-ray observatory) to make unambiguous detections of hot-dim

plasma in solar ARs. Previously published solar pointings with NuSTAR place upper limits

on any hot-dim plasma component, but did not infer a plasma component greater than 5

MK (with detector livetime-limited data) [67]. This contrasts with other studies that claim

hot-dim plasma detection!!. The previous NuSTAR observations were of older active regions

(1 - 2 weeks old).

Perhaps the presence of the hot-dim plasma has a dependence on AR age?

Previous studies such as [148] have provided evidence that early in AR evolution (a few days

after photospheric magnetic flux emergence) emission from hotter (3 - 4 MK) EUV lines

(like Ca XV) are enhanced relative to cooler (0.6 - 0.9 MK) lines (Si VII), (see Figure 12.3).

Additionally, a few studies similar to [156] of EUV lines yield strong evidence of el-

emental abundance variations in ARs (see Figure 12.4). Within a few days an emerging
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Figure 12.3: Adapted from [148]. During early phases of active region evolution, emission
from hotter EUV lines (Ca XV; 3 - 4 MK) is enhanced with respect to cooler (Si VII; 0.6 -
0.9 MK) compared to later times in active region life spans.

AR can have an enrichment of low first ionization elements (FIP < 10 eV), such as Mg,

Fe and Si, from photospheric abundance values (Aphotospheric = 1), to the so called coronal

abundance (Acoronal ∼ 4*Aphotospheric) or even greater. There is a lack of literature of similar

studies in the SXR. If impulsive nanoflare processes are similar to their larger counterparts,

then it is postulated that photospheric material would be driven up to the corona in ARs.
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This change could possibly be inferred from SXR spectral measurements. Thus, there could

be a connection between AR heating processes and the AR elemental composition.

Figure 12.4: Adapted from [156]. Active region elemental abundance can transition rapidly
in a few days after magnetic flux emergence. The data is from EUV Mg and Ne line ratios.

The Miniature X-ray Solar Spectrometer (MinXSS) CubeSat has the spectral resolution

(∼0.15 FWHM) from 1.0 - 10 keV to estimate elemental abundances [158]. Due to the

smaller aperture and hence lower effective area (∼10−4 cm2) of the MinXSS spectrometer,

significant counts can be expected from 1 - ∼2.5 keV for the solar flux levels I propose to

observe, with near overlap with NuSTAR. A recent example of simultaneous NuSTAR and

MinXSS measurements, when the GOES 0.1 - 0.8 nm flux was at ∼7 x 10−8 W m−2 levels is

in Figure 12.5. The data are indicative of the expected count rate and photon flux estimation

that are expected to be observed during this project. Single temperature (1T) spectral fits

yield consistent plasma estimations and flux levels (keeping in mind the difference in the
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instruments’ FOVs).

I propose to observe as many separate sets of quiescent ARs that have recently emerged

(within 2 - 4 days) as possible to assesss the presence of hot-dim plasma with NuSTAR and

simultaneous elemental abundances with MinXSS. MinXSS continuously observes the Sun

(expect for LEO eclipse periods). MinXSS-2 (identical to MinXSS-1) is scheduled to launch

not earlier than June 2018 for up to a four year mission. I will target ARs that emerge on

the solar east limb, monitor its SXR evolution with mutiple NuSTAR observations separated

by at least 1 day and preferably no more than 3 days, before the region rotates out of the

Earth line-of-sight on the west limb.

It is desired that the observed ARs emerge during solar conditions with no well-defined

ARs already present to minimize ghost rays in the (photon contributions from sources not in

the field of view) and ease the extraction of the target AR flux contribution to the MinXSS

count rate. These conditions will occur more frequently over the next 2 - 3 years as solar

cycle minimum nears. MinXSS integrates the SXR flux over the full Sun. Thus, coordinated

Hinode XRT full Sun images will be taken to assist in extracting the NuSTAR observed

AR contribution to the MinXSS spectrum (cross calibration between MinXSS and Hinode

XRT is in progress). Additionally, the solar spectrum measured by MinXSS before the

AR emerged will be used as a baseline for quiet Sun (QS) SXR. When available, Hinode

EIS data will be used to assess the cooler plasma emission component. Solar Dynamics

Observatory (SDO) AIA EUV filter images will be also analyzed for context. SDO HMI

magnetograms will be used through the helioviewer.org tool to observe emerging flux. I am

part of the NuSTAR Heliophysics group, which have been conducting solar measurements

and have developed NuSTAR solar analysis tools in addition to existing software (XSPEC,

OSPEX and SSW). Spectral fits and calculated differential emission measures will be used

to estimate the plasma temperature distribution.

Additionally, I will collaborate with the MaGIXS sounding rocket team at the NASA

Marshall Space Flight Center and Smithsonian Astrophysical Observatory (SAO) to use
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Figure 12.5: Top Left: Previous NuSTAR solar measurement. Top Right: Closest time
Hinode XRT Be-thin image to the NuSTAR measurement. The blue (red) box indicates the
spatial region that the NuSTAR (MinXSS) measurements (soilid lines), inferred photon flux
and 1T fit results (dash-dot lines). The emission measure (EM) is listed in volume units
(cm3).

observational data from their spatially resolved slit spectra from ∼0.5 - 2 keV with 2.4 x

10−4 keV FWHM resolution at 1.24 keV (0.6 2.4 nm, with 2 x 10−4 nm FWHM resolution)

during their rocket flight in the summer of 2019 to augment this study. MaGIXS will directly

measure spectrally resolved lines of ionized Mg, Ne, Fe and O with formation temperatures

between 2 - 7 MK. The ratios of the high and low temperature lines for the same element
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yield temperature estimates. The ratios of the low and high FIP element lines of similar

formation temperatures (e.g. Mg XI/O VIII, at T ∼ 2.5 MK and Fe XVII/Ne X at T ∼

4 MK) yield direct estimates of FIP enhancements over photospheric abundances. If no

hot-dim plasma is detected, the more likely scenario is heating primarily by Alfvén wave

dissipation.

12.2.2 Numerical Simulation Investigation of Heating Mechanisms in Qui-

escent Solar Active Regions.

Q2: Is Alfvén wave dissipation a suitable heating source to explain the

coronal X-ray emission, in addition to the EUV emission?

The interaction of outward propagating Alfvén waves from the jostling of photospheric

magnetic flux tubes and reflected (from the radial density gradient in the solar atmosphere)

inward propagating Alfvén waves results in a leakage of energy to lower density plasma (the

corona) [150]. Only about 10% of the Alfvén wave energy is believed to reach the corona, but

this appears to be enough to create 1 - 3 MK plasma [8], which can explain the QS and AR

plasma, especially if there is no significant detection of a secondary hot-dim AR component

from Q1. The 3D Magnetohydrodynamic (3DMHD) Alfvén Wave Solar Model (AWSoM)

code, [151], has successfully implemented Alfvén wave heating to create many realistic aspects

of the solar corona, such as electron-ion temperature anisotropies, the 1 - 3 MK coronal

plasma, AR EUV emission enhancement (from comparison with AIA and STEREO images),

see Figure 6 for example synthetic AIA images. These synthetic images yield some of the most

realistic quantitative comparisons to the solar coronal conditions and the best qualitative

comparison to AIA images. Also, the Predictive Sciences Magnetohydrodynamic Algorithm

outside a Sphere (MAS) code [103] has an analytical form of Alfvén wave heating in its

energy equation. This allows for turning ‘on and off’ the Alfvén wave contribution to the

evolution of the plasma in the code so the influence on the radiative diagnostics can be

directly analyzed.
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I will work with both the AWSoM team and the MAS team which have agreed to

collaborate on a project to determine if synthesized spectra from the AWSoM and MAS

codes can create the observed solar SXR emission. I will use the temperatures, densities, and

velocities output by the AWSoM and MAS codes as inputs to the Chianti atomic database

[161] to generate synthetic data to compare to MinXSS SXR spectra, XRT images, and future

MaGIXS SXR spectra. Comparison to EIS EUV full sun spectral maps will help constrain the

capability to recreate the detailed atmospheric temperature structure. 3DMHD numerical

simulations are great tools to aid in the interpretation of radiation diagnostics and to assess

the accuracy of the physics believed to describe astronomical systems.

The AWSoM and MAS numerical simulations will be used to compare radiation inferred

plasma properties (from DEMs, filter images from SXR and EUV observatories) to the 3D

distributions predicted by the numerical codes. This will provide guidance on what biases,

caveats, and issues are implicit in MinXSS full-sun spectra, XRT and AIA filter images, and

MaGIXS and EIS slit spectral images. This will enhance knowledge on to improve designs

of future instruments. The supercomputing resources available at my postdoc institution

can be used to speed up and complete the investigations involving numerical simulations

addressing Q2.
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Figure 12.6: Comparison of AWSom synthesized EUV and AIA images. The figure is adapted
from van der Holst et al. 2014 [151].



Bibliography

[1] B. P. Abbott, R. Abbott, T. D. Abbott, M. R. Abernathy, F. Acernese, K. Ack-
ley, C. Adams, T. Adams, P. Addesso, R. X. Adhikari, and et al. Observation of
Gravitational Waves from a Binary Black Hole Merger. Physical Review Letters,
116(6):061102, February 2016.

[2] S. Agostinelli, J. Allison, K. Amako, J. Apostolakis, H. Araujo, P. Arce, M. Asai,
D. Axen, S. Banerjee, G. Barrand, F. Behner, L. Bellagamba, J. Boudreau, L. Broglia,
A. Brunengo, H. Burkhardt, S. Chauvie, J. Chuma, R. Chytracek, G. Cooperman,
G. Cosmo, P. Degtyarenko, A. Dell’Acqua, G. Depaola, D. Dietrich, R. Enami, A. Fe-
liciello, C. Ferguson, H. Fesefeldt, G. Folger, F. Foppiano, A. Forti, S. Garelli, S. Gi-
ani, R. Giannitrapani, D. Gibin, J. J. Gómez Cadenas, I. González, G. Gracia Abril,
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Appendix A

Reflectance Calculations

The reflectance calculations displayed throughout this entire dissertation is described

in this Appendix. The matrix calculations are extremely useful for multiple film systems.

We will start with discussing the power of thin films in modifying the optical properties of

materials.

A.1 Matrix Formulation for Optical Calculations

Thin films modify the surface admittance of a substrate, which is the ratio of the

tangential components of the magnetic to electric fields at the interface between two media,

Y = H
E

. Thin films can modify the optical properties via optical interference effects (vs.

thermal, mechanical, an applied voltage, applied magnetic field, etc.). The phase shift

induced upon light transversing a thin film of thickness, dj, is calculated by Equation A.1.

δj =
2πdj

√
n2
j − k2

j − n2
0 sin2 θ0 − 2injkj

λ

=
2πnjdj cos θj

λ
, for kj = 0

(A.1)

Thin film effects are important for this dissertation, but we will describe a process to

calculate the transmittance and reflectance of any combination of films on top of a substrate

in the following sections. First, we must set up a basis set for our calculations. We can choose

an orthogonal basis set defined by the plane of incidence for the incident, transmitted and
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reflected light propagation directions. This theory, interprets the majority of the light energy

propagating as rays. The wave nature of light is used for the computation of interference

effects. Here we follow the derivations in Hecht 2002 [73] and Angus Macleod Optics Notes

https://www.thinfilmcenter.com/ocdm.php with slight modifications.

First, we must define the plane of incidence, which is the plane containing the incident,

reflected and transmitted rays. The plane of incidence is perpendicular to the defined inter-

face between two media (see Figure A.1). The normal of the interface between the two media

is used to define the angles of incidence, θi, reflection, θr, and transmission θt. These angles

are related to one another (for adjacent media) by the angle modified optical constants, η

via Snell’s law (see Equation A.4).

ηs = (n− ik) cos θ (A.2)

ηp =
(n− ik)

cos θ
(A.3)

η0 sin θ0 = η1 sin θ1 = ... = η sin θ (A.4)

Next, we can compute the photon induced tangential electric and magnetic field am-

plitudes at the interface between two media, which we will label a and b. We shall focus on

the amplitudes on the forward side, + and the back side, - of the interface. The amplitudes

on each side of the interface can be combined and used to calculate the the reflectance, R,

transmitance, T and absorptance, A in a thin film system.

E = E+ + E− (A.5)

H = H+ −H− = η(E+ − E−) (A.6)

https://www.thinfilmcenter.com/ocdm.php
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Figure A.1: Diagram describing the ray approximation of light propagation from medium
with with index of refraction, n1 and angle of incidence, θ1, the reflected angle from the
normal, θ1, in the secondary medium with, n2, and angle of propagation, θ2, and a third
medium with n3, and angle of propagation, θ3. The plane in which the incident and reflected
ray propagate is called the plane of incidence. Image credit: http://www.webassign.net/
labsgraceperiod/ncsulcpem2/lab 6/manual.html.

We can solve for the positive and negative labeled waves (forward and backward side

of the interface at the interface from the previous expressions, in

E+
b = 0.5

(
Eb +

Hb

η

)
(A.7)

E−b = 0.5

(
Eb −

Hb

η

)
(A.8)

E+
a = E+

b e
iδ (A.9)

http://www.webassign.net/labsgraceperiod/ncsulcpem2/lab_6/manual.html
http://www.webassign.net/labsgraceperiod/ncsulcpem2/lab_6/manual.html
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E−a = E−b e
−iδ (A.10)

then plug the expressions in Equation A.7, Equation A.8, Equation A.9, and Equa-

tion A.10 into Equation A.5 and Equation A.6. After rearranging terms and applying Euler’s

equation, eiφ = cosφ + i sinφ we rewrite the exponentials with the phase differences, δ, to

arrive at the expressions below for the electric and magnetic field amplitudes between the

interface of medium a and medium b.

Ea = cos δ · Eb + i
sin δ

η
·Hb (A.11)

Ha = iη sin δ · Eb + i cos δ ·Hb (A.12)

The left sides of Equation A.11 and Equation A.12 only is dependent upon the medium

a and the expressions on the right sides of the same equations only are variables of the medium

b. Thus, the linear relationship allows a matrix formulation to be implemented.

Ea

Ha

 =

 cos δj
i sin δj
ηj

iηj sin δj cos δj


Eb

Hb


The equation above is the matrix expression relation the tangential wave amplitudes of

medium a and medium b at their respective interface. The matrix relating the media wave

amplitudes is only dependent upon the thin film material properties, namely the optical

constants, η and the phase shift induced, δ. The matrix dependent only on η and δ is called

the characteristic matrix. The separability of the film properties (characteristic matrix)

from the wave amplitudes allows the separate computation of the influence induced by any

number of films between a medium a and medium b. Thus, we can calculate an ‘effective’

characteristic matrix of a thin film system (composed of many thin films, by the product of

all the characteristic matrices). THis simplicity promotes efficient and expedient calculation
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of optical properties (reflectance, transmittance and absorptance of a series thin film on a

substrate.

B
C

 =

{
N∏
j=1

 cos δj
i sin δj
ηj

iηj sin δj cos δj

}
 1

ηsub


where

B =
Ea

Eb

(A.13)

plus,

C =
Ha

Eb

(A.14)

and,

ηsub =
Hb

Eb

(A.15)

The matrix equation above is for q number of films on top of a substrate with optical

constants ηsub. This is the matrix calculation process used in this dissertation. The new

variables B and C are the normalized tangential electric and magnetic field amplitudes

respectively.

ρ =
η0B − C
η0B + C

(A.16)

ρ is essential the Fresnel Coefficient for the entire thin film system and substrate. η0

is the optical constants from the incident medium (first medium) used in the calculation. In

general, because η and δ can be complex (have a real and imaginary component), ρ can be

complex. We can multiply ρ by its complex conjugate, ρ∗ to compute the reflectance, R.

R =
Ir cos θr
Ii cos θi

= ρρ∗ =

(
η0B − C
η0B + C

)(
η0B − C
η0B + C

)∗
(A.17)



267

Equation A.17 yields the reflected light intensity in the tangential component with

respect to the interface. This incorporates the projected illuminated area, which is equal for

the incident and reflected light beams because the medium is the same, θr = θi. Thus, the

area conceals out and the calculation is simplified. For the transmittance calculation, the

media have different optical constants, thus different projected areas for oblique angles of

incidence, θt 6= θi. Thus the transmittance calculation is a little different.

T =
It cos θt
Ii cos θi

=
4η0Real(ηsub)

(η0B + C)(η0B + C)∗
(A.18)

In lossy media (k 6= 0), absorption will occur during the light passage through the

thin films. Following conservation of energy, an approximate expression for the absorptance

of a ‘perfect’ (homogeneous, low surface roughness, minimal diffuse scattering, etc.) thin

film can be calculated from A = 1 - R - T. Where R is from Equation A.17 and T is

from Equation A.18. Setting the film thickness equal to 0 to understand the general effects

changing n or k have on reflectance. Figure A.2 demonstrates that n being equal between

the two media load to 100% transmittance, and any deviations from this equality results in

a mismatch and light reflection. k equal to zero has no light loss in the media, but increases

in k leads directly to light absorption. Some metals, have n < 1 and k > 1, which leads to

large quantities of light being reflected, but a shallow skin depth (light penetration depth

into the media). Thus metals, are great reflectors of light, but will always result in light loss,

due to the photon induced surface currents from free electrons being dissipated by collisions

and converted to heat.
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Figure A.2: Top Plot: Theoretical reflectance as a function of n vs. fixed k in air. For k = 0
and n = 1.0, the reflectance vanishes because n = nair. Bottom Plot: Theoretical reflectance
as a function of k vs. fixed n in air. For n = 0 the reflectance is 100% for all k, because the
numerator and the denominator are the same and cancel out when n = 0.



Appendix B

Spectroscopic Ellipsometry

The JPL MDL HORIBA UVISEL2 Polarization/Phase Modulation (PM) Spectro-

scopic Ellipsometer can determine the ellipsometric angles of psi (Ψ) and delta (∆) from

measurements of IS and IC . Ψ is related to the ratio of the modulus of the Fresnel coef-

ficients for p and s states (tan Ψ = |rp|/|rs|) and is indicative of the polarized reflection

amplitudes. Figure B.1 displays the SE layout used to conduct ex-situ measurements of

ALD AlF3 film optical properties. The light source is a Xenon arc lamp, which emits light

towards a polarizer. This polarized light reflects off the sample, undergoes a change in po-

larization state (which is the measured output by the SE), passes through a Photoelastic

Modulator (PEM; the Modulator) and passes through another polarizer (the Analyzer) un-

dergoing two more possible polarization state changes. The resultant intensity is dispersed

by a monochromator and subsequently measured by photomultipliers in the UV-Vis and an

InGaAs detector in the IR.
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Figure B.1: Reprinted with permission from HORIBA and from Moore et al. 2015
[114]: HORIBA UVISEL2 Spectroscopic Ellipsometer (SE) Layout. This SE uses Polar-
ization/Phase Modulation (PM) to conduct ambient measurements with a Xenon arc lamp
light source and a polarizer to set the initial polarization state. Light reflected off the sample
may undergo a polarization state change, which can be a function of wavelength. A Pho-
toelastic Modulator (PEM; the Modulator) modifies the polarization state of the reflected
light which is then ‘analyzed’ by a second polarizer (the Analyzer). The resultant intensity
is dispersed by a monochromator and detected by photomultipliers in the UV-Vis and an
InGaAs detector in the IR. Ellipsometric angles ∆ and Ψ as a function of wavelength can be
extracted from measurements of IS = sin 2Ψ sin ∆ and IC = sin 2Ψ cos ∆. The SE was also
used to measure unpolarized reflectance for Θ = 45◦ from 200 – 800 nm.



Appendix C

Object Spectral Executive (OSPEX) Fitting Details

The Objectix Spectral Executive (OSPEX) fitting suite (https://hesperia.gsfc.nasa.gov/

ssw/packages/spex/doc/ospex explanation.htm) is the process used to fit the soft X-ray spec-

tral measurements of MinXSS-1 and RHESSI in this dissertation. OSPEX is a package

available in Solarsoftware (SSW) and is written in the Interactive Data Language (IDL).

The data is supplied in count rate (counts s−1), the instrument detector response matrix

(DRM) converts the model input photon spectrum to model count rate units. The model

count rate is compared quantitatively to the measured count rate via the chi-squared metric

(χ2
reduced). The input parameters, are varied until the minimal chi-square is achieved. This

is generally taken as the best fit paramaters. Monte Carlo runs are performed around the

best fit values to provide an estimate of the uncertainties. THe returned uncertatinies are

1σ assuming that the curature matrix is gaussian near the minimum of the χ2
reduced surface.

OSPEX provides many photon spectral models for fitting. The only model discussed

in this dissertation is the v th (variable thermal), which contains, thermal bremsstrahlung,

free-bound, and bound-bound transitions. The energy offsett for MinXSS-1 X123 is allowed

to vary in OSPEX to better constrain its variance during the MinXSS-1 mission.

https://hesperia.gsfc.nasa.gov/ssw/packages/spex/doc/ospex_explanation.htm
https://hesperia.gsfc.nasa.gov/ssw/packages/spex/doc/ospex_explanation.htm
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