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AN ABSTRACT OF A DISSERTATION 

 

TOWARDS EFFICIENT MODELS FOR LITHIUM ION BATTERIES 

 

Vinten D. Diwakar 

 

Doctor of Philosophy in Engineering 

 

Lithium ion (Li-ion) batteries offer excellent cycle life, no memory effect, and 

high energy density when compared to competing chemistries like NiCd, NiMH, etc. 

These characteristics make Li-ion batteries the preferred power source for next 

generation hybrid vehicles. Models for Li-ion batteries have primarily focused on 

transport and reaction mechanisms for the first-principles prediction of their 

electrochemical behavior. For better understanding and better applicability of these 

models, Li-ion battery systems need to be considered both from a component and a 

system point of view. The present work demonstrates three different aspects related to 

model simulation of Li-ion batteries. Firstly, a simplification of an electrochemical 

engineering model is presented, that can be used to predict the electrochemical behavior 

of batteries. Secondly, a novel numeric symbolic solution (NSS) is presented to predict 

AC impedance response of electrodes. Thirdly, a novel Monte Carlo method with a 

simple framework is presented that can evaluate the performance characteristics of a Li-

ion battery cathode material. The methods developed form a common theme of providing 

accurate results by way of a simpler computational framework with significant reduction 

in computational time and resources. 
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CHAPTER 1 

INTRODUCTION 

 

Batteries are electrochemical energy storage devices that are able to convert chemical 

energy to electrical energy by means of an electrochemical reaction at an electrode site 

[1]. Batteries can be classified into two main categories, namely, the primary type and the 

secondary type. The primary battery is defined as a battery that cannot be recharged, or, it 

can be thought of as a single use battery, once the ‘fuel’ within the battery is used the 

battery needs to be replaced with a new one. The secondary battery can be used multiple 

times by recharging the battery by applying an external current to it. Of late, secondary 

batteries are in prime demand because of its wide spread use in the consumer electronics 

industry, for example in digital cameras, cellular phones, global positioning systems 

(GPS) etc.  

 

1.1. Lithium Ion Batteries 

 

Interest in Lithium ion batteries started with dissertation work by W. S. Harris in 

1958 [2]. Work preceding Harris’ dissertation ultimately led to the development of a 

variety of primary lithium cells during the 1970s. Early attempts at developing 

rechargeable (secondary) lithium cells were plagued by safety concerns because of 

venting and flames emanating from the cell at relatively lower discharge rates. The 

reactivity of the lithium metal was found to be the cause of venting and flames, this 

eventually led to research in lithium insertion compounds. The first groups to develop 
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lithium insertion compounds and use them in battery systems were Exxon and Moli 

energy with the Li/TiS2 and Li/MoS2 systems.  

A large volume of work followed specifically from S. Wittingham and J. B. 

Goodenough et al. [3,4,5]. The use of lithium ion batteries were revolutionized and 

marketed by Matsushita electronics (Sony corporation) in the year 1991[6] with the use 

of a LiCoO2, based, cathode. These batteries were also called ‘rocking chair’ batteries, 

because of the ‘to’ and ‘fro’ shuttling of lithium ions from cathode to anode during 

discharge and anode to cathode during charge. With decrease in the size and weight of 

portable electronic devices, the need of the hour was a battery that would be both light 

and be able to provide high power for a relatively smaller size. Lithium has a distinct 

advantage in that it is has the lightest weight, highest voltage and greatest energy density 

of any metal. These days the Li-ion battery is expected to power the next generation of 

Hybrid Electric Vehicles (HEVs) and a lot of research in the materials aspect has taken 

place. The advantages and disadvantages of the Li-ion battery chemistry are summarized 

and tabulated in Table 1.1. 
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Table 1.1. Advantages of disadvantages Li-ion battery (ref. 1) 

Advantages Disadvantages 

Sealed cells; no maintenance required 

Long cycle life 

Broad temperature range of operation 

Long shelf life 

Low self discharge rate 

Rapid charge ability 

High rate and high power discharge 

capability 

High coulombic and energy efficiency 

High specific energy and energy density 

No memory effect 

Moderate initial cost 

Degrades at high temperature 

Need for protective circuitry 

Capacity loss or thermal runaway when 

overcharged 

Venting and possible thermal runaway 

when crushed 

Cylindrical designs typically offer lower 

power density than NiCd or NiMH 
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1.2. Components of a Lithium Ion Battery 

 

A typical cylindrical Li-ion battery construction is shown below in Figure 1.1. Li-ion 

batteries are packaged in four formats: prismatic, cylindrical, pouch, and button. Along 

with these four formats, coin cells or T cells are popular designs for laboratory use 

because of their ease in construction. The prismatic cells are wound in a rectangular 

fashion. Prismatic cells are mostly custom-made for cell phones and other high volume 

items. Prismatic cells have no venting system. Cylindrical cells, similar to the one shown 

in Figure 1.1, are wound in a coil like fashion. The cylindrical construction can withstand 

high internal pressures. 

 

Figure 1.1: Typical commercially available cylindrical Li-ion battery showing the various 

components (source: Hitachi online – August 2008) 
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Typical applications are wireless communication, mobile computing, biomedical 

instruments, power tools, and applications that do not demand micro-packaging. 

Cylindrical cells are the design choice for making battery packs for HEV applications. 

The pouch cells are a less expensive alternative to the metal-cased batteries. They can be 

tailor-made to fit the application. The drawback of pouch cells is the factor of bulging 

during higher rates of discharge, which needs to be accounted for during the design.  

The heart of the Li-ion battery is a unit called the ‘cell’ or ‘cell-sandwich’, 

depicted pictorially in Figure 1.2, which consists of the cathode, separator, and the anode. 

Batteries have many of these cells in series or have a single cell wound into the particular 

format. The main components of the Li-ion cell are; (i) Cathode, (ii) Anode, (iii) 

Separator, and (iv) Current collector. 

 

 

Figure 1.2: Schematic representation of a typical Lithium Ion cell. 
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1.3. Working Mechanism 

 

The active materials in Li-ion cells operate by reversibly incorporating lithium in an 

intercalation process, a topotactic (insertion) reaction where lithium ions are reversibly 

removed or inserted into a host without a significant structural change to the host [7]. The 

positive material in a Li-ion cell is usually a metal oxide, with either a layered or 

tunneled structure. The graphitic carbon negative materials have a layered structure 

similar to graphite. Thus the metal oxide, graphite, and other materials act as hosts, 

incorporating lithium ions, reversibly to form ‘‘sandwich’’-like structures. 

When a Li-ion cell is charged, the positive material is oxidized and the negative 

material is reduced. In this process, lithium ions are de-intercalated from the positive 

material and intercalated into the negative material, as illustrated in the reaction scheme 

(Equations 1.1 – 1.3) described below [1]. In this scheme, LiMO2 represents the metal 

oxide positive material (cathode), such as LiCoO2, and C the carbonaceous negative 

material (anode), such as graphite (LixC6). The reverse happens during discharge. 

Cathode (positive electrode): 
charge + -

2 1- 2discharge
LiMO   Li MO  + Li  + ex x x�����⇀↽�����          1.1 

Anode (negative electrode): 
charge+ -

discharge
C + Li  + e   Li Cxx x �����⇀↽�����           1.2 

Overall: 
charge

2 1- 2discharge
LiMO  + C  Li C + Li MOx x

�����⇀↽�����             1.3 

Figure 1.3 further pictorially illustrates the working mechanism of the Li-ion battery. The 

electrode material is shown attached to current collectors, usually a high electronic 

conductor, this helps in moving the electrons to the load (represented by the Voltmeter). 
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Figure 1.3: Schematic of the electrochemical process in a Li-ion cell (Adapted from ref. 

1). M represents the metal species, for e.g., Cobalt. 

  

Li+ Intercalation

Li+ Intercalation

Li+ on charge

Li+ on discharge

⇌

Li+

Li+

Li+

Li+

V

P
o
si
ti
v
e 
cu
rr
en
t 
co
ll
ec
to
r

N
eg
ativ

e cu
rren

t co
llecto

r

Li1-xMO2 LixC

e- on charge e- on discharge

e-

e-

e-

e-



8 

 

1.4. Characteristics of Battery Materials 

 

Possible electrode materials must satisfy a number of requirements which are 

summarized in Table 1.2. These factors guide the selection and development of positive 

electrode materials [7,8,9]. To enable high capacity, materials must incorporate a large 

amount of lithium. Further, the materials must reversibly exchange that lithium with little 

structural change to permit long cycle life, high coulombic efficiency, and high energy 

efficiency. To achieve high cell voltage and high energy density, the lithium exchange 

reaction must occur at a high potential relative to lithium. When a cell is charged or 

discharged, an electron is removed or returned to the positive material. So that this 

process can occur at a high rate, the electronic conductivity and Li
+
 mobility in the 

material must be high. Also, the material must be compatible with the other materials in 

the cell; in particular it must not be soluble in the electrolyte. It is highly desired that the 

material must be of acceptable cost. To minimize cost, preparation from inexpensive 

materials in a low-cost process is preferred. The important requirements for cathode 

material are tabulated in Table 1.2. 
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Table 1.2: Requirements for a cathode material 

- High free energy of reaction with Lithium 

- Should be able to incorporate large quantity of lithium within its structure 

- The material should reversible incorporate lithium with very minimal structural 

changes 

- Should have high lithium ion diffusivity 

- Good electronic conductivity 

- Insoluble in the electrolyte 

- Prepared from inexpensive reagents 

- Low cost of synthesis 

 

The principal function of a separator in a Li-ion battery is to keep the positive and 

negative electrodes apart. This is needed to prevent electrical short circuits and at the 

same time allow for rapid transport of ionic charge carriers that are critical to complete 

the circuit during the passage of current in the battery.  

 

Table 1.3: Requirements for a separator 

- It should be a good electronic insulator 

- The electrolyte (ionic) resistance should be minimal 

- The separator should offer mechanical and dimensional stability 

- Sufficient physical strength to allow easy handling 

- Chemical resistance to degradation by electrolyte, impurities, and electrode reactants 

and products 

- It should be an effective barrier to prevent migration of particles or colloidal or 

soluble species between the two electrodes 

- The separator has to be easily wet by electrolyte 

- Uniform in thickness and other properties 
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The considerations that are important and influence the selection of the separator 

are tabulated in Table 1.3 [10,11]. For effective operation and stability of lithium-ion 

batteries require electrolyte solution consisting of linear combination of alkyl carbonates 

including organic solvents of ethylene carbonate (EC), propylene carbonate (PC), 

Dimethyl carbonate (DMC), diethyl carbonate (DEC), ethyl-methyl carbonate (EMC), 

etc., [12] and commonly used LiClO4 or LiPF6 as electrolyte salt. The electrolyte solution 

should have good ionic conductivity, have low electronic permittivity to prevent self 

discharge and remain stable over a wide potential widow. Additionally EC is a necessary 

component because of its thermal stability and its ability to form an effective protective 

surface film over the negative anode (graphite) to protect it from further reduction by the 

electrolyte. Hence, Li
+
 ion insertion and the stability of graphite anode in salt solution is 

strongly dependent on the composition of the electrolyte solution [13,14,15]. 

Pure lithium metal itself, as the anode, provides the best capability, energy 

density, and lightest weight [16]. However, due to its highly reactive nature, it is usually 

unsafe and potentially explosive and flammable; irreversible dendrites can also be formed 

after many cycles. The commercial battery uses graphitic carbon as the anode. It has a 

relatively low theoretical capacity of 372 mAh/g, and may pose safety problems, 

especially at a high current rate. It cannot meet the demand for the system of the next 

generation and new materials to replace graphite are explored. The following criteria 

have to be met for new anode materials and are tabulated below in Table 1.4: 
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Table 1.4: Requirements for an anode material (ref. 1,7,9) 

- High capacity and energy density. 

- Excellent capacity retention. 

- Low irreversible capacity loss during first cycle. 

- Good discharge voltage vs Li, preferably between 0.3 and 0.5V. 

- No co-intercalation of solvent molecules into the structure. 

- Low price and environmentally benign 

- Good rate capability and performance at low temperature. 

 

1.5. Lithium Ion Battery Applications 

 

One way of classifying Lithium ion batteries can be classified based on the type of 

application it is manufactured for: (1) Stationary Applications and (2) Transportation 

Applications. There is also another way to classify these batteries based on whether they 

are used by the military or by civilians. It is important to make a clear distinction between 

civilian and military applications because, the usage characteristics vary very markedly 

and the demands on the battery for each of these applications are very different. It can be 

argued that some batteries can be used both for civilian and military applications but most 

military batteries have to pass a stringent quality control policy over and above that 

required for civilian applications in order for it to be declared fit to be used in military 

applications. Stationary applications range from powering portable electronics to 

powering long-range communications, locating (GPS) and data gathering devices used by 

foot soldiers in war zones. Another important projected use of lithium ion batteries in 

stationary applications is in back-up power units for small homes and offices.  
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Of late the push towards finding an alternative energy source to replace internal 

combustion engines has propelled the Lithium-ion battery as the prime candidate. The 

United States Council for Automotive Research in their freedom car and fuel partnership 

program has set requirements and goals for the use of batteries in vehicular applications 

[17]. The desirable characteristics that need to be met by the advanced battery 

technologies include (but are not limited to) high power density, long cycle life, and wide 

range of operating variables. Figure 1.4 shows the various components of a hybrid 

vehicle’s propulsion system.  

 

 

Figure 1.4: Schematic representation of the components of a Plug-in Hybrid Electric 

Vehicle (PHEV). The vehicle uses an electric motor and an internal combustion engine to 

propel the wheels (Picture source: National Renewable Energy laboratory). 
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The important components are the brushless electric motors, the battery pack, an 

internal combustion engine, and a power electronics module. Current hybrid vehicles use 

Nickel Metal Hydride batteries (NiMH), and as previously noted, suffer from memory 

effect losses and poor power to weight ratios. Lithium ion batteries are expected to 

replace the NiMH batteries on the next generation of hybrid vehicles. The hybrid vehicles 

use regenerative braking and IC engine power to charge the batteries while the vehicle is 

in operation. The power electronics module is used to monitor the battery’s state-of-

charge and state-of-health; this forms a very important component of the hybrid vehicle. 

The PHEV is the next generation of hybrid vehicles that are to be launched shortly 

into the market. The main advantages of a PHEV over conventional hybrids are the 

ability to charge the battery packs from an external power source and the increase in 

driving range on battery power. Lithium-ion battery packs provide the most power and 

life for a given weight and are hence being installed on next generation PHEVs. A much 

anticipated example of a PHEV is the Chevy Volt, which is expected to enter commercial 

markets in the year 2011 [18]. The volt uses lithium ion batteries to power its electric 

motor. 

Figure 1.5 depicts a proposed residential auxiliary power supply unit. The principal 

idea is to replace conventional uninterupted power supply (UPS) system with ones 

similar to the design shown in the figure. Conventional UPS systems use IC engine 

coupled to a generator to provide uninterupted power supply during failure of the city’s 

power supply. It should be noted that the system consists of a hybrid of electrochemical 

power sources, namely, a battery pack, fuel cell, and a supercapacitor. Depending on the 

load on the system, any one of the power sources or a combination or all three can be in 
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use. This requires monitoring and control; the computer-based control center would be 

used for this operation. 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1.5: A proposed representation of a stationary hybrid power source for residential 

use. The power sources are a hybrid of Batteries, Fuel cells and supercapacitors. (Source: 

Dr. Gadhir Radman, Tennessee Technological University) 
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1.6. Battery Management Systems 

 

It is evident from the previous section that the devices that run on Li-ion batteries are 

varied and complex. The power demands on these systems are not constant in real world 

applications and the variations need to be accounted for. Some applications, especially 

those that require accurate remaining run-time information, monitoring of battery 

capacity, etc., for example, satellite electronics and military GPS systems, require super 

accurate data from the battery to make important battery usage/management decisions. 

This requires the use of a Battery Management System (BMS). A BMS can be envisioned 

as an arrangement that ensures that optimum use is made of the energy available inside 

the battery powering the device and that the risk of damage to the battery is prevented. 

This is achieved by monitoring and controlling the battery’s charging and discharging 

process. A general block diagram of a BMS is shown in Figure 1.5 [19]. 

 

 

Figure 1.5: A general architecture of a battery management system (ref. 19). 
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The basic task of the power module (PM) is to charge the battery by converting 

electrical energy from the mains (external power supply) into electrical energy suitable 

for charging the battery. The PM can either be a separate external device, for example, a 

travel charger, or it can be integrated within the portable device, for example, in shavers. 

A protection Integrated Circuit (IC) connected in series with the battery is generally 

needed for Li-ion batteries. The reason for this is that battery suppliers are particularly 

concerned about safety issues due to liability risks. Discharging the Li-ion battery below 

3.0V may cause irreversible damage to the cell because of dendritic growth which may 

eventually lead to shorting. Shorting causes the battery to explode or catch fire. The 

battery voltage, current, and temperature have to be monitored and the protection IC 

ensures that the battery is never operated under unsafe conditions. The battery 

manufacturer determines the operating conditions under which it is assumed to be safe to 

use Li-ion batteries. Outside the safe region, the battery may not be very stable and may 

cause it to behave in a destructive manner. 

The DC/DC converter is used to efficiently condition the unregulated battery 

voltage (commonly, 4.2–3.0 V in Li-ion chemistry) for compatibility with stringent load 

requirements. The load converts the electrical energy supplied by a battery into an energy 

form that will fulfill the load’s function, such as mechanical energy (as in electrical 

motors used in HEVs), light, sound, heat, etc. The battery status can be indicated by a 

display system (LCD, LED, etc.) that point to the State-of-Charge (SoC) and the battery’s 

condition (e.g., the State-of-Health (SoH)). The processor is used to run the battery-

management software, including the SoC algorithm. Communication between the BMS 

and other devices is another important task of the BMS. Depending on the application, 
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various systems can be used for data exchange, such as an inter-integrated-circuit bus 

interface (I
2
C) or some other form of serial interface [20]. The battery state is used as an 

input parameter for the portable device’s electrical management and it is an important 

parameter for the user. The battery state can be used to estimate the battery’s expected 

lifetime. It can be simply described by two parameters: SoC and SoH. Both parameters 

depend on each other and influence the battery performance. 

SoC is defined as the percentage of the maximum possible charge that is present 

inside a rechargeable battery and SoH is a ‘measure’ that reflects the general condition of 

a battery and its ability to deliver the specified performance in comparison with a fresh 

battery (fully charged new battery).  

 

1.6.1. Types of battery management systems 

 

Battery management systems are classified into three main categories in literature 

[21,22]; they are 

• Direct measurement 

• Book-keeping method 

• Adaptive systems 

 

1.6.1.1. Direct measurement systems. As the name suggests, these systems, are based on 

measurement of battery variables such as voltage (V), battery impedance, and the 

voltage relaxation time after the battery is subject to a step input of current. The 

direct measurement based systems can be further classified into three types: (1) 
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voltage measurements, (2) the Electro-Motive Force (EMF) method and (3) 

Impedance measurement. 

 

1.6.1.2. Bookkeeping systems [22]. This system is based on measuring and integrating 

the current. This method is sometimes also referred to as ‘coulomb counting’, 

since it involves literally counting the charge that is entering and exiting the 

battery. These Coulomb counting data of the battery and other relevant data of the 

battery such as self-discharge rate of the battery, temperature, charge/discharge 

efficiency, history (i.e., cycle life), etc., are used as input for the book-keeping 

system. 

 

1.6.1.3. Adaptive systems. Due to the unpredictability of user behavior, the battery 

response to user behavior is rarely linear. Designing an accurate SoC indicator 

therefore is not a simple task. An adaptive system that uses a combination of 

direct measurement and book-keeping methods is a reasonable solution for the 

problem. Many methods such as using artificial neural networks (ANN), Fuzzy 

logic, Kalman filters, etc., have been used to design adaptive battery management 

systems [23,24,25,26,27].  The advantages and drawbacks of these systems are 

tabulated in Table 1.3. 

 

1.6.2. Summary 

 

Although, the adaptive systems are advanced and can perform complex 

calculations for a more efficient BMS, it cannot be ignored that their computational, 
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memory and implementation requirements are very high. Another point of contention is 

the use of circuit models in these BMS systems. Circuit models can be effectively used 

when considering average quantities over time or length scales and can show very 

promising results in limiting conditions; however, the nonlinear behavior of the battery 

response to external user loads can cause drastic deviations from limiting cases and cause 

the circuit models to fail.  

 

Table 1.5: The advantages and disadvantages of current state-of-art in BMS (ref. 21) 

BMS Technique Advantages Disadvantages 

 

Discharge test 

 

 

Impedance 

spectroscopy 

 

EMF  

 

 

Coulomb counting 

 

 

 

 

ANN 

 

 

Fuzzy logic 

 

 

Kalman filters 

 

 

 

 

 

 

Easy and accurate 

 

 

Gives information about SoH 

and quality 

 

Online, cheap, EMF prediction 

 

 

Accurate if enough re-

calibration points are available 

and with good current 

measurements 

 

Online 

 

 

Online 

 

 

Online, dynamic 

 

 

 

 

 

 

Offline, time intensive, modifies 

the battery state, loss of energy 

 

Temperature sensitive, cost 

intensive 

 

Needs long rest time (current = 

0) 

 

Sensitive to parasite reactions; 

needs regular re-calibration 

points 

 

 

Needs training data of a similar 

battery, expensive to implement 

 

Memory required in real-word 

application in very high 

 

Difficult to implement the 

filtering algorithm that 

considers all features such as, 

for e.g., abnormalities and 

nonlinearities 
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Engineering (continuum) models for batteries encompass transport phenomena, 

thermodynamics, and kinetics, defining the working principles of the battery and 

providing a strong, robust, and accurate predictive tool for engineers to work with. 

Engineering models are usually defined by a set of partial differential equations (PDE) 

and solving them could be tedious depending on the models. Reformulating these 

engineering models to enable quick and efficient simulation could prove a valuable tool 

in the next generation of BMS. The motivation for the current work stems from the 

failure of circuit models to capture all the physics and the expensive nature of adaptive 

systems preventing their implementation in certain applications. One of the primary 

objectives of the group has been in coming up with reformulation strategies, specifically, 

reformulated models that are computationally extremely fast ‘real-time’, robust, and 

extremely accurate. To come up with reformulated models one needs to first identify the 

right mathematical model(s) for the Li-ion battery system. The following chapter walks 

through the development of a Li-ion battery model. 
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CHAPTER 2 

MODELING OF LITHIUM ION BATTERIES 

 

Mathematical modeling of lithium ion batteries involves defining the dependant 

variables and their respective governing equations along with necessary boundary and 

initial conditions [28,29,30,31,32]. These models can be derived by considering basic 

chemical engineering principles such as material balances, reaction kinetics, and 

thermodynamics. Li-ion battery models use concentrated solution theory, porous 

electrode theory, and Butler-Volmer type of kinetics in their formulation [33,34,35,36]. 

Figure 2.1 shows the geometry that is being modeled. 

 

 

Figure 2.1: Pictorial representation of a Li-ion cell. LP, LS, LN represent the length of the 

positive electrode (cathode), separator and negative electrode (anode) respectively. 0, lp, 

lp+ls, lp+ls+ln represent the interfaces at the cathode/current collector, cathode/separator, 

separator/anode and anode/current collector respectively. 
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The electrodes as described in Chapter 1 are porous in nature and are preferred 

over solid (non-porous) electrodes because it provides large interfacial area for the 

electrode reaction. The porous nature of the electrode helps in significantly reducing the 

distance required by the reactants to reach the surface. Newman developed the first model 

to describe the porous electrode in which he treated the porous electrode as a super-

position of electrode and solution phases for a priory known volume fractions [37]. This 

simplifies the model from having to use detailed pore geometries and using instead the 

specific interfacial area, ai, and volume fractions of each phase or porosity, ε 

[38,39,40,41]. 

Li-ion batteries usually use binary electrolytes. These electrolytes have a high salt 

concentration >1M. The use of concentrated solution theory is therefore of prime 

importance to describe the transport of electrolyte within the Li-ion cell. At constant 

temperature and pressure the concentration solution theory defines the driving force for 

mass transfer as being the gradient of electrochemical potential for the ionic species (Li
+
). 

The following sections define and explain the governing equations, constraint 

equations, and initial and boundary conditions that are needed to solve continuum models 

to predict battery discharge behavior [42,43,44,45]. 
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2.1. Cathode Governing Equations and Boundary Conditions 

 

The potential drop in the solid phase of the positive electrode is governed by 

Ohm’s law: 

 

 1
1 eff,pi

x
σ

∂Φ
= −

∂
 2.1 

At the current collector/electrode interface, i.e., x = 0, the entire current density is carried 

by the solid phase.  Hence we have 

 

  2.2 

where I is the applied current density (the current which is divided by the projected 

electrode area). I is positive when charging the cell. The potential drop in the solution 

phase is given by the modified Ohm’s law: 

 

 ( )eff,p2
2 eff,p

2κ ln
κ 1

RT c
i t

x F x
+

∂Φ ∂
= − + −
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 2.3 

Setting the value for the solution phase potential equal to zero, as a reference value, at x = 

0 provides the necessary constraint for this equation: 

 

 2 0
0

x=
Φ =  2.4 

The current densities in the solid phase and the solution phase total up to the applied 

current density: 

1

0 eff,p
σx

I
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∂Φ
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∂
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 1 2i i I+ =  2.5 

and the divergence of the solution phase current is related to the pore wall flux at the 

cathode through 

 

 2
p p

i
a Fj

x

∂
=
∂
 2.6 

These two equations provide the distribution of the current in the solution and the solid 

phase, respectively.  All the current that enters the separator is assumed to be through the 

solution phase; i.e., we have 

 

 
p

2 x l
i I

=
=  2.7 

This provides the additional constraint required to solve Equation 2.6. 

The flux jp is related to the potentials in the solid and solution phases through the 

Butler-Volmer type kinetics equation: 

 

 ( ) ( ) ( )
p p

0.5 0.5
0.5
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2 sinhs r R r R

F
j k c c c c U
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 = − Φ −Φ −  
 2.8 

The concentration of lithium at the solid/solution interface, 
p

s,p r R
c

=
, is obtained by 

solving the Fick’s law in spherical coordinates. The active cathode material is assumed to 

be made up of spherical particles of radius Rp with diffusion being the mechanism of 

transport of the lithium. If r is the direction normal to the surface, then for the 

concentration of lithium inside the solid phase we have 
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2
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s,p 2

2c c c
D

t r r r
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 2.9 

The initial condition for Equation 2.9 is given by 

 

 s,p s,p,00t
c c

=
=  2.10 

Here cs,p,0 is the initial solid concentration. Since the diffusion coefficients are assumed to 

be constants we have by symmetry 
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The second boundary condition is given by accounting for the relationship between the 

pore wall flux jp and the rate of diffusion of lithium ions into the surface of the cathode 

material: 
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Finally, the solution phase concentration is given by the material balance on the 

electrolyte phase [41]: 

 

 ( )
2

2
p eff,p p p2

1
i dtc c

D t a j
t x F dx

ε +
+

∂ ∂
= + − −
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 2.13a 

The transference number, t+, is a transport property that is function of concentration. For 

most practical simulation purposes and lack of experimental data it is assumed to be a 
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constant, this eliminates the third term on the right-hand side of Equation 2.13a. The 

equation then becomes 
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c c
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∂ ∂
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The initial concentration of the electrolyte is set to a known constant value, c0: 
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t
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=
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The flux at the electrode/current collector interface is zero: 
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and the flux is continuous at the separator/electrode interface: 
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To summarize this section, there are seven dependent variables in the cathode region:  the 

solid and solution phase potentials (Φ1 and Φ2), solid and solution phase concentrations (

s,pc  and c), solid and solution phase currents (i1 and i2) and the flux at the cathode (jp). 

 

 

  



27 

 

2.2. Separator Governing Equations and Boundary Conditions 

 

There are two dependent variables in the separator: the solution phase 

concentration (c) and the solution phase potential (Φ2).  The solution phase concentration 

is governed by the material balance for lithium in the solution phase of the separator: 
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The initial concentration of the electrolyte is set to a known constant, c0: 

 

 00
 for all 

t
c c x

=
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and the flux is continuous at either separator/electrode interface: 
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The potential distribution in the separator is given by 
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The solution phase current density is continuous across the separator/electrode interface: 
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2.3. Anode Governing Equations and Boundary Conditions 

 

There are nine dependent variables in the anode: the solid and solution phase 

potentials (Φ1 and Φ2), solid and solution phase concentrations (cs,n and c), solid and 

solution phase current densities (i1 and i2) and the flux at the anode for the intercalation 

reaction (jn) are governed by equations similar to those in the cathode.  In addition there 

are two other variables, namely, the side reaction flux (js) and the thickness of the film 

(δ), which grows on the anode particle due to solvent reduction. The following equations 

are used to describe the profiles of all these variables: 

 The potential drop in the solid phase of the positive electrode is governed by 

Ohm’s law: 

 

 1
1 eff,ni

x
σ

∂Φ
= −

∂
 2.23 

At the current collector/electrode interface, i.e., x = p s n
l l l+ + , the entire current is 

carried by the solid phase.  Hence we have 
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The potential drop in the solution phase is given by the modified Ohm’s law: 
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and the ionic current is continuous across the separator/electrode interface: 
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The current densities in the solid phase and the solution phase total up to the applied 

current density: 

 

 1 2i i I+ =  2.27 

and the solution phase current is related to the flux at the anode as follows: 
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These two equations provide the distribution of the current in the solution and the solid 

phase, respectively.  At the interface of the separator and the anode, the solution phase 

current density is equal to the applied current density; i.e., we have 
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This provides the additional constraint required to solve Equation 2.25. The intercalation 

flux jn is related to the potentials in the solid and solution phases through the Butler-

Volmer type kinetic equation: 
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The concentration of lithium at the solid/solution interface, 
n

s,n r R
c

=
, is obtained by 

solving the Fick’s law in the spherical coordinates, for the concentration of lithium inside 

the solid phase [42,43]: 
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The initial and boundary conditions for this equation are given by 
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Finally, the solution phase concentration is given by the material balance on the 

electrolyte phase: 
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The initial concentration of the electrolyte is set to a known constant, c0: 
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The flux at the electrode/current collector interface is zero: 
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and the flux is continuous at the separator/electrode interface: 
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2.4. Other equations and Parameters Required 

 

Up is defined as the anode theoretical open circuit potential. The open-circuit 

potential is obtained by a coulometric titration (measuring the potential of the insertion 

material versus a Li reference electrode at a very-low-rate discharge at room temperature 

(25
o
C)) [49,50]. The magnitude and dependence of Up on solid phase concentration vary 

considerably among different insertion materials. The shape of the open-circuit potential 

profile has a large effect on the simulation results, and accurate data for this property is 

very important. The expression is obtained by fitting to experimental data and also varies 

on the manufacturing technique used and the manufacturer. θp is the SoC of the system.  



32 

 

For a LiCoO2 system in Equation 2.8, Up depends on θp (
p

s,p s,p,max/
r R

c c
=

= ) according to 

the following equation: 
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Figure 2.2 shows the open-circuit potential as a function of x in LixCoO2. 

 

 

Figure 2.2: Open circuit potential of LixCoO2 as a function of state-of-charge relative to 

potential of solid Li at the same electrolyte concentration.  
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Similarly for the negative electrode we have expression 2.40 also plotted in Figure 2.3; 

In Equation 2.30, Un depends on θn (
n

s,n s,n,max/
r R

c c
=

= ) according to the following 

equation: 
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        0.2808exp(0.90 15θ ) 0.7984exp(0.4465θ 0.4108)

U = + + − +

+ − − −

  2.40 

Un is defined as the anode theoretical open circuit potential.  

 

 

Figure 2.3: Open circuit potential of LixC6 as a function of state-of-charge relative to 

potential of solid Li at the same electrolyte concentration.  
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The following relationships are used in the equations presented in the previous sections: 

 

( )eff,i i i f,i1 ,     i=p, nσ σ ε ε= − −     2.41 

Equation 2.41 defines the effective electronic conductivity. 

 

i

2 1 1 2

brugg

eff,i i1 3 2 4

4.1253 10 5.007 10 4.7212 10
,    i=p, s, n

1.5094 10 1.6018 10

c c

c c
κ ε

− − −

− −

 × + × − ×
=  + × − × 

  2.42 

Equation 2.42 defines the effective ionic conductivity distribution at each domain, which 

is a function of ion concentration in each of the modeling domains [40]. The conductivity 

is measured for a system consisting of 2:1 v/v mixture of EC/DMC and reported at 25
o
C. 

This expression is obtained by fitting to experimental values. 

 

ibrugg

eff,i i ,  i=p, s, nD Dε=      2.43 

The effective diffusion co-efficient is given by Equation 2.43. It is the product of the 

average diffusion coefficient and tortuosity, ε. The factor bruggi is defined as the 

Bruggemann coefficient and accounts for the porosity of the medium. 

 

( )i i f,i

i

3
1 ,   i=p, na

R
ε ε= − −      2.44 

These effective transport properties, i.e., κeff,i, Deff,i, and σeff,i, given by the above 

expressions account for the tortuous path the ions in solution need to trace around the 

solid particles or the electrons must take around the electrolyte filled pores within the 

electrode [49].  
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The governing equations are tabulated and summarized in Appendix A. A list of 

electrode and design parameter used in modeling the system is given in Table 2.1. 

Electrode parameters include, diffusion coefficients, conductivity data, etc. Design 

parameters include; electrode thickness, particle size, etc. 

 

Table 2.1: Parameters used for the simulation (LiCoO2 and LiC6 system) 

Symbol Units 
Positive 

Electrode 
Separator 

Negative 

Electrode 

σi S/m 100  100 

εf,i  0.025  0.0326 

εi  0.385 0.724 0.485 

Brugg  4 

Ds,i m
2
/s 1.0×10

-14 
 3.9×10

-14
 

D m
2
/s 7.5×10

-10
 

ki Mol/(s·m
2
)/(mol/m

3
)
1+αa,i 

2.334×10
-11
  5.0307×10

-11
 

cs,i,max mol/m
3 

51554  30555 

cs,i0 mol/m
3
 0.4955×51554  0.8551×30555 

c0 mol/m
3
 1000 

Rp m 2.0×10
-6
  2.0×10

-6
 

li m 80×10
-6
 25×10

-6
 88×10

-6
 

RSEI Ω·m
2 

0.0 

t+  0.363 

F C/mol 96487 

R J/(mol·K) 8.314 

T K 298.15 
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CHAPTER 3 

LITHIUM ION BATTERY MODEL SIMPLIFICATION AND SIMULATION 

 

3.1. A Finite Difference Stencil for Numerical Simulation 

 

The finite different method (FDM) is used to discretize the spatial co-ordinate in 

1D/2D/3D partial differential equations with initial and boundary conditions [51]. FDM 

generates a regular grid over the computational domain. The finite difference method has 

been used extensively in Lithium ion battery modeling due to its simplicity and accuracy. 

Finite difference is used in conjunction with time-stepping solvers for better accuracy. 

Applying finite difference on the governing equations (usually a combination of partial 

differential equations and or differential equations with algebraic equations) converts the 

governing equations to a set of differential algebraic equations by discretizing in the 

spatial coordinate. At this point since most of the simulation is done using finite 

difference formulation, it is important to derive the display the discretized equations. This 

forms the ready-to-solve set of DAEs that need to solved for obtaining the discharge 

profiles.  

The discretized stencil for the battery is shown in Figure 3.1. The Boundaries are 

at 0 and 3N+3. The two interfaces are at N+1 and 2N+2. We use M node points for the 

solid phase concentration. At the current collector end of the cathode, the flux for the 

electrolyte and solid phase potentials are zero and applied charge/discharge current 

density, respectively. Since there is no flow to the left of this region the flux for the 

electrolyte concentration is also equal to zero. 
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Figure 3.1: A Li-ion battery discretized stencil. Both the micro-scale and the macro-scale 

have been discretized. 

 

At x = 0, i = 0 and thus the discretized equations are 

 

2 1 0
eff,p

1

4 3
0

2

c c c
D

h

 − + −
− = 

 
     3.1 

2 1 0
eff,p

1

2 4 2 3 2
κ 0

2h

 −Φ + Φ − Φ
− = 

 
    3.2 

Positive Electrode Negative ElectrodeSeparator

x=0 x=lp x=lp+ls x=lp+ls+ln

i=1..................................i=N i=N+2....i=2N+1 i=2N+3........................i=3N+2

i=0 i=N+1 i=2N+2 i=3N+3

j=1.......j=M
j=0                  j=M+1

j=1.......j=M
j=0                  j=M+1
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2 1 0

1

eff,p

1 4 1 3 1
σ

2
I

h

 −Φ + Φ − Φ
− = 

 
    3.3 

These three boundary conditions at x = 0 account for three algebraic equations to the 

resulting system of DAEs. The model equations for electrolyte concentration and solid-

phase concentration have an explicit time derivative, they constitute differential equations 

in time. The direct approach to handle this situation of two different length scales is 

discretization in both x and r and is shown below, 

For 0 < x < lp, 0 < i < N+1  

 

( )1 1
p eff,p p p2

1

2
1i i i i

i

dc c c c
D t a j

dt h
ε + −

+

− +
= + −    3.3 

( )eff,p1 1 1 1 1 1
eff,p eff,p

1 1 1

2κ1 1 1 1 1
κ 1

2 2 2

i i i i i i

i

RT c c
t I

h h F c h
σ + − + − + −

+

     Φ −Φ Φ −Φ −
− − + − =     

     
 3.4 

1 1
eff,p p p2

1

1 2 1 1i i i a Fj
h

σ + −Φ − Φ +Φ
=     3.5 

 

The solid-phase transport equation is discretized in r with M internal node points as 

follows:  

At r = 0, j = 0  

2 1 04 3
= 0 

2

cs cs cs

r

− + − 
 ∆ 

     3.6 

For 0 < r < Rp, 0 < j < M+1  

 

1 1 1 1

s,p 2

2 2

2

j j j j j jdcs cs cs cs cs cs
D

dt r j r r

+ − + − − + − 
= +   ∆ ∆ ∆  

 3.7 
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At r = Rp, j = M+1  

 

1 1
p s,p

3 4

2

M M Mcs cs cs
j D

r

+ −− + = −  ∆ 
    3.8 

The discretized form of the expressions for effective electrolyte conductivity in cathode, 

separator and anode can be obtained by simply replacing the variable c with its respective 

discrete form c(i).  

The fluxes for electrolyte concentration and potential are continuous at the 

interfaces between the porous cathode-separator and separator-porous anode. This needs 

a careful mathematical step because this situation demands application of both forward 

and backward differences in x and node spacing in two different regions of interest.  

At x = lp, i = N+1,  

 

1 1 1 2 3
eff,p eff,s

1 2

4 3 3 4

2 2

N N N N N N
c c c c c c

D D
h h

− + + + +   − + − + −
− = −   

   
   3.9 

1 1 1 2 3
eff,p eff,s

1 2

2 4 2 3 2 3 2 4 2 2
κ κ

2 2

N N N N N N

h h

− + + + +   Φ − Φ + Φ − Φ + Φ −Φ
− = −   

   
  3.10 

1 1

1

eff,p

1 4 1 3 1
σ

2
0N N N

h

− + Φ − Φ + Φ
 
 

− =     3.11 

Meanwhile, the two governing equations for the separator are also discretized using 

central difference formulae.  

 

For lp < x < lp + ls, N+1 < i < 2N+2 
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1 1
s eff,s 2

2

2i i i idc c c c
D

dt h
ε + −− +

=       3.12 

( )eff,s1 1 1 1
eff,s

2 2

2κ2 2 1
κ 1

2 2

i i i i

i

RT c c
t I

h F c h

+ − + −
+

   Φ −Φ −
− + − =   

   
   3.13 

The discretized of governing equations at the second interface are derived similar to the 

first interface.  

At x = lp + ls, i = 2N+2,  

2 2 1 2 2 2 2 2 3 2 4
eff,s eff,n

2 3

4 3 3 4

2 2

N N N N N N
c c c c c c

D D
h h

+ + + + +  − + − + −
− = −   

   
  3.14 

2 2 1 2 2 2 2 2 3 2 4
eff,s eff,n

2 3

2 4 2 3 2 3 2 4 2 2
κ κ

2 2

N N N N N N

h h

+ + + + +  Φ − Φ + Φ − Φ + Φ −Φ
− = −   

   
 3.15 

2 2 2 3 2 4

3

eff,n

3 1 4 1 1
σ

2
0N N N

h

+ + + − Φ + Φ −Φ
 
 

− =    3.16 

The anode equations are formulated in a similar fashion to the cathode equations using 

central difference formulae.  

For lp + ls < x < lp + ls + ln, 2N+2 < i < 3N+3  

 

( )1 1
n eff,n n n2

3

2
1i i i i

i

dc c c c
D t a j

dt h
ε + −

+

− +
= + −    3.17 

( )eff,n1 1 1 1 1 1
eff,n eff,n

3 3 3

2κ1 1 2 2 1
κ 1

2 2 2

i i i i i i

i

RT c c
t I

h h F c h
σ + − + − + −

+

     Φ −Φ Φ −Φ −
− − + − =     

     
    3.18 

1 1
eff,n n n2

3

1 2 1 1i i i
ia Fj

h
σ + −Φ − Φ +Φ

=     3.19 

The solid-phase transport equation is discretized in r with M internal node points as 

follows:  
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At r = 0, j = 0  

 

2 1 04 3
= 0 

2

cs cs cs

r

− + − 
 ∆ 

     3.20 

For 0 < r < Rn, 0 < j < M+1  

 

1 1 1 1

s,n 2

2 2

2

j j j j j jdcs cs cs cs cs cs
D

dt r j r r

+ − + − − + − 
= +   ∆ ∆ ∆  

  3.21 

At r = Rn, j = M+1  

 

1 1
n(i) s,n

3 4

2

M M Mcs cs cs
j D

r

+ −− + = −  ∆ 
    3.22 

The equations at the extreme boundary are obtained using backward differences 

formulae.  

At x = lp + ls + ln, i = 3N+3,  

3 1 3 2 3 3
eff,n

3

4 3
0

2

N N N
c c c

D
h

+ + + − +
− = 

 
    3.23 

3 32 0N +Φ =        3.24 

3 1 3 2 3 3

3

eff,n

1 4 1 3 1
σ

2

N N N

h
I+ + + Φ − Φ + Φ

 
 

− =    3.25 

The above system of DAEs, Equations 3.26 – 3.51 can readily be solved by a 

mathematician using any DAE solver to simulate charge or discharge behavior as shown 

in Figure 3.1. This approach forms the basis for battery simulation. 
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3.2. Solution of the System of Differential Algebraic Equations 

 

There are many commercially available solvers for solving a system of PDEs or 

DAEs. They involve discritizing the spatial variables in one of three forms; finite 

differences, finite elements and finite volumes. A few of the methods available are shown 

in Figure 3.2 below. Finite differences is the preferred discretization method for Li-ion 

battery models since the battery model is pseudo 2D, and the stencil for which is shown 

in the previous chapter. For the current work, the rigorous numerical model was 

simulated using BANDJ, DASSL, BESRIK, and COMSOL [52,53,54,55]. Although 

COMSOL has a strong multiphysics engine and a robust solver, it still did not prove to be 

very effective when compared against DASSL and BESIRK. BESIRK was chosen finally 

because of its robustness, ease of interface with FORTRAN and MAPLE (our GUI of 

choice), and ease of use for this particular problem. Having said that it is important to 

note that an initialization problem needed to be addressed while using BESIRK and an 

initializing solver DAEIS was used to mitigate the problem by other researchers from of 

the group [56]. 
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Figure 3.2: Different solvers available for use based on the different discretization 

methods is shown. 

 

 Model simplification for any modeling system depends on the model complexity 

and order of the models. In the literature, order reduction based on volume-averaging, 

Liapunov-Schmidt technique, etc., has been illustrated for various systems including 

monolith reactors [57-59]. Even classical perturbation techniques can help in simplifying 

the models and hence the number of equations to be solved. However, to our knowledge, 

these methods have been applied only for models in which the independent variable, x for 
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example, varies between 0 and 1 or L (constant physical properties across the entire 

domain of interest). Lithium-ion batteries have three regions of different physical 

properties with different number of equations in each region (positive 

electrode/separator/negative electrode). In addition, standard order reduction techniques 

require a parameter (for example aspect ratio, time-constant, etc.) based on which the 

order of PDEs is reduced (for example, 2D to 1D or 1D PDE to ODE). 

The following sections show a simplified model that has been arrived at for Li-ion 

battery model. Figure 3.3 shows the different steps developed in the simplification 

strategy. Given the number of space discritized equations involved, real-time simulation 

of the lithium-ion battery model is impractical as of today. Real-time optimization and 

feedback control of sensitive Lithium-ion battery where the health of the battery is vital 

to the very operation of the device requires quick solving models that give an accurate 

account of the battery variables. The full physics model described in Chapter 2 is 

therefore not the best candidate for real-time optimization and control. To facilitate real-

time simulation, more than one mathematical concept has to be used. In the present study 

volume averaging, approximation methods, Liapunov-Schmidt based simplification of 

the variables are explored.  
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Figure 3.3: Schematic representation of the steps involved in the simplification of the Li-

ion battery model. 

 

3.3. Electrolyte Concentration: Proof of Concept 

 

Consider the case of uniform current distribution, the electrolyte concentration 

governing equations in the three regions are [60]  
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2
bruggs

s s 2

c c
ε =Dε

t x

∂ ∂
∂ ∂

      3.27 

( )bruggn

n n

2

n + n2
ε ε

c c
=D +a 1-t j
t x

∂ ∂
∂ ∂

    3.28 

jn and jp are the pore wall flux at the negative electrode and positive electrode 

respectively, and for uniform current distribution they are given by 

 

n p

n n p p

I I
j = and j =

a Fl a Fl
     3.29 

Equations 3.26-3.28 are rewritten in dimensionless form as follows: 

 

2
bruggp-1

p p2

C C
=ε +J

Xτ
∂ ∂
∂ ∂

      3.30 

2
bruggs-1

s 2

C C
=ε

Xτ
∂ ∂
∂ ∂

      3.31 

2
bruggn-1

n n2

C C
=ε +J

Xτ
∂ ∂
∂ ∂

      3.32 

where the dimensionless variables are  

2

D
τ = t

L
, 

0

c
C =

c
, 

x
X =

L
 with the dimensionless groups  

2

+
p

0 p p

L (1-t ) I
J  =

c Dε Fl
 and 

2

+
n

0 n n

L (1-t ) I
J  =

c Dε Fl
 where L = lp+ls+ln. 

The electrolyte concentration can be volume-averaged over the respective region as 

follows: 
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pL

Cathode

ave

p 0

1
C = CdX

L ∫ ,  

p s

p

L +L

separator

ave

s L

1
C = CdX

L ∫  and 

p s n

n s

L +L +L

anode

ave

n L +L

1
C = CdX

L ∫  3.33 

where, 
p

p

l
L =

L
, s

s

l
L =

L
 and n

n

l
L =

L
. Applying Equations 3.33 to the governing equations 

3.30, 3.31, and 3.32, yield 

 

p

Cathode
bruggp-1ave
p p

X=l

C C
=ε +J

Xτ
∂ ∂ 

 ∂ ∂ 
    3.34 

p s p

separator
bruggs-1ave
s

X=l +l X=l

C C C
=ε  - 

τ X X

 ∂ ∂ ∂       ∂ ∂ ∂     
   3.35 

p s

anode
bruggn-1ave
n n

X=l +l

C C
=-ε +J

τ X

∂ ∂ 
 ∂ ∂ 

    3.36 

Note that Equations 3.34 - 3.36 are ordinary differential equations in time (ODE) as 

opposed to the original model Equations 3.5 – 3.7 which are partial differential equations 

(PDE). Equations 3.34 – 3.36 are exact and are as good as the original model equations. 

Hence, order reduction can be done easily. However, to solve Equations 3.34 – 3.36 we 

need to know what the concentration derivatives (flux) are at the two interfaces x = lp and 

x = lp + ls. This is where various approximations come into the picture. By assuming the 

concentration profile to be a parabolic profile, fluxes at the interfaces can be 

approximated and Equations 3.34 – 3.36 are converted as (for bruggp = bruggs = bruggn = 

4) 

 

( )3 separatorseparator
s ave 1 3ave

2

s

-6ε 2C -C -CdC
=

dt L
    3.37 
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At the positive electrode, the governing equation for 
cathode

aveC is given by 

 

( )3 cathodecathode
p 1 aveave

p2

p

3ε C -CdC
= +J

dt L
    3.38 

At the negative electrode, the governing equation for 
anode

aveC
is given by 

 

( )anode 3 anode
p save n 3 ave

n2

n n

1-L -LdC 3ε (C -C )
+J

dt L L
=    3.39 

where 

4 cathode 4 separator 4

p ave s s p ave s p 3

1 4 4

p s s p

3ε C L +6ε L C -2ε L C
C

3ε L +4ε L
=    3.40 

4 4 cathode 8 separator 4 separator 4 4 anode 2 4 4 anode 4

s n p ave s s n p ave s n ave s p n ave s p s ave s s p

3 8 4 4 4 2 4 4 4

s n p s n s p n s p n s s p

-2ε L ε C L +4ε L L C +6ε L C L ε +3ε C L ε +4ε C L ε L
C

4ε L L +4ε L L ε +3ε L ε +4ε L ε L
=

3.41 

More details about the finding the constants are illustrated elsewhere for solid-phase 

diffusion approximations [61]. Note that Equations 3.37 - 3.41 can be solved exactly 

(linear equations) to obtain the transient response of the model equations. The accuracy 

of the reduced-order Equations 3.37 – 3.39 depend on the system parameters and the 

complexity of the original model equations. This is a very simple model and hence a 

parabolic profile approximation is sufficient for rates up to 1C rate of discharge. Adding 

more terms to the polynomial profiles improves accuracy, but at higher computation 

costs, higher number of equations and needs more work in deriving the reduced-order 

equations. The method proposed here differs from standard collocation procedures in a 
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subtle manner, as we do physics based averaging and volume averaging on physical 

variables first.  

The simplified model now has three ordinary differential equations (which are 

initial value problems). Figure 3.4 gives a comparison of the predictive capability of the 

simplified model for predicting the electrolyte concentration. It can be seen that the 

simplified model is able to predict with no loss in accuracy compared to the rigorous 

numerical solution using the governing equation for electrolyte concentration in the three 

regions. 

 

 

Figure 3.4: Comparison of electrolyte concentration distributions obtained by rigorous 

numerical and simplified model for a case of uniform current distribution. 
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For the simple case shown above, parabolic profile was used. For lithium-ion 

battery models, this approach is not the optimized approach. Any dependent variable can 

be approximated by 

 

1N

i i

i=0

y(x,t)= a (t)ξ (x)∑      3.42 

where y(x,t) is the dependant variable of interest, ai(t) is a time-varying co-efficient that 

needs to be determined, and ξi(x) is a space dependant function. The function ξi(x) can be 

chosen based on mathematical intuition, experience, and research and can take one of the 

following forms or a combination of them: linear form (x, 1/x, etc.), nonlinear form 

(exp(x), ln(x), etc.), trigonometric form (sin(x), sinh(x), etc.). Clearly as we keep 

increasing N1 in Equation 3.42, standard collocation procedures will converge and yield 

accurate results. The objective is to not to minimize N1 for a particular variable. The 

objective is to minimize the total number of differential algebraic equations (DAEs) that 

result from equations similar to Equation 3.42 for all the dependent variables in all the 

regions to predict the discharge curves accurately (i.e., iN∑ ). This is obtained by 

combining standard collocation schemes with volume-averaging, Liapunov-Schmidt 

technique, perturbation, Green’s function theory, etc.  

The system of partial differential equations (PDE) defined in Chapter 2 and 

summarized in Appendix 1 form the core of governing equations for battery simulation 

for a LiCoO2 (positive electrode) – LiC6 (negative electrode)- based system. Supposing 

we discretize the positive electrode, separator, and negative electrode into 100 equally 

spaced node points in linear length scale i.e., in x, the positive electrode now has 100 
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differential equations for the electrolyte concentration, 100 algebraic equations for the 

electrolyte potential (potential in the electrolyte phase), and 100 algebraic equations for 

the solid-phase potential. If we take 20 solid particles present in every node point in x, 

then for the solid phase concentration we have 1x100x20 differential equations. Thus for 

a single porous electrode (say for positive electrode) we have 2300 DAEs. Following the 

same number of node points in x the separator now has 100 differential equations for the 

electrolyte concentration and 100 algebraic equations for the electrolyte phase potential. 

The negative electrode is discretized similar to the positive electrode and has a total of 

3x100+1x100x20 = 2300 DAEs to solve. Thus, the number of differential algebraic 

equations to be solved for the rigorous model is 3x100+1x100x20 + 2x100 + 

3x100+1x100x20 = 4800 DAEs. By using parabolic profile and other approximations 

solid-phase diffusion can be approximated and the number of DAEs are reduced to 302 

DAEs as shown by Subramanian et al. [61].  

By using the approximations discussed in this work, we are able to predict the 

discharge curves accurately with just 47 DAEs. Note that 47 DAEs are needed for 

matching for all the intrinsic variables. With this approach we can choose to go 

“approximate” in the intrinsic variables and solve only for discharge curves accurately 

with only 27 DAEs. The next section elucidates the extension of the model to the full 

electrolyte concentration equation. 

Chapter 2 discussed the governing equations, additional equations, and boundary 

conditions that define a Li-ion battery model. The inimitable strength of battery modeling 

is the ability to predict the distribution of potential and concentration across the full cell 

during operation of the battery. This often provides valuable information that is either 
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difficult or impossible to determine experimentally, not forgetting the enrichment of our 

understanding of the phenomena occurring inside the cell. 

To validate the simplified models, a rigorous numerical model based on finite 

difference as shown in section 3.1 was solved. The rigorous numerical model is 

benchmarked with experimental results from literature. MAPLE® with the BESIRK 

solver was the preferred choice of programming environment. The codes developed were 

then ported to FORTRAN and solved using a FORTRAN version of BESIRK. The 

desktop personal computer used for this work had a 3.0 GHz processor with 2 GB of 

RAM, it is also noteworthy to report that these models were run on a personal laptop 

computer with a 1.7 GHz dual core processor with 1 GB of RAM. The run-times on both 

computers were identical. 

The most important information from a battery system is the output voltage. It 

defines the available current with respect to time and can be used as an accurate measure 

of state-of-health and state-of-charge of the battery. The voltage from the battery is the 

only measurable quantity and hence the most important. 

  

3.4. Discharge Profiles 

 

Figure 3.5 shows that the simplified models show excellent accuracy when 

predicting the discharge voltage at different C rates. This implies that the physics of the 

system is not compromised by simplifying the governing equations. It is of prime 

importance to note that the voltage is one of the few measurable quantities in real world 

applications. Using simplified models to predict discharge voltage in conjunction with 
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simple book-keeping methods can be used powerfully to determine exact state-of-charge 

and state-of-health of the battery.  

 

 

Figure 3.5: Discharge voltage as a function of time is plotted at different C rates for a 

galvanostatic case. The solid lines represent the full numeric model and the open symbols 

represent the simplified model. 
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3.5. Intrinsic variables 

 

Discharge curves themselves do not explain the state of the battery, in other 

words, it is important to keep track of other variables that cannot be measured easily. 

Making key battery usage policies based on remaining power may not be viable by just 

keeping track of the voltage. The simplified model also predicts the intrinsic variables 

accurately. This is an important characteristic that needs to be considered when trying to 

estimate transport and kinetic parameters, for example, diffusion constants, reaction 

constants, etc. The intrinsic variables namely, over-potential (η), solution phase potential 

(Φ2), solid phase potential (Φ1), and electrolyte concentration determined by the 

simplified model are plotted and compared with a rigorous finite difference code. The 

interfaces are positive electrode-current collector junction (x=0), the positive electrode-

separator (electrolyte) junction (x=lp), the separator-negative electrode junction 

(x=lp+ls), and the negative electrode-current collector junction (x=lp+ls+ln). 

 

3.5.1. Solution Phase Concentration 

 

Figure 3.6 gives the variation of salt concentration in the electrolyte phase with 

time at the four interfaces for a 1C rate of discharge. During this process the Li de-

intercalates from the carbon electrode and intercalates into the LiCoO2 electrode. At the 

separator interfaces, lp and lp+ls, we can see nearly constant concentration gradient; this is 

due to the electrolyte anions not being involved in the reaction and at steady state the flux 

becomes zero. The other current collector interfaces, 0 and lp+ls+ln, show nonlinear 
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gradients as expected. There is a quick initial increase in the concentration at current 

collector anode interface; this initial increase then reduces to a very small increase until 

the stop condition is reached. Conversely, at the current collector cathode interface we 

observe a quick decrease in concentration followed by a gradual decrease until the stop 

condition is reached. This is the expected behavior for the solution phase concentration. 

The simplified model predicts the variation with nearly zero error to the rigorous 

numerical model. This validates the use of Equation 3.18 in simplifying the solution 

phase concentration equation. 
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Figure 3.6: Solution phase concentration as a function of time is plotted at different 

interfaces rates for a galvanostatic case. The solid lines represent the full numeric model 

and the open symbols represent the simplified model. 
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3.5.2. Solid Phase Concentration 

 

There is good agreement between the simplified model and the finite difference 

model for the solid phase concentration. It is interesting to note that there is deviation 

between the models at the two current collector junctions of the Li-ion cell at short times, 

but at long times they converge to have no error. Solid phase limitations are the most 

important factor to consider when operating at high discharge rates (>1C), treatment of 

the solid phase has to be considered carefully to avoid applying restrictions on the 

predictive ability of the solid phase diffusion equation. The error deviation can be 

attributed to the approximations on the solid phase diffusion equation and not the solution 

phase concentration equation. It is suggested that obtaining a closed form solution would 

be the best possible scenario to reduce the deviation at short times. In a previous work on 

solid phase simplification, it was suggested and proved that using higher order 

polynomials provides much more accurate results and does not make the solid phase 

concentration from being the limiting factor [61].  

In another study, Wang and Srinivasan, define a correction term for the treatment 

of short time solutions for the solid phase diffusion equation, which can be incorporated 

here, but this would involve specifying an additional algebraic equation at every node 

point and would prove counterproductive to the overall objective of this kind of work 

[62,63]. The short time solution is also empirical in nature and is specific to the discharge 

rate. The future direction of this research attempt would involve resolving the issues 

associated with the computational limitations of solid phase concentration. 
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Figure 3.7: Solid phase concentration as a function of time is plotted at different 

interfaces rates for a galvanostatic case. The solid lines represent the full numeric model 

and the open symbols represent the simplified model. 

 

3.5.3. Solid Phase Potential 

 

The solid phase potential defines the charge carried by the solid particles in either 

electrode. It is expected that during discharge most solid phase potential would be 

measured at the anode, with values near the open-circuit voltage (4.2V). It is interesting 

to note that the potential measured at the two anode interfaces and two cathode interfaces 

are identical, this can be attributed to the fact that the current is transferred very quickly 

in the solid phase and hence there is no measureable potential drop between the current 

collector/electrode and electrode/separator interface at both electrodes. The simplified 

model and the rigorous numerical model show excellent agreement between them. 
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Figure 3.8: Comparison of solid phase potential (Φ1) obtained from simulating the 

simplified model and rigorous finite difference model at different interfaces. 

 

3.5.4. Solution Phase Potential 

 

The solution phase potential is compared in Figure 3.9. Contribution from the 

solution phase potential is minimal since most of the current is carried by the solid phase. 

There is good correlation between the rigorous numerical model and the simplified 

model. 
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Figure 3.9: Comparison of solution phase potential (Φ2) obtained from simulating the 

simplified model and rigorous finite difference model at different interfaces. 

 

The merit of the approach is evident when comparing the number of governing 

equations that are solved. The simplified model specifies 47 DAEs as opposed to 302 

DAEs for the rigorous code. It is also noteworthy that 302 DAEs is the minimum number 

of equations required for a converged finite difference solution. The simplified model for 

all practical situations (rates of discharge) uses a maximum of 47 specified equations for 

a converged solution which compares very well even with 302 DAEs based finite 

difference code. 

The simplified models in this study have been evaluated only at C rates 1 and 

below, these are relative low yet practical values. It is expected that the simplified models 

would be able to predict very well even at very high rates of discharge, > 4C. These high 
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rates are rarely seen but are expected in batteries that power communication devices, 

especially in satellites. The demand for batteries that can tolerate abuse is on the rise 

given their use in HEVs. This also creates another scenario where the load is constantly 

varying. Varying loads cannot be modeled using galvanostatic condition, a new method 

needs to be developed and implemented that can handle the real world power demands on 

the batteries. It is expected that using simplified models would play a lot more important 

role in such scenarios given the very complicated nature of the model. 

Beyond the model simplification, the work started in this thesis has resulted in 

efficient simulation of battery models without compromising on the accuracy. This work 

was initiated in this thesis and is currently pursued to further improve, validate and apply 

in a wide range of applications for batteries by other group members. The process of 

efficient simulation without compromising on accuracy is currently termed as 

“Mathematical Model Reformulation” [95]. 
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CHAPTER 4 

IMPEDANCE RESPONSE – A NOVEL SYMBOLIC SOLUTION METHOD 

 

In Chapter 1, the use of direct measurement for accurate battery state predictions 

was surveyed. AC Impedance is a powerful direct measurement technique and is 

extensively used by experimentalists to gain valuable physical data [35]. AC impedance 

provides valuable insight into the working of the any battery system. AC Impedance 

analysis is usually done offline, which makes it difficult for ‘real-time’ purposes. This 

also makes it a prime candidate for simulation work, especially, predicting important 

parameters that could throw light into the state of the battery. Simulating AC Impedance 

for complete continuum models is not an easy task as will be explained in the following 

sections, hence, a need for an easier method for simulation needs to be explored. 

 

4.1. Introduction 

 

Various transport and reaction limitations restrict the cost effectiveness, 

utilization and efficiency of electrochemical devices. AC impedance is a powerful 

technique used by various researchers to understand electrochemical systems [35,64,65]. 

Understanding and extracting useful information from AC impedance data is a 

formidable task. The main drawback with using circuit approach for simulating AC 

impedance response is that it only gives lumped-parameters for the system of interest and 

does not involve all the meaningful quantitative system parameters such as the Fickian 

diffusion coefficient, rate constants, etc. Rigorous physics based models for simulating 
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AC impedance response involves solving multiple partial differential equations (PDEs) in 

multiple domains making the models prohibitive because of numerical and computational 

constraint [65]. Typically only single PDE has been solved analytically in the literature. 

Recently, an analytical solution was reported for two coupled PDEs [66]. For more than 

one PDE, obtaining an analytical solution involves complicated eigen value and 

cumbersome matrix calculations. Analytical solutions may not be easily separable to real 

and imaginary parts.  

The purpose of this work is to develop a novel numeric symbolic solution (NSS) 

for simulating AC impedance response of electrochemical devices. The methodology 

consists of applying finite differences for the spatial coordinate and a symbolic matrix 

inversion method for solving the resulting system of linear algebraic equations. Thus the 

NSS is numerical in the spatial coordinate and closed-form in all the system parameters. 

In this work, this novel scheme is demonstrated by simulating diffusive impedance 

response of a planar electrode. This novel approach will be extended in the future to 

multiple PDEs in multiple spatial coordinates in multiple domains that govern the 

electrochemical behavior of various devices. The efficiency and superiority of NSS is 

compared with both analytical and numerical solutions.  

 

4.2. Example – Diffusive Impedance 

 

Diffusion in a planar electrode is given by Fickian diffusion as  

2

2

c c
D

t x

∂ ∂
=

∂ ∂
       4.1 
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The boundary conditions are  

at 0, 0x c= =        4.2a 

at 
( )

,
c i t

x L D
x nF

∂
= =

∂
      4.2b 

The electrode is in contact with the bulk-liquid at x = 0 and the electrochemical behavior 

is governed by the surface concentration at x = L. The electrochemical reaction takes 

place at the electrode surface. Since impedance experiments are performed about an 

operating point with a small perturbation, c in Equation 4.1 can be thought of as a 

perturbation in concentration with initial condition being zero.  

To get the AC impedance response for the electrode, Equation 4.1 is converted 

from the time domain to the Laplace domain s, and expressed in dimensionless form as 

 
2

2

d C
SC

dX
=       4.3 

subject to the boundary condition 

0, 0    1, ( )
dC

X C and X S
dX

δ= = = =     4.4 

where X = x/L, C = c/cref, δ(S) = i(s)L/nFDCref, and S = sL
2
/D is the dimensionless 

Laplace variable. Various approaches for the simulation of diffusive impedance response 

of planar electrode (Equation 4.3 with the boundary conditions Equation 4.4) are 

described below.  
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4.2.1. Analytical Approach 

 

Equation 4.3 can be analytically solved using any standard classical technique and a 

closed-form solution for C as a function of S (s, D and L) is obtained as [67]  

( )
( )

( )sinh

cosh
analytical

S X S
C

S S

δ
=      4.5 

The surface concentration, Cs gives the over-potential and hence the impedance. 

Cs at the boundary X = 1 is obtained as (without losing generosity δ is assumed to be 1) 

 ( )tanh /
analyticalS analyticalC Z S S= =     4.6 

The impedance response or the Nyquist plot is obtained by substituting S = IΩ (Ω 

is the dimensionless frequency and is obtained by multiplying frequency ω by L
2
/D) in 

Equation 4.6 and by separating the real and imaginary parts. The separation of the total 

impedance as real and imaginary parts is simple for this case as the analytical expression 

does not contain complicated eigen functions and eigen values [65]. 

 

4.2.2. Numerical Approach 

 

  A numerical solution to solve Equation 4.3 is performed by applying finite 

difference or other discretization methods in the spatial direction, X. Since one has to find 

both real and imaginary parts, Equation 4.3 is typically converted to real and imaginary 
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parts before implementing a numerical procedure. By substituting S = IΩ, Equation 4.3 is 

separated for real and imaginary parts as  

2

2

re
im

d C
C

dX
= −Ω      4.7a 

2

2
 im

re

d C
C

dX
= Ω      4.7b 

The boundary conditions are also separated for real and imaginary parts as  

0, 0 ;  0re imX C C= = = 0, 0 ;  0re imX C C= = =   4.8a 

1, 1 ;  0re imdC dC
X

dX dX
= = =      4.8b 

For a particular value of frequency Ω, the set of equations given in Equation 4.7 is 

solved numerically with appropriate boundary conditions given by Equation 4.8.  By 

consecutively finding Cre and Cim at the surface (X = 1) for various values of Ω 

numerically, the Nyquist plot is obtained. For this purpose, Maple’s dsolve numeric 

command is used [68]. 

 

4.2.3. Numeric Symbolic Solution 

 

The novel numeric symbolic solution approach to solve Equation 4.3 involves 

applying finite differences in the spatial direction, as the primary step. Then Equation 4.3 

is converted to discrete-form (system of algebraic equations) for N number of interior 

node points as  
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1 1

2

2 1
 ; h

N 1

i i i
i

C C C
SC

h

− +− +
= =

+
    4.9 

where i = 1..N. The boundary conditions governing the exterior node points are also 

converted to discrete-form as  

0
C 0=        4.10 

N 1 N 2 N 1

1 4 2h
C C C

3 3 3
+ − −
= − + +     4.11 

The above system of algebraic equations can be rewritten and solved in matrix 

form as [69]  

AY = B   ⇒⇒⇒⇒  Y = A
-1
B     4.12 

where, Y is the dependent variables vector, Y = [C1 C2 C3 …CN]
T
 (for all the variables in 

all the interior node points), A is the coefficient matrix and B is the forcing function 

vector, B = [0 0 0 … -2/3h]
T
. If N = 2 interior node points are used the coefficient matrix 

A is given as  

2 2

2 2

2 1

1 2

3 3

S
h h

S
h h

 − − 
=  
 − −
  

A      4.13 

The simulation of the system is completed by inverting A matrix symbolically as 

a function of the system parameters (S or s, D and L). A flow chart describing the NSS is 

presented in Figure 4.1. When N = 2 interior node points are used, the resulting 

expression for impedance response is  
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2
2 2

2

2
2 2 2

4 1 4 11 1
27 243 27 243

4 14 1 11 9 549 54

NSS

sL sL
S S

D D
Z

sL sL S S

D D

   
+ +    + +

   = =
    + ++ +   
   

 4.14 

The real and imaginary parts are obtained as  

2 4

2 4

2 13122 567

9 2916 468
reZ

 + Ω +Ω =
 + Ω +Ω 

    4.15 

2

2 4

8 324

3 2916 468
imZ

 Ω +Ω =
 + Ω +Ω 

     4.16 
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Figure 4.1: Computational procedure for numeric symbolic solution (NSS).    
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It can be noted from Equation 4.14 that the NSS technique yields a closed-form 

solution as a function of all the system parameters (S or ω or s, L and D). For illustration, 

we showed the results obtained with two node points. For better accuracy we need to 

increase the number of node points. Note that the coefficient matrix in Equation 4.12 can 

be a function of the Laplace variable S or the frequency, Ω. Maple can be used to invert 

A matrix. However, by following the pattern of eigen values an efficient code can be 

written for the inverse symbolically [67,70]. A user-friendly program has been written to 

obtain the matrix inverse, which does not take more than a minute to find the inverse 

even for N = 100 or 1000 node points. All the simulations in this work are performed in a 

PC with 1.7GHz processor and 1GB RAM.  

 

4. 3. Comparison of the Methods 

 

The impedance responses obtained using the above three approaches are plotted 

in Figure 4.2 and the corresponding simulation time required to obtain the curves are 

shown in Table 4.1. The analytical solution (solid-line in Figure 4.2) is a function of the 

system parameters (S or s, L, D or ω) and hence the full curve is obtained by separating 

the real and imaginary parts in Equation 4.6. The computation time to obtain the curve is 

just one second. The numerical approach (dotted line in Figure 4.2) takes more than 45 

seconds to generate the plot. This is inevitable, because there is a need to solve Equation 

4.7 repeatedly for every value of Ω to get one point in the curve (totally 300 points are 

evaluated to obtain a smooth curve). The NSS is a closed-form solution of the system 
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parameters S or Ω and takes only two seconds to generate the entire curve – both the 

numerical and NSS solutions overlap with the analytical solution in Figure 4.2.  

NSS is useful for parameter estimation. There are two parameters involved in the 

model equations, the thickness of the electrode L, and the Fickian diffusion coefficient D. 

Fixing the thickness of the electrode as 10
-6 
m, the unknown parameter D is estimated 

using Gauss-Newton method from the synthetic experimental data. The experimental 

values are generated by distributing 5% randomness error to the analytical values for D = 

10
-7
 m

2
/s by considering 300 data points. The expression used to generate experimental 

values using random error is as follow, 

Zexperimental = Zanalytical ( )0.95 + 0.01 random number between 0 and 10    4.17 

 

Table 4.1: Comparison of computational times for different approaches for the simulation 

of AC impedance response. 

Method Computation time 

Analytical method 

Numerical method 

Numeric symbolic solution 

1 second 

45 seconds 

2 seconds 
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Figure 4.2: Impedance response of diffusion in a planar electrode (Nyquist plot). Solid 

line:-Analytical method, Dotted line (boxed):-Numerical method, Dotted line (circled):-

Numeric symbolic solution, Solid line (thin line):- synthetic experimental data. 

Numerical and NSS data points coincide.  

 

Figure 4.2 compares the synthetic experimental values with theoretical values. 

The synthetic experimental values are then provided for parameter estimation algorithm 

along with an initial guess based on the value used for simulating the AC impedance 

response. The following steps are involved in the parameter estimation of impedance data 

[71]: (i) start with a good initial guess for parameters, k
(0)
, (ii) compute the real part, 

imaginary part and Jacobian of both real and imaginary parts at each data point and set up 
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the vector with experimental values Yexp, predicted values Ypre and the Jacobian matrix J 

, (iii) the correction factor is obtained by using the expression, ∆k = (JTJ)-1JT(Yexp-Ypre) 

for both real and imaginary parts of the impedance; and (iv) using this, an improved 

parameter value can be obtained as k
(i+1)
 = k

(i)
+∆k(i), the predicted parameter for the next 

iteration is the arithmetic average of k
(i+1)
 values of real and imaginary parts. Steps (ii) to 

(iv) are repeated until a required accuracy is reached. The jacobian matrix J is defined as  

1 1

1

1

....

.... .... ....

....

m

n n

m

Y Y

k k

Y Y

k k

∂ ∂ 
 ∂ ∂
 

=  
 ∂ ∂ 
 ∂ ∂ 

J       4.18 

where m is the number of parameters and n is the number of experimental data points.  

The estimated parameter values based on the three approaches (analytical, 

numerical and numeric symbolic solution) are shown in Table 4.2. The computation time 

associated with each approaches are also compared. It is clear from the simulation results 

that the numerical method requires more time to estimate a single system parameter. This 

is because the numerical approach needs additional time to solve additional differential 

equations (Jacobians J) associated with both real and imaginary parts of the impedance. 

The inefficiency of numerical codes for predicting parameters can be overcome by the 

NSS. Using the closed form of symbolic solution, the jacobians involved in the parameter 

estimation can be exactly calculated. The comparison of computation time shows that the 

NSS performs as efficiently as the analytical solution for parameter estimation. All the 

three approaches are simulated in Maple. The NSS program that takes less than one 

minute to run based on advanced matrix inversion method is to be applied for software 
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disclosure/patents. However, Maple’s inbuilt matrix inversion command can be used to 

obtain the NSS (this program is available upon request). 

  

4.4. Discussion 

 

Numerical simulation of AC impedance models is not ideal for parameter 

estimation. This is true because for one PDE we need 100 node points in the x-axis for a 

numerical simulation (for a particular value of frequency). To simulate the complete 

impedance spectra, for 300 different values of frequency (in the entire domain), we 

solved two sets (one for real and another for imaginary part of total impedance) of 100 

such equations numerically 300 times. When the numerical approach is used to predict 

one parameter (diffusion coefficient, D) from experimental data, there is a need to solve 

two more sets of 100 equations for the sensitivity variable in all the 100 node points. For 

a model with a single PDE and a single parameter we would need to solve 

2x100+2x100=4x200 equations numerically 300 times. For estimating parameters 

numerically using a good initial guess, we are required to iterate 10 times. Hence, for a 

single PDE model with one parameter we have to solve 4x200 = 800 equations 300x10 = 

3000 times.  

As it is evident from the previous sections, the only major step in NSS is inverting 

the coefficient matrix A. But, using advanced matrix methods, the matrix can be inverted 

symbolically as a function of S [67,70]. The matrix methods involve following the 

pattern of eigenvalues and eigenvectors of the matrix for N = 2, 3, 4 node points, etc. A 

recursive relationship is obtained to find the matrix inverse symbolically. Once the 
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recursive relationship is obtained the matrix inverse step does not take more than one 

minute to find the inverse of the matrix even for N = 100 or 1000 node points. Figure 4.3 

shows the number of node points needed for NSS at different values of dimensionless 

frequency Ω, for the simulation of entire impedance response curve. It shows that at very 

low to fairly high values of frequency the number of node points needed is very small. 

Then, the number of node points steeply increases with Ω when Ω > 1000.  

 

Table 4.2: Comparison of estimated parameter values and computation time for different 

approaches.  

Method Estimated value of Diffusivity Computation time 

Analytical method 

Numerical method 

Numeric symbolic solution 

1.002803726 10
-7
  

1.005148577 10
-7
 

1.002811529 10
-7
 

6 seconds 

41 minutes 

35 seconds  

 



75 

 

 

Figure 4.3: Number of node points required for NSS for various values of Ω.  

 

The NSS can be separated into real and imaginary parts to simulate the AC 

impedance response without additional computation constraints. Even if more node 
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analytical solutions for estimating transport and kinetic parameters if rigorous 

electrochemical models are considered. This means that, while rigorous analytical 

solutions need to be resolved/re-derived for the rigorous models for batteries or other 

electrochemical devices, the NSS can provide a solution independent of the boundary 

conditions and geometry. The NSS can also provide solutions as a function of geometry 

factor if Equation 4.3 has an additional term p[dC/dX] with p being 0, 1, and 2 for 

rectangular, cylindrical and spherical coordinates or D or other parameters as a function 

of X.  

The advantages of NSS have been validated by comparing the time taken to 

obtain an impedance response curve and one parameter using the NSS, numerical and 

exact analytical solutions. The NSS exploits the properties of both analytical as well as 

numerical approaches. The computation time of NSS is several times superior to the 

numerical simulation.  

 

4.5. Future Work 

 

The proposed NSS method has been proven to be as good as the analytical 

solution and superior to the numerical simulation. Thus the method can be extended for 

the simulation of a rigorous physics based AC impedance model for electrochemical 

devices such as batteries, fuel cells, capacitors, sensors, etc. [65,33]. To better understand 

porous electrodes it is important to consider the simultaneous phenomenon of coupled 

gradients of concentration and potential. Real experimental data can be obtained and used 

for the estimation of system parameters such as diffusion coefficient, electrolyte 
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conductivity or exchange current for the reaction. Future communication will address the 

development of this novel scheme for porous electrodes to estimate parameters for Li-Ion 

batteries, PEM fuel cells, sensors, and other electrochemical devices. In addition other 

discretization methods (collocation, etc.) are also pursued and will be discussed in future 

communications. The closed form solution obtained can also be thought as transfer 

functions, thus giving hope for real-time physics based control of electrochemical devices 

and real time simulation of stacks and hybrids. The use of NSS for process control, stack 

and hybrid system modeling and control, life cycle modeling will be endeavored as future 

work. 
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CHAPTER 5 

NOVEL MONTE CARLO STRATEGY – LITHIUM ION CATHODE 

PERFORMANCE CHARACTERISTICS 

 

Modeling at the molecular level gives a lot of insight into the working of any 

chemical system. Modeling methods at this length scale vary from atomistic for e.g., ab-

initio methods, quantum methods etc to more coarse grained methods such as the 

classical molecular dynamics approach. At this length scale most methods are 

computationally intensive and expensive. Although tedious, there are many excellent 

advantages of modeling at small length scales. One of the most important advantages is 

the ability to predict properties of materials. Modeling of materials with specific 

properties is of prime importance in meeting the emerging needs of electrochemical 

energy sources, particular, battery materials. 

In general, Kinetic Monte Carlo codes and Molecular Dynamics simulations are 

very slow and time consuming, especially when several particle jumps and particle 

diffusion on surfaces and interfaces are considered. Most Monte Carlo and Molecular 

Dynamics simulations are considered when addressing very specific and isolated 

problems associated with electrochemical systems, for example, SEI layer growth in Li-

ion batteries [93]. There have been both engineering (continuum) models and theoretical 

models at the molecular level to address this specific problem. Much insight has been 

gained from molecular level theoretical studies to study the mechanisms of SEI layer 

growth. The drawback however has been the lack of efficient ways to couple valuable 

information at the molecular level with the operation of the battery as a whole, i.e., 
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predicting discharge curves. The multi-scale nature of this problem poses two important 

questions, 1. How do we efficiently bridge the gap between different time and length 

scales, and 2. Can we make the algorithms more computationally efficient?  

An answer therefore could be a less time consuming and novel multistep 

Continuum Monte Carlo technique to solve problems created by multi-phenomena 

characteristics of electrochemical processes and power sources. In the case shown for a 

lithium ion battery cathode material three different types of Continuum Monte Carlo 

codes are written to solve three different electrochemical phenomena. All the codes are 

based on fundamental electrochemical principles, therefore invaluable physics is not lost 

while deriving useable data.  

 

5.1. Introduction 

 

The first commercially successful positive electrode was LiCoO2 [72]. However, 

the high cost of cobalt and, potential safety hazards associated with overcharging of 

LiCoO2 forced the hunt for more stable material under abusive conditions. Lithium iron 

phosphate (LiFePO4) is a potential cathode candidate for the next generation of secondary 

lithium batteries due to low cost, environment friendly nature, cycling stability and higher 

theoretical capacity of 170 mAh/g [73]. However, the poor conductivity resulting from 

low li-ion diffusion rate and low electronic conductivity in LiFePO4 phase, posed 

bottlenecks in their commercialization [74-80]. Several theoretical techniques like 

mathematical modeling, and Numerical analysis are known in literature that are 

employed to optimize the performance of lithium ion batteries [81,82,61,83]. The 
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working chemistry of LiCoO2 and LiFePO4 are different and hence makes it difficult to 

device an efficient single algorithm to investigate their performance as cathode material. 

Since LiFePO4 has more attractive properties as a cathode material than the commercial 

LiCoO2, lithium transition metal phosphates with ordered-olivine structures, LiMPO4 

(M=Co, Ni, Mn, Fe) have attracted much attention as promising new cathode material for 

secondary lithium battery [84]. The cycling capacity of LiFePO4 is surprisingly good at 

low current densities or at elevated temperatures [61,85]. Lithium can be extracted from 

LiFePO4 or inserted back into FePO4 along a flat plateau at 3.4 V vs Li [85]. Increasing 

the current density does not lower the open circuit potential, but decreases its capacity 

[85]. Padhi et al., found that electrochemical extraction was limited to 0.6Li/formula unit 

[73]. They also suggested that the loss in capacity is because of lithium diffusion through 

the diminishing LiFePO4/FePO4 interface as lithium is reinserted into the structure. 

Goodenough et al., suggested that a large amount of lithium could be extracted and 

reinserted reversibly in samples with smaller grain sizes [73]. A novel multi scale and 

multi step Kinetic Monte Carlo strategy is developed in the present work, which can 

predict the performance of both LiFePO4 and LiCoO2 by employing appropriate input 

parameters corresponding to each material. As an initial stage, the solvent interactions are 

taken into consideration via bonding energy between the carbonyl oxygen of the EC/DEC 

mixture with the Li ions. In EC:DEC solvent, lithium ions are reported to hop between 

carbonyl oxygen bonds as –C=O
δ-
…….Li

δ+
 and hence solvent interaction is accounted 

via Li–O partial bond formation. The discharge curves obtained agree satisfactorily with 

existing literature for LiCoO2 and LiFePO4. 
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5.2. Methodology 

 

The current methodology involves the assumption of the lithium ion battery as 

depicted in Figure 5.1. Cathode materials are LiFePO4 and LiCoO2 based on the case 

under consideration.  The electrolyte employed is 1M LiPF6 in binary solvents EC/DEC 

in the ratio 1:1. Random numbers are generated to obtain the concentration of Li
+ 
that 

gets inserted in the cathode by employing appropriate diffusion coefficients and distance 

criteria. From the concentration variation and the distance the Li ions have diffused, the 

capacity of the discharge process, and state of discharge of the battery can be predicted. 

The lithium ion is allowed to diffuse by the formation and breaking of the C=O
δ-
…Li

δ+
 

bonds. It involves the hopping mechanism of Li ions in the solvent molecules to reach the 

destination electrode. Depending upon the ratio of the EC/DEC mixture assumed, the 

type of interaction between the Li ions and the solvent will be varied to track the 

diffusion of the Li ions. The first Monte Carlo (MC) simulation code includes micro scale 

properties such as diffusion of spherical electrode particle within the periodic boundary 

conditions of 0<x<lp. The electrode particles are assumed as spheres and allowed to 

move in each step only to a distance of its nearest neighbor, employing the condition 

1

( )

dLi

dsir j e

− 
 
 ≥ , where dLi1 is the nearest neighbor distance for the Li ion in the absence 

of solvent and ds being the thickness of the solid phase. The second MC code involves 

macro scale properties, namely solvation effects, diffusion coefficients, and the 

concentration gradient, to determine the diffusion of Li ions within the boundary 

conditions of lp<x<ls and employing the random number criterion 2

1

( )

dLi

ds
ir j e

 −
 
 ≥ , where 
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dLi1 is the nearest neighbor distance Li
+
 can move in the presence of solvent and ds2 

being the thickness of the separator. This Monte Carlo strategy is schematically 

represented in Figure 5.2. The potential applied is in the range of 2.4 to 4.5 Volts and the 

capacity is calculated from the concentration of Li ions diffusing through the separator 

and the distance gradient. Thus the discharge behavior of LiCoO2 and LiFePO4 as 

electrode materials in Li-ion battery can be simulated from Monte Carlo techniques 

employing different criteria. The present methodology helps in reduction of computation 

time and employs basic molecular parameters to attain the result. Monte Carlo seeds 

beyond 10
5
 is not done because of convergence in the results from 10

2
 to 10

5
 seeds. 

 

 

Figure 5.1: Schematic representation of the Lithium ion battery cell assumed for the 

simulation purpose, The cathode is either LiFePO4 or LiCoO2, where lp, ls, ln represent 

the thickness(length) of cathode, separator and the anode respectively. 

 

lp ls ln

Cathode 1M  LiPF6 Lithium

e- charge                       E                       discharge              e-



 

 

Figure 5.2: Scheme 1 - 

discharge behavior of LiFePO
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 The scheme for the proposed simulation methodology for the 

discharge behavior of LiFePO4 and LiCoO2 battery 

 

 

The scheme for the proposed simulation methodology for the 
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5.3. Parameters Employed 

 

Input parameters for the Monte Carlo simulation such as diffusion coefficient of Li 

ions in solid phase, solution phase, porosity of the electrode, particle size, solvent 

interaction energy, volume fraction of the active material due to insertion and extraction 

of Li ions into the electrode are tabulated in Table 5.1. The values for LiFePO4 are taken 

from Srinivasan et al and LiCoO2 are from Subramanian et al [86,61]. 

 

5.4. Results and Discussion 

 

The present Monte Carlo Simulation technique operates employing micro scale 

properties such as diffusion coefficient of Lithium ions in spherical electrode particle and 

the macro scale properties like solvation effects, diffusion coefficient of lithium ion in 

solution phase and the concentration gradient to determine the number of Li ions 

diffusing in solution and solid phase. The simulation codes are written in MATLAB 

version 6.5 and run in Intel centrino quadro core personal computer. The computation 

time consumed to get the discharge profile for the system involving 23800 moles of 

LiFePO4 or LiCoO2 at 10
5
 Monte Carlo seeds is approximately 20 hours. The present 

simulation strategy can handle two different chemistries like LiFePO4 and LiCoO2 as 

battery material without any difficulty. These diversifying results only need to consider 

input parameter variation corresponding to the material under investigation.  
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Table 5.1: The parameters employed in the simulation strategy for LiCoO2
 
[61] and 

LiFePO4 [86] 

 

Parameters employed Values 

Design parameters 

Cathode thickness 

Porosity 

Volume fraction of active material 

Initial salt concentration 

Separator thickness 

Particle size 

62 µm 

0.25 

0.347 

1M 

25 µm  

43.3 nm 

Electrode Parameters 

Diffusion coefficient of Li in LiFePO4 

Diffusion coefficient of Li in LiCoO2 

Diffusion coefficient of Li in 1M LiPF6 

Contact resistance 

8*10
-18 
m
2
/s 

1*10
-14
 m

2
/s 

7.5*10
-10 
m
2
/s 

0.0065 Ωm
2
 

Solvent interaction energy 

Kinetic energy contribution 

Solvent interaction 

Total number of molecules, Ntot 

Number of molecules in solvent, Nsol 

Boltzmann constant, k 

Temperature, T 

1kT 

kT*log(Nsol/Ntot) 

23800 

Obtained from MC 

1.38*10
-23
 J/K 

298 K 
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5.4.1. Discharge Behavior of LiCoO2 

 

Figure 5.3 indicates the discharge behavior of LiCoO2/EC-DEC/Li half cell at 

different ‘i’ values of 0.13, 0.26, 0.52, 1.3, 2.6, and 5.2 mA/cm
2
 in time.  It is seen that 

although the discharge starts at a common potential of around 4V at higher applied 

current densities the discharge rate is faster. This is consistent with the existing Dynamic 

Monte Carlo [87], continuum models [81,82,61], Numerical analysis [83] in the literature 

for a given set of parameters employed.  It can also be noticed that the maximum capacity 

attained by the half cell LiCoO2/EC-DEC/Li is 140mAh/g and is in agreement with 

values in literature [61]. Unlike LiFePO4, LiCoO2 does not undergo any phase transition 

during the discharge process. Hence a sudden drop in capacity of the half cell does not 

exist even at very high applied current densities ca. 5.2 mA/cm
2
. Scheme 2 represents the 

distribution of Lithium ion in CoO2 structure during discharge process. No phase 

transition exists during the Li insertion process and the distribution is gradual. The 

illustration in scheme 2 is meant to describe the process via pictorial representations. It 

can be inferred from this scheme that as the CoO2 is getting lithiated or discharged, the 

lithium gets inserted into the lattice and gradual decrease in the potential occurs with 

increase in the concentration of Li in the lattice. At full discharge, the potential drops 

suddenly, here the mole fraction of lithium (CLi at that time/CLi total) reaches unity 

implying that the electrode is totally discharged. The concentration of Li at each time step 

is obtained from the Monte Carlo codes and as a result the state–of–discharge (SOD) is 

tracked.    
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Figure 5.3: The discharge behavior of  (potential vs time) for LiCoO2 (current applied in 

mA/cm
2
). 
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Figure 5.4: Scheme 2 - Schematic representation of the processes occurring in the 

discharge process of LiCoO2 as lithium ion battery cathode material, Li foil is employed 

as the anode and reference electrode for simulation purpose. Insert represents the 

discharge behavior of LiCoO2 from simulations, identical with the results of ref. 61. 

 

5.4.2. Discharge Behavior of LiFePO4 

 

Figure 5.5 represents the discharge behavior of LiFePO4/EC-DEC/Li half cell at 

different applied current densities in time. It can be inferred from these figures that two 

distinct features exist: (i) decrease in the utilization and (ii) decrease in the mid-plateau 

region with the increase in the applied current density [86]. The constancy of the 

potential over a wide range of time and capacity can be explained on the basis of phase 

transition occurring during insertion of Li into fully charged FePO4. The constant 

behavior is mainly due to the equilibration of lithium deficient LiyFePO4
y-
 and lithium 
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rich Li(1-x)FePO4
(1-x)-

 phases, on continuous discharging of the fully charged FePO4. As 

seen in Scheme 3, fully charged LiFePO4 particle consists of a single FePO4 phase. The 

discharge can be written as given by Newman et al. [86], 

                                        FePO4+xLi
+
+xe

-↔xLiFePO4+(1-x)FePO4 

 and during the discharge process, the solid particles consists of two phases such as 

FePO4 and LiFePO4 in the proportion (1-x) and x, respectively, ‘x’ being the fraction of 

Li inserted into the solid particle of FePO4. This first – order phase transition between the 

two species, LiFePO4 and FePO4, resists further lithiation of the cathode material, leading 

to constancy in the potential for longer time and capacity window. As the applied current 

density increases, the time required for the equilibration of the two phases is reduced and 

hence a decrease in the mid-plateau region is noticed. Thus as ‘i' increases from 0.13 

mA/cm
2
 to 5.2 mA/cm

2
 the capacity shows a drastic fall and this anomalous behavior 

could be attributed to the fact that the solvation energetic and the diffusion of Li ions in 

EC/DEC binary solvent play a vital role in the discharge process of LiFePO4 -based 

battery materials. Since Li hops by formation and breaking of the O – Li bond in 

consecutive steps, the increase in current density does not allow the process to occur 

efficiently, thereby leading to sudden fall in the capacity. Thus the present simulation 

methodology explains this well known behavior of LiFePO4 by employing simple 

random number criterion and periodic boundary conditions. 
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Figure 5.5: The discharge behavior (potential vs time) for LiFePO4 (current applied in 

mA/cm
2
). 
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Figure 5.6: Scheme 3 - Schematic representation of the processes occurring in the 

discharge process of LiFePO4 as lithium ion battery cathode material, Li foil is employed 

as the anode and reference electrode for simulation purpose. Insert represents the 

discharge curve from simulation of results employing the above mechanism, identical 

with the results of ref. [86]. 

 

 

5.5. Perspectives 

 

The simulation methodology presented here possesses a simple frame work involving 

solvent interaction energetic, nearest neighbor distance in solid and solvent, diffusion 

coefficient of Li ion in solid and solution phase in evaluating the performance of LiCoO2 

and LiFePO4 as cathode materials by invoking the hard sphere validity assumptions in 

conjunction with solvent interactions and transport properties. Although existing Monte 

Carlo Simulation techniques can handle this issue very well, inclusion of more input 

Fully charged FePO4-

on carbon black

Li+ in 

solution 

Li+ in 

solution  

PHASE II

Lithiated electrode, in equilibrium to 

undergo further lithiation to complete 

the discharge process. LiyFePO4y-

PHASE I

Single phase process

Li+ in 

solution  

PHASE IV

Single phase 

PHASE III

Lithiated electrode 

undergoing lithiation to 

complete the discharge 

process. Li(1-x)FePO4
(1-x)-

Li+ in 

solution  

TWO PHASE REGION



92 

 

parameters to account for the conceptual background makes it computationally tedious, 

increases the computation time and become specific to the chemistry of the material 

under investigation. However we can reinstate that this Monte Carlo strategy is 

complimentary in nature to the extensive existing literature on lithium ion battery and can 

easily be extended to understand the temperature effects on the battery performance, 

exact mechanism governing the nature of charge/discharge process, solvent interaction 

variations, conductivity profile of Li and methods to improve the performance of the 

batteries.  

 

5.6. Conclusions from this work 

            

The discharge behavior of LiCoO2 and LiFePO4 as cathode material is in agreement 

with existing literature on lithium ion batteries. Current methodology is multi scale in 

nature by taking into account micro scale properties such as diffusion of spherical 

electrode particle within the periodic boundary conditions of 0<x<lp and macro scale 

properties like solvation effects, diffusion coefficients and the concentration gradient to 

determine the diffusion of Li ions within the boundary conditions of lp<x<ls. The 

potential applied is in the range of 2.4 V to 4.5 V and the capacity is calculated from the 

concentration of Li ions diffusing through the separator and the distance gradient. 
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5.7. Scope for future work 

 

A Monte Carlo strategy that has a generic backbone and future work in this topic will 

be based on applications to fuel cells, biosensors and highly electrically conducting 

bipolar electrode plates made of polymer composites for electrochemical studies. In the 

case of fuel cells the Continuum Monte Carlo codes described above can be modified 

based on electron – ion pathway determination. Depending on the reaction scheme and 

the free energy for the scheme from Monte Carlo codes, the reaction pathway and the rate 

determining step can be predicted. This holds good for the extension of the same to 

biosensors and to bipolar electrodes based on polymer composites of very high 

conductivity. 
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CHAPTER 6 

PERSPECTIVES AND CONCLUSIONS 

 

Simulation of Lithium Ion batteries has reached a mature level of understanding. 

Simulation of Li-ion battery systems for specific chemistries can be achieved in real-time 

by the use of reformulated models that have a high degree of precision and accuracy. As 

discussed earlier the use of these models need not be limited to ultra-high end battery 

applications, but, can be used in everyday electronic applications as technology advances. 

The robustness of these models allow them to be easily ported to other battery 

chemistries and new theory can easily be incorporated into these models as will be shown 

in projects and communications to follow from this group. Monitoring and control of 

batteries form the next big step in heading towards a fully automated battery management 

system. Efforts are already underway to use these re-formulated models in controls 

environment.  

Specific applications demand specific desirable characteristics from the battery, for 

example, a battery that is used in the PHEV would require short charging times, this can 

be achieved by ‘tweaking’ the battery chemistry for faster charging times without 

damaging the performance or life of the battery. Modeling helps in determining the 

factors that contribute to optimizing battery chemistries, more insight can be obtained by 

looking at the molecular properties. Information from the molecular level need to be 

translated into useable information at the continuum level for better engineered batteries. 

As shown in chapter 1, both the transport and stationary applications of the future would 

be some form of hybrid electrochemical system. When making control decisions or 
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optimized usage decisions for the use of these hybrid systems, it is of prime importance 

that the predictions from the management systems are accurate, especially considering 

the complex nature of the hybrid systems itself and the crossflow of information that 

needs to be accounted for.  

From the general discussion presented above, we can derive three major subgroups of 

perspectives that could throw light on future endeavors in the field of modeling and 

simulation of battery systems and in general electrochemical power sources, using 

reformulated models. They are: 

1. Multiscale modeling of battery systems  

2. Hybrid system modeling  

3. Monitoring and control of battery systems  

Let us look at how the current work can impact each of these three aspects mentioned. 

 

6.1. Multiscale Simulation of Battery Systems – Design of New Materials Using 

Simulation 

 

Although in its relative infancy, multiscale simulation concepts have been around 

for a while now. The questions posed in Chapter 5 could be answered by applying 

multiscale simulation, Figure 6.1 shows a schematic of the different techniques at 

different time and length scales. The most common use of multiscale simulation in 

electrochemical systems has been in the semiconductor fabrication industry [88-92]. The 

major hindrance to multiscale modeling problems has been computational speed and 

power requirements. The multiscale modeling community as a whole, are looking for 

simpler algorithms to give them comparable results.  
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Figure 6.1: Simulation methods at varying time and length scales. Each method has its 

own independent attributes and can be used for specific purposes. Length scale and time 

scale overlap constitutes that there is flow of information between scales. 
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computational requirements at the continuum level and free up computational resources 

for the molecular models. 

 

6.2. Hybrid Systems Modeling – Coupled Modeling of Various Power Sources 

 

A hybrid system consists of two or more electrochemical power sources in series or 

parallel that contribute to the addition of power to a system. Most hybrid system 

modeling consists of using simple limiting models, such as, circuit models. This reduces 

the usability of these models for varied conditions. Using continuum models are a better 

choice given their versatility and robustness. Reformulated models not only fit in to the 

framework of hybrid systems modeling but also enable the framework to be a lot more 

flexible and robust. The time constants of the various electrochemical power sources, i.e., 

batteries, supercapacitors and fuel cells, are different and pose significant challenges to 

modeling the hybrid systems. It is proposed that using reformulated models that identify 

key dimensional groups will help solve part of the problem of understanding hybrid 

system models and their dynamics. 
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6.3. Monitoring and Control of Battery Systems – Extending the Life-time of 

Battery Systems 

 

Monitoring and tracking batteries is an important task to prolong the life-time and 

prevent abuse of the battery. Most work in this field so far have been performed by 

electrical and electronics engineers. It is desired that control of Li-ion batteries be as 

robust as possible in very sensitive and expensive applications, for example, batteries 

used in satellites, military, etc. In these applications, wrong prediction could mean the 

loss of millions of dollars or loss of sensitive data or even loss of life.  

Using engineering models for monitoring and control purposes involves parameter 

estimation. Difficulty arises when trying to estimate even a single parameter by using 

engineering models. The parameter estimation algorithms, for example, the Marquardt-

Levenberg algorithm require large amounts of time for the estimation of one parameter. If 

engineering models have to be used in battery management systems, they need to be able 

to estimate and track more than one of these parameters to display the state-of-charge and 

state-of-health of the battery. Using these reformulated models, work has been done by 

colleages to estimate parameters for Li-ion batteries and they report a confidence level of 

95% with considerable decrease in computational time and real-estate [94]. 
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6.4. Conclusions 

 

A simplification methodology for Lithium Ion battery models is presented. The 

models were benchmarked with the optimized full numeric finite difference models. The 

reformulated model is shown to retain the complexities of the original first principles 

based physics model. Excellent accuracy is seen between the simplified and finite 

difference numeric model. A numeric Symbolic solution (NSS) was discussed. The AC 

impedance response was simulated using NSS was found to predict with good accuracy 

when benchmarked with analytical solutions and rigorous numeric solutions. A novel 

Monte Carlo method that possesses a simple framework is presented. Discharge behavior 

for two cathode materials (LiCoO2 and LiFePO4), were predicted. The results obtained 

were in agreement with reports from literature. The methods and strategies proposed in 

this work have resulted in significant reduction in computational time and resources. 
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APPENDIX A: Summary of Governing equations and boundary conditions for a Li-ion Battery 
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