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ABSTRACT

Cycle-theory-based market analysis is the main focus ofhégs, in which | try
to find systematic methods to recognize and utilize market pajtespecially cyclic
ones, to obtain a correct understanding of market movements. The kNihthen, a
pattern recognition method extensively used in chemometrics, Ieas dmeployed to
recognize similarities of current market movements and histon@arkets to permit
market forecasts. Bayesian analysis, another pattern recogngitiod, has been used to
infer longer-term market trends based on observable shortemtariket behaviors and
to improve the real-time application of the KNN algorithm. Anfiaral neural network
method, an example of a non-linear information processing systeralsbaseen applied
in this research to combine cycle-relative information to makbavior modeling. The
promising overall results show that there exists a correlatiaweba current and
historical price movements and shows the possibilities of utilipeifern recognition
methods to obtain correct market forecasts.

Also, a novel use of moving averages, especially suitable for adhatisg
market, has been introduced and successfully applied in markettfmedin this thesis,

the S&P 500 futures market has been chosen as the market to study.
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Chapter 1 General Introduction

1.1 Introduction to Futures and Futures Markets

A futures contract is a type of financial contract or agreement in whicpawies
agree to transact a set of financial instruments or physicainodities at a future date
and at a specific price, known as futures price. | will byiefkplain the rational for
futures use in this case.

Before the appearance of futures contracts, farmers would giape and then
bring them to the market at harvest time. Due to lack of antiegahformation,
mismatches of supply and demand could have severe consequences; whgn suppl
exceeded what was needed, unsold crops were left to rot; cogy®riseh crops were in
short supply, downstream processors had to pay high prices.

With the aim of providing an efficient and effective mechanifon the
management of price risks, in the mid-nineteenth century, a futneeket for grain
commodities was established in Chicago, USA, for farmers to bwgig crops and sell
them to customs, like millers, either for immediate delivepo{grading) or for future
delivery (forward trading). For example, if a farmer thinks theepof wheat is going to
fall by harvest time, he can sell a futures contract in Wwelack in the price. That way,
if the cash price of wheat does fall by harvest time, losing/dhmer money, he will
make back the cash-loss by profiting on the sale of the futargsact. On the other
hand, if the cash price of wheat goes up, he still needs totskituaes price. This
process reduces the loss of crops for farmers and helps to stabilize supplgesd pri

In the process two parties are involved, one party agreesiverdalcommodity

(taking a short position), and the other party agrees to receiveraadbiy (taking a long
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position). In above scenario, the farmer would be the holder of the gbstion, while
the miller would be the holder of the long position.

Futures markets are centralized marketplaces where buyersediads from
around the world meet (now often electronically) and enter into futtoetracts. Today's
futures market is a global marketplace for not only agricultgoadds, but also for
currencies (forex) and financial instruments such as stock indardstreasury bonds.
Because the futures market is both highly active and centita tglobal marketplace, it's
a good source for vital market information and sentiment indicataorse Situres market
prices use a continuous flow of information from around the world, factiock as
weather, war, debt default, land reclamation and the way peoplespriodermation all
have a major effect on supply and demand, and as a result, the futures price.

Futures markets are also a mechanism for people to reduemdsincertainty”.
Because the price is pre-set, participants know how much thepeeitl to buy or sell;
therefore, the risk of transacting at an unfavorable future price is reduced.

A futures contract is a standardized, transferable, exchamggdtrcontract. In
every futures contract, the terms such as the quantity and oofatltg commodity, the
specific price per unit, and the date and method of delivery ardisgeEor example, a
gold futures contract (GC) holds 100 troy ounces of 24-carat pure galdy €rude Oil
futures contract holds 1000 barrels of crude oil of a certain gyu@ht price of a futures
contract is represented by the agreed-upon price of the underlying comorddhancial
instrument that will be delivered in the future.

There are a number of futures contracts traded in the futurégtsiadout in this

thesis, for the purpose of study, we only focus on the S&P eauoitract. Each “point”
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in the S&P e-mini contract represents $50. Therefore, if you bu§PLrBini contract at
1,500 and it moves to 1,506, representing a 6 point move, then you have made $300.

Generally, there are two types of futures contracts, oneptypedes for physical
delivery of a particular commodity or product, and the other requitssia settlement.
However, participating in the futures market does not necessaedy tnat a participant
will be responsible for receiving or delivering possibly large moges of physical
commodities; buyers and sellers in the futures market enter futures contracts
primarily to hedge risk or to speculate rather than to exchange physical twolddter is
the primary activity of the cash/spot market. The vast majofitynarket participants
choose to buy or sell offsetting futures contracts prior to theetgldate to realize gain
or loss, which for a “long” is the difference between the buyind selling price,
respectively.

Spurred by the need to manage price and interest ratehaksxist in virtually
every type of modern business, today's futures markets have atsnebewjor financial
markets. Generally speaking, there are two main types of futamesl: hedgers and
speculators.

A hedger can be a producer of the commaodity, i.e., a farmer, aaropany, or a
mining company, who buys or sells in the futures market toredbe future price of a
commodity intended to be sold at a later date in the cash maikst.h&lps protect
against price risks. Other hedgers include banks, insurance compadigension fund
companies who use futures to hedge against any fluctuations instngmee of their

investments at future dates.
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Speculators include independent floor traders and private investors. Unlike
hedgers, speculators don’'t hold any commodities or underlying finansielments and
have no desire to own the commodity. Rather, they enter the marketgspeofits by
buying or selling now in anticipation of rising or declining psicen other words, they
invest in futures in the same way they might invest in stocksulging at a low price and
selling at a higher price.

Hedgers want to minimize their risk no matter what theyik@sting in, while
speculators want to maximize their profits at the price ofesming risk. In order to
achieve protection against unfavorable price changes, hedgerdlmg toigive up the
opportunity to gain from favorable price movements. Speculators aimofib fpom the
very price change that hedgers are protecting themselves agdiesint€raction of
hedgers and speculators helps to maintain active, liquid and competitive markets.

Different from the stock market, there are two distinct charmtics of futures
trading in the futures market: low margin and high leveragehénfatures market,
margin refers to the initial deposit made into an account in omléeratle a futures
contract. Rather than providing a down payment, the margin required torksell a
futures contract is solely a deposit that can be drawn on byrokerhge firm to cover
losses that the client may incur in the course of futures gaddinimum margin
requirements for a particular futures contract at a partituher are set by the exchange
on which the contract is traded. They are typically about five peofehe current value
of the futures contract. Exchanges continuously monitor market conditidnss&s, and

raise or reduce their margin requirements if necessary.
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Generally, there are two kinds of margins: initial margin anshi®aance margin.
Initial margin isthe amount of funds that will be required to be available in the &iture
account to purchase futures contra€is.any single day, if there are profits on the open
positions, they will be added to the balance in the margin account. Celyyéne losses
will be deducted from the balance in the margin account.

Maintenance margin specifies the minimum amount of money thatbuustthe
margin account. It is used to maintain the futures postibthe funds remaining
available in the margin account are reduced by losses to bleébomaintenance margin
requirement, the broker will require additional funds to bring the axtdoack to the
level of the initial margin, also known as margin calls. If no aoidil funds are
deposited into the margin account, the broker has the right to liqtidatgpen positions.
Table 1.1 shows examples of the margin requirements for some futures contracts.

Table 1.1 Margin requirements of some futures contracts

Commodity Exchange  Contract Size Initial Maintenance
Margin Margin
E-mini S&P CME $50 x S&P $6,188 $4,950
500 index
T-Bonds CBOT $100,000 $4,320 $3,200
Gold COMEX 100 oz. $5,808 $4,302
Silver COMEX 5,000 oz. $8,640 $6,400
Euro CME €125,000 $6,345 $4,700

CME: Chicago Mercantile Exchange
COMEX: Commodity Exchange, NYC
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In the futures market, leverage refers to having control ovee leaigh values of
commodities with comparatively small levels of capital. In otherds, with a relatively
small amount of cash, traders can enter into a futures cortteiagstworth much more
than they initially have to pay (initial margin). Because of do initial margin
requirement (set by the futures exchange), futures positionsigitly leveraged. The
smaller the margin in relation to the cash value of the futwagact, the higher the
leverage.

1.2 General Aspects of Financial Analysis

In financial markets, including futures markets, the price séaurity represents
the consensus of market participants, both hedgers and speculatods; &t tree level of
a momentary equilibrium for the seculitfThe price changes with time, either going up
or down, but it is axiomatic that it will converge to a consensusevafter some price
variations. Investors trade the security primarily based oneRkpectations. If they think
the current price is higher or lower than what the security is worth, they v dm1y it,
respectively. These expectations are always changingngausces to oscillate between
overbought and oversold levels. Fluctuations in prices are a natacalsgrof changing
expectations and lead to cyclical patterns.

Financial analysis is the process of analyzing the finadaita of the security or
market statistics of price movements to estimate the umdgrlyalue and form an
expectation”’. By comparing to the current security price, investors can make
investment decisions assuming that the market will correct and nowards the

estimated value at some point in the future.
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There are two categories of financial analysis: fundamentakahdital analysis.
Fundamental analysis involves an examination of the economy, a particdlestry,
supply and demand data, and financial company data in order to leacesbiraate of
value for a company or commodity. By contrast, technical analgkés on price history
in order to predict the future.

Fundamental analysis utilizes a much wider range of information doas
technical analysis and relies on traditional financial statenamalysis. Technical
analysis, on the other hand, concerns itself with attempting to ilguatiferns in past
price movements. Although both fundamental and technical analysts thgtethe price
of a security is determined by the interaction of supply and dentactthical analysts
and fundamental analysis have different opinions on the influence afnahbfactors. A
technical analyst might expect that an irrational influencg pexsist for some time,
whereas other market analysts would expect only a short-runt eftbcrational beliefs
prevailing over the long run.

In this thesis, we focus on the use of Technical Analysis, based on dataipgpcess
methods that an analytical chemist (and some physical ones)bendgmiliar with,
including chemometrics, pattern recognition, statistical (Bawgsinference, and
artificial intelligence, etc. The security being studie®&P futures, but the techniques
developed here can also be applied to other financial products.

For completeness sake, we touch on fundamental analysis firdbe imetxt

section.
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1.2.1 Fundamental Analysis

Fundamental analysis is the process of looking at a considensadt@n at the
basic or fundamental financial level, rising from company, to imgastd country levél
° The goal is to determine a current intrinsic value and potentit from future price
movements. At the company level, usually, information such as finasteigments,
management, business concept and competition will be examined. Adtrstry level,
analysis of industry factors such as total sales, price letheseffects of competing
products, foreign competition, entry or exit from the industry, wiltbeducted. For the
national economy, macroeconomic data, i.e. GDP growth rates, inflatiohange rate,
etc, will be evaluated to assess the present and future growth of the economy.

Continuing to take stock prices as an example, generally, fundanaeatigsts
employ the top-down method to study the stock market. Theyixgillstart with national
economy by analyzing economic indicators. After getting the pictdiréhe current
economic situation and future development, they will narrow down to mydasalysis.
In the end, they will search for the best business in a promisingtindBy combining
country, industry, and company analysis together, fundamental anaiy$ts derive a
stock's current fair value and forecast future value. The diderdetween the current
and fair values reflects their assessment of the stock’shtpateas an investment
opportunity. Believing that prices do not accurately reflect alilava information,
fundamental analysts look to capitalize on perceived price discrepancies.

For long-term investment, fundamental analysis is helpful #skéds long-term
economic development into consideration. It is useful for the thoroughstiaw@ing of

the business. Sound fundamental analysis will help identify comptraesepresent a
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good value and uncover companies with valuable assets, a strongebaleet, and
strong competition power.

Fundamental analysis may offer excellent insights, but it caextraordinarily
time-consuming. Valuation techniques vary depending on the industry group and
specifics of each company. For this reason, a different techamgienodel is required
for different industries and different companies. This can be quite timevoorgguvhich
can limit the amount of research that can be performed. Mekmwhice a lot of data
were involved in fundamental analysis, not many individual investorsasaly access to
that kind of resources, thus, it limits the application of fundamemalysis to general
investors.

The numbers that a fundamentalist analyzes are only releasddmmy@eriods of
time. Financial statements are filed quarterly and chamgesrnings per share don't
emerge on a daily basis like price and volume information. Patheofreason that
fundamental analysts use a long-term timeframe, therefore, is bébaut#a they use to
analyze a stock is generated much more slowly than the priceohnde data used by
technical analysts.

Fundamental analysis is suitable for long-term investment butsngao@d for the
short-term. The market price variations in the short term can’tex@gained by
fundamental analysis since there is nearly no change in ecof@actocs in the short
term.

Furthermore, fair value evaluation is based on assumptions and canybe ver
subjective. Any changes to growth or multiplier assumptions canlgratier the

ultimate valuation.
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Also, as recently seen, emotional factors enter in a majgrthed is difficult to
assess.

1.2.2 Technical Analysis

Technical analysis is a method of evaluating securities Alyzng the statistics
generated by past market activity, such as past prices ancheroUnlike fundamental
analysis that attempts to measure a security’s intrinsiey#chnical analysis relies on
the use of charts and mathematical techniques to examine vasioests of a security’s
price movement to identify patterns that can suggest future gctivittudies supply and
demand in a market in an attempt to determine what directiorgrat, twill continue in
the future. In other words, technical analysis attempts to undérta emotions in the
market by studying the market itself, as opposed to its components.

The field of technical analysis is based on three assumptionedd&mom traders’
experiences: the market discounts everything, price moves in tneddsistory tends to
repeat itseff"

Technical analysis assumes that, at any given time, a stpcke reflects
everything that has or could affect the company, including fundaméstéors.
Technical analysts believe that the company's fundamentals, aWithg broader
economic factors and market psychology, are all priced into th& stocommodity,
removing the need to actually consider these factors separatedg. &l information is
already reflected in the price, which is viewed as a produatipgdlg and demand for a
stock or commodity, it represents the fair value, and should form the basis for analysis

In technical analysis, price movements are believed to fdlemds. This means

that after a trend has been established, the future price movisnmeaorte likely to be in
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the same direction as the trend than to be against it. Figuréustiatles an example of a
trend line for Apple Computer Inc. from 10/2004 to 02/2006. In the graph, aengirtg

line is being plotted based on the price movements.
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Figure 1.1 The price chart of AAPL from 10/2004 to 02/2005.

Another important idea in technical analysis is that history témadspeat itself,
mainly in terms of price movement. The repetitive nature ofepmovements is
attributed to market psychology; in other words, market particigents to provide a
consistent reaction to similar market stimuli over time. Teain@nalysis uses
chart patterns to analyze market movements and understand trends. @ tdpulbl kind
of chart patterfi®* is shown in Figure 1.2. Combined with use of an up-trend line, a
double top pattern provides a reversal signal to the stock. This chart patteeehassed

for a long time, but it is still believed to be relevant becabsepiattern often repeats

itself.



30

Gillette Co. {G) nvsE @ StockCharts.com
31-Aug-1995  Open 41.40 High 42 45 Low 33.85 Close 3952 Wolume 5.00 Chg -0.79 - 1.94%) «
bl Gillette 29,82 (Dailyy 1T T T 1 | R

5

il volurme 5,010,697
—EMAlED] 3,882,053

110
1 am
1 &
1 A

- 2hd

el e
Figure 1.2 Double top chart pattern for Gillette Co. stddkom 02/1998 to 08/1998.

Technical analysis on this visual level is relatively easy to understand aiadeope
even for individual investors. There is no need to collect and stadgive economic,
industry and company data; instead, technical analysts only éocpsice and volume
charts, and rely on either patterns or indicators to determine the futurepiaeet of the
security.

Technical analysis is good for short-term investment becadseuses more on
short-term price movement, and tries to find out whether the preseet level is
overbought or oversold. In common practice, fundamental analysis and &&mnabysis
can complement each other. For example, some fundamental anaystsse technical
analysis techniques to figure out the best time to enter intmdervalued security. By
timing entry into a security correctly, the gains on the investncant be greatly

improved.
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Just as fundamental analysis, technical analysis is also subjectd personal
biases can be reflected in the anafj5i5 Even though there are standards, often
different technicians will look at the same chart and come up difterent scenarios or
see different patterns.

Much of the criticism of technical analysis is based on thécieft market
hypothesis” (EMHJ®>?° which has three versions: the strong version, the semi-strong
version and the weak version. | will only give the basic teneh®fnteak version. The
theory says that the market's price is always the casrect any past trading information
is already reflected in the price of the stock and, therefang, analysis to find
undervalued securities is useless. It is concluded that pastrfoceation is useless for
forecasting purposes and it is impossible to make a profit bas@dewious patterns.
Although the theory is supported by some market statistics, dineralso many items of
evidence to disprove its universal validity in financial markets Prof.L®***from MIT
argues that market trends and chart patterns exist in nhaekyand futures instruments,
which can’t be explained by the EMH theory.

The goal of our group’s researéfl* at Northeastern University (sponsored by
Cambridge Market Analysis Corporation (CMAC)), continued and broughtomoe s
degree of conclusion in this dissertation, is to find systemagéithods to recognize
patterns, especially cyclical ones, and create a tradingysystaven to reflect a correct
predictive understanding of (cyclic) market movements by ugrgjitability as a

criterion.
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1.3 Introduction to Chemometrics

Chemometrics is an interdisciplinary science that combinethemeatics and
chemistry®. The International Chemometrics Society (ICS) gives the fatigwi
definition: “Chemometrics is the science of relating measantsnmade on a chemical
system or process to the state of the system via applicatioatbEmatical or statistical
methods:

The history of Chemometrics dates back to $869when researchers attempted
to apply a linear learning machine to classify low-resolution mass spettioaata. The
initial research focused on the qualitative or semi-qualitatilaioaship among data.
Later, with the development and application of Chemometrics, incréasadganced
mathematical methods have been utilized to explore quantitative ¢mmea
multivariate data.

Chemometrics applies mathematical and statistical methaosnionon chemical
measurements, and can extract information from observed chemieainda faster,
cheaper, better way than previous, informal methods. In recent wathrshe advance of
computer technology, it achieves even greater success in malivhased research
areas such as spectroscopic measurements and data calibratiorch&mometrics-
related methods and applications are being developed continuously from iahdustr
applications to scientific research.

Pattern recognition is an important tool in the chemometri@naf3*=2 It is
the research area that seeks out similarities and regesgariti the vast amount of
observation data, such as chromatographic or mass spectral dé&an Ratognition

methods play an important role in the process of data evaluatioardgnthere are two
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groups of pattern recognition methods: supervised methods and unsupeareibedss.

Supervised methods, including K-Nearest Neighbor (KNN), Bayesiassifitation,

SIMCA and Linear Learning Machine, refer to techniques thasifyagatterns based on
a prior knowledge of properties. Conversely, without the indication opepties,

unsupervised methods try to group or separate data by clustepngjexting them from
high-dimensional space to a low-dimensional space. Principal Compdmeahysis

(PCA), Factor Analysis (FA), and Hierarchical Cluster Analy@¢HCA) are typical

examples of unsupervised methods.

The modern-day chemometrics not only considers mathematicaltatmstical
approaches, but also introduces artificial intelligence for th#dudtive reasoning
proces3 . Artificial Neural Network (ANN), Fuzzy theory and Genetdgorithms
(GA) are being used widely in the data handling to extrafcirmation from massive
data.

In the past two decades, there has been a significanagecie the number of
areas of interdisciplinary research, with scientists frorfeidint disciplines conducting
collaborative research, combining new visions into complex systems, which waistbope
generate innovative solutions to tackle previous intractable proBi&in$he methods,
developed and employed in Chemometrics, have been used in many ingkndisci
studies, including atmospheric, biological, clinical, environmental, icemeological
and pharmaceutical, &f¢’.

Since chemometrics is proven successful in handling many typkgay we try
to extend the techniques from chemometrics to futures marketadalgsis. It is clear

that chemometrics methods can also help define and extract infomnfedm large
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chunks of market data, and put theory and model to the test in the gatiestiand
forecast of market movements. The KNN method and Bayesian fi¢laissn, belonging
to supervised pattern recognition methods, will be utilized in thedsittycle analysis in
this thesis. In addition, an artificial neural network willcalse used to incorporate
multiple source of information to facilitate the cycle anayshs will be shown,
chemometrics methods are well suitable to put each current perolistorical context
and to better reveal their effective components, and thus facititet modeling and
prediction of market behavior. Meanwhile, the current multidiscipfingtudy of
chemometrical pattern recognition applications in the financikets could also be
some day to shed light on other new, non-traditional approaches totrbatiavior
modeling and prediction, such as chaos theory, by recognizing periodaulpf t
unpredictable, chaotic behavior.

1.4 Cycle Theory and Cycle Analysis

The presence of cycles in futures marketprice cycles) is one of the major
theoretical foundations for the research conducted in our research group and irsithis the
The existence of cycles and recognition of cycle-related rpattbad already been
discussed in theses of other group meniBéfsA brief introduction to cycle theory and
cycle analysis is presented here.

A cycle is the regular occurrence of an event at specifireé and with a
particular size. Cycles are prevalent in all aspects@&fTihey range from the very short
term, like the life cycle of a June bug, which lives only a t&ays, to the life cycle of a
planet, which takes billions of years. Everything in nature moves iexythe planets

move in exact and predictable cycles around the sun, with the rotatitre afarth
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producing the cycle of day and night. Many of the functions of the hibudg also
revolve around cycles.

Cycles allow us to accurately predict events in nature: roigtations, the tides,
planetary movements, etc. They tend to move from a low point to gbigt) and back
to a low point again in fairly regular time spans. Becauseesycbnstitute repetitive
phenomena, this leads to their most important aspect; namely tmeybemme
predictable.

Each market or financial instrument develops its own profile ofesythat
influence price direction and course. Analysis reveals that test long dominant
cycles influencing the trend, and shorter period cycles, thatotahte price ups and
downs that take place within the major trend. These short-terrescgan be used to
pinpoint tops and bottoms, and thus entry and exit points.

Here, we discuss some factors, including the business cycle, tieapalycle,
and the seasonal cycle, that are generally believed to conttiouke long dominant
cycles of the market.

The business cycle refers to the periodic fluctuation of an ecghofBvery
business cycle has an expansion and contraction period, and is reitrethedmarket
movement. Depending on the time scale of the cycle, it can faogethe Kitchen
inventory cycle (3-5 years) to the Kondratieff wave (50-54 yewisich is represented in
Figure 1.3. From the plot, it is easy to observe the change of the economynejtiram

expansion to contraction, then to expansion again.



36

The Kondratieff Wave
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Figure 1.3 The plot of the Kondratieff Wave representing the business cycle with
roughly 50-54 years as a whole cy€le

The political cycle refers to the effect of the four-ypegsidential cycle on the
stock market, real estate, bonds and commoffiti€ne theory about this cycle suggests
that economic sacrifices are generally made during the Wstyears of a president’s
mandate. As the election comes closer, administrations tend to ythevwg they can to
stimulate the economy so that voters go to the polls with jobs &wliag of economic
well being.

The seasonal cycle is another factor that affects thkefiarFor example, some
commodities, such as wheat and soybean, grow and mature at a sedsim. The
supply of those commodities will be affected by the inventory andnning harvest;
therefore, it will have some impact on the corresponding prides.hdliday season for
the retail stores is another example.

Practical cycle theory assumes that cycles that have tamtbyspersisted in data
will continue to occur in the future. Cycles that have performed wdhe past should

continue this regularity into the future, if they are “genuine”, dfwe, cycles can be

used for forecasting purposes.
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Today, cycles remain one of the most mentioned, trading-relatex$ tdpis can
be ascribed to the cyclical nature “obviously” present in mosketsras well as to the
relative simplicity of cycles’ structure. The technicalabsis based on chemometrics
presented in this thesis heavily relies on cycle analygettaorrect market entry or exit
signal, but the tools developed here are believed to be much “shtdraerthe methods
traditionally used. We will discuss the details of cycle analysis indhggpters.

1.5 Overview of FTVision System
1.5.1 FTVision System

To study futures markets with our pattern recognition based methodseated
an in-house trading system named the FTVision system. ltiigasléveloped by Dr. Jun
Cher?®, and further improved by members of this research §tdtplust like the lab
bench for a chemist, the FTVision system serves as a vigiidddnch in our research
group to provide great flexibility in the model development.

Instead of using commercial trading systems, we chose to devalopwn
platform. Commercial trading systems usually provide widely uselgnical indicators,
graphic data representation and an on-line market data connectioa.a&mrprovide a
sort of flexibility allowing users to specify variables and condiptimizations for some
parameters. However, it limits the users to pre-defined #hgasi from the system, and
doesn’t support user-developed model application. Therefore, to avoid titetioss of
limited functionality from commercial systems and faciétaur research, we built our
own trading platform and continue to add to it. It is an open systamh can be utilized

to test and apply in-house models to historical and real-time market data.



38

The FTVision system provides lots of functionalities valuabld¢odevelopment
of market trading models. It receives and stores real-time tick data figma&3he retail
arm of Interactive Data Corporation (IDC). We can operate rhdgta on different time
scale, i.e., 1-minute, 10-minute, or 1-hour, etc, which gives us legility in data
analysis. The FTVision system is an open environment, in which wecaaduct
research and test our models on historical and real-time datawMiés, it is also very
easy to integrate our system with other tools, e.g. Matlab, toalggesome existing
useful algorithms. It is also a trading system, which can autcetig generate a trading
signal based on the models, and places an order through an outside bheyker (
Interactive Brokers, Inc (IB)).

The main graphic user interface of the FTVision systemlustihted in Figure
1.1. It provides a convenient way to represent market data, show ncgdtes and
display market trend line, trading line, etc. There are five magots in the interface,

which are menu, toolbar, price chart, cycle lines and status bar.
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Figure 1.4 FTVision chart sample of S&P futures from 03/10/2002 to 04/17/2002. Part

a, b, ¢, d and e represent menu, toolbar, price chart, cycle lines and status bar,
respectively.
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Price Chart

Part ¢ in Figure 1.4 represents the price chart, which is the aadithe most
important part of the system. Through the study of price movements in thelpmitewe
can obtain meaningful information, i.e. trends, price patterns, etc, to comduket
forecast for future development.

The price chart in Figure 1.4 shows the example of the S&P $upuiee changes
for about two months. The X and Y coordinates indicates the time at® prithe X
coordinate, the letters A, B, C, D and E represent Monday, Tue¥daginesday,
Thursday and Friday, respectively. Meanwhile, for ease of recmgnihe blue vertical
line, the solid gray vertical line, and the dotted vertical Imée price chart indicate the
start of a month, a week and a day, separately.

In the FTVision system, we store futures market data in eouse data server,
in which the last price of every 1-minute interval is being saS8ette we have our own
market database, we can show it in the price chart with eifferesolution, from 1-
minute, 10-minute, 1-hour, and daily to weekly and monthly. In real-tingeprice chart
will be updated automatically with the incoming tick data.

On the price chart, not only price movements, but other important iafimm
i.e., trend lines, smooth lines, market patterns, etc, can be showmwhka the
historical trades will also be presented on it with differeolorc lines representing

information such as start/end, long/short and profit/loss for better review agdignal
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Cycle Lines

As discussed before, cycle theoretical model is the most iengodart of
research in our group and the cycle recognition and analysiheafeundation in our
pattern-recognition based market forecast. Viewed as a sudiuseg of market
movement, market cycles include peaks and valleys, which represémtdheaximum
and minimum prices during a certain period.

Corresponding to the price chart, part d in Figure 1.4 shows the layet with
different time lengths. On the cycle line, the triangles mrethe futures cycles. The
downward, solid red triangle means the cycle valley, and the upvadidi ptue triangle
indicates the cycle top. Currently, there are 7 cycle lings different lengths in the
system: 3 short-term cycles, including C1 (1-day), C2 (2.5-daywesk) and C5 (1-
week); 2 mid-term cycles, including C10 (half-month) and C20 (1-mp@th)ng-term
cycles, including CQ (1-quarter) and CY (1-year). Usually, insystem, the short-term
cycles are used as the trading cycles, whereas the longetees are regarded as
control cycles, which are a proxy of the market trend.

According to the definition of the cycles and the observation of atigwee, it is
easy to find out the relationships existing between cyclégs difterent lengths. In terms
of the cycle length, a CY is composed of four CQs, and a CQ ircliode C20s. For
C20, C10, C5, C2 and C1, each longer-length cycle includes two adjacdst-$dugth
cycles. In terms of cycle extremes, the top or valley lwinger-length cycle usually is
also the top or valley of the short-length cycles. For examplépgphef a CY will also be

the top of CQ, C20, C10, C5, C2 and C1. The relationship between diffeches ayll
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greatly help its recognition and analysis. Along with the pcicart, it provides useful
information to investigate the market development.

The construction of the cycles, discussed in Dr. Chen’s ffiesias originally
conducted by experienced human being with a set of rules. LaterpyfSrcrgated a fully
automatic algorithm to generate the cycles, which was reported in his thesis.

Menu

The menu is shown as part a in Figure 1.4. It includes some EsE $uch as
file operations (open, save, print, etc.), view operations (zoom in, zoonetogtand
window operations (new, cascade, etc.). It also contains somensydtted items such
as the TFx methods and ManualTrading (the manual trading seffitghdexes form
another menu item which includes some common technical analysisiteglsnoving
average (MA), relative strength index (RSI), Bollinger bands, and ngoaverage
convergence divergence (MACD).

Toolbar

The toolbar is shown as part b in Figure 1.4. It contains shortcutsofoe s
commonly used commands that have the corresponding item in the menu.
Status bar

Part e in Figure 1.4 is the status bar, which displays some uséfuhation
about the price chart. When we put the mouse on the price chartthiddedf the status
bar will show the date and time for the specific mouse pointer,hendght side of that
will show the price, high price and low price during the time inlewhich can be set as
1-minute, 10-minute, 1-hour, etc. When we move the mouse alone the Ipaitethe

content of the status bar will change accordingly.
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1.5.2 Important Components of FTVision System

In addition to the main graphic user interface introduced in the alsnt®rg
some other components have also been developed and are used in mi.rébese
components were described in detail in Dr. Chen’s and Dr. Yacseshdlere, | only
briefly introduce some of them.

Bookie Box

Figure 1.5 shows a sample of the bookie box. This dialog box allowss#reo
choose the trading parameters, such as the trading entry (aotanoal), the trading
mode, which will be discussed later, and others. It also shows thegtnesults in the
middle part of the box, which contain information of every singldetrmcluding time,
price, action, position and CPL (cumulative profit and loss). The detmdeing results
can be saved in files for future retrieve and study. The Aattelbutton is used for
automatic trade, whereas Buy and Sell buttons are for manual trade use.

As shown in the mode dropdown list box of the bookie box, there are four modes
to be chosen: real-time, historic, simulated real-time and autosiatulated real-time.
These four modes represent different utilities for our research and tpadimgses.

The historic mode is the very first mode in which to begin theareke In this
mode, all price and cycle data stored in our data server carctéssad through the price
chart and cycle lines of the main GUI, while there is no prp#ate from the real-time
tick data. By applying some statistical tools on historic datacan obtain useful pre-

trade information such as cycle distribution, market pattern, etanMale, we also plot
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the detailed trading results on the price chart and conduct -drpdstanalysis. Both are

fairly important for us to analyze market rhythm and further improve our maddsim

f: |
Bookie " ‘ | = | B |

Ertries | ALta vl b ode |Histn:|ri-: LJEDmmndity SP =| Log
Feal Ti
S}IStEITIiI:II MaRaTiE J Scheme T T Mode |FPaper = M

Simulate RealT ime

Automatic SHT.._,“ Ot S ave fia
B Date Time Frice Action Pozition Profit CPL
long e
1 01/09/01 13:60 131350 Buy Laong 0.00 0.00
2 0104001310 130800 Buy Laong 1080 10680 — i
3 01101280 0 133350 Buy Long 4.00 14.50
4 01A2/001 1300 132300 Buy Laong 2.00 16.50
5 015011330 133170 Buy Laong [3.70] 1280
B 01A6/01 1410 133180 Buy Long 2370 3RA0
7 A7 1320 134980 Buy Lang (1.300 3520 =
Comment;

f AutaT rade By Sell
CurrentPrice;  1127.5000

Figure 1.5 Sample of “bookie” historic trading result for C1 trades of S&P futures using
the Phi-N method. Only long trades are shown in the list, while short trades are shown in
the bottom of the list.

The real-time mode is the real trading mode, in which thetiraaltick data are
fed into the system, and the price chart are updated accordngantime, all pre-set

trading indicators will also be updated based on the new price inform8ly choosing

either paper or real in the RT mode dropdown list box of the bookie bosanviest and
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apply our trading strategy in real-time. If it is the réalde, we can conduct it either
manually via broker call or automatically through our system.

The simulated real-time mode is a very important featucsvalg us to develop
and test our models on historical data in a real-time fashiorkéJoiher data, real-time
financial market data are limited and need time to accumulatzefore, there exists a
dilemma that as the limited source of real-time data, the Inbeleeloped based on
historical data can't be tested very well in real-time enviremimwhile subsequently,
however, the model has to be applied in real-time. The simulatedimealmode
provides a valuable way to conduct a stress test and fine-tuneodet just like the real-
time situation. In this mode, we still use historical data stored in our dataipalsassume
that at a certain time, only the data before, not afteratkmown to us. We can move the
“certain time” forward to update market data; meantime, we a#n choose not to
update data by pausing the “certain time”.

Different from the human-driven feature of the simulated he@-tmode, the
automatic simulated real-time mode has a computer-drivearéedh the system, there
are two kinds of update speeds to choose: fast (1 update per 1 sewbslbva(l update
per 10 seconds). The automatic simulated real-time mode providesntieebgnefits as
simulated real-time mode, but is more suitable for longer-pen@anmation of the
trading strategy.

Summary Box

In the FTVision system, there are two places to show tradswdtse One is the

bookie, where the detailed trade-by-trade information is shown. Theistie summary

box, where the graphs of the trading results along with some key numbers agedispl
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As shown in Figure 1.6, a sample of the summary box for S&P Chdyrasli
presented. In the figure, part a and b show the histograms oalmhghort trades with
time, respectively. The part ¢ brings long trades and shatedréogether. In those
graphs, the blue bar means profits, while the red bar represerds. [osg blue curve,
red curve and green curve represent cumulative-profit, cumulativeshossumulative-
profit-and-loss (CPL), respectively. The part d is a setegf kumbers for the long and
short trades, which include time-in-market (TIM), net-profit,-dawn, etc. The detailed
explanation of those numbers had been given in Dr. Yao's thddire, | give a simple
definition of the numbers used in my thesis.

Time-in-market (TIM) represents the ratio of the time ilorag or short position
to the total trading period, and is a value between 0 and 1. For the same prafiialtee s
the TIM, the better the system.

Figure-of-merit (FOM2) is the ratio of profit to the sumpobfit and absolute loss
shown in Equation 1.1. It is am important risk measure for the systbioh also lies in
0 and 1. The bigger FOM2, the better the system.

FOM2 = Profit / (Profit + |Loss]|) 11

Net-Profit represents the cumulative-profit-and-loss (CPL), ar@im important
number to measure the profitability of the system.

Run-down measures the maximum cumulative-loss at any timegdhentrading
period. It is another important risk parameter, especially for datwue to margin

requirement.
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Through the graphs and key numbers of the trades, the summaryugiaes
intuitive view of the trading performance and an easy way touatalrelative
performances of different trading strategies.

The reader is asked to bear in mind at times that trading perfoenia stand-in

for level of correctness of the forecasting algorithm used and not a purpogsdlito i

TIM{4:0.44 FOM2: 0.56

Net Profit:105.7000 Pun Down: 108.6000
| NetProfitfTrade:1.8224 CPL/TIM: 16.7746
Net ProfitfMonth:7.3470 CPL/Ideal:0.0166

Loss: 360.5000 tradeMNum{fidealMum: 0.2172 /d

TIM[%]):0.53 FOM2: 0.64

= Net Profit:274.9000 Run Down: 120.7000
NetProfitfTrade:4.8228 CPL/TIM: 36.1767
Net ProfitfMonth:19.1077 CPL{Ideal:0.0430
Loss: 339.6000 tradeNum{fidealMum: 0.2135

long

short

Figure 1.6 Summary of S&P C5 trading results from 02/10/2001 to 03/25/2002 with the
TV1 method. Part a, b and ¢ shows the graphs of long, short and comfaides, t
respectively. Part d shows some key numbers for long and short trades.
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Chapter 2 Use of K-Nearest Neighbor (KNN) in Finacial Market
Analysis
2.1 Overview

Cycles are present everywhere in nature where they famgethe regularity of
seasonal cycles to the irregularity of monsoon. The existenoarkt cycles, which are
repetition of price fluctuations — a low, a rally and a new &l a new rally, has long
been recognized and is also a key assumption in our trading system design.

Based on the fact that market history tends to repeat aself,especially that the
most recent market cycle is viewed as relevant to cydhrket action in the immediate
future, we have used pattern recognition methods to characterezd relevant market
movements and patterns of similar market response to simitaulistBecause of their
perceived greater level of regularity, we mainly focus onpitesliction of short-term
cycles (half-weekly and weekly), and use long-term cyclesrfgqdy and yearly) to
provide trend guidance. Each cycle has its valley and top, at whegectesely an up-
leg and down-leg form. Figure 2.1 is a sketch of market cybbtsshow the cycle top,
valley, up-leg and down-leg.

Dr. Jun Cheff, in his thesis, discussed the existence and detection of market
cycles for silver futures and used cycle statistics to demadaghe rhythm of cycles. He
found that the cycle lengths show a roughly normal distribution arostahdard length,
and demonstrated that the cycle valley-to-valley distancenioas regularity (a smaller
standard deviation) than the cycle top-to-top time distance. Fobjoln Chen’s initial
work, Dr. Jian Ya® further explored the presence of cycles in financial futures, extended
the Phi-N-Alpha forward-counting method, and introduced the K-Neareghiboe

(KNN) method, a well-known pattern recognition algorithm to cwrialysis research. In
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Dr. Ke Xu's thesi&, which followed Dr. Yao’s, he demonstrated the existence ofeha
cycles operationally by studying the relationship between yoke enodel lengths and

their trading profitability.

Figure 2.1 A schematic example of market cycles. The time from B®itd point C is a full
market cycle. Points A and C are the cycle valleys anat [Bois the cycle top. The line AB (red
line) forms the cycle up-leg, and the line BC (blue line) forms tokeajown-leg.

In this chapter, | will present a further application of theNKimethod to the
cycle-based market analysis studied in this group previouslth e introduction of
two new TFx trading methods, | will show the application of the TFx methods in the S&P
futures market for short-term cycles (C2 and C5). TFx isn@me designation of cycle-
based futures price forecast. Meanwhile, an optimization of tdend¢raule in the TFx
methods will be provided, and use of control cycles, here the “man-nhaig:term
cycles (CQ and CY), will be added to the TFx methods. The refult@se innovations
show that the cycle-based market prediction methods incorporatin;\\N concept are
valid, and give good predicative results which become even better \Wwhecontrol
cycles are added.

Section 2.2 gives an introduction of pattern recognition and the KNNKoahet
Section 2.3 describes the TFx methods, which are a group of cyele-lbaarket

prediction methods based on the KNN method. Section 2.4 describes thg tesiilts
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obtained with the family of TFx methods in historical S&P futumesrkets. Also an
optimization of the trading rule is introduced. Section 2.5 and 2.6 showefféoe of
control cycles on the TFx methods. Section 2.7 summarizes the dhits chapter and
draws some conclusions.

2.2 The K-Nearest Neighbor (KNN) Method in Pattern Recognition

2.2.1 Pattern Recognition

A pattern of an object is the collection of its characterigg@mtures. Pattern
recognition is the research area that studies the operation aiggh aé systems that
recognize patterns in data. It first collects and preprocessgisal observations, then
analyzes and extracts information from those data and, at thelasslfies observations
into different pattern groups based on either a priori knowledge @tistdtinformation
extracted from the patterns.

Generally speaking, pattern recognition falls into two categdn*>®
unsupervised leaning and supervised learning. Without the prior knowledige part of
supervisors, unsupervised learning will group observations either by rotahsster
methods or by projecting higher- dimensional data onto a lower-dimehspaee.
Cluster methods include distance and similarity measures oachieal and non-
hierarchical cluster analysis, etc; and projection methods include, jrincipal
component analysis (PCA) and factor analysis (FA). In contrastdopervised learning
methods, supervised learning methods know in advance the particularslofstvhich
objects are members; discriminant analysis, k-nearnest neigimadysis (KNN) and
“soft independent modeling of class analogies” (SIMCA) belomg$hé category of

pattern recognition methods.
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In the technical analysis of financial market, the object depatrecognition is to
detect the pattern correctly and use it in real timehatright moment. In my research
presented here, | advance further the use of KNN method, and add usees B
Theorem and an artificial neural network, in the search for d&yased market patterns,
and the conduct of futures forecasts for future market movement.

2.2.2 The KNN Method

The KNN method is a supervised learning algorithm where the unknowat abj
classified based on the known categories of its k nearest neighlzorsulti-dimensional
property coordinated spaceAlthough the KNN method is conceptually simple, it is a
very powerful classification technique which has been used in npgiligations such as
data mining, image processing and others.

An example of the unknown object classification by use of the KNdthad is
presented in Figure 2.2. By comparison of the distances betive@emknown object and
the training samples, whose closeness are known in advance, k meggbbors with
shortest distances are selected, and the classification ¢gpesented by a simple
majority of the k nearest neighbors will be assigned touthlenown object. In this
example, k is chosen as 7, and the unknown object is classified dsrimmgle because

there are more red triangles than blue squares among the 7 closest in the sieighbor
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Figure 2.2 The classification of an unknown object (open diamond) in a 2-D parameters
space using the KNN method. When k is chosen as 7, the unknown object is classified as
red triangle because there are 5 red triangles versus 2 blue squaresjorityg aha

nearest neighbors are red triangles.

| give here the detailed step procedure on how to use the Kiotithm in the

classification:

1. Collect data including the unknown object and the training samples.

2. Select parameter k, which is the number of nearest neighbors.

3. Calculate the distances between the unknown object and the trainipigsanhe
Euclidean distance is the popular algorithm to use for this purpose. 8ujngos
unknown object and the training sample have the coordingter(Xand (%, Yy
respectively, then the squared Euclidean distance can be calculatedwas: fdf
= (Xa = X)* + (Yu— Y2

4. Sort the distances and choose the k neighbors with the shortestetidtame the
object.

5. Gather the types of the k nearest neighbors.
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6. Assign the type of simple majority of the k nearest neighbotsidounknown
object.

The advantage of the KNN method is that it is robust to noisyirigaidata and
effective if there is a large enough training sample skso,At allows the inclusion of
experiences from a long time base into the decision processadvdigage is that one
needs to determine the optimal value of parameter k (humber @sheaighbors). The
accuracy of the classification is usually affected by k, wimebds to be optimized for
good classification. As discussed below, this task had been attackeel iecent Ph.D.
thesis of Dr. Zhatl, where an optimal value of k as 10 was demonstrated for a specific
related case). As the pattern of an object is determined biparacteristic features, the
selection of features used in a two-parameter combination aithahically affect the
classification result. This selection and results will be discussed in thwifodl sections.
2.3 TFx Trading Methods

One of the foundations of technical analysis is the simple wdugam that history
will repeat itself in similar circumstance. This impliést the market has a memory of
past behaviors that affect its future movement. The recognition @plctation of this
pattern of repeated similar response to similar challenge ghrethich past market
actions have relevance to future price actions is the main focus of our research.

In this thesis, a series of pattern recognition methods histgricallectively
named TFx were created to seek out market pattern. We focusomspéweific aspects:
recent market movements and prior patterns of market respossgail@ar stimuli. The
first aspect is represented by cycles with different tsr@es. Based on the notion that
market dynamics represent the collective behavior of mark#étipants, and can be

considered as a natural phenomenon (analogous to the subjectploystoal sciences),
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with a statistical internal structure amenable to analflsessecond aspect can provide a
guide to future price action.

In the TFx methods, the unknown object, which is awaiting the mairkeow”
point, is the extreme of the current cycle, and the training ssngk historical cycle
points. By placing the current cycle into the context of itsohistl analogs, we can use
the KNN algorithm to identify those analogs that are most *ltke current cycle in
terms of relevant, short-term contexts and other aspects ofetmaidtory. Then, the
features of those analogs can be used to detect the currenpagelenovement. The
main difference among the TFx methods is the selection oftygpecific characteristic
features (the markers).

Definitions and description of the use of part of TFx methods (TF2, TF3,
TF4 and TF5) were presented in Dr. Yao'’s, Dr. Xu's and Dr. Zhao's t1{édeBhe basic
definitions of the five methods are given in Appendix A. In the foltmvsections, |
introduce two other TFx methods, named here TV1 and TF2B, with differamers as
the construction elements, and conduct a comparison of their effecivientat of the
above TFx methods.
2.3.1 The TV1 Method

Like the TFx methods, the TV1 method uses the KNN algorithm, amdndiees
the status of current cycle by reference to historicathilar cycle scenarios. Figure 2.3
is an idealized sketch showing the specific market situation tanbézed and the
markers used in the TV1 method. Starting from a “confirmed” cyaleey C, we are
looking for current cycle top. The present point in time, the “now” panmharked as A.

Recent market action in the cycle is idealized as an “upE&gfrom a cycle valley E to
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a top D, and a subsequent “down-leg” DC. It is assumed that points E, D and C have been
confirmed by subsequent market movements. Between the “confirngeld’ walley C
and the “now” point A, point B is the temporary cycle top based on the.pgrhus, CB

becomes a tentative “up-leg”.

/ Present
D time
A
C
F
v A \ 4
V2 T1 V1

Figure 2.3 Idealized sketch of market situation and markers used in the TV1 method.
Point A is “Now” point, representing the present time. Point B is the temporary top of
current cycle. Points C, D and E are assumed to be “confirmed” cycle egtreme

The ratio of price change in the tentative up-leg CB, down-legaBxCup-leg

ED are used as two dimensionless ratios X and Y as follows:

X:(PB—P(;)/(PD—P(;) 2.1
Y=Po-R)/(Pb—-F) 2.2
Where

P: market price at the specific times B, C, D and E, respectively.
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These ratios are then used as coordinates of an X-Y plot (R2gtixeThis plot
contains analogous ratios for analogous cycles from historatabdse. We are now
seeking guidance for the finding of the most recent cycle top finisndatabase for an
optimal exit from a long trade which is in progress since pointh@. meaning of the
points in Figure 2.4 is as follows: cycles which at this timentpof their history (time
difference between points A and C) have already passedclywd& top are marked as
red; those cycles for which this event still lies in the fulanee marked as blue. It can be
seen that red and blue points are clustered in specific, diffeegiins of the plot,

indicating that similar histories predict similar futures.

L J
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Figure 2.4 X-Y plot for the TV1 method. Coordinates for each point represent relative
price amplitudes at given time for a historical cycle; a red point in thpd greans that

the cycle top has passed, and a blue point indicates the cycle top hasn’'t pagked yet;
green point represents the present case. The green ellipse includeslie this case)
nearest neighbors.

The “present-case” point is shown in the plot by the green pointutheusding

circle (shown here, scaled, as a green ellipse) is drawnctude k neighbors, using
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Euclidean distances in this two-dimensional coordinate system. Tdi¢{irthe future of
the present-case point based on its k analogs, the market hisfdhes analogs (here k
= 10) are then retrieved and plotted against time (Figure 2db)ttee information is
recorded and displayed when each of these analogs reached theiomeXhose k

nearest neighbors can be considered as cohorts because of their sic@laa@ctories.

{

| | | |
11 g2 123 164 286

Figure 2.5 Price trajectories of present cycle and cohort cycle members. Thegds li

the price movement of a real-time C5 up-leg. The gray lines are thdrnajaeories of a
cohort of 10 C5 historical cycles, selected by TV1 method. The green line is thesaverag
price movement of all gray lines and suggests the future price movemented threer
beyond present time.

The determination of cycle top can be based on the percentdgesefanalogous
cycles passing their next cycle top. Figure 2.6 shows a smigeet using the passing
rate 60%, which means at least 6 out of 10 analogous histoyiclagls already passed
their next cycle extremes, as the trading rule. When theax¢sadme of the current cycle

is determined, it will close the previous trade and immediately initisteeage trade.
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Figure 2.6 Trade snippet of the TV1 method trading results with 60% as the passing
rate. The trade will close and then reverse when the majority of cohatrogohber
passing next cycle point is larger than 60%.

2.3.2 The TF2B Method

In the same way as other members of the TFx family, th& TR&thod also uses
information on preceding cycles, including time and price, as drd&ears. However, it
uses three pieces of information from those preceding cycles, and rexjuires the use
of a three-dimensional Euclidean distance to choose the nearedbareighther than
two-dimensional distance as the other TFx method did. Figure 2.7 smowieadized

sketch with the markers used in the TF2B method.
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Figure 2.7 Idealized sketch of market situation and markers used in the TF2B method.
Point A represents the present time. Point B is the temporary top of curreniveyate
trying to confirm. Points C, D, E and F are “confirmed” prior cycle extremes.

The TF2B method is similar to the TF2 method in that both empleysame X
and Y coordinates, but the TF2B method reaches back further inntithat it also uses
the price ratio of the earlier down-leg FE and the up-leg E® thgd coordinate Z. The

three dimensionless ratios are as follows:

X=Pa-R)/ (Po-F) 2.3
Y=Po—-R)/(Pb—-R) 2.4
Z=FR-R)/(P--F) 2.5

A three-dimensional X-Y-Z plot, which is not shown here, is then ooctsd
based on the three dimensionless ratios X, Y and Z. Historick pgints will be put

into the plot as the candidates and three-dimensional Euclidean déstauitebe
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calculated to find out k cohort members. The classification and deqgisobcesses are
same as for the TV1 method described above.
2.4 Optimization of the Passing Rate for the TFx Methods

The TFx methods are a series of pattern recognition modelsaiiketrforecast
based on the KNN algorithm and cycle theory. In section 2.3.1, weluded a rule for
automatic trading, the “voting” method, in which the determinatiomeat cycle extreme
is based on the passing rate, the percentage of nearest nei(dridogous cycles) that
have passed their next cycle extremes. When the passingcatzle a set threshold, a
trading signal is generated to close the current position andténii new reverse
position. Meanwhile, a new cycle will form and automatically adpasted on the time
and price constrains. (Details of the automation of cycle recograind confirmation
were described in Dr. Xu's the$fs This algorithm is used here, and because of its
fundamental significance for the TFx methods, the detail isngime Appendix B.
Incorporating the new cycle information, a new X-Y plot will be cargéd and used for
the next cycle forecast.

In such a *“voting” method, there are two crucial elements affgcthe
effectiveness of the TFx method. One is the cohort size k, whiaddedebow many
historical cycles should be considered as a cohort. Too large a&kw#llinclude many
dissimilar historical cycles, while too small a k value wgiVe poor statistics. In Dr.
Zhao's thesi¥, she refined the k value and found that 10 is the best cohort size.
Therefore, in this thesis, | will also use 10 as the operatiortabrt size to choose
cohorts. The other critical element is the passing rate (yaditio), which will determine

the category of current cycle, and generate the corresponding tradial sig
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In my research about the TFx methods, | conduct an optimization pa#sing
rate to investigate its effect. S&P 500 Futures are choseheasubject of my thesis
research. The half-weekly (C2) and weekly (C5) cycles are chas¢he testing cycles
because they are short-term cycles so that there is lamele background pool of
candidates for selection as cohort members. The testing and daa#tgreriods are the
same, both running from 01/2001 to 04/2006. It should be mentioned that
optimization was conducted in the “simulated real time” (SRT)enad which we can
only access market information before the historical “now” tpoets, and don’t use
knowledge of the future market after that, except to evaluateefiigacy of the
parameters being tested. The whole database (five and had)) yeaised to provide
historical cycle background. Figure 2.8 shows the price char&Bf S0 futures during
the period. According to the chart, S&P futures experienced agstimunward trend in
the first half of the period, and a strong upward trend in the sdwalhdso there is no
bias from a unidirectional market. The FTVision, an automatic tradingoptatlescribed

in Chapter 1, is being used to conduct the study.

the

Since my study of futures markets was not intended to provide m@dactic

investment tools without further improvement, the trading resultsepted in the
following sections and chapters are theoretical results, wHhmft consider any
transaction cost. In addition, contrary to convention in financial induseyuse S&P
futures points rather than dollars in the analysis. As we know, oneip@&a&iP futures is
equal to $50 per contract so that the total amount of money in dal&® fimes the

number of S&P futures points.
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Figure 2.8 S&P 500 futures price chart from 01/2001 to 04/2006.

2.4.1 C2 Cycle Optimization Results

As discussed above, in the “voting” method, the trade signal is generated based on
the present passing rate of cohort members. For instance,cifirttent passing rate (the
percentage of k voters needed to make a decision) is 60% (6 batroémbers), when
60% of the cohorts have passed their next cycle points, eitherar Iseil signal will be
generated. In this study, we conduct an optimization of the pasgm¢p investigate its
effect on performance of the specific TFx method studied, and tmiesatheir
performances in market forecasts. The half-weekly cycle i€&ed as the testing cycle,
and all historical, “man-made” C2 cycles during the test pdrmd 01/2001 to 04/2006
are used as background.

Table 2.1.1, 2.1.2 and 2.1.3 contain trading results of simulated real Zimgcle
testing of S&P 500 futures using the TFx methods. Among them, Table 2.1212ahd
shows the trading results for the passing rates between 30% anc@@%able 2.1.3
provides the best passing rate for each TFx method. In the tdl@det,0ing” represents

the profit-loss for all long-side trades, and the “Short” for albbrsside trades. The
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“Total”, also called CPL (cumulative-profit-and-loss) in our teshows the sum of the
profit-loss for all long and short trades, which is used as the performancaereneas

Overall, according to the trading results in Table 2.1.1 and 2.1 Pf=linethods
are profitable during the testing period. Considering that the lonhgee®d of over 5
years contained market periods of diverse levels of directiofiseatl”, this suggests the
general validity of the TFx methods in market forecasts also at other time

Based on the results in Table 2.1.3, the best passing rate isndiftareach TFx
method. The reason is that every TFx method defines its own psattéhat they may
have different best rates in the application of pattern regogniEor the evaluation
period as a whole, the TF1 and TV1 methods have the relativelyrhdstg results,
among the TFx methods, the TF4, TF5 and TF2B methods show the leasegatsl A
further discussion of their results in the context of the cycldied follows in section

2.4.3.
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Table 2.1.1 Results of simulated real time C2 cycle testing of S&P 500 futures using the
TFx methods (passing rates from 30% to 50%) with cycle database during 01/2001 and

04/2006
Method 30% 40% 50%
Long Short  Total Long Short Total Long Short  Total

TF1 39.9 89.2 129.1 79.4 116.3 195.7 197.9 248 445.9
TF2 -87.4 -60.2 -147.6 142 189.6 331.6 377.6 427.3 804.9
TF3 -102.8 -285 -131.3 370.6 423 793.6 3144 3564 670.8
TF4 176.3 260.5 436.8 163.5 2405 404 -116.3  -479 -164.2
TF5 21.7 98.9 120.6 82.2 1494 2316 189.7 265.7 4554
TV1 408.7 498.2 9069 547.2 6189 1166.1 4025 469.6 872.1
TF2B -27.1 10.2 -16.9 30.8 89.6 120.4 22.8 83.7 106.5

Table 2.1.2 Results of simulated real time C2 cycle testing of S&P 500 futures using the
TFX methods (passing rates from 60% to 80%) with cycle database during 01/2001 and

04/2006
Method 60% 70% 80%
Long  Short Total Long  Short Total Long Short Total

TF1 511 546.2 1057.2 509.3 550.4 1059.7 264.7 305 569.7
TF2 1609 209.6 3705 88.2 133.2 2214 19.8 55 74.8
TF3 196.9 231.6 4285 268 2953 563.3 111.7 1856 297.3
TF4 25.8 98.5 124.3 47.7 93.6 141.3 14.3 51.4 65.7
TF5 28.3 62.5 90.8 20.1 50.8 70.9 1.8 8.5 10.3
TV1 285 351 636 14.1 65 79.1 111.8 1484 260.2
TF2B 2035 2448  448.3 -14.7 41 26.3 189 249.6 438.6

Table 2.1.3 Results of best passing rate for simulated real time C2 cycle tes&&jPof
500 futures using the TFx methods with C2 cycle database during 01/2001 and 04/2006

Method Best Passing Rate (%) Long  Short Total
TF1 70 509.3 550.4 1059.7
TF2 50 3776 4273 804.9
TF3 40 370.6 423 793.6
TF4 30 176.3 260.5 436.8
TF5 50 189.7 265.7 4554
TV1 40 547.2 6189 1166.1

TF2B 60 203.5 244.8 448.3
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Figure 2.9 Histograms of TFx trading results with best passing rates from 01/2001 to
04/2006 and S&P price chart at the same period. The graphs from top to bottom represent
TF1, TF2, TF3, TF4, TF5, TV1 and TF2B, respectively.
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Figure 2.9 presents a visualization of the trading results asswséngf the best
passing rates for all TFx methods; this figure also showsdiresponding S&P market.
It shows histograms of cumulative profits and illustrates thagivel independence of the
profitability results on the rising or falling market. Figure 2di§plays the “summary”
plot of the trading result for the TF1 method with the optimizedipgsate; it is shown
as a representative of all the TFx methods. While profitability theetotal 5-year period
is excellent, year-by-year performance varies greatly. mibst uniform performance is
seen for TV1, introduced first in this thesis. According to theograms, the TF1, TF2
and TV1 methods have the best overall performances during the pemad treated.
They work better in the up-trending market, but so no perform wélleirdown-trending
market, while the TF3 and TF5 methods perform relatively betténa down-trending
market than the up-trending market. The new TF2B method does nanperéd during

the period. A further discussion of the relative performances is given in section 2.4.3.

TIM[?5):0.50 FOMZ2: 0.56

Met Profit:509.3000 Fun Down: 368.7000

ul MetProfifyTrade:0.9628 CPL/TIM: 15.5920

Met ProfitYMonth:7.7539 CPLfIdeal:0.0606
Loss: 2043. 7000 tradeMNumfidealMum: 0.9549
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| MetProfitfTrade:1.0405 CPLJTIM: 17.5626

Met Profitykdonth:8.3796 CPLJfIdeal:0.0647
Loss: 1719.3000 tradeMNumfidealNum: 0.951 4

short

Figure 2.10 C2 cycle summary plot of TF1 trading results with a passing rate of 70%
for S&P futures during 01/2001 and 04/2006.
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As shown above, every TFX method displays different market perfmena
during the 5-year test period. As a further updating test, lepfiite TFx methods with
the optimal passing rates to a more recent market period, fré@0I¥6to 05/2008. The
summary plot for the TF1 method, again taken as a representatslgvis in Figure
2.11, and the price chart for this period is also presented. The firgehais a period of
large market oscillations, then, after a big drop, the markeinbeascillating again.
Table 2.2 contains the simulated real-time trading results foFFd methods for this
more recent period. All of them except TF3 and TF5 make a paoiit, in accordance
with the general market trend in this period, short trades peifettar than long trades.
Among the various methods, the TV1 method performs best with a CPL500¢gland
takes the lead in every rating category: FOM2, Net-profitérand lowest Run-down.
The performance of the best TFx methods in the latest pertbdsgjuite consistent with
those in the earlier, longer test period. This may be a good maget tthe financial
significance of those results into context: The TV1 CPLH@ recent one-year period of
501 S&P points (@$50/point) corresponds to a one-year trading profit of $26860

commission of ~10%), which requires a margin of $5000 (+ back-up-holdings).
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Table 2.2 Results of simulated real time C2 cycle testing of S&P 500 futures using the
TFX methods with best passing rate during 06/2007 and 05/2008

Method

TF1

TF2

TF3

TF4

TF5

TV1

TF2B

CPL TIM FOM2 NetProfit/Trade Run Down

Long Short Total Long Short Long Short Long Short Long Short
64 245.75 309.75 059 0.39 052 0.62 0.6598 2.5077 148 117.25
155 204.25 219.75 055 043 051 059 0.1192 15592 149.5 90.75
-183.8 -6.5 -190.25 047 051 045 05 -1.0265 -0.0363 276.5 140.5
-10 166 156 043 054 05 055 -0.0441 0.7313 267.5 156.5
-180.3 46.25 -134 052 045 044 0,52 -1.1859 0.3023 284.5 157.75
151.5 350.5 502 0.5 047 055 0.63 1.1565 2.6756 1055 79.75

88.25 274.75 363 054 044 053 0.6 0.8023 2.4752 171 130
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TiM[256):0.39 FOMZ: 0.62

Met Profit:245.7500 Run Down: 117.2500
MNetProfitfTrade:2.507F CPL{TIM: A9.6107

Met ProfittMonth:19.4287 CPLJ/Ideal:15.5538
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Figure 2.11 The top graph is the summary plot of TF1 trading with 70% pasateg
from 06/2007 to 05/2008. The bottom graph is the price chart of the peyiadd/2007
to 05/2008.



70

2.4.2 C5 Cycle Optimization Results

In addition to C2, the weekly cycle (C5), for which we also halarge cycle
point background library and which is relatively well expressed in dyede data
presented in previous theses data for S&P, was chosen as a research cycle.

Table 2.3.1 and 2.3.2 contain simulated real time C5 cycle tradinjgéor S&P
futures using the TFx methods with cycle database during 01/2001 &@D04Table
2.3.3 summarizes the best passing rates for every TFx method in terms of CPL.

Like C2 trading results, all TFx methods are profitable duringektng period,
but the best passing rates are different from those for C2. dingaio Table 2.3.3, the
TF2 and TV1 methods have the relatively best trading results, thieil€F4 method has
the relatively least good result, as also seen for C2 above. (Such diffeaeacgewed as

due to an indicator being coincident or trailing as discussed, below)
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Table 2.3.1 Results of simulated real time C5 cycle testing of S&P 500 futures using the
TFX methods (passing rates from 30% to 50%) with cycle database during 01/2001 and

04/2006

Method 30% 40% 50%
Long Short  Total Long Short  Total Long Short  Total

TF1 237.1 2452 4823 -81.2 -58.2 -1394 2585 278.2 536.7
TF2 3254 3765 7019 1023 1417 244 286.4 323.2 609.6
TF3 2496 2915 5411 -229.8 -141.3 -371.1 1539 2099 363.8
TF4 108 175.2 283.2 1058 101.3 207.1 1331 2218 3549
TF5 238.2 271.7 509.9 29.3 35.1 64.4 205.3 2394 4447
TV1 368.9 401 769.9 1899 2278 417.7 400.7 4809 88l.6
TF2B 2846 3438 6284 3614 3645 7259 359 407 766

Table 2.3.2 Results of simulated real time C5 cycle testing of S&P 500 futures using the
TFX methods (passing rates from 60% to 80%) with cycle database during 01/2001 and

04/2006
Method 60% 70% 80%
Long Short  Total Long Short  Total Long Short  Total

TF1 1479 1849 3328 3544 420 7744 171 5.3 -11.8
TF2 4427 5019 9446 22.9 120.3  143.2 3.3 95.9 99.2
TF3 130.8 154.1 2849 59.4 121.7 1811  -55.9 -10.8 -66.7
TF4 48.3 112 160.3 -136.1 -835 -219.6 -136.3 -36.4 -172.7
TF5 1369 1953 3322 -733 5.5 -67.8 -3854 -368.3 -753.7
TV1 307.1 350.1 657.2 41.4 98.8 140.2 1643 1921 3564
TF2B 336.6 4154 752 3389 3725 7114 2774 3042 581.6

Table 2.3.3 Results of best majority passing rate for simulated real time C& tegting
of S&P 500 futures using the TFx methods with cycle database during 01/2001 and

04/2006

Method Best Passing Rate (%) Long Short Total
TF1 70 354.4 420 774.4
TF2 60 442.7 5019 944.6
TF3 30 249.6 2915 5411
TF4 50 1331 221.8 3549
TF5 30 238.2 271.7 509.9
TV1 50 400.7 4809 88l.6

TF2B 50 359 407 766
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Figure 2.12 The sketch of the TFx methods.
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As discussed above, the TFx methods shown in Figure 2.12 are built upde a cy
view of the market, and make use of the KNN algorithm to seleglogous past cycles
as guidance for dealing with the present cycle. Previous studiesateddwy Dr. Yao,
Dr. Xu and Dr. Zhat** had partial results about individual TFx methods (i.e. TF1, TF2,
TF3, TF4 and TF5) and conclusions. In my research reported here | buhd anork,
and include two new TFx methods (TV1 and TF2B) and conduct an optimizdtibe
passing rate. In the following, | will review the differencesresults among those
methods and review their strengths and weaknesses.

Based on the characteristic features used in the methods andhasiagguage of
economics, we can roughly classify them into two groups as cemici@ahd trailing
indicators. The first type, coincident indicators, includes TF1, THRZBTand TV1.
Trailing indicators comprise TF3, TF4 and TF5. A further diffaetiun is the use of
absolute price differences vs. the use of ratios of price diffeseas coordinates to
construct X-Y or X-Y-Z plot. Among the TFx methods, TF1, TF4 and TF5 beimog
the former type, while the others use ratios. Furthermore, thneendional X-Y-Z plot
has only been used in the TF2B and TF5 methods, while a two-dimensiynglot has
been applied to other TFx methods.

In the TF1 method, the current market situation is inferred fooe previous
cycle leg and the current market cycle segment. The TV1 method uses tvoup@ydle
legs and the current market cycle segment. These two methodsorselered as
coincident indicators because they tend to move with changes in th@tngeycle
direction) and thus have the potential attribute of entering angxite market too early

before an actual market extreme appears. In terms of the pasgng larger number
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may help the market cycle forecast since the requiremembod passing cycles in the
cohorts can avoid too early action. The optimization results from libeeasections
indicate that for the TF1 method, the best passing rates aréor @4th C2 and C5; and
for the TV1 method, the rates are 40% for C2 and 50% for C5. The Isegtgaates for
the TF1 method lend some support for the coincident attribute, but not mutble fov'1
method.

Both the TF2 and TF2B methods use two or three previous cyclehehshe
current price leg as the plot coordinates to select cohort mentbersfore, these two
methods are also classified as coincident indicators becauseisbethe state of the
current market that may or may not have passed the actualexyiodene. Based on the
results from the optimization, the best rates are 50% for C2 andd@0256 to the TF2
method; the reverse best rate values are obtained for the MER®d, which are 60%
for C2 and 50% for C5. The results illustrate that half ortl@ lihore than half passing
cycles in the cohorts will give best market forecast for those methods.

In the TF3, TF4 and TF5 methods, the retracement between ladtrriceai
cycle extreme and the present time are used as one of coesdinahe plot. Since a
certain market retracement is necessary to confirm nek extreme, it is imaginable
that the trade signal will be late compared to coincident itwli€aAccording to the
optimization results, for the TF3 method, the best rates are d0@zfand 30% for C5;
for the TF4 method, the best rates are 30% and 50% separatelygraheé, TF5 method,
the best rates are 50% and 30% for C2 and C5. Those best passing ratesyae tallor

lower than 50%. It provides some evidences for the trailing attribute of above methods
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When comparing the trading results of the TFx methods, we finccthatident
indicators (TF1, TF2 and TV1) tend to perform better than tgpilimdicators. The
mediocre performances by trailing indicators (TF3, TF4 and Ty be due to their
trailing nature. Those indicators usually don’t provide the tradiggasiuntil a sizable
market retracement occurs. Therefore, it is difficult for thenmake a large profit.
However, the coincident indicators utilize present and past cyademafion in a valid
manner so that they have better performances.

Since different TFx methods have their own market forecasbwats, either
coincident or trailing, it is feasible and potentially useful to bm@a some of the methods
to complement each other. In Dr. Zhao's th€sishe presented some work about the
combination of two TFx methods. | will further explore such combinatigngse of an
artificial neural network in Chapter 4.

2.5 Improvement of TFx Short-Cycle Forecasts by Data Sorting

The short-term cycle TFx forecasts discussed here use aeydevleg data bank
that represents an unsorted combination of data from both rising &nd fakrkets.
Since an assumption about the phase of long-term cycles such asll@@;oduce only
a quantifiable additional uncertainty while potentially improving shert-term cycle
forecasts substantially, a study of the effect of sorted inpat aathe forecast quality
was undertaken.

In order to study the effect of the background on the TFx methodssevehort-
term cycles as the trading cycles, and long-term cycles as contimgsorties. Based on
the control cycle phase, the background is now split into two partsisdioe an up-

trending market (control cycle up-leg), and the other is for ando@nding market
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(control cycle down-leg). When the present time lies in theendtng market, the short-
term historical cycles located in the up-trending market bellused as the background,
while those short-term cycles in the down-trending market form the other background.

2.6 Optimization of the Passing Rate for the TFx Methods under Longer-Term
Control Cycle

As discussed above, in the TFx methods, future market action isgoieg the
behavior of a fraction of K nearest neighbors with similar pattagkground. Since the
cohorts are chosen from historical cycle background, they plasnportant role in the
determination of the trading signal of the TFx methods. Geneth#ymore analogous
the background is to the current market, the more accurate the forecast.

As we know, the shapes of short-term cycles (i.e., C2 and OR)evdffected by
longer-term market trend. For example, in the up-trending matetength of C5 up-
leg tends to be longer than that of its down-leg. In our rekethe phase of long-term
cycles (i.e., CQ and CY) can be viewed as the long-term market trend.

In the following study, “man-made” long-term cycles (CQ and @s used as
the control cycles that will determine the background based onctjwé& phases, while
short-term cycles (C2 and C5) are the trading cycles. Heman-made” cycles are
determined by experienced human operators based on the observation arfkibie with
knowledge of the whole market movement and the specific rules ateoaydle length
and local market extreme prices. “Man-made” cycles ardizéglacycles which are not

available in real-time.
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2.6.1 C2 Cycle Optimization Results under Long-Term Cycle Control

In section 2.4, we presented the trading results for the TFx methods without use of
the control cycle. Here, we will apply the same procedure tooplienization of the
passing rate for the TFx methods with “man-made” (i.e., visisdlgcted) long-term
cycles as control cycles. The S&P futures market during 01/2004/2006 is still the
subject being tested.

Table 2.4.1 and 2.4.2 present the trading results of the TFx methods when the
trading cycle is C2, and the control cycle is CQ. As mentioned above, the background has
been split into an up-trending part when the trading cycle Cinlige CQ up phase, and
a down-trending part when C2 is in the CQ down phase. Table 2.4.3 sheviest
passing rate for every TFx method.

Figure 2.13 shows the corresponding histograms of trading reatlish are
from Table 2.4.3. Basically, every TFx method performs well aagtbfit increasing is
very encouraging, with no major loss period. The performanceasers ascribed to the
use of the “man-made” control cycle, which provides a better caedmtel to choose

from and then better guidance to future market action.
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Table 2.4.1 Results of simulated real time C2 cycle testing of S&P 500 futures using the
TFX methods (passing rates from 30% to 50%, CQ ideal cycle as the control djftle) w
cycle database during 01/2001 and 04/2006

Method 30% 40% 50%
Long Short Total Long Short Total Long Short Total

TF1 724.4 7853 1509.7 1000.9 10514 2052.3 903.9 9329 1836.8
TF2 911.3 958.1 18694 766.7 8245 1591.2 909.6 977.7 1887.3
TF3 878.7 944 1822.7 665 735.6 1400.6 887.4 930.5 1817.9
TF4 1014.8 1092.9 2107.7 918 985.2 1903.2 797.1 858  1655.1
TF5 815.3 853 1668.3 696.6 766.3 1462.9 809.7 851.5 1661.2
TV1 1054.8 1104.6 2159.4 1328.8 1382.1 27109 1079.1 1152 2231.1
TF2B 611.1 674.9 1286 677.3 734 1411.3 7129 769  1481.9

Table 2.4.2 Results of simulated real time C2 cycle testing of S&P 500 futures using the
TFX methods (passing rates from 60% to 80%, CQ ideal cycle as the control djftle) w
cycle database during 01/2001 and 04/2006

Method 60% 70% 80%
Long Short Total Long Short  Total Long Short  Total

TF1 1080.5 1114.3 21948 4912 5442 10354 575.7 630.8 1206.5
TF2 782.5 825.1 1607.6 403.5 452.2 855.7 468.3 519.7 088

TF3 842.1 892.1 17342 760.3 797.2 15575 523.2 5752 1098.4
TF4 668.5 730.9 13994 565.1 6151 1180.2 3369 3769 713.8
TF5 716 749.5 14655 755.6 782 1537.6 427.2 469.7 896.9

TV1 671.1 727.4 13985 6184 706.1 13245 4374 516.8 954.2
TF2B 1035.5 1107.8 2143.3 415.7 4746 890.3 226.2 282.9 509.1

Table 2.4.3 Results of best passing rate for simulated real time C2 cycle tes&&jPof
500 futures using the TFx methods and a control cycle with cycle database during
01/2001 and 04/2006, “man-made” CQ cycle is used as the control cycle

Method Best Passing Rate (%) Long Short Total

TF1 60 1080.5 1114.3 2194.8
TF2 50 909.6 977.7 1887.3
TF3 30 878.7 944 1822.7
TF4 30 1014.8 1092.9 2107.7
TF5 30 815.3 853 1668.3
TV1 40 1328.8 1382.1 2710.9

TF2B 60 1035.5 1107.8 2143.3
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Figure 2.13 Histograms of TFx trading results with best passing rates during 01/2001 to
04/2006 and S&P price chart at the same period. The graphs from top to bottom represent
TF1, TF2, TF3, TF4, TF5, TV1 and TF2B, respectively.
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Table 2.5.1 Results of simulated real time C2 cycle testing of S&P 500 futures using the
TFX methods (passing rates from 30% to 50%, CY ideal cycle as the controlwighble)

cycle database during 01/2001 and 04/2006

Method

TF1
TF2
TF3
TF4
TF5
TV1

TF2B

30% 40% 50%

Long  Short Total Long  Short Total Long  Short Total
98.6 167.8 266.4 454.8 513.3 968.1 423.1 4759 899
346.4 4143 760.7 4156 4814 897 454.6 508.1  962.7
210.3 2739 4842 2469 3185 5654 560 6175 11775
415.6 513.7 929.3 307.1 4022 709.3 4851 549.6 1034.7
290.6 364.3 6549 409.7 464.3 874 357.5 4201 777.6
4975 584.8 1082.3 6145 689 1303.5 563.6 646.7 1210.3
332.6 375 707.6 163.4 2324 3958 2299 2926 5225

Table 2.5.2 Results of simulated real time C2 cycle testing of S&P 500 futures using the
TFX methods (passing rates from 60% to 80%, CY ideal cycle as the control cyhle) w

cycle database during 01/2001 and 04/2006

Method

TF1
TF2
TF3
TF4
TF5
TV1

TF2B

60% 70% 80%

Long  Short Total Long Short  Total Long  Short Total

728 789.7 1517.7 428 5059 9339 1794 243 422.4
504.4 561.3 1065.7 72.8 1285 201.3 261.3 3204 5817
346.5 390.2 736.7 3436 3969 7405 2815 3406 622.1
467.9 4965 9644  346.3 374.7 721 180.3 200.3  380.6
3715 430.2 801.7 266.9 296 562.9 232.3 255.6 487.9
363 426.6  789.6 184.3 2353 419.6 1559 233.7 389.6
332 402.8 734.8 309.2 3824 6916 2295 3014 530.9

Table 2.5.3 Results of best passing rate for simulated real time C2 cycle tes&&jPof
500 futures using the TFx methods and a control cycle with cycle database during
01/2001 and 04/2006, “man-made” CY cycle is used as the control cycle

Method Best Passing Rate (%) Long  Short Total
TF1 60 728 789.7 1517.7
TF2 60 504.4 561.3 1065.7
TF3 50 560 617.5 11775
TF4 50 485.1 549.6 1034.7
TF5 40 409.7 464.3 874
TV1 40 614.5 689 1303.5

TF2B 60 332 402.8 734.8
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Table 2.5.1, 2.5.2 and 2.5.3 contain the trading results with CY as the control
cycle. The best trading results of the TFx methods with dnowtt use of the control
cycle, which are from Table 2.1.3, 2.5.3 and 2.5.3, are displayed in Figure 2.&nWe
draw the conclusion that the control cycle has positive impact opetthermance of the
TFx methods. The CPL of every TFx method had been improved to larganaller
extent. With a “man-made” CQ as the control cycle, the refultsny TFx methods are
roughly one to three times better than those without use of thekoyntte. When CY is
used as the control cycle, the improvement is not that signifasantith CQ, but the
result is still a quarter to one times better than thatouit use of a control cycle. It is
realized, of course, that this improvement has been the resulievirmg some of the
uncertainty of the trading cycle analysis by the assumptiancofrect phase analysis for
the correct cycle. An appropriate follow-up study would be to combine a CQ or CY phase

forecast with the trading cycle analysis given here.

3000

2500 A

2000 -

. ONo control cycle
% 1500 - B CQ control cycle
OCY control cycle

1000 -

500 -

TF1 TF2 TF3 TF4 TF5 TVl TF2B
TFx Methods

Figure 2.14 C2 cycle Best Trading Results for the TFx Methods with or without use of
Control Cycle. Data are from Table 2.1.3, 2.4.3 and 2.5.3.
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2.6.2 C5 Cycle Optimization Results under Long-Term Cycle Control

In this section, we conduct the optimization of the passing rateh# TFx
methods with C5 cycle as the trading cycle. This study islphtalthat in the preceding
section 2.5.1 except that C5 replaces C2 as the trading cycle.Zlaldle2.6.2 and 2.6.3
show the trading results when “man-made” CQ is the control cycle. Table 2.7.1, 2.7.2 and
2.7.3 contain the results with “man-made” CY as the control cycle.

The comparison of the best C5 cycle trading results usingRReriethods with
or without use of the control cycle are illustrated in Figure thabuses data from Table
2.3.3, 2.6.3 and 2.7.3. According to the graph, we can reach the same conclusion draw
above for C2 that the control cycle has a pronounced effect on thenpenfee of the
TFx methods. Again, use of a “man-made” CQ control cycle hagear impact than use
of an analogous CY control cycle, while the impact of control cyske on C5 is on

average 1.3 times larger than on C2.

3000
2500 -
20001 @ No control cycle
g 1500 1 B CQ control cycle
1000 - O CY control cycle
500 -
0 - f T T T T T

TF1 TF2 TF3 TF4 TF5 TVl TF2B
TFx Methods

Figure 2.15 C5 cycle Best Trading Results for the TFx Methods with or without use of
the Control Cycle. Data are from Table 2.3.3, 2.6.3 and 2.7.3.
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Table 2.6.1 Results of simulated real time C5 cycle testing of S&P 500 futures using the
TFX methods (passing rates from 30% to 50%, CQ ideal cycle as the control djftle) w
cycle database during 01/2001 and 04/2006

Method 30% 40% 50%
Long Short Total Long Short Total Long Short Total

TF1 1068.9 1233.1 2302 1177.8 1236.7 24145 1059.7 1190.6 2250.3
TF2 1048.5 1132.3 2180.8 1110 1179.1 2289.1 1084.7 1180.7 2265.4
TF3 802.4 906.7 1709.1 1023.9 1136.4 2160.3 1347.4 14157 2763.1
TF4 1082.3 1121.3 2203.6 865.7 8995 1765.2 866.8 936 1802.8
TF5 1167.3 1186.7 2354 957.8 1056 2013.8 875 9114 1786.4
TV1 1177.9 12619 2439.8 1211 13234 25344 1307.5 14188 2726.3
TF2B 1091 11814 22724 11519 11945 2346.4 977.6 1029.5 2007.1

Table 2.6.2 Results of simulated real time C5 cycle testing of S&P 500 futures using the
TFX methods (passing rates from 60% to 80%, CQ ideal cycle as the control ajftle) w
cycle database during 01/2001 and 04/2006

Method 60% 70% 80%
Long Short Total Long Short Total Long Short Total

TF1 1206.1 1289.9 2496 822.6 952.2 17748 617.8 7544 13722
TF2 992.8 1071  2063.8 835.8 9494 17852 6304 723.3 1353.7
TF3 989 1081.7 2070.7 723.2 7952 15184 468.4 576.8 10452
TF4 766.9 816.7 1583.6 399.6 488.6 888.2 4722 509.5 981.7

TF5 662.5 686.4 13489 6285 658.1 1286.6 5849 656.6 1241.5
TV1 1102.3 1183.8 2286.1 975 1127.6 2102.6 501.1 579.6 1080.7
TF2B  1208.2 1246.5 2454.7 949.6 1024.5 1974.1 682.4 764.3 1446.7

Table 2.6.3 Results of best passing rate for simulated real time C5 cycle tes&&jPof
500 futures using the TFx methods and a control cycle with cycle database during
01/2001 and 04/2006, “man-made” CQ cycle is used as the control cycle

Method Best Passing Rate (%) Long Short Total

TF1 60 1206.1 1289.9 2496
TF2 40 1110 1179.1  2289.1
TF3 50 1347.4 1415.7 2763.1
TF4 30 1082.3 1121.3 2203.6
TF5 30 1167.3 1186.7 2354
TV1 50 1307.5 1418.8 2726.3

TF2B 60 1208.2 1246.5 2454.7
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Table 2.7.1 Results of simulated real time C5 cycle testing of S&P 500 futures using the
TFX methods (passing rates from 30% to 50%, CY ideal cycle as the control cyhle) w

cycle database during 01/2001 and 04/2006

Method

TF1
TF2
TF3
TF4
TF5
TV1
TF2B

30% 40% 50%

Long  Short Total Long  Short Total Long  Short Total
505.2 553 1058.2 557.3 566.6 11239 6119 606.6 12185
579.4 642.6 1222 643.1 676.9 1320 492 540 1032
390.2 4619 8521 7785 8055 1584 5314 571.1 11025
539.1 546.5 10856 521.5 539.8 1061.3 463 501.3 964.3
482.2 5184 1000.6 450.2 530.7 9809 220.2 273.4 493.6
7714 8129 1584.3 7475 782 1529.5 816.4 8122 1628.6
525.2 520.2 10454 623.2 624.7 12479 394.6 4049 799.5

Table 2.7.2 Results of simulated real time C5 testing of S&P 500 futures using TFX
methods (passing rates from 60% to 80%, CY ideal cycle as the control cybleyolé
database during 01/2001 and 04/2006

Method

TF1
TF2
TF3
TF4
TF5
TV1
TF2B

60% 70% 80%
Long Short Total Long Short Total Long Short Total
533.1 565.4 1098.5 383.8 429.4 813.2 5749 610 1184.9
7478 789.1 15369 4159 5342 950.1 216.1 307.6 523.7
410.4 486 896.4 316.7 3726 689.3 1435 1975 341
256.2 329 585.2 -145  105.3 90.8 -61 8.7 -52.3
115.3 126.8 2421 57.8 111.3 169.1 -174.4 -113.8 -288.2
7128 7045 1417.3 543.3 623.7 1167 4455 5435 989
627 7182 13452 3235 3823 705.8 393.2 460 853.2

Table 2.7.3 Results of best passing rate for simulated real time C5 cycle teb&&P
500 futures using the TFx methods and a control cycle with cycle database during

01/01/2001 and 04/04/2006, “man-made” CY cycle is used as the control cycle

Method Best Passing Rate (%) Long  Short Total
TF1 50 6119 606.6 12185
TF2 60 7478 789.1 1536.9
TF3 40 7785 805.5 1584
TF4 30 539.1 546.5 1085.6
TF5 30 482.2 5184 1000.6
TV1 50 816.4 8122 1628.6

TF2B 60 627 718.2 1345.2
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Based on the results of Figure 2.13 and Figure 2.14, it has been detechttat

selecting cohorts from correct backgrounds can improve the fomszasticy of the TFx
methods considerably. The reason is that the split of background baske control
cycle phase will group more analogous cycles together, whiladdrg some cycles that
will behave differently under different control cycle phase. Tloeegfwhen current
market trend is known in advance, there is a bigger chance to olmeeramalogous past
cycles from the split background and provide better guidance for future markat act

The results show that the C5 trading results with CQ as theotanytle are
better than with CY as the control cycle. The reason is simailthat given above for C2
trading. In terms of cycle length, CQ is shorter than CY. Thclassifies the market
more accurately than CY, and can provide a better background than t@dh will
benefit the selection of cohort members. A comment about the shificeftainty by use
of control cycles was given in 2.5.

2.7 Summary

In this chapter, the TFx methods, which are based on a cycle modéleakitiN
method, are introduced and discussed. Two new TFx methods, TV1 and TF2B, are
presented. Based on the characteristic features used in the diRedsy they can be
classified as belonging to two types: coincident and trailing atdis. The strengths and
weaknesses of the TFx methods have been discussed.

The TFx methods have been applied to the forecast of S&P 500 futar&st.

The trading results demonstrate that by selecting hist@madogous cycles correctly, a
profitable trading system can be constructed. It also validates the axictaédiment that
the market’s historical pattern repeats itself and thus can prewiche sort degree of

valid advice to the current market.
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We also conducted the optimization of the passing rate, which pethentage of

cohort members assuming to have passed their next cycle exfioertines TFX methods,
with C2 and C5 as the trading cycles. The optimization results prbettier operational
parameters for each method, and confirm their classificatioroiasident or trailing
indicators.

Since the behavior of short-term cycles can be affectedéyntirket trend, we
also conducted tests for the TFx methods with “man-made” long-tgcles (CQ and
CY) as the control cycles. Compared to trading results withaibfithe control cycle,
use of “man-made” control cycles significantly improves the fastaespecially for CQ
as a control cycle. The reason is that the splitting of thkgbacnd data based on the
market trend (control cycle phase) will combine more analogoaescyy excluding
cycles with different regime.

Although “man-made” control cycles contribute a lot to the improverottite
forecast quality of the TFx methods, they are not available ahtirme. In the next
chapter, | attempt to replace “man-made” control cycles witls arferred from Bayes’
Theorem by using real-time observable short-term market aleasdics, such as daily

up-or-down sequences.
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Chapter 3 Analysis of Control Cycle Phase from Sirt-Term Market
Actions Using Bayesian Statistics

3.1 Overview

As discussed in Chapter 2, the TFx methods, which are cycle-badedh pat
recognition methods, generate a trade signal by polling k coterbers selected from a
background composed of historical, “man-made” cycles based on percaivi&tities
between these historical situations and the current one. By cogplae trading results
with and without use of the control cycle, we found that use of a lgegeyd control
cycle pre-selected to have the correct phase significangpyowes the shorter-period
trading cycle market forecast. However, this (historical-babadkground cycle phase
selection used above is based on an after-the-fact analysish wh&s posterior
knowledge and must be replaced with a real-time phasing method usiimgeodata, as
discussed below.

In this chapter, | am going to use Bayes’ Theorem to infer cooyae phase
from real-time observable sequences of short-term markainacind apply it to a
probabilistic market background pre-selection in the TFx methods. Fout-tsimor
observable market actions containing weekday, week and short-jetm (€2, C5)
information will be utilized in this approach and evaluated to producer@QCY cycle
classification data via Bayesian Statistics for use in fthdirtg cycle (C2, C5) market

forecasts. These relations are schematically shown in Figure 3.1.
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Figure 3.1 Conceptual steps in C5 cycle analysis (C5 is chosen asadigm for a
short-term cycle) using a quarter-year-cycle (CQ) asctrgrol cycle, the phasing of
which is inferred from short-term (e.g. one-day) market actemuences via Bayesian
statistics.
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Section 3.2 gives an introduction to Bayes’ Theorem. Section 3.3 fwdean

types of market action statistics that can be used to iofg-term cycle (CQ or CY)
phases. The four sets of data used are daily up-or-down sequenekly, wpeor-down
sequences, short-term cycle (C2 or C5) leg-length-ratioesegs, and short-term cycle
(C2 or C5) extreme up-or-down sequences. Section 3.4 shows the tregliftg of the
different TFx methods when long-term cycle phases predicted eyotiBayesian
statistics from the above-selected data are used in the backgrotselgateon. Section
3.5 discusses the results and draws some conclusion.
3.2 Review of Bayes’ Theorem

Bayes' Theorem is a theorem of probability theory originalbtest by the
Reverend Thomas Bayes in 1764t provides a way to calculate the conditional
probability of the correctness of a hypothesis (in this case, the phasengfteim cycle)
based on its a priori probability, the conditional probabilities of obsewrengin data (in
this case, the above-listed sequences) given the correctnesshyfptitbesis, and the
observed data themselves (in this case, the sequence of maies)ac* Here, |
present a brief derivation of this much-used relationship as below.

Bayes’ Theorem arises directly out of the definitional refethip between

conditional and joint probabilities shown in equation 3.1

P(A, &) = P@lA) * P(A) 3.1

Where

P(A, a): the joint probability of the simultaneous occurrences of eveiatsda

P(@JA): the probability of the occurrence of evemtgiven that event Ahas
occurred

P(A): the probability of occurrence of event A
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If events Aanda are independent, then the occurrence of evetellg us nothing

about the occurrence of evenptand we can get the equationafA) = P@), so that above

equation reduces to®A) = P@) * P(A). However, if events Aanda are dependent, then

the fact that event Aas occurred changes our expectations regarding the probability o

eventa, and we have to take this into account in our computation of the joint probability.
It is clear that we can also write the joint probability inme of the conditional

probability P(Af) as:

P(A,a) = P(AR) * P(a) 3.2

Where

P(Alp): the probability of the occurrence of eventgiven that eventa has
occurred

P(@): the probability of occurrence of evemnt

The above two equations (equation 3.1 and 3.2) represent the same joint

probability, thus, equating them vyields a relationship between thectwmditional

probabilities, P4|A) and P(Ad), in equation 3.3:

P(Ajg) = P@A) * P(A) / P@) 3.3

Equation 3.3 is a form of Bayes’ Theorem, which gives us a nfeamkeriving
one form of conditional probability from another. Quite often evemepresents some
hypothesisthat is not directly observable and eveatrepresents an observable
consequence. In particular, P(A), also known as the prior probabilitgvent A,
represents our best estimate of the probability of event Ar piconsideration of the
new piece of information. P(&), which is the probability that event A is true given that

eventa is true, is also known as the posterior probability of event A.
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3.3 Bayesian Statistics in Cycle Analysis

Bayes’ Theorem basically relates the conditional and a priori pildles of two
dependent events to compute posterior probabilities given observatiors. &gle
analysis, the probabilities of long-term cycle phase or mdrkatd can be viewed as
posterior probabilities, and Bayes’ Theorem provides a possible appgmarfer control
cycle phase from prior probabilities and observation of some spegificket
characteristics such as day-to-day market direction.

As shown in Chapter 2, the long-term cycle phase or market trehdffgeit the
development of short-term cycle or market movement. For instam@® up-trending
market, we will observe that the market will keep moving up, alth@megasionally there
is also some sort of retracement. Therefore, in this case,xhshwet-term cycle top will
be higher than the present cycle top, and the next short-tetenv@afley will also higher
than the present cycle valley. When the market reverses to tdemd)-the corresponding
relationship will change in the opposite way, which is that the siesitt-term cycle top
will be lower than that of the present cycle top, and the next sranteycle valley will
be also lower than that of the present cycle valley. Since temg-market trend and
short-term market trend can be considered as dependent events, the pre#@ayes’
Theorem has been met and it can be applied in our research.

As stated here, in terms of equation 3.3, the long-term cycle phasent A,
which is difficult to recognize in real-time, while short-term matearacteristics, which
are easy to observe in real-time, forms ewerin this section, we choose four different
short-term market characteristics, which are: daily up-evrdsequences, weekly up-or-

down sequences, short-term cycle (C2 or C5) leg-length-rajicesees, and short-term
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cycle (C2 or C5) extreme up-or-down sequences, in our researcbaé¢topair of long-

term cycle phase and short-term market characteristiceaw®btain the corresponding
Bayesian Statistics, which is crucial in the determinatiothefpresent long-term cycle
phase.

In our research, the long-term cycle refers to CQ or CY, mieéawhe short-
term cycle means C2 or C5. The market used in this study I’ f8&res during the
period 01/2001 and 04/2006.

3.3.1 Daily Up-or-Down (ud) Sequence Statistics

In financial markets, the price of securities change almosy &g, either up or
down, and rarely remain unchanged. The price variation is alféstenarket trend; for
example, in an up-trending market, the price will be trending agugidly despite of
some retracements. Thus, weekday price movements and markkate two dependent
events with have positive correlation. Therefore, we can applgBayeorem to obtain
statistics about the two events.

Following the same terms, event A is defined as the phase of @elongycle,
CQ or CY; meantime, evemtare the daily price up-or-down sequences. In this study, a
day is defined as an up day when the present day’s closing phighé than that of the
previous day; otherwise, it is classified as a down day. u istosegbresent an up day,
and d represents a down day. Thus, the weekday price variation segaeeelabeled
as a combination of u and d. For instance, a four-day ud sequence castiieedeas
uuud, which means that the first three days are up days, and thedayitha down day.

In this research, we only focus on three-day and four-day ud sequences.
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As a guidance to the reader, | discuss the specific case afatculation of the

conditional probability of having a CQ up-leg if a uuu sequence is\rherable 3.1.1
contains three-day ud sequences statistics with CQ as the coytlelfor S&P from
01/2001 to 04/2006. In the table, the “Cycle Phase” column specifies thedgwn
characteristics of the control cycle; the “Number” column rggmés the total number of
three-day sequences in the corresponding cycle phase; the “&gyhn shows the
probability of a certain control cycle phase (Equation 3.4).

P(A) = N/ N 3.4

Where

P(A): the probability of certain control cycle phase

N: the number of sequences in certain control cycle phase

N+: total number of all sequences

The probability of a CQ up-leg period is 58.4%, whereas that of a -thyyvn
period is only 41.6% for S&P. It means there is one third more upepénan down-
period in terms of CQ.

The “Sequence” column shows the three-day price variations repeédanthe
combination of u and d. There are eight possible sequences, which are uuu, uud, udu,

udd, duu, dud, ddu and ddd.
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Table 3.1.1 Three-day ud sequence statistics (“man-made” CQ as control ycle) f
S&P futures during 01/2001 and 04/2006. Eeist a specific three-day ud sequence,
and event A is a specific CQ cycle phase.

Cycle PhaseNumber, P(A) | SequenceNumber P8) P@|A) P(AR)
uuu 137 0.137 0.191 0.814
uud 101 0.122 0.14 0.670
udu 120 0.141 0.167 0.692
CQUp 719 0.584 duu 101 0.122 0.14 0.670
udd 72 0.124 0.1 0.471
dud 88 0.144 | 0.122 0.495
ddu 73 0.128 0.102 0.465
ddd 27 0.083 0.038 0.267
uuu 32 0.063 0.191
uud 49 0.096 0.327
udu 53 0.104 | 0.307
CQDown| 512 0.416 duu 49 0.096 0.327
udd 81 0.158 0.530
dud 89 0.174 | 0.503
ddu 84 0.164 | 0.533
ddd 75 0.146 0.732

The statistics is based on a “man-made” CQ cycle databast.we label each
day as u or d by comparison of closing prices of the presentrhitsaprevious day.
Then, we produce three-day ud sequences for the whole period byingmach day
with the corresponding label and combining them. Once three-day sequane
available, under same control cycle phase, we look for three-dsgs a@ith same
sequence, and add them together to get the total occurrence number sietific
sequence. For example, for a three-day sequence uuu in a CQpegitey we find all
uuu in that period, then, adding those together to get the number of 137, wilich me

there are 137 occurrences of the uuu sequence in a CQ up-leg period.
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The “P@)” column shows the occurrence probability of a specific sequenite i

test period. For example, P(uuu) is the occurrence probability of aagquence, which
represents three continuous up days. The total number of uuu sequencarmgsein
the test period is the sum of the number of uuu in CQ up-leg and-legwperiods
(Equation 3.5). Therefore, the total number of uuu’s is 169, which isutheo§137 and

32.

Ns = Nsu + Nsp 3.5

Where
Ns: total number of a specific sequence
Nsu: number of this sequence in control cycle up-leg

Nsp: number of this sequence in control cycle down-leg

The total number of three-day sequences is the sum of all sequeeneceznces in
CQ up and CQ down phase (Equation 3.6). There are total 1231 caseseeddirud

sequences, which is the sum of 719 and 512.

Na = Nau + Nap 3.6
Where

Na: total number of all sequences

Nau: number of all sequences in control cycle up-leg

Nap: number of all sequences in control cycle down-leg

P(@) is the occurrence probability of a specific sequence in the@éestd. Using

Equation 3.7, and still taking the uuu sequence as an example, wet tae g@bability

of having a uuu sequence, which is 0.137, the quotient of 167 over 1231.

P@ =Ns/ Na 3.7
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P(@JA) is the occurrence probability of a specific sequence giveoathieol cycle
phase. For instance, P(uuu | Up phase) means the appearance ifrobabiiree
continuous up days under the circumstance of CQ up phase. Based on Equati@n 3.8,

can get its value, 0.191, which is the quotient of 137 over 719.

P(a.lA) = Nsul Nay oOr Pe.lA) = NSD/ Nap 3.8

We are now ready to proceed to the desired result.aP(®&presents the
probability of control cycle phase given a specific three-day udesegu It is the
posterior probability we try to obtain to help the TFx forecast.example, P(Up phase |
uuu) means the occurrence probability of a CQ up phase when thatplese-day
sequence is uuu. Based on the Bayesian Equation 3.9, the probabilityuiatedl@as

0.814.

P(Al) = P@A) * P(A) / P@) 3.9

In Table 3.1.1, five sequences, uuu, uud, udu, duu and ddd, have the value of
P(Ala) over 60%. It indicates that there is an over 60% chance lteatdntrol cycle
phase (or that long-period cycle market trend prediction) is correct when dreseffive
sequences occurs. For example, when the present three-day saguencehere exists

an 81.4% chance that the current CQ is in an up-leg period.
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Table 3.1.2 Four-day ud sequence statistics (“man-made” CQ as control cycle) Por S&
futures during 01/2001 and 04/2006. Evaid a specific four-day ud sequence, and
event A is a specific CQ cycle phase.

Cycle Phase| Number P(A) | SequenceNumber PQ) P@A) P(Al)
uuuu 71 0.072 | 0.102 | 0.831
uuud 59 0.063 | 0.085 | 0.792
uudu 61 0.065 | 0.088 | 0.794
uduu 58 0.063 | 0.083 | 0.773
duuu 59 0.064 | 0.085 | 0.779

uudd 38 0.057 0.055 0.566
udud 59 0.078 0.085 0.639

uddu 48 0.072 0.069 0.562
duud 37 0.058 0.053 0.536
dudu 55 0.077 0.079 0.602
dduu 41 0.061 0.059 0.559
uddd 22 0.052 0.032 0.348
dudd 33 0.069 0.047 0.395

ddud 29 0.068 | 0.042 | 0.351
dddu 23 0.052 | 0.033 | 0.372

CQ Up 697 | 0.587

dddd 4 0.028 0.006 0.126
uuuu 15 0.031 0.178
uuud 16 0.033 0.216
uudu 16 0.033 0.210
uduu 17 0.035 0.230
duuu 17 0.035 0.226
uudd 30 0.061 0.442
CQ Down 491 0413 udud 34 0.069 0.366
uddu 38 0.077 0.442
duud 32 0.065 0.463
dudu 36 0.073 0.392
dduu 31 0.063 0.427
uddd 40 0.081 0.644
dudd 49 0.1 0.599
ddud 52 0.106 0.644
dddu 39 0.079 0.628

dddd 29 0.059 | 0.871
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We now proceed to the discussion of four-day sequences. Table 3.1.2 shows four-

day ud sequence statistics. Different from three-day ud sequémoeday ud sequences

have 16 different forms, which are uuuu, uuud, uudu, uudd, uduu, udud, uddu, uddd,

duuu, duud, dudu, dudd, dduu, ddud, dddu and dddd. The acquisition and calculation of
data is similar to that of Table 3.1.1. In this table, there ared2esices which have an

over 60% chance to make a correction phase prediction. Among those ssquernil,

uuud, uudu, uduu, duuu, udud and dudu can be utilized to forecast a CQ up phase,
meanwhile, uddd, dudd, ddud, dddu and dddd are daily sequences to hint that the current
market is in a CQ down phase.

Using “man-made” CY as the control cycle and same methodolofgy &9, we
obtain the three-day and four-day ud sequence statistics shown en3[2ldl and 3.2.2.

For CY, more than two-third of time (69.2%) is in an up period, and os$ytlean one-
third of time (30.8%) is in a down period. Compared to data in Table 3.1.&,isherore
market up time in CY than in CQ.

In three-day ud sequences statistics with CY as the contréd, cjcout of 8
sequences except ddd predict that the present time is in a G&g ygetiod and their
probabilities are larger than that with CQ as the control cy&de example, when the
present three-day sequence is uuu, then there is 83.1% chanceighat @Y up-leg
period, compared to 81.4% chance that it is in CQ up-leg period. Asuteddy ud
sequences statistics, 13 out of 16 sequences except uddd, dddu and dddd poumpto CY
leg period. The number of sequences and the probabilities in CY funasast are still

larger than their counterparts in CQ phase prediction. That theraae up periods for
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CY than there are for CQ is the reason that there is a strpreference for CY up phase

under the same daily ud sequence.

Table 3.2.1 Three-day ud sequence statistics (“man-made” CY as control cycle) fo
S&P futures during 01/2001 and 04/2006. Eeist a specific three-day ud sequence,
and event A is a specific CY cycle phase.

Cycle Phase Number P(A) | SequenceNumber P) P@A) | P(AR
uuu 148 0.135 | 0.162 | 0.831
uud 120 0.124 | 0.131 | 0.731
udu 137 0.14 0.15 0.742
CQ Up 916 | 0692 duu 120 0.125 | 0.131 | 0.726
udd 107 0.126 | 0.117 | 0.643
dud 123 0.141 | 0.134 | 0.658
ddu 108 0.127 | 0.118 | 0.643

ddd 53 0.082 0.058 0.490
uuu 31 0.076 0.173
uud 44 0.108 0.268
udu 48 0.118 0.259
CQ Down | 407 0.308 duu 45 0.111 0.273
udd 60 0.147 0.359
dud 64 0.157 0.343
ddu 60 0.147 0.356

ddd 55 0.135 | 0.506
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Table 3.2.2 Four-day ud sequence statistics (“man-made” CY as control cycle) for S&
futures during 01/2001 and 04/2006. Evaid a specific four-day ud sequence, and
event A is a specific CY cycle phase.

Cycle PhageNumber| P(A) | SequenceNumber P8) P@A) P(AR)

uuuu 80 0.071 | 0.088 | 0.861
uuud 68 0.065 | 0.075 | 0.802
uudu 69 0.066 | 0.076 | 0.800
uduu 67 0.065 | 0.074 | 0.791
duuu 67 0.065 | 0.074 | 0.791
uudd 51 0.059 | 0.056 | 0.659
CQUp 910 0.695 udud 69 0.075 | 0.076 | 0.704
uddu 68 0.073 | 0.075 | 0.714
duud 50 0.059 | 0.055 | 0.648

dudu 67 0.074 0.074 0.695
dduu 52 0.06 0.057 0.660
uddd 38 0.053 0.042 0.550
dudd 56 0.068 0.062 0.633

ddud 54 0.066 0.059 0.621
dddu 40 0.054 0.044 0.566
dddd 14 0.027 0.015 0.386

uuuu 13 0.033 0.142
uuud 17 0.043 0.202
uudu 17 0.043 0.199
uduu 18 0.045 0.211
duuu 18 0.045 0.211
uudd 26 0.065 0.336
udud 29 0.073 0.297
CQ Down| 400 0.305 | yddu 28 0.07 | 0.293
duud 27 0.068 0.352
dudu 30 0.075 0.309
dduu 27 0.068 0.346
uddd 31 0.078 0.449
dudd 33 0.083 0.373
ddud 33 0.083 0.384
dddu 31 0.078 0.441

dddd 22 0.055 | 0.622
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3.3.2 Weekly Up-or-Down (ud) Sequence Statistics

In the previous section, daily ud sequences were used as shontrizrket
characteristics to infer the current long-term market trendwédsknow, the long-term
market trend not only affects daily price variation, but alsodmagnpact on the price
change of a somewhat longer period, i.e. one week. In order tothridelation between
long-term control cycle and short-term market price variationextend the time length
to one week and conduct similar research to that in above section.

For simplicity, Monday to Friday is viewed as a week. u is assigo a week
when previous week’s closing price (last Friday’'s closing pig&wer than this week’s
closing price (this Friday’s closing price). In the same fashd is defined when closing
price of previous week is higher than this week’s closing price.

Table 3.3.1 and 3.3.2 contain three-week and four-week ud sequence sfatistic
S&P futures during 01/2001 and 04/2006, respectively. The “man-made” G$gdsas
the control cycle.

Table 3.4.1 and 3.4.2 present three-week and four-week ud sequendesstatist
S&P futures during 01/2001 and 04/2006. The “man-made” CY is used as thel contr
cycle.

In these tables, event A is still the phase of long-term cgdleer CQ or CY, and
eventa are weekly ud sequences. The same principles as for daily udnsesjuare
applied in data collection. All those cells with PfAlalue over 60% can be used to

make predictions for CQ or CY phases.
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One important characteristic of weekly ud sequence statissicthat the

probabilities of long-term cycle phases for certain sequeaceshigh, especially for
three-week ud sequences. Compared to that, the probabilities in dasyatistics
discussed before are weak. For example, in three-week ud segtadisties with CQ as
the control cycle, all sequences have strong prediction prefefen€) cycle phase,
with most probabilities over 80%. Meanwhile, in three-day ud sequestagstics, still
with CQ as the control cycle, the probabilities are around mid 60&tear lower. The
reason may be that the longer observation time can lead to noor@tacprediction for
long-term cycle phase. In our statistics, three or four weeksnach longer time than
three or four days; thus, they provide extra time to observeuthent market trend and
usually gives more accurate forecast.

Table 3.3.1 Three-week ud sequences statistics (“man-made” CQ as control cycle) for

S&P futures during 01/2001 and 04/2006. Eei#t a specific three-week ud sequence,
and event A is a specific CQ cycle phase.

Cycle PhageNumber| P(A) | SequenceNumber P8) P@A) P(AR)
uuu 32 0.208 | 0.327 1.000

uud 20 0.149 0.204 | 0.871

udu 20 0.143 | 0.204 | 0.908

CQUp 98 0.636 duu 14 0.11 0.143 0.827
udd 4 0.084 | 0.041 0.311

dud 4 0.097 0.041 0.269

ddu 4 0.11 0.041 0.237

ddd 0 0.097 0 0.000

uuu 0 0 0.000

uud 3 0.054 | 0.132

udu 2 0.036 | 0.092

CQ Down 56 0.364 duu 3 0.054 0.179
udd 9 0.161 0.697

dud 11 0.196 | 0.735

ddu 13 0.232 0.767

ddd 15 0.268 1.005
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Table 3.3.2 Four-week ud sequence statistics (“man-made” CQ as control cycle) for
S&P futures during 01/2001 and 04/2006. Eeist a specific four-week ud sequence,
and event A is a specific CQ cycle phase.

Cycle PhageNumber| P(A) | SequenceNumber P8) P@A) P(AR)
uuuu 13 0.107 0.16 0.993
uuud 12 0.098 | 0.148 1.003
uudu 16 0.131 0.198 1.004
uduu 11 0.09 0.136 1.003
duuu 8 0.066 | 0.099 0.996
uudd 1 0.016 | 0.012 0.498
udud 4 0.033 | 0.049 0.986

CQ Up 81 0.664 | uddu 3 0.057 | 0.037 | 0.431
duud 5 0.066 | 0.062 0.624
dudu 3 0.041 0.037 0.599
dduu 3 0.041 0.037 0.599
uddd 0 0.016 0 0.000
dudd 2 0.074 | 0.025 | 0.224
ddud 0 0.057 0 0.000
dddu 0 0.049 0 0.000
dddd 0 0.057 0 0.000
uuuu 0 0 0.000
uuud 0 0 0.000
uudu 0 0 0.000
uduu 0 0 0.000
duuu 0 0 0.000
uudd 1 0.024 | 0.504
udud 0 0 0.000

CQDown| 41 | 0.336 | 4qy 4 0.098 | 0.578
duud 3 0.073 | 0.372
dudu 2 0.049 0.402
dduu 2 0.049 0.402
uddd 2 0.049 1.029
dudd 7 0.171 0.777
ddud 7 0.171 1.008
dddu 6 0.146 1.001
dddd 7 0.171 1.008
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Table 3.4.1 Three-week ud sequence statistics (“man-made” CY as control aycle) f
S&P futures during 01/2001 and 04/2006. Eei#t a specific three-week ud sequence,
and event A is a specific CY cycle phase.

Cycle PhagseNumber| P(A) | SequenceNumber P8) P@A) P(AR)
uuu 38 0.18 0.225 | 0.907
uud 30 0.146 0.178 0.884
udu 28 0.137 0.166 0.879
duu 29 0.142 | 0.172 | 0.879
CY Up 169 0.725 | udd 12 0.099 | 0.071 | 0.520
dud 11 0.099 0.065 0.476
ddu 13 0.107 | 0.077 | 0.522
ddd 8 0.09 0.047 | 0.379
uuu 4 0.063 0.096
uud 4 0.063 0.119
udu 4 0.063 0.126
CY Down 64 0.275 duu 4 0.063 | 0.122
udd 11 0.172 0.477
dud 12 0.188 | 0.522
ddu 12 0.188 0.483
ddd 13 0.203 | 0.620
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Table 3.4.2 Four-week ud sequence statistics (“man-made” CY as control cycle) for
S&P futures during 01/2001 and 04/2006. Eeist a specific four-week ud sequence,
and event A is a specific CY cycle phase.

Cycle PhaseNumber| P(A) | Sequen¢ceNumber| P§) P@A) | P(AR)
uuuu 19 0.095 0.117 0.908
uuud 15 0.077 0.092 0.881
uudu 22 0.104 | 0.135 | 0.957
uduu 18 0.086 0.11 0.943
duuu 14 0.072 0.086 | 0.881
uudd 7 0.041 0.043 | 0.774
udud 8 0.05 0.049 0.723

CYUp | 163 | 0738 | qdy 6 0.059 | 0.037 | 0.463
duud 15 0.077 0.092 0.881
dudu 6 0.041 0.037 0.666
dduu 11 0.054 | 0.067 0.915
uddd 5 0.041 0.031 0.558
dudd 5 0.063 | 0.031 0.363
ddud 3 0.05 0.018 | 0.266
dddu 6 0.05 0.037 0.546
dddd 3 0.041 0.018 | 0.324
uuuu 2 0.034 0.094
uuud 2 0.034 | 0.116
uudu 1 0.017 0.043
uduu 1 0.017 0.052
duuu 2 0.034 0.124
uudd 2 0.034 | 0.218
udud 3 0.052 0.273

CY Down| 58 0.262 | yddu 7 0.121 | 0.538
duud 2 0.034 | 0.116
dudu 3 0.052 0.333
dduu 1 0.017 0.083
uddd 4 0.069 0.442
dudd 9 0.155 | 0.646
ddud 8 0.138 | 0.724
dddu 5 0.086 | 0.451
dddd 6 0.103 | 0.659




107

3.3.3 Short-Term Cycle Leg-Length-Ratio Sequence Statistics

As before, in this study also, CQ and CY are considered as langetgies,
whose phases can be viewed as the market trend background for wlyekiaBa
guidance is sought while sequences of the leg-length-ratidse afhtort-term cycles C2
and C5 are used as the observables providing this guidance. Based statizird cycle
lengths, generally, a CY consists of four CQ; a CQ comprise$13 C5 includes 2 C2.
Meanwhile, the cycle top of CY is also a cycle top of some C®and C2; the same
holds for the cycle valley. Therefore, long-term and short-teyabes have a certain
connection, and the long-term cycle will affect the developmenteo§htiort-term cycle.
For example, in an up-trending market (CY up-leg), the short-teohe cfC2 or C5) is
usually skewed to a situation with longer up-leg and shorter down-leg.

Using the same terms as before, event A is the phase of &elongycle, CQ or

CY; meanwhile, eversa comes from an observation on a short-term cycle, C2 or C5, as

explained in the following. As we know, every cycle has an up+#egdawn-leg, and the
relative length relation between them is an observable propenigh can be used as a
short-term market characteristics. For the purpose of consistemassigned to a cycle
when the cycle up-leg length is longer than down-leg length; asésbsigned to a cycle
when the up-leg length is shorter than down-leg length. Therefach short-term cycle
is labeled as either u or d based on the intrinsic length relatiorede its up-leg and
down-leg. Like daily and weekly ud sequences, three-cycle anecyole leg-length-
ratio sequences can be obtained by assigning the correspondintplabeh cycle. For

example, uudd, a four-cycle leg-length-ratio sequence, means thimufocontiguous
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cycles, the first two cycles have longer up-legs than down-kegs the following two

cycles have shorter up-legs than down-legs.

Using similar data acquisition and calculation methodology as ily dad
weekly ud statistics, we obtain cycle leg-length-ratio ftiai, with the working cycle as
C2 or C5 and the control cycle as CQ or CY, shown in Table 3.5.1, 3.5.2, 3.6.1, 3.6.2,
3.7.1, 3.7.2, 3.8.1 and 3.8.2. The difference between daily and weekly ud sequences
statistics is that, in the latter statistics, ud represenigle leg length relation. Here, it is
used to present C2 or C5’s leg-length-ratio feature to infer the CQ or CY pbiask. f

Based on the results shown in the following tables, generally, thalptities of
a correct call of the long-term cycle phase with C5 as th&imgcycle are higher that
that with C2 as the working cycle. C5 is longer than C2, thus, @Whes the underlying
cycle, it can provide a longer time to form a better foredast £2. Meanwhile, when
the same working cycle is used, the probabilities of CQ plezegmition under a certain
sequence are higher than those for CY. The reason may be thasd&eQ is a shorter
cycle than CY, some specific sequences, i.e., uuu and ddd, are nedyestiy in the

same for CQ than for CY.
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Table 3.5.1 Three-cycle leg-length-ratio sequence statistics (*“made” C2 as
working cycle, “man-made” CQ as control cycle) for S&P fusudeiring 01/2001 and
04/2006. Eventa is a specific three-cycle leg-length-ratio sequence, and évesnta
specific CQ cycle phase.

Cycle PhaseNumber| P(A) | Sequen¢eNumber PQ) P@A) P(A)
uuu 43 0.124 | 0.165 | 0.767

uud 42 0.133 | 0.162 | 0.702

udu 44 0.153 | 0.169 | 0.637

CQUp 260 0.577 duu 45 0.137 | 0.173 | 0.728
udd 23 0.102 | 0.088 | 0.497

dud 24 0.135 | 0.092 | 0.393

ddu 24 0.12 0.092 | 0.442

ddd 15 0.095 | 0.058 | 0.352

uuu 13 0.068 | 0.232

uud 18 0.094 | 0.299

udu 25 0.131 | 0.363

CQDown| 191 0.423 duu 17 0.089 | 0.275
udd 23 0.12 0.498

dud 37 0.194 | 0.609

ddu 30 0.157 | 0.554

ddd 28 0.147 | 0.655
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Table 3.5.2 Four-cycle leg-length-ratio sequence statistics (“madet C2 as working

cycle, “man-made” CQ as control cycle) for S&P futures dufi/2001 and 04/2006.
Eventa is a specific four-cycle leg-length-ratio sequence, and easata specific CQ

cycle phase.

Cycle PhageNumber| P(A) | SequenceNumber P8) P@A) P(AR)
uuuu 18 0.05 0.073 0.854
uuud 20 0.072 0.082 0.666
uudu 22 0.067 0.09 0.785
uduu 31 0.093 0.127 0.798
duuu 22 0.072 0.09 0.731

CQ Up 245 0.585 uudd 18 0.062 0.073 0.688
udud 11 0.062 0.045 0.424
uddu 14 0.06 0.057 0.555
duud 20 0.064 0.082 0.749
dudu 19 0.088 0.078 0.518
dduu 11 0.048 0.045 0.548
uddd 9 0.041 0.037 0.528
dudd 5 0.043 0.02 0.272
ddud 11 0.074 0.045 0.356
dddu 9 0.06 0.037 0.361
dddd 5 0.045 0.02 0.260
uuuu 3 0.017 0.141
uuud 10 0.057 0.329
uudu 6 0.034 0.211
uduu 8 0.046 0.205
duuu 8 0.046 0.265
uudd 8 0.046 0.308

CQDown| 174 | 0415 | ygud | 15 0.086 | 0.576
uddu 11 0.063 0.436
duud 7 0.04 0.260
dudu 18 0.103 0.486
dduu 9 0.052 0.450
uddd 8 0.046 0.466
dudd 13 0.075 0.724
ddud 20 0.115 0.645
dddu 16 0.092 0.637
dddd 14 0.08 0.738
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Table 3.6.1 Three-cycle leg-length-ratio sequence statistics if“made” C2 as working
cycle, “man-made” CY as control cycle) for S&P futures dyr@i/2001 and 04/2006.
Eventa is a specific three-cycle leg-length-ratio sequence, and évent specific CY

cycle phase.

Cycle PhaseNumber| P(A) | SequenceNumber P8) P@A) P(AR)
uuu 48 0.116 | 0.133 | 0.789

uud 52 0.129 0.144 | 0.768

udu 55 0.144 | 0.152 0.726

CY Up 362 0.688 duu 55 0.135 0.152 0.775
udd 40 0.114 0.11 0.664

dud 43 0.135 | 0.119 0.607

ddu 42 0.127 0.116 | 0.629

ddd 27 0.099 0.075 | 0.521

uuu 13 0.079 0.212

uud 16 0.098 | 0.237

udu 21 0.128 | 0.277

CY Down 164 0.312 duu 16 0.098 | 0.226
udd 20 0.122 0.334

dud 28 0.171 0.395

ddu 25 0.152 0.373

ddd 25 0.152 0.479
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Table 3.6.2 Four-cycle leg-length-ratio sequence statistics (“man-m@aeds working
cycle, “man-made” CY as control cycle) for S&P during 01/2001 and 04/2006. &isent
a specific four-cycle leg-length-ratio sequence, and event A is aispg@¥ittycle phase.

Cycle PhageNumber| P(A) | SequenceNumber P8) P@A) P(AR)
uuuu 21 0.048 0.059 0.853
uuud 25 0.066 0.07 0.736
uudu 26 0.064 | 0.073 | 0.791
uduu 37 0.085 | 0.103 | 0.841
duuu 27 0.068 | 0.075 | 0.765

uudd 25 0.064 0.07 0.759
udud 18 0.06 0.05 0.578
uddu 23 0.068 0.064 0.653
duud 26 0.064 0.073 0.791
dudu 28 0.081 0.078 0.668
dduu 18 0.052 0.05 0.667

CY Up 358 0.694

uddd 17 0.05 0.047 0.652
dudd 15 0.05 0.042 0.583
ddud 24 0.076 | 0.067 0.612
dddu 19 0.06 0.053 | 0.613
dddd 9 0.043 | 0.025 | 0.403
uuuu 4 0.025 0.159
uuud 9 0.057 0.264
uudu 7 0.044 0.211
uduu 7 0.044 0.159
duuu 8 0.051 0.230
uudd 8 0.051 0.244
udud 13 0.082 0.418
CYDown| 158 | 0.306 | yddu 12 0.076 | 0.342
duud 7 0.044 0.211
dudu 14 0.089 0.336
dduu 9 0.057 0.336
uddd 9 0.057 0.349
dudd 11 0.07 0.429
ddud 15 0.095 | 0.383
dddu 12 0.076 0.388
dddd 13 0.082 0.584
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Table 3.7.1 Three-cycle leg-length-ratio sequence statistics ff“made” C5 as working
cycle, “man-made” CQ as control cycle) for S&P futures dufi/2001 and 04/2006.
Eventa is a specific three-cycle leg-length-ratio sequence, and é&ena specific CQ

cycle phase.

Cycle PhaseNumber| P(A) | SequenceNumber P8) P@A) P(AR)
uuu 24 0.166 | 0.261 0.998

uud 12 0.103 0.13 0.801

udu 13 0.097 0.141 0.922

CQ Up 92 0.634 duu 10 0.083 0.109 0.833
udd 11 0.124 0.12 0.614

dud 10 0.117 0.109 0.591

ddu 10 0.138 | 0.109 0.501

ddd 2 0.172 0.022 0.081

uuu 0 0 0.000

uud 3 0.057 0.202

udu 1 0.019 0.072

CQ Down 53 0.366 duu 2 0.038 | 0.167
udd 7 0.132 0.389

dud 7 0.132 0.412

ddu 10 0.189 0.501

ddd 23 0.434 | 0.922
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Table 3.7.2 Four-cycle leg-length-ratio sequence statistics (“madet C5 as working
cycle, “man-made” CQ as control cycle) for S&P during 01/2001 arzD08/ Event is
a specific four-cycle leg-length-ratio sequence, and event A is aisgeQfcycle phase.

Cycle PhaseNumber| P(A) | Sequen¢ceNumber| Pg) P@A) | P(AR)
uuuu 14 0.122 0.182 0.999
uuud 6 0.052 0.078 1.004
uudu 5 0.043 0.065 1.012
uduu 4 0.035 0.052 0.995
duuu 4 0.035 0.052 0.995

CQ Up 77 0.67 uudd 4 0.061 0.052 0.571
udud 5 0.052 0.065 0.837
uddu 9 0.096 0.117 0.816
duud 3 0.043 0.039 0.607
dudu 5 0.052 0.065 0.837
dduu 5 0.043 0.065 1.012
uddd 2 0.035 0.026 0.497
dudd 6 0.087 0.078 0.600
ddud 4 0.078 0.052 0.446
dddu 1 0.061 0.013 0.143
dddd 0 0.104 0 0.000
uuuu 0 0 0.000
uuud 0 0 0.000
uudu 0 0 0.000
uduu 0 0 0.000
duuu 0 0 0.000
uudd 3 0.079 0.428
udud 1 0.026 0.165

CQ Down| 38 0.33 | uddu 2 0.053 | 0.182
duud 2 0.053 0.407
dudu 1 0.026 0.165
dduu 0 0 0.000
uddd 2 0.053 0.500
dudd 4 0.105 0.399
ddud 5 0.132 0.559
dddu 6 0.158 0.856
dddd 12 0.316 1.004
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Table 3.8.1 Three-cycle leg-length-ratio sequence statistics (*made” C5 as
working cycle, “man-made” CY as control cycle) for S&P futudesing 01/2001 and
04/2006. Eventa is a specific three-cycle leg-length-ratio sequence, and évesnta

specific CY cycle phase.

Cycle PhaseNumber| P(A) | SequenceNumber P8) P@A) P(AR)
uuu 32 0.148 0.19 0.938

uud 18 0.1 0.107 | 0.782

udu 17 0.083 | 0.101 | 0.889

CY Up 168 0.73 duu 19 0.104 | 0.113 | 0.794
udd 22 0.139 | 0.131 | 0.688

dud 21 0.126 | 0.125 | 0.725

ddu 23 0.143 | 0.137 | 0.700

ddd 16 0.157 | 0.095 | 0.442

uuu 2 0.032 | 0.058

uud 5 0.081 | 0.218

udu 2 0.032 | 0.104

CY Down 62 0.27 duu 5 0.081 | 0.210
udd 10 0.161 | 0.312

dud 8 0.129 | 0.276

ddu 10 0.161 | 0.303

ddd 20 0.323 | 0.555
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Table 3.8.2Four-cycle leg-length-ratio sequence statistics (“man-mé&feas working
cycle, “man-made” CY as control cycle) for S&P during 01/2001 an20R4. Event is
a specific three-cycle leg-length-ratio sequence, and event A is &csfaticycle phase.

Cycle PhageNumber| P(A) | SequenceNumber P8) P@A) P(AR)
uuuu 19 0.087 0.117 1.001
uuud 10 0.055 | 0.061 | 0.825
uudu 6 0.032 | 0.037 | 0.861
uduu 5 0.027 | 0.031 | 0.855
duuu 12 0.064 | 0.074 | 0.861
uudd 10 0.064 | 0.061 | 0.709
CY Up 163 0.744 | udud 11 0.055 | 0.067 | 0.907
uddu 14 0.082 | 0.086 | 0.781

duud 7 0.046 0.043 0.696
dudu 9 0.046 0.055 0.890
dduu 13 0.064 0.08 0.930
uddd 8 0.059 0.049 0.618
dudd 12 0.082 0.074 0.672
ddud 10 0.078 | 0.061 0.582
dddu 9 0.064 | 0.055 | 0.640
dddd 8 0.096 | 0.049 0.380
uuuu 0 0 0.000
uuud 2 0.036 0.167
uudu 1 0.018 0.144
uduu 1 0.018 0.170
duuu 2 0.036 0.144
uudd 4 0.071 0.284
udud 1 0.018 0.084
uddu 4 0.071 0.221
CYDown| 56 | 025 I 4 3 0.054 | 0.300
dudu 1 0.018 | 0.100
dduu 1 0.018 | 0.072
uddd 5 0.089 0.386
dudd 6 0.107 0.334
ddud 7 0.125 0.410
dddu 5 0.089 0.356
dddd 13 0.232 0.618
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3.3.4 Short-Term Cycle Extreme Up-or-Down (ud) Sequence Statistics

In section 3.3.3, one of the cycle features, the cycle leg-leagthproperty, was
used as a market characteristic to infer the long-ternkeh&end. Similar to this ratio,
another cycle feature, ud, can also be employed to represgmesent-market
circumstance. Instead of comparing the time lengths of cyclegupnd own-leg, we
compare two continuous cycles’ price variation. For the purpose of tmngis u is
assigned to a cycle when the price of previous cycle vallégwer than the price of
current cycle valley; conversely, d represents a cycle wbgde valley price is lower
than that of previous cycle. Therefore, three-cycle and four-cycleeqgdences for the
test period can be obtained by assigning each cycle to thespomding label. For
example, uddd, a four-cycle ud sequence, means that for four continatess tye first
cycle is a price-up cycle, and the following three cycles are price-dgeigsc

Similar to the above sections, event A is still the long-teratlecghase, but event
a is one of the continuous cycle ud sequences. Given the present cyequathce, we
can infer the probability of the current long-term cycle phase.

As in the above sections, we apply similar data acquisition aludilai@on
methods to cycle ud statistics, with the working cycle as C2 ardShe control cycle
as CQ or CY. The results are shown in Table 3.9.1, 3.9.2, 3.10.1, 3.10.2, 3.11.1, 3.11.2,
3.12.1 and 3.12.2, respectively.

As both cycle ud statistics and cycle leg-length-ratidisttes use short-term
cycle features to represent current market characterigtecdiave similar observations

based on the results of this study. Generally, the probabilitiengfterm cycle phase
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with C5 as the working cycle are higher than those with €2ha working cycle;

meantime, when same working cycle is used, the probabilities gfhage identification
under certain sequences are higher than those for CY.

When comparing the probabilities of correct identification of a cortyole
phase under a certain cycle sequence, generally, the padarecycle ud statistics is a
little bit stronger than that in cycle leg-length-ratictistacs. The reason may be that, the
cycle price variation is affected more by control cycle phésa cycle leg length
relation. Therefore, when certain cycle ud sequence appearsni$ poicontrol cycle
phase identification with a larger confidence level than for seynke leg-length-ratio
sequence.

Table 3.9.1 Three-cycle ud sequence statistics (“man-made” C2 akingocycle,

“man-made” CQ as control cycle) for S&P futures during 01/2001 and 04/E9@6ta
is a specific three-cycle ud sequence, and event A is a specific C(phgsie.

Cycle PhageNumber| P(A) | SequenceNumber P8) P@A) P(AR)
uuu 52 0.115 0.2 1.003

uud 40 0.111 0.154 | 0.800

udu 56 0.173 | 0.215 | 0.716

CQ Up 260 0.577 duu 40 0.113 0.154 0.786

udd 18 0.1 0.069 0.398

dud 33 0.166 | 0.127 0.441

ddu 18 0.113 | 0.069 0.352

ddd 3 0.109 0.012 0.063

uuu 0 0 0.000

uud 10 0.052 0.198

udu 22 0.115 | 0.282

CQ Down| 191 0.423 duu 11 0.058 0.217
udd 27 0.141 0.597

dud 42 0.22 0.561

ddu 33 0.173 | 0.648

ddd 46 0.241 0.936
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Table 3.9.2 Four-cycle ud sequence statistics (“man-made” C2 as wockitlg, “man-
made” CQ as control cycle) for S&P futures during 01/2001 and 04/2006. &vsrd
specific four-cycle ud sequence, and event A is a specific CQ cycle phase.

Cycle PhageNumber| P(A) | SequenceNumber P8) P@A) P(AR)
uuuu 21 0.05 0.086 1.006
uuud 25 0.06 0.102 0.994
uudu 31 0.084 | 0.127 0.884
uduu 25 0.072 0.102 0.828
duuu 24 0.057 0.098 1.005
uudd 10 0.036 | 0.041 0.666

CQUp | 245 | 0585 "yqud | 27 | 0.103 | 0.11 | 0.624
uddu 15 0.057 0.061 0.626
duud 14 0.057 0.057 0.585
dudu 22 0.091 0.09 0.578
dduu 12 0.043 | 0.049 0.666
uddd 3 0.041 0.012 0.171
dudd 7 0.062 0.029 0.274
ddud 6 0.072 0.024 | 0.195
dddu 3 0.06 0.012 0.117
dddd 0 0.057 0 0.000
uuuu 0 0 0.000
uuud 0 0 0.000
uudu 4 0.023 0.114
uduu 5 0.029 0.167
duuu 0 0 0.000
uudd 5 0.029 0.335
udud 16 0.092 0.371

CQDown| 174 | 0415 | yddu 9 0.052 | 0.379
duud 10 0.057 0.415
dudu 16 0.092 0.420
dduu 6 0.034 | 0.328
uddd 14 0.08 0.810
dudd 19 0.109 0.730
ddud 24 0.138 | 0.796
dddu 22 0.126 | 0.872
dddd 24 0.138 1.005
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Table 3.10.1 Three-cycle ud sequence statistics (“man-made” C2aking cycle,
“man-made” CY as control cycle) for S&P futures during 01/2001 and 04/Ee@6ita
is a specific three-cycle ud sequence, and event A is a specific CYptyde.

Cycle PhageNumber| P(A) | SequenceNumber P8) P@A) P(AR)
uuu 52 0.112 0.144 | 0.885

uud 48 0.118 | 0.133 | 0.776

udu 67 0.163 | 0.185 | 0.781

CY Up 362 0.688 duu 48 0.118 0.133 0.776
udd 34 0.108 | 0.094 | 0.599

dud 53 0.156 | 0.146 | 0.644

ddu 35 0.116 | 0.097 0.575

ddd 25 0.108 | 0.069 0.440

uuu 7 0.043 | 0.120

uud 14 0.085 | 0.225

udu 19 0.116 | 0.222

CY Down 164 0.312 duu 14 0.085 | 0.225
udd 23 0.14 0.404

dud 29 0.177 0.354

ddu 26 0.159 0.427

ddd 32 0.195 | 0.563
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Table 3.10.2 Four-cycle ud sequence statistics (“man-made” C2 as workiolg,
“man-made” CY as control cycle) for S&P futures during 01/2001 and 04/Ee6ita
is a specific four-cycle ud sequence, and event A is a specific CY cyade.ph

Cycle PhageNumber| P(A) | SequenceNumber P8) P@A) P(AR)
uuuu 23 0.05 0.064 | 0.888
uuud 29 0.064 | 0.081 | 0.878
uudu 30 0.074 | 0.084 | 0.788
uduu 30 0.07 0.084 | 0.833
duuu 27 0.06 0.075 | 0.867
uudd 18 0.045 0.05 0.771
CY Up 358 0.694 | udud 35 0.093 | 0.098 | 0.731
uddu 20 0.056 0.056 0.694
duud 19 0.056 0.053 0.657
dudu 36 0.091 0.101 0.770

dduu 18 0.05 0.05 0.694
uddd 14 0.052 0.039 0.520
dudd 15 0.062 0.042 0.470
ddud 18 0.064 0.05 0.542

dddu 15 0.06 0.042 0.486
dddd 11 0.052 0.031 0.414
uuuu 3 0.019 0.116
uuud 4 0.025 0.120
uudu 8 0.051 0.211
uduu 6 0.038 0.166
duuu 4 0.025 0.128
uudd 5 0.032 0.218
Down 158 0.306 udud 13 0.082 0.270
uddu 9 0.057 0.312
duud 10 0.063 0.344
dudu 11 0.07 0.236
dduu 8 0.051 0.312
uddd 13 0.082 0.483
dudd 17 0.108 0.533
ddud 15 0.095 0.455
dddu 16 0.101 0.515

dddd 16 0.101 | 0.595
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Table 3.11.1 Three-cycle ud sequence statistics (“man-made” C5aking cycle,
“man-made” CQ as control cycle) for S&P futures during 01/2001 and 04/E9@6ta
is a specific three-cycle ud sequence, and event A is a specific C(phgsie.

Cycle PhageNumber| P(A) | SequenceNumber P8) P@A) P(AR)
uuu 26 0.179 0.283 1.003

uud 14 0.11 0.152 0.877

udu 19 0.145 | 0.207 0.906

CQ Up 92 0.634 duu 13 0.103 | 0.141 0.869
udd 6 0.103 | 0.065 | 0.400

dud 8 0.131 0.087 0.421

ddu 5 0.097 0.054 | 0.353

ddd 1 0.131 0.011 0.053

uuu 0 0 0.000

uud 2 0.038 | 0.126

udu 2 0.038 0.096

CQ Down 53 0.366 duu 2 0.038 | 0.135
udd 9 0.17 0.603

dud 11 0.208 | 0.580

ddu 9 0.17 0.641

ddd 18 0.34 0.949
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Table 3.11.2 Four-cycle ud sequence statistics (“man-made” C5 as workiolg,
“man-made” CQ as control cycle) for S&P futures during 01/2001 and 04/E9@6ta
is a specific four-cycle ud sequence, and event A is a specific CQ cyde.ph

Cycle PhaseNumber| P(A) | Sequen¢ceNumber| Pg) P@A) | P(AR)
uuuu 13 0.113 | 0.169 | 1.001
uuud 7 0.061 | 0.091 | 0.999
uudu 10 0.087 0.13 1.000
uduu 10 0.087 0.13 1.000
duuu 6 0.052 | 0.078 | 1.004
uudd 2 0.026 | 0.026 | 0.670
udud 6 0.07 0.078 | 0.746

CQ Up 7 0.67 | uddu 4 0.052 | 0.052 | 0.670
duud 4 0.052 | 0.052 | 0.670
dudu 6 0.07 0.078 | 0.746
dduu 2 0.035 | 0.026 | 0.497
uddd 1 0.026 | 0.013 | 0.335
dudd 3 0.087 | 0.039 | 0.300
ddud 2 0.043 | 0.026 | 0.405
dddu 1 0.061 | 0.013 | 0.143
dddd 0 0.078 0 0.000
uuuu 0 0 0.000
uuud 0 0 0.000
uudu 0 0 0.000
uduu 0 0 0.000
duuu 0 0 0.000
uudd 1 0.026 | 0.330

CQDown| 38 0.33 udud 2 0.053 | 0.250
uddu 2 0.053 | 0.337
duud 2 0.053 | 0.337
dudu 2 0.053 | 0.250
dduu 2 0.053 | 0.500
uddd 2 0.053 | 0.674
dudd 7 0.184 | 0.699
ddud 3 0.079 | 0.607
dddu 6 0.158 | 0.856
dddd 9 0.237 | 1.004
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Table 3.12.1 Three-cycle ud sequence statistics (“man-made” C5aking cycle,
“man-made” CY as control cycle) for S&P futures during 01/2001 and 04/Ee@6ita
is a specific three-cycle ud sequence, and event A is a specific CYptyde.

Cycle PhageNumber| P(A) | SequenceNumber P8) P@A) P(AR)
uuu 36 0.157 0.214 0.996

uud 23 0.113 0.137 0.886

udu 24 0.126 0.143 0.829

CY Up 168 0.73 duu 24 0.117 0.143 0.893
udd 17 0.117 0.101 0.631

dud 16 0.13 0.095 0.534

ddu 16 0.122 0.095 0.569

ddd 12 0.117 0.071 0.443

uuu 0 0 0.000

uud 3 0.048 0.115

udu 5 0.081 0.173

CY Down 62 0.27 duu 3 0.048 0.111
udd 10 0.161 0.371

dud 14 0.226 0.469

ddu 12 0.194 0.429

ddd 15 0.242 0.558
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Table 3.12.2 Four-cycle ud sequence statistics (“man-made” C5 as workiolg,
“man-made” CY as control cycle) for S&P futures during 01/2001 and 04/Ee6ita
is a specific four-cycle ud sequence, and event A is a specific CY cyade.ph

Cycle PhaseNumber| P(A) | Sequen¢ceNumber| Pg) P@A) | P(AR)
uuuu 20 0.091 0.123 1.006
uuud 13 0.059 0.08 1.009
uudu 13 0.059 0.08 1.009
uduu 13 0.064 0.08 0.930
duuu 14 0.064 | 0.086 1.000
uudd 9 0.055 | 0.055 | 0.744

CY Up 163 0.744 udud 9 0.059 0.055 | 0.694
uddu 9 0.064 | 0.055 | 0.640
duud 10 0.059 0.061 0.770
dudu 9 0.064 | 0.055 | 0.640
dduu 10 0.055 | 0.061 0.825
uddd 7 0.055 | 0.043 | 0.582
dudd 8 0.068 | 0.049 0.536
ddud 7 0.068 | 0.043 | 0.471
dddu 7 0.055 | 0.043 | 0.582
dddd 5 0.059 0.031 0.391
uuuu 0 0 0.000
uuud 0 0 0.000
uudu 0 0 0.000
uduu 1 0.018 | 0.072
duuu 0 0 0.000
uudd 3 0.054 0.251
udud 4 0.071 0.308

CY Down| 56 0.256 | yddu 5 0.089 | 0.356
duud 3 0.054 | 0.234
dudu 5 0.089 0.356
dduu 2 0.036 | 0.167
uddd 5 0.089 0.414
dudd 7 0.125 | 0.470
ddud 8 0.143 | 0.538
dddu 5 0.089 0.414
dddd 8 0.143 | 0.620
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3.4 Use of Phase Identification Results Obtained by Application of Bayesi
Statistics in Market Cycle Analysis

In Chapter 2, we introduced the TFx methods, which are cycle-lzetéein
recognition methods. The basic idea is that, based on the assuniladtgiof some
historical cycles with the present cycle, k cohort memberssatected to provide
guidance as to current cycle movement. We conducted the optonizest for the TFx
methods with and without use of a “man-made” and therefore corigutised control
cycles. We found that use of a cycle background pre-selectedrisct control cycle
would significantly improve selection of cohort members, and trading results.

As discussed in Section 3.2, by using Bayes’ Theorem we canlonfger-term
market action (longer-term cycle phases) based on presentyaltiseshort-term market
characteristics. In Section 3.3, four different kinds of such preseatvalide short-term
market characteristics are introduced, namely daily ud sequyemeekly ud sequences,
short-term cycle leg-length-ratio sequences, and short-terra extleme ud sequences,
and these corresponding Bayesian statistics are presented.oBabedstatistics, we can
have certain levels confidence (in terms of probability) incthreectness of the inferred
long-term cycle phase forecasts.

We can now apply the inferred long-cycle phases to the Thhauetas
background. For instance, if based on a present weekly ud sequenpegdict that
present market is in a CQ up-leg period, then, cohort members far can be
chosen from the historical CQ cycle up-leg cycle databaseauhsif the historical whole
cycle database. If there is no strong preference for a cuoregiterm cycle phase, the
historical whole cycle database is still used as the backgréiente, long-term cycle

information provides some refinement to cohort member selection.
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The following sections present the trading results for the mEkhods, where

long-term cycle derived from Bayesian statistics is appiredhe background pre-
selection.
3.4.1 Trading Results with Use of Daily ud Sequence Statistics

In this section, we investigate the effect of an inferredjd@mm cycle phase to
short-term cycle (C2 or C5) trading with TFx as the tradimghwods. Instead of using a
“man-made” control cycle, we apply daily ud sequence statistitise determination of
control cycle phase. Based on data from Section 3.1.1, for a certain daily ud segueence
can obtain the probability of a certain control cycle phase. Fongeawhen the present
daily sequence is uuu, the probability of being in a CQ up-legoghes 81.4%.
Thereupon, it gives us some preference for long-term cycle @imasér the use of the
CQ-up database in TFx cycle leg analysis for C2 and C5.

We now apply the same trading procedures described in Chapierttie
optimization of the TFx methods, with use of the control cycle pretibtedaily ud
sequence statistics. In doing this, we must set limits foolupeobabilities applied in the
study. Since there are different probabilities for differentydad sequence, in the test,
only probabilities over 60% are chosen as an indication of contra@d@ gyase. When a
certain daily ud sequence, whose RjAJalue is larger than 60%, occurs in present
market, we will pre-select the background based on the sugdesteterm cycle phase.
Otherwise, we still use the whole database as the background.

Take a three-day ud sequence as an example, and refer ta3TableFirst, the
background is separated into two parts: CQ up and CQ down. When the greseikay

ud sequence is one of the four sequences uuu, uud, udu or duu, we infer thatettte pres
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market is in a CQ up period, thus, only CQ up part of the databaseeds as the

background. Likewise, when the present three-day ud sequence is ddd, wggehts it

is in a CQ down period, then, the CQ down part is used as the backgroundotvie
sequences than the above-mentioned appear, the whole background willizes util
because of the uncertainty of the control cycle phase.

Table 3.13.1 presents the optimized trading results of simulated real time C2 cycle
testing of S&P 500 futures using the TFx methods with cycle dsgatharing 01/2001
and 04/2006. The CQ phase is predicted by the daily ud sequence statistics, asddiscuss

In the table, the “Long” column represents the profit-loss foloallj-side trades,
and the “Short” column means all short-side trades. The “Totalihoo| also called CPL
(cumulative profit-loss), shows the sum of long and short trades, wicked as the
performance measure for the TFx methods. The best passinéprates individual TFx
methods are also shown in the table.

Table 3.13.1 Optimized trading results for simulated real time C@eyesting of S&P

500 futures using the TFx methods (CQ predicted by daily ud sequasc@ntrol cycle)
with cycle database during 01/2001 and 04/2006

Method Best Passing Rate (%) Long Short Total
TF1 60 375.9 407.2 783.1
TF2 50 372.7 419.9 792.6
TF3 60 316.7 359.3 676
TF4 40 186.6 262.4 449
TF5 50 89 150.9 239.9
TV1 40 590.4 647.5 1237.9
TF2B 60 275.5 307.7 583.2

Table 3.13.2 shows the optimized trading results of simulated mealGR cycle
testing of S&P 500 futures using the TFx methods with cycle dsgatharing 01/2001

and 04/2006. The CY cycle phase is predicted by daily ud sequence statistics.
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Table 3.13.3 and 3.13.4 display the optimized trading results of simulated re

time C5 cycle testing of S&P 500 futures using the TFx methatts aycle database
during 01/2001 and 04/2006. Again, CQ and CY cycle phases are prediatedybyd
sequence statistics.

A discussion of these data is deferred to Section 3.4.5 when thegvaaeed
together with data based on the other short-term (present-time) BayeBcatars.
Table 3.13.2 Optimized trading results for simulated real time C@eyesting of S&P

500 futures using the TFx methods (CY predicted by daily ud secgiasadntrol cycle)
with cycle database during 01/2001 and 04/2006

Method Best Passing Rate (%) Long Short Total
TF1 60 627.6 658 1285.6
TF2 60 432 476.2 908.2
TF3 40 376.3 420 796.3
TF4 40 257 334.2 591.2
TF5 40 300.7 367.4 668.1
TV1 40 514 595.2 1109.2

TF2B 60 421.5 450.3 871.8

Table 3.13.3 Optimized trading results for simulated real time C8eyesting of S&P
500 futures using the TFx methods (CQ predicted by daily ud sequasc@ntrol cycle)
with cycle database during 01/2001 and 04/2006

Method Best Passing Rate (%) Long Short Total
TF1 70 219.8 303.1 522.9
TF2 60 439.8 523.7 963.5
TF3 30 239.3 286.7 526
TF4 50 120.1 179.3 299.4
TF5 30 179.3 197.3 376.6
TV1 30 314.5 357.7 672.2

TF2B 80 547.5 589.7 1137.2
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Table 3.13.4 Optimized trading results for simulated real time C8eyesting of S&P
500 futures using the TFx methods (CY predicted by daily ud secuasadntrol cycle)
with cycle database during 01/2001 and 04/2006

Method Best Passing Rate (%) Long Short Total
TF1 70 222.3 316.9 539.2
TF2 60 303 362.6 665.6
TF3 30 298.3 377.1 675.4
TF4 50 282.8 344.5 627.3
TF5 40 164.6 207.9 3725
TV1 30 491.5 540.9 1032.4

TF2B 40 538.6 538.2 1076.8

3.4.2 Trading Results with Use of Weekly ud Sequence Statistics

In this section, we apply weekly ud sequence statistics to teamdeation of the
control cycle phase. The same trading procedures as describedgrevimis section
have been used in the optimization test of the TFx methods, withattieg cycle as C2
or C5 and the control cycle as CQ or CY. The results are prdsenfeable 3.14.1,
3.14.2, 3.14.3 and 3.14.4, respectively.
Table 3.14.1 Optimized trading results for simulated real time C@eyesting of S&P

500 futures using TFx methods (CQ predicted by weekly ud sequencestad cycle)
with cycle database during 01/2001 and 04/2006

Method Best Passing Rate (%) Long Short Total
TF1 60 403.7 446.1 849.8
TF2 50 497.7 545.6 1043.3
TF3 60 429.2 493.5 922.7
TF4 30 351.6 412 763.6
TF5 30 410.6 485.3 895.9
TV1 60 359.8 407.3 767.1

TF2B 50 782.1 836.4 1613.8
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Table 3.14.2 Optimized trading results for simulated real time C@eyesting of S&P
500 futures using TFx methods (CY predicted by weekly ud sequencestas cycle)

with cycle database during 01/2001 and 04/2006

Method

TF1
TF2
TF3
TF4
TF5
TV1

TF2B

Best Passing Rate (%) Long Short Total
60 520.7 566 1086.7
60 424.9 479.4 904.3
40 305.1 358.5 663.6
40 240.2 318.4 558.6
40 325.5 387.8 713.3
40 664.9 740.5 1405.4
60 196 214.1 410.1

Table 3.14.3 Optimized trading results for simulated real time C8eyesting of S&P
500 futures using TFx methods (CQ predicted by weekly ud sequencestad cycle)

with cycle database during 01/2001 and 04/2006

Method

TF1
TF2
TF3
TF4
TF5
TV1
TF2B

Best Passing Rate (%) Long Short Total
70 368.2 459.2 827.4
60 524.6 521.5 1046.1
60 264.2 295.7 559.9
40 335.7 367.5 703.2
60 387.7 452.8 840.5
70 464.3 504.5 968.8
50 316.9 304.3 621.2

Table 3.14.4 Optimized trading results for simulated real time C8eyesting of S&P
500 futures using TFx methods (CY predicted by weekly ud sequencestas cycle)

with cycle database during 01/2001 and 04/2006

Method

TF1
TF2
TF3
TF4
TF5
TV1

TF2B

Best Passing Rate (%) Long Short Total
60 356.1 400 756.1
60 509.9 587.2 1097.1
30 227.4 268.3 495.7
50 246 300.6 546.6
50 361.9 419.6 781.5
30 464.1 540.4 1004.5
40 476.5 502.3 978.8
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Figure 3.2 presents histograms of cumulative profits of all feéthods when

weekly ud sequence statistics are used to infer the CQ phelee, also showing the
corresponding S&P market. According to the graph, the TF2B methakmste work

well in most of the market and has the best performance. Farm#taods, the down-
trending market (up to 05/2002) is not so amenable to them. It seenmdst methods
work best during the bottoming period (07/2002~02/2003) and steadily climbikgtsar
(08/2002~08/2003 and 05/2005~04/2006); they fail to be profitable during the
intervening, stagnating period. The TF2 method made most of profitd and very last

of the test period. The TF4 and TV1 methods are relatively least good performers.
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Figure 3.2 Histograms of TFx trading results with best passing tateer CQ control
cycle predicted by weekly ud sequences statistics during 01/2004/2006 and S&P
price chart at the same period. The graphs from top to bottom nejpidske TF2, TF3,
TF4, TF5, TV1 and TF2B, respectively.
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Since the above results are for period during 01/2001 to 04/2006, | updated this

study by applying the TFx methods with best passing ratevédeifrom the earlier
period) to a recent market period from 06/2007 to 05/2008. Table 3.15 coritains t
simulated real-time trading results for all TFx methods. Aspaesentative, the summary
plot for the TF2 method and the price chart of that period are showgureR3.3. Based

on data in the table, all TFx methods make a profit and, as wouldpeeted for an
overall falling market, short trades perform better than loades. Among the seven
methods, the TF2 method performs best with a CPL over 700, and is also best in the other
measures: FOM2, Net Profit/trade and Run-down. The TF5 and TF2Bodsetlso
perform well with CPLs of 498 and 542, respectively. Compared toethdts for this
recent period shown in Chapter 2 without use of a control cycle, suts€in S&P
points / time) are improved for every TFx method except the method, showing that
the effect of applying weekly ud sequence statistics to thetrBleixng is mostly positive;

therefore, this method can be used to help real-time trading.
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Table 3.15 Results of simulated real time C2 cycle testing ofPS#&sing the TFX
methods with best passing rate under weekly ud sequence stiistig 06/2007 and

05/2008.
Method CPL TIM FOM2 NetProfit/Trade Run-Down
Long Short Total Long Short Long Short Long Short Long Short
TF1 77 266 343 0.57 041 052 061 0.7064 2.4404 139.25 96.25
TF2 259.25 4495 708.75 055 042 058 0.66 19492 3.3545 113 91.5
TF3 785 262 3405 050 047 053 059 0.6331 2.096 1345 87.25
TF4 -715 1225 51 042 055 048 053 -0.3341 0.5724 239 108.25
TF5 151.25347.25 4985 051 046 055 0.63 1.022 2.3305 114.25 67.5
TV1 -42.75 151.5 108.75 0.48 049 048 055 -0.4071 1.4292 1485 110.75
TF2B 170.75371.75 5425 052 045 0.56 0.65 1.377 2.974 128.75 84.25
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TIM[?5):0.55 FOMZ: 0.58

| Met Profit:259.2500 Run Down: 113.0000
MetProfitfTrade:1.9492 CPL{TIM: 37.0546

Met ProfitfMonth:20.5269 CPLfldeal:1.#INF
Loss: 691.5000 tradeMum{fidealMum: 133.000

TIM[25):0.42 FOMZ: 0.66

Met Profit:449.5000 Run Down: 91.5000
MetProfitfTrade:3.3545 CPL{TIM: 85.5221

Met ProfitfMonth:35.5905 CPLfldeal:28.4494
Loss: A58.0000 tradeNumfidealMum: 1_#INF
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Figure 3.3 The top graph is the summary plot of TF2 trading with 50% passite
under weekly ud sequence statistic from 06/2007 to 05/2008. The bottom gitieh is
price chart of the period from 06/2007 to 05/2008.
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3.4.3 Trading Results with Use of Short-Term Cycle Leg-Length-Ratio Seqgnce
Statistics

The cycle leg-length relation is one of the properties used atmovepresent
short-term market characteristic. In previous section, we obtddagesian statistics
about long-term control cycle phase derived from short-term cygdehgth-ratio
sequence. As in the work presented in the previous two sectionsswe@ly the
statistics in the same test environment to find the effechaft-¢erm cycle leg-length-
ratio sequence to the TFx trading.

Table 3.16.1, 3.16.2, 3.16.3 and 3.16.4 contain the optimization results of the TFx
methods for S&P during 01/2001 and 04/2006. In this study, C2 or C5 is used as the
trading cycle, and CQ or CY is used as the control cycle whose ghederred from C2
or C5 cycle length leg-length-ratio sequences by Bayesian statistic
Table 3.16.1 Optimized trading results for simulated real time C@eyesting of S&P

500 futures using the TFx methods (CQ predicted by C2 cycle hegfleatio sequences
as control cycle) with cycle database during 01/2001 and 04/2006

Method Best Passing Rate (%) Long Short Total
TF1 60 419.2 452.5 871.7
TF2 50 720.4 782.6 1503
TF3 50 414.1 452.4 866.5
TF4 70 215.8 277.7 493.5
TF5 50 318.7 394.2 712.9
TV1 40 606.1 677.2 1283.3

TF2B 60 376.4 424.7 801.1
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Table 3.16.2 Optimized trading results for simulated real time C@eyesting of S&P
500 futures using the TFx methods (CY predicted by C2 cycleslegifi-ratio sequences

as control cycle) with cycle database during 01/2001 and 04/2006

Method

TF1
TF2
TF3
TF4
TF5
TV1

TF2B

Best Passing Rate (%) Long Short Total

70 498.8 531.3 1030.1
50 487.1 537.2 1024.3
40 189.9 271.3 461.2
30 188.2 276.3 464.5
70 259.6 288.2 547.8
50 498.6 568.5 1067.1
60 389.5 419.5 809

Table 3.16.3 Optimized trading results for simulated real time C8eyesting of S&P
500 futures using the TFx methods (CQ predicted by C5 cycletggH-ratio sequences

as control cycle) with cycle database during 01/2001 and 04/2006

Method

TF1
TF2
TF3
TF4
TF5
TV1

TF2B

Best Passing Rate (%) Long Short Total
70 342.5 375.8 718.3
30 455.8 555.6 1011.4
30 156 256.6 412.6
50 282.9 393.7 676.6
50 270.1 316.6 586.7
30 140.2 274.1 414.3
50 305.3 368.8 674.1

Table 3.16.4 Optimized trading results for simulated real time C8eyesting of S&P
500 futures using the TFx methods (CY predicted by C5 cycleslegifi-ratio sequences

as control cycle) with cycle database during 01/2001 and 04/2006

Method

TF1
TF2
TF3
TF4
TF5
TV1

TF2B

Best Passing Rate (%) Long Short Total
60 391.5 443.2 834.7
60 363.2 425.7 788.9
30 422.9 469.5 892.4
50 247.7 331.6 579.3
40 251.1 284.9 536
30 222.8 286.1 508.9
70 554.9 558 1112.9
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3.4.4 Trading Results with Use of Short-Term Cycle Extreme Up-or-Down (d)
Sequence Statistics

Short-term cycle (C2 or C5) extreme up-or-down (ud) sequencdistatssone of
the four observables treated with Bayesian statistics thairasented in the study. Based
on the statistics table, we can obtain the probability of contaé ghase under certain
short-term cycle extreme ud sequences. In this section, we cardogttimization test
for the TFx methods when short-term cycle extreme ud sequésttstics is used to
provide the control cycle phase.

Table 3.17.1, 3.17.2, 3.17.3 and 3.17.4 contain the optimization results for S&P
during 01/2001 and 04/2006. Same as the settings in section 3.4.3, C2 or C5ds used
the trading cycle, and CQ or CY is used as the control cyclecdddtom the application
of short-term cycle extreme ud sequence statistics.

Table 3.17.1 Optimized trading results for simulated real time C@eyesting of S&P

500 futures using the TFx methods (CQ predicted by C2 short-teria eytteme ud
sequences as control cycle) with cycle database during 01/2001 and 04/2006

Method Best Passing Rate (%) Long Short Total
TF1 60 686.3 737.7 1424
TF2 80 435.1 490.7 925.8
TF3 70 473.6 510 983.6
TF4 30 241.2 316.1 557.3
TF5 40 145.9 212.6 358.5
TV1 70 408.3 476.8 885.1

TF2B 50 356.4 403.3 759.7
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Table 3.17.2 Optimized trading results for simulated real time C@eyesting of S&P
500 futures using the TFx methods (CY predicted by C2 short-terfa extreme ud
sequences as control cycle) with cycle database during 01/2001 and 04/2006

Method Best Passing Rate (%) Long Short Total
TF1 60 559 600.2 1159.2
TF2 60 334.5 382.2 716.7
TF3 40 262.1 319.3 581.4
TF4 40 255.5 3254 580.9
TF5 40 158.7 235.6 394.3
TV1 40 476.1 548.1 1024.2

TF2B 40 132.4 198.4 330.8

Table 3.17.3 Optimized trading results for simulated real time C8eyesting of S&P
500 futures using the TFx methods (CQ predicted by C5 short-teria eyteme ud
sequences as control cycle) with cycle database during 01/2001 and 04/2006

Method Best Passing Rate (%) Long Short Total
TF1 50 420.2 497.7 917.9
TF2 60 559.8 641.5 1201.3
TF3 70 290.9 349.6 640.5
TF4 30 301.8 3911 692.9
TF5 30 320.7 346.7 667.4
TV1 40 436.3 523.6 959.9

TF2B 50 591.6 663.4 1255

Table 3.17.4 Optimized trading results for simulated real time C8eyesting of S&P
500 futures using the TFx methods (CY predicted by C5 short-terta extreme ud
sequences as control cycle) with cycle database during 01/2001 and 04/2006

Method Best Passing Rate (%) Long Short Total
TF1 60 228.4 285 513.4
TF2 60 536 566.2 1102.2
TF3 60 196.5 249.8 446.3
TF4 50 280.2 362.5 642.7
TF5 60 280.2 362.5 642.7
TV1 50 444.2 542.3 986.5

TF2B 40 557.2 552.4 1109.6

3.4.5 Results and Discussion
In the above sections, we conducted the optimization tests for then&frods

with use of a control cycle with phases inferred from short-tdvservables by Bayesian
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statistics. Four different Bayesian statistics, includingydad sequences, weekly ud

sequences, short-term cycle leg-length-ratio sequences and simodytde extreme ud
sequences, were applied in the optimization for that purpose. Durisgutihe C2 or C5
was used as the trading cycle, and CQ or CY was utilized @il cycle. In order to
evaluate the effect of Bayesian statistics, we plot those tdg&ther; meanwhile, for
comparison purposes, the trading results, with or without use of rada-oontrol cycle
presented in Chapter 2, are also included in the graph.

The best C2 trading results for the TFx methods used with or wi@Quas the
control cycle are presented in Figure 3.4. For each TFx methodathegtiresults of six
different variants, which are: without use of CQ, with use of madarCQ, and with use
of predicted CQ by four different Bayesian statistics, drgned together for the

convenience of comparison.

3000
2500 —
_ O No Control
2000 B CQ (Daily ud)
T 1500 OCQ (Weekly ud)
O OCQ (Cycle Is)
1000 - B CQ (Cycle ud)

OCQ (Man-made)

0 - i
TF1 TF2 TF3 TF4 TF5 TVl TF2B
TFx trading methods

Figure 3.4 C2 best trading results for the TFx Methods with or withoubti€) as the
control cycle for S&P 500 futures during 01/2001 and 04/2006. Data are frora Tabl
2.1.3,2.4.3,3.13.1, 3.14.1, 3.16.1 and 3.17.1. (Cycle Is signifies cycle leg-length-ratio).
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From Chapter 2, we already know that the trading results witlofuse&n-made

CQ control cycle are much better than those of without use of the CQ control cycle, and i
is easy to see this in the above graph. According to the graplsaveéna that the man-
made CQ control cycle has a large impact than any of the @&@@ot cycle phases
predicted by those statistics.

Further study of the graph shows that the CQ control cycle phadietpceby
different statistics may or may not benefit the market st For the TF1 method, only
the short-term cycle extreme ud sequence statistics impriheestrading results.
However, for the TF2 and TF3 methods, every statistics (exceptatlyeud sequences)
helps the forecast, especially for TF2. The TF4 and TF2B methenisfit from every
statistics, but the impact for the TF4 method is much less tiahd TF2B method. For
the TF5 method, weekly ud sequences and short-term cycle leb-lexigt statistics are
helpful, while irrationally, the other two even hurt the performance.t\the TV1
method, only daily ud sequences and short-term leg-length-ratio statispssheghtly.

Figure 3.5 shows comparison of the best C2 trading results forRhen€thods
with or without use of the long-term CY cycle as the controlecy8ligain, six different

scenarios for each TFx method are presented in the graph.
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Figure 3.5 C2 best trading results for the TFx methods with or withoutotisgY as
control cycle for S&P 500 futures during 01/2001 and 04/2006. Data are frora Tabl
2.1.3,2.4.3,3.13.2, 3.14.2, 3.16.2 and 3.17.2. (Cycle Is signifies cycle leg-length-ratio).

Based on the graph, for every single TFx method, the effect of CY contrelisycl
not as significant as it was for CQ control cycle above, whieeffect of man-made CY
control cycles is still larger than that of most of the predic€Y control cycles, it is
remarkable that at least in some cases, the effect of dgesBin-derived CY control
cycle phase is as great or (marginally) greater that ffieet eof the “man-made” CY
control cycle phase. For the TF1 method, except for the shortetgrim leg-length-ratio
sequence statistics, the remaining three improve the tradingsreShort-term cycle
extreme ud sequence statistics have a worse effect on thentFRF5 methods, but the
other three have a better impact. No statistics have a positae on the TF3 method,
but they do improve the TF4 method. For the TV1 method, only the weeklhyqudrsm

statistics boost the performance, up to the point where it is ever tetn that of the

man-made control cycle. As to the TF2B method, only daily ud seqaencshort-term
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cycle leg-length-ratio sequence statistics improve thengadesults, also to a degree

better than the man-made CY control cycle.

Switching from C2 to C5 cycle performance, Figure 3.6 shows a caopaof
the best C5 trading results for the TFx methods with or withaibti€Q as the control
cycle. The format is same as in the previous two figures. Mvasafor C2 cycle, the

effect of the predicted CQ control cycle is much less than that of the “mari-orede
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TFx trading methods

Figure 3.6 C5 best trading results for the TFx methods with or withoutoti€eQ as
control cycle for S&P 500 futures during 01/2001 and 04/2006. Data are frora Tabl
2.3.3,2.5.3,3.13.3, 3.14.3, 3.16.3 and 3.17.3. (Cycle Is signifies cycle leg-length-ratio).
For the TF1, TF3 and TV1 methods, weekly ud sequences and shortytdem c
extreme ud sequences statistics help improve trading resultéouklistatistics give a
little boost to the performance of the TF2 method. Three statishiaept daily ud
sequences, work for the TF4 and TF5 methods. As for the TF2B method,udaily

sequences and short-term cycle extreme ud sequences statistigood for the market

forecast.
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Continuing on C5 cycle, but changing from CQ as control cycle toFi@re 3.7

presents a comparison of the best C5 trading results for then&frods with or without
use of CY as the control cycle. Here, the trading resultsr@atavith the help of “man-

made” CY control cycles are better than any of the Bayesian counterparts.
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Figure 3.7 C5 best trading results for the TFx methods with or withoutotisgY as
control cycle for S&P 500 futures during 01/2001 and 04/2006. Data are frora Tabl
2.3.3,2.5.3,3.13.4, 3.14.4, 3.16.4 and 3.17.4. (Cycle Is signifies cycle leg-length-ratio).

To break down the effect of each statistics on the TFx methodskee closer
look at the graph. Only short-term cycle leg-length-ratio sequstatistics works for the
TF1 method, while weekly ud sequence and short-term cycle extnensequence are
useful to the TF2 and TF3 method. Meanwhile, all statistics worth®TF4 and TF2B
methods. For the TF5 method, three statistics, not including daily udneeguere
helpful. As to the TV1 method, the statistical methods genertsity leelps, only short-
term cycle extreme ud sequence statistics contributes worse traginig.

To sum up, the control cycles with phases predicted by use of 'BHyesrem

has a mixed effect to the TFx methods. The effect of predictettiat cycles on the TFx
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trading is usually less than that of “man-made” control cysbmetimes, the results are

even worse than a benchmark, which doesn’'t use any control cycle. Is shatthe
cycle phase predicted by Bayes’ Theorem is not as accwdlataof the “man-made”
cycle; therefore, it can’t match the effect of “man-made” cycle.

Compared to benchmark results, some statistics, including weeklgquersces
and short-term cycle extreme ud sequences, do improve the tradimagi cases. Part of
the reason is that, in these two statistics, the probabilitiesrdfol cycle phase under
certain sequences are greater than those of the other tigticstatt means weekly ud
sequence and short-term cycle extreme ud sequence statisgicprovdde a more
accurate control cycle phase prediction than other two, therefore,chalesponding
trading.

As for predicted CQ control cycle, its effect is usually dotse to that of “man-
made” CQ. However, for predicted CY control cycle, the effecbmmparable to that of
the “man-made” CY. This result may rest on the fact that<&porter than CY in terms
of cycle length. As a result, a CQ cycle phase change tkemuthan for CY, and it
requires a quicker reaction to the change. Generally, the poedod control cycle phase
has a certain lag so that it is easier to get a falsenjedy especially for a shorter cycle,
which is CQ in our case.

When comparing the effects of predicted CQ and CY control gyitlese is no
big difference between them. This may be explained by the iajegbltwo factors. One
factor is that there are more false CQ phase predictionsGkiaras mentioned above.
The other factor is that the probabilities for CQ phase are ydugher than those of

CY; meanwhile, a correct CQ pre-selected background has @ positive impact than
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CY. Because of a partial offset of the two factors, sometimgsedicted CQ has larger

impact than a predicted CY; at other times, the impact is the opposite.
3.5 Summary

Bayes’ Theorem is a theorem of probability theory, which is oftsed to
compute posterior probabilities, given observations.

In this chapter, Bayes’ Theorem has been used in the predictions efgilasg-
term cycles (CQ and CY). Four different short-term markeufea, including daily up-
or-down sequences, weekly up-or-down sequences, short-term cyler (C5) leg-
length-ratio sequences, and short-term cycle (C2 or C5) extugror-down sequences,
have been utilized to infer long-term cycle phases. The statfsti those four short-term
market features have been presented. Based on these short-téehfesures and the
corresponding statistics, we can get a Bayesian-derived plibbaout the current
long-term cycle phase.

Next, the control cycle phase predicted by Bayes’ Theorem fioont-term
market observations has been used to help market cycle forecasteniparing the
trading results of the TFx methods with or without use of the cooyaé, we find that
the “man-made” control cycle (obviously only with hindsight) causies largest
improvement to trading results, and the predicted control cyclenhaed effect.
Compared to benchmark results, which doesn’t use the control cycle, statiséics,
weekly ud sequences and short-term cycle extreme ud sequenaagyaleei the trading
in most cases. As for the predicted CQ control cycle, itstaffacsually not close to that

of a “/man-made” CQ. However, for predicted CY control cycle efifiect is comparable
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to that of man-made CY. There is no big difference betweepffaets of predicted CQ

and CY.
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Chapter 4 Financial Market Cycle Analysis by Artificial Neural
Networks

4.1 Overview

Artificial Neural Networks (ANNsJ’® are information processing systems that
have seen an explosion of interest in recent years, and have beesshulycapplied
across an extraordinary range of problem domains, in areas asedasrénance,
medicine, engineering, geology and physics.

The motion of stock prices and stock price indices is an examecomplex,
but in some circumstances at least partially determintenomenon to which ANNs
can be applied. Although ANNs have been used in technical analysakeforecasts of
stock price§®, this use was based upon factors such as past comparative pecEsman
of other stocks and fundamental quantities such as various economicaorgjitahow
here a first use in connection with cyclic analysis of market indexes.

In Chapter 2, we introduced and discussed the TFx methods, whicHzaandya
of cycle-based pattern recognition methods for cycle analylsesp@rformances of seven
TFx methods have been presented and reviewed. As the TFx methodscedegbeized
as belonging to the second and third of three classic typesndgathincident and
trailing, it becomes reasonable to combine information from indicatiifs different
characteristics with respect to those criteria to come tip avhew combination trading
method. In Dr. Zhao's theéfs she explored the possibility of combining TFx methods by
simply adding up the passing rates of these TFx methods to sewupadéeng rules, of
which at least one yielded superior results, but only two TFx metnadi$een used in

her thesis line of research.
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In this chapter, | try to use a different methodology, the ANN,otokine TFx

methods with each other as well as with other cycle informaByn.pre-treating
inputs/target data and choosing a suitable ANN structure, trgpairsgneters, and output
function, we first train the network in a training phase to obtaimm@tparameters; then,
we apply the trained network to trading in the test phase. A mowme window
optimization has been used in the process of training and testing.

Section 4.2 introduces the principle and the components of an ANN. S&@&ion
presents some details of the ANN used in the study. Section 4.4sapimiesigmoid
network in the S&P futures market and discusses the results. Section 4.5 gives aysumma
and draws some conclusions.

4.2 Introduction of Artificial Neural Networks for Use in Market Cycle A nalysis
4.2.1 Fundamentals of Artificial Neural Networks

An artificial neural network is an information processing systeith a design
inspired by studies of the brain and the nervous system. The humarshrampgosed of
billions of special cells called neurons which are connected bypleanmetworks.
Therefore, the brain can be viewed as a collection of neural rtwoformation is first
received by some neurons, then passed to other neurons in the netwong he
process, a signal will be generated. Based on the informatiopatinaf the signal, the
brain analyzes and categories the information.

In 1943, McCulloch and Pift& first introduced artificial neurons, which were
conceptualized on the basis of the functionality of biological neuranse $hen, the
field of ANNs has been much studied and great progress has beenAbhg@desent, due

to the advance of computer technology and better understanding of thanisets of
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the brain, artificial neural networks are emerging as thentdogy of choice for many

applications, such as pattern recognition, prediction, system identificationgratnol.c

An ANN is a collection of artificial neurons, which are connected through a
specific structure. In the network, the artificial neuron is the basic elemngctt receives
inputs, processes them, and delivers an output. This process is shown in Figure 4.1. As
stated, a neuron receives a set of inputs, which are assigned correspondtg Bgig
adjusting the weight for each input, we can change the relative importancanyutse
The summation function, a linear combination, adds up all the weighted inputs. Finally,
an activation function controls the amplitude of the output of the neuron, which lies in the

range between 0 and 1, or alternatively -1 and 1.
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Figure 4.1 Processing information in an artificial neuron.
The summation of the weighted inputs can be shown by the equation 4.1.

ra

. - , 4.1
Vv, = z WX
J=1

where

Vi the result of the function
W: the weight for the inpuX|
X;: the inputj

P: the number of the inputs



153
4.2.2 Structure of the Network

An ANN consists of a set of neurons, which are grouped togethéifferent
layers. In terms of the connection pattern and the propagation ofssigmere are two
major types of networks: feed-forward and feedback neural networks.

Feed-forward networks are a type of networks that allows Isigaaravel only
one way, from input to output. The data processing can extend over mialyipis, but
there are no feedback connections, which mean the output of amydi@se not affect
that same layer or previous layers. Feed-forward networks ¢easisbciate inputs with
outputs directly, and are extensively used in pattern recognition.

Rather than connecting only one way, feedback networks allow signtaksvel
in both directions by introducing loops in the network. Feedback netwoekwveay
powerful and can be extremely complicated. The dynamical propeftiee network are
important, and their states are changing continuously until teaghran equilibrium
point. Feedback architectures are also referred to as interactiaeurrent. The latter
term is often used to denote learning feedback connections in single-layeratigasi
4.2.3 Learning of the Network

When an ANN is constructed, it needs to be configured such thatoh isputs
leads to the desired outputs. Usually, the ANN is trained by feeding leartiaqmpaand
adjusting the weights of the inputs according to pre-set leamileg. Based on the
training data and methods, the learning can be divided into two distetories:
supervised and unsupervised learning.

Supervised learning uses as training data a set of inputs, whose desired ogitputs ar

known ahead of time. Figure 4.2 illustrates supervised learning b&Nhe At first, a
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set of inputs is fed into the network, and corresponding outputs are genaftatr their

manipulation by the network. Then, based on the differences of outputargetst an
error vector will be calculated, and used in a supervised leaatgogthm to adjust the
parameters of the network, i.e., the weights of neurons and thresholg, wticleThe
process will be repeated until a certain error criterion oeagbmumber of training steps
has been reached. Backpropagation is a classic and widely usedisagbdearning

process.
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Figure 4.2 Supervised learning of artificial neural network.

In contrast to supervised learning, in unsupervised learning the@nbyr inputs
and no corresponding targets. The network is trained to discover tieenpadf the
inputs. Since no knowledge is available about the correctness of the trairsrmmpssible
for the network to generate meaningless results, in this wéseh does not apply to the
following.

4.2.4 Activation Function

The behavior of an ANN depends on the structure of the network, ihbts/ef
neurons, and also the activation function (refer to Figure 4.1). As menipraeiously,
the aim of the activation function is to control the output in a icer@nge, usually

between 0 and 1, or -1 and 1.



155
In general, three types of activation functions, denoteg(y are widely used.

The first type is the threshold function (shown as Equation 4.2). Nahe of
summed inputs is less than a certain threshold value, i.e., 0, talsllon a value of O;
otherwise, the output will be 1.

(1 ifv=zo0

o) lo ifv<o

4.2

where

¢(v): activation function
v : the summed inputs

The second type is the Piecewise-Linear function (shown as Equation 4.3). Based

on the value of the summed inputs, the output can have a value between a certain

thresholds; the interval (0,1) is used in this thesis.

' 1
‘1 v 43
ol)=1v —3>v>1
‘_{} vE-1

The third type is the sigmoid function, which can generate any \mdtveeen 0

and 1. The hyperbolic tangent function (shown as Equation 5.4) is arplexama
sigmoid function.

‘a‘?’{‘n'}= tanh[ % 'f: 1—exp(-v)

1 +exp(—v) 4.4
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4.3 Design of Present Atrtificial Neural Network for Market Cycle Analysis

As discussed before, the TFx methods, a family of cycle-based pattegmitem
methods, can be used to provide guidance for present market developmareryA§Fx
method belongs to one of two types of indicators, namely coincident aiagtr
indicators, it is reasonable to incorporate these together to eorapt each other for a
better market forecast.

Generally, an ANN is an adaptive, most often nonlinear systemlgaats to
perform a function from data. Since the ANN provides an effectigans to deal with
multiple inputs, we try to design an ANN to take signals from TR& methods and
produce an output that can be used for a market forecast.

The ANN is built with a systematic step-by-step procedureoptimize a
performance criterion or to follow some internal constraint, wisatommonly referred
to as the learning rule. After the training phase, the fine-tggetém is being used to
produce outputs based on the inputs.

In order to get results from our network, we use supervised leamitrgin it.
Therefore, the training data composed of inputs and correspondingddestprits are
very important, because they provide the necessary informatidisdover the optimal
network parameters. In supervised learning, the error informatioijedefrom the
difference between the desired output and the system output, isdeddithe system
and the system parameters are adjusted in a systematmnfashe process is repeated
until the performance is acceptable. It is clear that theopeadnce rests heavily on the

quality of the inputs and desired outputs data.
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In order to design an appropriate ANN for our research, wd teprepare inputs

and desired outputs training data, choose the network structurearthiederule, etc. It is
described in the following sections.
4.3.1 Inputs

Inputs are data fed into the network. It is crucial to send approjmiais into
the network, because when irrelevant or wrong information is used as,iftpotay
decrease the effectiveness of the network or even cause failure.

In this study, we mainly focus on cycle-based market foreandttherefore nine
different cycle-related measurements have been selectegds.iAmong them, seven
inputs are from the TFx methods, which are the passing ratesifemof TF1, TF2, TF3,
TF4, TF5, TV1 and TF2B (refer to Chapter 2).

The other two cycle-related inputs are time leg ratio and pe@geatio. The time
leg is defined as the time interval between the present tichéha last cycle extreme. As
a result, the time leg ratio is the ratio of the time lad a cycle-related length unit,
which is 80 “time points” for C2, and 200 “time points” for C5. In thisdy, one “time
point” is equal to a 10-minute time interval. The price leg seferthe price difference
between the present price and the price at the last cyclrextAccordingly, the price
leg ratio is the ratio of the price leg and a cycle-relasdde, which is 100 S&P points
for C2, and 200 S&P points for C5.

In general, the inputs are scaled between 0 and 1. As we know, thegpass of
every TFx method is between 0 and 100% so that there is no need for input pre-treatment.
For the time leg ratio, the value starts from 0 and incregissstually with advancing

time. When the ratio is larger than 1, it is still assignedvdlee 1. A similar pre-
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treatment is applied to the price leg ratio. When the ratessthan 0, it will be assigned

to O; if the ratio is larger than 1, it will be set equal to 1.
4.3.2 Desired Outputs

In the study, supervised learning will be utilized in the traimhthe network so
that training data with inputs/desired outputs pair is necessatkiddraining. The goal
of the network training is to match the output with the desired obaséd on the inputs.
Since the output is usually scaled between 0 and 1, the desired @lfouteeed to be
adjusted between 0 and 1.

As the aim of our ANN is to provide a trading signal that prediesnext cycle
extreme, the desired outputs will contain cycle-related infoomaHere, desired outputs
are quantitative numbers which represent the closeness of the frmmt’to the next
cycle extreme. In order to get the desired outputs corresporadthg tnputs, we use the

following procedures (shown in Figure 4.3).

T

M2

A
A 4

Figure 4.3 The schematic graph of the desired output based on the hallerygie)/2.
N is the historical “now” point; C is the historical next eya@xtreme. d is the time
distance from N to Gi/2 is the average half-cycle length.
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We start from a man-made cycle extreme, and choose the timetpai is a

certain distance away from that cycle extreme. At thatétpoint”, we can obtain the
values of inputs: the passing rates of the TFx methods, tinratiegand price leg ratio.
Then, the corresponding desired output is calculated in the following:

We first calculate t, the intermediate value of the desirgguduivhich is the ratio
of the time difference from the present “time point” to the reyxdle extreme, and the
half-cycle length through Equation 4.5. Depending on the cycle, the half-epgih lwill
be defined 100 for C5; and it is set to 40 for C2.

t=d /Q2) 4.5

where

t: the intermediate value of the desired output

d: the time distance from the “now” point to the next cycle extreme

M2: the half-cycle length

Then, the intermediate desired output is being limited to a valuebetal and 1

in Equation 4.6.

1 t>1
t = t 2t>-1 4.6
-1 t<-1

Finally, the desired output between O and 1 is obtained by conveheng
intermediate desired output through Equation 4.7. For example, if preseatgtint” is
exactly the next cycle extreme, then the intermediate edksiutput will be 0 and the

desired output will be 0.5.
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T=(t+1)/2 4.7

Where

T: the desired output

For every historical man-made cycle, we only pick up threeafanputs/desired
output pair as training data. For C2, the three sets of data arer@§, @& points and 60
points away from the last cycle extreme, respectivelyCtarthose training data will be
50, 100 and 150 points from the last cycle extreme.

4.3.3 Structure of the Network

Due to its simplicity and strong ability in pattern recognitianfeed-forward
three-layer network is chosen as our test network. Threes|ay@opular setting, include
input layer, hidden layer and output layer.

The activity of the input layer represents the original inputsatreafed into the
network. The activity of the hidden layer is determined by theigchf the input layer
and the weights on the connections between the input and the hidden |#y@nssd,
the behavior of the output layer depends on the activity of the hidgen &ad the

weights between the hidden and output layers.
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TF?

TF3

TF4

TF5
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TF?R

Time Leg Ratio
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Figure 4.4 The Neural Network structure in this study. There are thresrdaynput,
hidden and output. Nine units are in the input layer, and four units in thenHislgker,
only one unit in the output layer. The nine inputs are TF1, TF2, TF3, TIH=}, TV1,
TF2B, Time Leg Ratio and Price Leg Ratio.

The network used in the study is illustrated in Figure 4.4. Inrjpet ilayer, there
are 9 inputs, and 4 intermediate outputs that become the inputs fordthen layer.
Through the hidden layer, there are another 4 intermediate outputsilthae ved into

the output layer. In the end, only one output will be generated as thetandieawill use

to make market forecast.
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4.3.4 Learning of the Network

Through the procedure discussed in above sections, we can obtain ingetts/ta
sets for the training of the network. In this study, backpropagatisartaof supervised
learning, will be applied to the training. During the process, railegrate of 0.1 will be
used to adjust the weights of neuron units and find the best weightg) det the
network.

4.3.5 Activation Function

In the output layer, a sigmoid function will be utilized as thévatbn function
because sigmoid units bear a greater resemblance to real néhmondgo linear or
threshold units. For sigmoid units, the output varies continuously but notlyimesathe
input changes.

4.4 Application of the Artificial Neural Network to Market Cycle Analysis

As described above, | designed a network that belongs to the ofldeed-
forward networks, and contains three layers. In this section, analogotie ttests
conducted in previous chapters, we apply the network to the forechst 8&P futures
market during 02/2002 and 02/2006.

As discussed, this application has two phases: the training phaséeamest
phase; before applying the network to the test period, we need to trainbyffestding it
with inputs/desired outputs pairs from the training period. A movinge twindow
method is applied to the network training and testing. We first use a certaim dérigne
window, i.e. 6-month, as the training period to train the network; therappl/ the
trained network in the following test period, i.e. 3 months. Aftertéisg the test period

can be used again in the training phase, and replace thg-firshth of the old training
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period. The process will be repeated until the end of the whdaledesed. Through this

method, we can always absorb new information and adjust the netwaingiars
accordingly.

In the study, the test window is set as 3-month, while the tramindow will be
6-month, 9-month and 1-year, respectively, in order to test thet eff training period
length.

According to the definition of the desired output, which is betweerd(La0.5 is
viewed as the next cycle extreme. Therefore, when applyingetveork in the testing,
we formulate the trading rule as follows: when the output of theank is between 0.45
and 0.55 (i.e., near-optimal), a trade signal will be generatedwoesiee when the time
leg ratio is 1, a trade signal will be generated as well, since evem-aptimal trade must
be ended in any case at some time.

4.4.1 C2 Cycle Trading Results

In this section, we apply the network to C2 cycle trading for 8&&res during
02/2002 to 02/2006. The inputs are the nine C2-related parameters discussed above.

Table 4.1, 4.2 and 4.3 present the C2 trading results with thengaumndow set
as 6-month, 9-month and 1-year, respectively. In the table, “CRh&isum of Long and
Short trading results in the test window using the network traingekitraining window.
“CPL Sum” calculates the cumulative sum of the CPLs of albds to date; thus, the
last value of “CPL Sum” is the result for the whole test period.

In terms of CPL, the best result, just above 1000 S&P pointsuisdffor the
network trained with 6-month as the training window. The resulthferltyear training

window is a little bit better than that of the 9-month trainingdew, but both are
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inferior to the 6-month result. The reason may rest on the gaaseness of the training

window period to that of the test window. The closer the training wirldogth is to that

of the test window, the more similar those two periods seem tthéesfore, shorter
trading windows seem to provide better network parameters ghtretest period. For a
proof, an extension of the training window length to 3-month is required.

The graphic comparison of the C2 trading results with differemtirigawindows
is illustrated in Figure 4.5. The related price chart is dsava in the graph. The top
three graphs correspond to 6-month, 9-month and 1-year, respectivelgraghs show
that those three networks have similar performance that wortes bethe beginning and
end of the test period, but not the middle.

Compared to the C2 trading results for a single TFx method (eeféhapter 2),
the present ANN combination method is better than that of any other TFx metlegs ex
the TV1 method. It means that the combination of the TFx methods aisirent ANN
setting is partially successful because it provides anteféfemeans of combining the
TFx methods with different characteristics and produces a dezsiit compared to the

component methods; however, results of this method don’t excel the best single method.
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Table 4.1 C2 cycle trading results for S&P 500 futures from 02/2002 to 02/2006. The
training period is 6-month, and the test period is 3-month. The teetlpsralways 3-
month ahead of the training period. Long is the trading result fdotigeside when the
trained network is applied to the test period. Short is for the sdertGPL is the sum of
Long and Short. “CPL Sum” is the cumulative sum of previous CPLstheelast value
is the cumulative CPL over the total period studied.

Number Training Period

Test Period

Long Short CPL CPL Sum

O©CoO~NOOTPA~WNPE

08/01/01~01/31/0D2/01/02~04/30/02-34.7 -21.7 -56.4
11/01/01~04/30/0D5/01/02~07/31/02-9.5 175.3165.8
02/01/02~07/31/028/01/02~10/31/0296.7
05/01/02~10/31/021/01/02~01/31/03-24.6
08/01/02~01/31/032/01/03~04/30/03123.6
11/01/02~04/30/035/01/03~07/31/03L33.7
02/01/03~07/31/038/01/03~10/31/0358.7
05/01/03~10/31/031/01/03~01/31/0432.6
08/01/03~01/31/042/01/04~04/30/04-54.9
10  11/01/03~04/30/04€5/01/04~07/31/0439.9

11 02/01/04~07/31/0408/01/04~10/31/04 74
12 05/01/04~10/31/041/01/04~01/31/05 15

13  08/01/04~01/31/092/01/05~04/30/0531.7
14  11/01/04~04/30/095/01/05~07/31/0528.3

15 02/01/05~07/31/098/01/05~10/31/05 21

16  05/01/05~10/31/03.1/01/05~01/31/0650.9

-56.4

109.4

425 139.2 248.6
52.1 275 276.1
53.9 177.5 453.6
76.5 210.2 663.8
-20.7 38 701.8
-39.2 -6.6 695.2
-19.7 -74.6  620.6
69.8 109.7 730.3
-18.8 55.2 7855
22 37 822.5
499 816 904.1
27 1.3 905.4
64.1 85.1 990.5
-10.7 40.2  1030.7

Table 4.2 C2 cycle trading results for S&P 500 futures from 02/2002 to 02/2006. The
training window is 9-month, and the test window is 3-month. “CPL Swgnthe sum of

previous CPLs.

Number Training Period

Test Period

Long

Short CPL CPL Sum

O©CO~NOUILA,WNPE

05/01/01~01/31/0D2/01/02~04/30/02-58.2
08/01/01~04/30/0D5/01/02~07/31/02 -75
11/01/01~07/31/028/01/02~10/31/02128.4
02/01/02~10/31/021/01/02~01/31/0329.5
05/01/02~01/31/03€2/01/03~04/30/0313.8
08/01/02~04/30/035/01/03~07/31/0392.1
11/01/02~07/31/0%8/01/03~10/31/0386.8
02/01/03~10/31/031/01/03~01/31/04 7.7
05/01/03~01/31/09€2/01/04~04/30/04 -14

10  08/01/03~04/30/049€5/01/04~07/31/04 4.3
11  11/01/03~07/31/040€8/01/04~10/31/0423.2
12 02/01/04~10/31/041/01/04~01/31/05 5.4
13  05/01/04~01/31/02/01/05~04/30/05 1.4
14  08/01/04~04/30/0®5/01/05~07/31/05 99

15 11/01/04~07/31/0®8/01/05~10/31/05 6.9

16 02/01/05~10/31/03.1/01/05~01/31/0645.9

-46.4 -104.6 -104.6

119.4 44.4 -60.2
426 171 110.8
86.3 115.8 226.6
-48 -34.2 1924
48.1 140.2 332.6
8.7 955 428.1
-50.8 -43.1 385
16.3 23 387.3
355 398 4271
-69.7 -46.5 380.6
74 12.8 3934
206 22 415.4
42.3 141.3 556.7
57.4 64.3 621
-15.2 30.7 651.7
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Table 4.3 C2 cycle trading Results for S&P 500 futures from 02/2002 to 02/2006. The
training period is 1-year, and the test period is 3-month. “CPL Ssnithe sum of
previous CPLs.

Number Training Period Test Period Long Short CPL CPL Sum

02/01/01~01/31/0D2/01/02~04/30/0213.5 20.8 34.3 34.3
05/01/01~04/30/0D5/01/02~07/31/0280.4 110.3 29.9 64.2
08/01/01~07/31/0D8/01/02~10/31/0257.7 3.4 61.1 1253
11/01/01~10/31/021/01/02~01/31/0354.4 118 172.4 297.7
02/01/02~01/31/03®2/01/03~04/30/0344.5 -19.6 249 322.6
05/01/02~04/30/0%5/01/03~07/31/0374.5 31.7 106.2 428.8
08/01/02~07/31/0%8/01/03~10/31/0328.8 -46 -17.2 411.6
11/01/02~10/31/031/01/03~01/31/04 10 -58.5 -48.5 363.1
02/01/03~01/31/0492/01/04~04/30/0438.4 -1.9 -40.3 322.8
10  05/01/03~04/30/04€5/01/04~07/31/0416.9 47.8 64.7 387.5
11 08/01/03~07/31/04€8/01/04~10/31/0477.2 -14.8 62.4  449.9
12 11/01/03~10/31/041/01/04~01/31/05-2.5 8.2 5.7  455.6
13  02/01/04~01/31/092/01/05~04/30/0510.4 27 37.4 493
14  05/01/04~04/30/095/01/05~07/31/0589.5 30.3 119.8 612.8
15 08/01/04~07/31/0®8/01/05~10/31/0526.2 71.1 97.3 710.1
16 11/01/04~10/31/03.1/01/05~01/31/0640.7 -22.8 17.9 728

©COoO~NOOUILAWNPE
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Figure 4.5 Comparison of C2 cycle trading results with neural network & SO0
futures from 02/2002 to 02/2006. The top three graphs show the results for 6-81onth,

month and 1-year training windows, respectively. The bottom graph sthewelative
price chart.
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4.4.2 C5 Cycle Trading Results

In this section, we give the results of applying the networkSayele trading.
The trading and test are same as C2 cycle trading. ThoeydDb trading results with the
training window as 6-month, 9-month and 1-year are presented in 4.4bk.5 and 4.6,
respectively. As before, the graphic comparison of the C5 tradingseuti different
training windows is illustrated in Figure 4.6.

According to the results, the network with the 9-month trainingdoav is better
than the networks with the 6-month and 1-year as the training winddws.result is
substantially different from that for C2 cycle trading when thendhth window
outperforms the longer ones. The reason may have something to dbevitbrhber of
training data. As described before, we get three sets of idpsi€d outputs training
data for every trading cycle. Since the length of C5 cyamhe-{veek cycle) is twice as
that of C2 cycle (remember that C2 is a code for a half-wgele)c the number of C5
training data is only about half of that of C2 during the sameigawindow period. In
any case, the average performance of the ANN applied to G&isyslibstantially worse
than that for C2 cycle, suggesting that the ANN can capturéhstilem of the C2 cycles
better than that of the weekly (C5) cycle.

Compared to the C5 cycle trading results for the TFx methods teeiChapter
2), the current ANN method is better than the TF3, TF4 and TF5 methodgoiset than
the other TFx methods. This suggests that current ANN design doesmtine the TFx
methods well enough to take advantage of their strengths and ovdlemmeeaknesses

for C5 cycles.
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The ANN is a complicated system, which involves many componeistiaff its

effectiveness. Since this was an initial effort to apply theNAd combine those TFx

methods, there still remains a lot to explore in future rebe&ve can try to use different

network structure, i.e. feed-backward structure, different inputs, diffesmninhg, etc.

Table 4.4 C5 cycle trading results for S&P 500 futures from 02/2002 to 02/2006. The
training period is 6-month, and the test period is 3-month. “CPL Santfie sum of

previous CPLs.

Number Training Period

Test Period

Long Short CPL CPL Sum

O©CoO~NOOUTPA~,WNE

08/01/01~01/31/022/01/02~04/30/02-25.8

3.2 -22.6

11/01/01~04/30/0D5/01/02~07/31/02144.1 331.1 475.2

02/01/02~07/31/0D8/01/02~10/31/02 -71

05/01/02~10/31/021/01/02~01/31/0319.2
08/01/02~01/31/032/01/03~04/30/0352.7
11/01/02~04/30/035/01/03~07/31/0348.2
02/01/03~07/31/038/01/03~10/31/0337.6
05/01/03~10/31/031/01/03~01/31/0410.8
08/01/03~01/31/0492/01/04~04/30/04-58.7
11/01/03~04/30/09€5/01/04~07/31/04-21.2
02/01/04~07/31/09©8/01/04~10/31/0430.7
05/01/04~10/31/04.1/01/04~01/31/0536.9
08/01/04~01/31/0®2/01/05~04/30/05-21.1
11/01/04~04/30/095/01/05~07/31/05 32

02/01/05~07/31/0®8/01/05~10/31/05-8.8
05/01/05~10/31/09.1/01/05~01/31/06-1.4

-131 -202
108.7127.9
-20.3 32.4
-9.5 38.7
-155 22.1
-57 -46.2
-30.7 -89.4
-0.2 -214
-60.3 -29.6
429 79.8
0.6 -205
-29.2 2.8
40.8 32
-39.2 -40.6

-22.6
452.6
250.6
378.5
410.9
449.6
471.7
425.5
336.1
314.7
285.1
364.9
344.4
347.2
379.2
338.6
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Table 4.5 C5 cycle trading results for S&P 500 futures from 02/2002 to 02/2006. The
training period is 9-month, and the test period is 3-month. “CPL Santfie sum of
previous CPLs.

Number Training Period Test Period Long Short CPL CPL Sum

05/01/01~01/31/0D2/01/02~04/30/02 11 17 28 28
08/01/01~04/30/0D5/01/02~07/31/02164 318.5482.5 510.5
11/01/01~07/31/028/01/02~10/31/0219.6 -35.4-15.8 494.7
02/01/02~10/31/021/01/02~01/31/0315.9 72.2 88.1 582.8
05/01/02~01/31/032/01/03~04/30/0366.6 -4.5 62.1 644.9
08/01/02~04/30/095/01/03~07/31/0350.1 0.7 50.8 695.7
11/01/02~07/31/038/01/03~10/31/03 2.3 -46.6 -44.3 651.4
02/01/03~10/31/031/01/03~01/31/04 0.5 -65.8 -65.3 586.1
05/01/03~01/31/04€2/01/04~04/30/04-58.8 -30.4 -89.2 496.9
10  08/01/03~04/30/04€5/01/04~07/31/0425.1 -9.1 -34.2 462.7
11  11/01/03~07/31/04€8/01/04~10/31/0446.5 -45.5 1 463.7
12 02/01/04~10/31/041/01/04~01/31/0556.4 72 128.4 592.1
13  05/01/04~01/31/092/01/05~04/30/05 6.2 45.3 51.5 643.6
14  08/01/04~04/30/0®5/01/05~07/31/05 57 -3.4 53.6 697.2
15 11/01/04~07/31/098/01/05~10/31/0518.8 29.2 10.4 707.6
16  02/01/05~10/31/09.1/01/05~01/31/06 3.5 -29.4-25.9 681.7

OCO~NOOUOPA,WNE

Table 4.6 C5 cycle trading results for S&P 500 futures from 02/2002 to 02/2006. The
training period is 1-year, and the test period is 3-month. CPListine sum of previous
CPLs.

Number Training Period Test Period Long Short CPL CPL Sum

02/01/01~01/31/0D2/01/02~04/30/0212.1 21.4 9.3 9.3
05/01/01~04/30/0D5/01/02~07/31/0289.6 259.1348.7 358
08/01/01~07/31/0D8/01/02~10/31/02-2.6 -70.4 -73 285
11/01/01~10/31/021/01/02~01/31/0333.2 41 7.8 292.8
02/01/02~01/31/03®2/01/03~04/30/0365.4 2.1 67.5 360.3
05/01/02~04/30/0%5/01/03~07/31/0321.8 -25 -3.2 357.1
08/01/02~07/31/0®8/01/03~10/31/03-3.7 -46 -49.7 307.4
11/01/02~10/31/031/01/03~01/31/04 4.9 -63.3-58.4 249
02/01/03~01/31/049©2/01/04~04/30/0441.6 -14 -55.6 193.4
10  05/01/03~04/30/04€5/01/04~07/31/0434.7 7.3 -27.4 166
11 08/01/03~07/31/04€8/01/04~10/31/0422.5 -70.6 -48.1 117.9
12 11/01/03~10/31/041/01/04~01/31/0538.5 51.4 89.9 207.8
13  02/01/04~01/31/092/01/05~04/30/0518.8 4.5 -14.3 193.5
14  05/01/04~04/30/0®5/01/05~07/31/0558 3.8 61.8 255.3
15 08/01/04~07/31/098/01/05~10/31/0519.3 28.4 9.1 264.4
16 11/01/04~10/31/031/01/05~01/31/060.1 -63.1 -63  201.4

O©CO~NOOUITA,WNPEF
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Figure 4.6 Comparison of C5 cycle trading results with neural network &® S00
futures from 02/2002 to 02/2006. The top three graphs show the results for 6-81onth,
month and 1-year training windows, respectively. The bottom graph gshewelative
price chart.
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4.5 Summary

In this chapter, we made initial efforts to apply a neuralait to a combination
of cycle-based market forecasts. As described in previous chapte used a set of
previously developed TFx methods, which are cycle-based pattermitmognethods.
As the artificial neural network provides a great way to inc@teodifferent information
non-linearly, it is used in this research to combine the TFx methodsthus to come up
with a new trading strategy, at least for the C2 cycle, the results aresprgmi

Summarizing this study, we chose the sigmoid, a feed-forwamiorietas the
network due to its simplicity. In addition to the passing rates ft@nr'Fx methods, two
other cycle-related parameters, time leg ratio and pricedeg, were utilized as the
inputs of the network. Supervised learning has been applied in the netaimkg
because of the availability of the inputs/desired outputs trainitey edich are pre-
treated to be within the range of 0 and 1.

We applied the network to C2 and C5 trading for S&P futures during 02/2@02 a
02/2006. A moving time window has been used in the training and testingredtiherk.
The test window is 3-month, while the training window is 6-month, &tmand 1-year,
respectively. According to the trading results, the network trainigd thve 6-month
window work best for C2, while for C5 trading where the resuléslass promising
overall, the performance of the 9-month training window is increafigritetter than the

results of other two.
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In this study, we only use the simple network in our trading sysiéere are

many parameter choices which can be subject to further varieborexample, different

network structures can be utilized, and the inputs can come from other sources, etc.
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Chapter 5 Use of Moving Averages in Financial Mdet Analysis

5.1 Overview

The moving average is one of the most popular technical indicatorsimused
financial market analyst$®. By smoothing out price fluctuations as “noise” in market
data, use of suitable moving average makes it possible to detetiarket trend, which
can be helpful for trading in a volatile market. Moving averacgs also be used to
provide support and resistance level identification, and an (imperfect) tsigmal, etc.

Generally, the markets can be categorized as trending, cyafirgscillating.
While it can be profitable over the whole 6-year period studied, to Inloelenarket as a
whole as cycling as discussed in Chapters 2~4, it can't be opbewuse both
alternative market modes (trending and oscillating) do not show idéieifcycles. One
would like to be able also to forecast markets that are in thedes. This is where the
moving average can come in helpfully. Based on the definition of the mavargge, it
will always be behind the current market movement; thus, it canelpeed as a trailing
indicator, and belongs to the categorytrend-following indicatorsWhen the market is
in trending mode, a correctly chosen moving average usually walkshowever, such
a moving average will provide many misleading signals whenntheket is in one
oscillation mode, and this limits its usefulness severely.

Many trading rules based on moving averages have been developed and applied in
financial market forecasts. A common trading rule is that adowgll signal is generated
when the present market passes above (or below) a chosen moviageavEhe

shortcoming of this basic trading rule is that too many feilgeals are generated during
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oscillating periods, and the performance of the method is negétiveeed exists to

forecast oscillating market.

In this chapter, | am going to introduce an innovative use of the moverggé®
to cover this need. Contrary to the common trading rule, two carefaisen moving
averages with different time length will be used to produce anyegignal in a “reverse”
way. The method is applied to S&P futures market, and surprisingly desoai powerful
predictor over the 5-year period covered.

Section 5.2 introduces the principle and usage of moving averageson3eat
presents novel use of the moving average in the reverse mode ambessthe trading
results. Section 5.4 gives a summary for the method and draws some conclusions.
5.2 General Characteristics of Moving Averages

A time series is a sequence of well-defined data itemsraatahrough repeated
measurements over time. For example, S&P futures data withirlie as the interval,
used in the study of the thesis, form a time series. Timessanalysis is often used to
project future values by observing how the value of a variable has changed irtthe pas

Usually, there is some form of “random” variation in financialadi@me series.
An often-used technique is smoothing, which when properly applied, seveale
clearly an underlying trend. Forming moving averages is a kindnobth technique,
which smoothes out price fluctuations as "noise", and allows recaogtithe direction
of a trend where one exists.

Generally, there are two types of moving averages: the Sikigéng Average
(SMA) and the Weighted Moving Average (WMA). SMA is the unweighteean of the

previous n data points, as shown in equation 5.1.
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SMA=2P,/n 5.1

Where

P:. value of data point t

n: the number of data points

The calculation is repeated for each data point of the timess&the averages are
then joined to form a smooth curving line - the moving average ligard-5.1 shows a
20-day moving average line superimposed on a JP Morgan stock pace fom

12/26/2007 to 12/26/2008. (Note that this recent period also contains a strongaddwnw

trend which could, e.g. be brought out by a longer-term moving average.)

JP MORGAM CHRSE CO az of 26-Dec—2008
T T T
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Copuright 2003 Yahoo! Inc. http::/AFinance .yahoo .com

Figure 5.1 JP Morgan stock price chart from 12/26/2007 to 12/26/2008. 20-day simple
moving average line (red line) is on top of stock price line (blue line).

The WMA is an average that applies different weights to diftedata points as

shown in equation 5.2.
WMA = ZPW,/ 2W; 5.2

where
W weight of data point t

The Exponential Moving Average (EMA), a popular moving average, pecia

case of a WMA. The weighting factor for each older data pointedses exponentially,
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giving much more importance to recent observations while stilldemarding older

observations entirely. The equation 5.3 shows the formula for EMA.

EMA(t) = EMA(t - 1) + K x [P(t) - EMA(t - 1)] 5.3

Where

t: current data point

t —1: previous data point

K: weighting factor, set often equalto 2/ (n + 1)

P(t): current data point value

As the price pay for its smooth nature, a moving average lags bi@rdtest
data point. Depending on the number N of data points being used, the SMagwily
N/2 points, and is proportionately influenced by old data points. An EMAces the lag
by applying more weight to recent data points relative to aldé ones; the closer an
old data point is to present data point, the more weight will be dp@iempared to an
SMA, an EMA has a relatively smaller lag. As such, wheniegb a financial market,
an EMA will react quicker to recent price changes than an SMA at the price of
greater noise of forecasting.

Moving averages are utilized in three areas of forecastingd tidentification,
trade signal, and identification of support and resistance levels.

A common trend identification technique uses the direction of ab&iitaoving
average to determine the trend. When a moving average is rigiegloring, the trend is
correspondingly considered as up or down. The direction of a moving avenadee c
determined by its slope or by looking at a plot of the moving average.

As mentioned above, the most commonly used way to generate aigraalassto

compare the moving average price to the underlying price orpasxg of the latter, a

fast moving (short) moving average. When the underlying price abeve its moving
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average, a buy signal appears; if the price falls belowatag average, a sell signal is

generated. Such moving average signals are most effectivieanding market and less
effective when the market is oscillating. Once in a trend, moauggages will stay in
until a breakout occurs, but they are trend following indicators tHhaliays be a step
behind the market movement, thus, they give late entry and exit signal.

A third, more technical use of moving averages is to identify supguait
resistance levels. This is not treated here.
5.3 Application of Moving Averages
5.3.1 Alternative Novel Use of Moving Averages to Operate in Oscillating Markets

As discussed above, moving averages can be used to generdiagagignal. In
the standard method, the intersection between the moving average anténkying
price is used to produce buy or sell signals. Sometimes, two mawveigges with
different lengths are used to generate the trading signal.ePgRrshows an example of
two slow-moving (long-time) moving average lines, EMA(30 days)EMd (100 days)
applied to an Inter-Tel stock price chart. When the 30-day moving@®enoves above
the 100-day moving average, a buy signal appears; converselythehd@-day moving
average moves below the 100-day moving average, it creael signal. Superficial
examination of this chart shows this very show MA indicators todmemlly “right”;
however, detailed study shows that at the intersection timecthal anarket has already
advanced or retreated considerably making this signal much leksd; us any case it

does not relate to fine features (local oscillations) of the market.
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Figure 5.2 The Inter-Tel, Inc stock chart with two moving aver&geshe blue line
represents 30-day moving average, and the red line means 100-dayg ragerage.
When the blue line crosses the red line from below, it signblsyaConversely, when
the blue line crosses the red line from above, it signals a kelldifference of both MAs
is plotted below the chart; a market action is taken when tHerehce goes through
zero.

To obtain trading signals based on fast-direction-changing @soj) market
moves, moving average signals of this kind are generally out ofétiephe market and
produce false signals and losses. Therefore, we reverse tidarstavay of signal
generation, where we obtain buy or sell signals when the siemnte moving average
(faster) is crossing the longer-term (slower) moving ayerf@aom below or above. As
before, we generate moving averages, which are SMA in the stndyrecord their
intersections, but in our novel forecasts use of the moving averagdjliwe the reverse
mode, which is opposite to the standard mode (the direct mode), totgetherarading

signal. When MA'’s of the order of hours rather than days are usedapiproach

produces forecasts over extended periods.
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| then turned to tuning the moving average parameters used, sincaowiag

averages are used in this prediction system, we conduct an opbmitast of the
reverse mode combination of two moving averages with different lengéide 5.1
shows a rectangle map for moving average combinations from 1 to 59 fbol8&P
futures from 02/01/2001 to 07/01/2001. In the map, the values of the vertisal a
represent the length of the short moving average, while the valules bbtizontal axis
corresponding to the length difference between the long and sbemgraverages. For
instance, (4, 6) means that the short moving average is 4 hours, alethghmoving
average is 10 hours. Therefore, the length of the short moving averageveen 1 and
30 hours, while the length of the long one in this test is betweer @& hours. The
number in the cells of the map represents Cumulative Profit & (©B4$), which is
obtained by using the direct trading mode (described above), forotinesgonding
moving average combination in the given period. Positive numbers in thecé€lP
signify that the direct decision method would have produced the ligédp@fit and
negative numbers show that the reverse decision would have been profitibésl.
Examination of Table 5.1 shows that these are extended regionshofisgative CPL
values on the chart for which the reverse trading mode would be tleetcone to use.
The complex relationship of direct and reverse parameter fehdst the subject of my
study here; instead, | want to establish whether the reveoske WA parameters
optimized in a given period can be used successfully in a subsequext Férs is
described in the next section.

From the map, we find that in terms of CPL, the best combinatitreiterms of

the coordinates of this chart is (1, 4) (i.e., MA’s 1 and 5 hrd) @PL as 308.2. As
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discussed before, we can apply the reverse mode in the moving atvadagg. The only

different between direct and reverse mode is the trading direetioich means buy
signal in direct mode will become sell signal in reverse modw verse. Thus, the
trading results should be exactly opposite. Consequently, from thetghlmewe obtain
the worst combination for the direct mode, at (29, 25) (i.e., MA’s 29 and H4wlth

negative CPL as -303.3. However, in the reverse mode, the same coonbbetomes

the best one with a positive CPL of 303.3.
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Table 5.1 Trading results of moving average combination in direct mode fd? S®&0 futures from 02/01/2001 to
07/01/2001. The values of the vertical axis represent the lengthe short moving average, and the values of the horizontal
axis represent the length differences between long and short gnavemages. The numbers in the cells are CPL numbers
obtained by market entries in the direct mode; negative numbers indicate tleatetise mode would have been profitable.

1 2 3 4 5 6 7 8 9 10 11 12| 13 14 1 16 17 18 19 RO 21 22 23 24 25 26 27 28 29 30
1 -10.3| 895 160| 308.2 18 1232 1498 1944 1¢6.2 161 1416 [101.6 [75.7 | 28.5 | 148.7| 149.6) 163. 72.3 12581.| 155.2 156. 1722 2146 1999 178.7 148.1 3.8 P9.2 19
2 -37.9| 194.5| 2532 108 1442 1413 839 1437 §8.1 185 |-7.9 97.5 |167.6 [157.7 | 153.1| 186.3| 100.6] 98.5| 127.f 1054 97[9 735 9%7 771 458 64.2 [53.8 |48.5 6.7
3 180.5| 270.6 105. 119  131§2 97]5 1273 -69.9 .8 1p8.7 131.3 [142.4 |106.1 | 91.7 110 | 100.2] 81.g 16:89.6 170 84.2| 80.7 68. 952  36[2 414 117 74 -37.4 118
4 -19.5| 117.1] 198. 1614 1046 1095 228 455 1173 P45 [72.7 [725 73 74.1 | 126.5| 1225 1926 102.8| 25.2| 56.7 59. 42p 24 154 114 -21.2 -183 523 416
5 193 | 275.6] 198. 2695 46 -135 141 8%1 1021 %6.3 1084 [69.9 [104.7 |126.4| 108 130 89.9| 732 7XS.| 1086 38.9 12.1 352 282 -349 -2y6 -61.6 -289 26
6 248.3| 225.1 112. -3.3 478 246 288 716 6B.5 438 123.3 113.1 (1434 |145.7 | 106.6| 5147| 925 | 60.5| 63.6 294 -0.1 -43]1  -26.8 -6 -b -38.2 -475 -}6.7 111
7 113.2| -79.1] -116.2-19.8| -41.3| -85 39 -13 41. 90) 1426 7R 767 393 273 4.8 225 1243 |-382 | -84 | -G6M7| -223| -32.1] -25.6 -31F -43]3 -7#4 -14D-323.6
8 -190.8| -41.4| 31.4| -247 -114 -19p -51)3 -88 -204 193 -56 229 -483 186.64 [5&7.3| -33.1] -30| -584 -33p 23 253 4048 112 -325 45 462 1575 |30.6 | O.
9 -54 23.8 31| -528 -73p5 -694 -4212 -90.7 -3p.7 -60.6 -429 -118¥4| -108.6-134.8| -123| 11.6| -86| 709 124p 84p 1075 813 477 319 0.7 753 [83.4 |53.3 |67.8
10 231| 415| -804 -57. -76}4 -119.836.3| -70.2 | -74.2| -65.2| -136.3-88.3| -82.8| -29.2 4.1 47. 15, 175 1839 143.6 1213 975 16.9 1130.4 [146.4 | 183.2| 170.5] 18337 108.2
11 -65.4| -33.1| -93.9 -161/4171.9|-127.1]|-164.6|-142.2|-139.1|-139.3| -80.3 | -107.4 52.4 | 34.9| 1473 178.fy 128}4 1513 1184 116.5 1p6.1 147.7 1946 |202.3 [245.6 | 171.1| 186.2] 157.2 122.1
12 27.5| -142.9-187.2| -213.5| -148.9| -77.7 | -161.7 -153.7| -100.1| 3.3 38 -13.5] 118.2 199 216{9 1833 20B.3 211.7 2121 2153 [185.7 |221.2 |166.9 | 117 | 139.1] 148.% 16556.5 136.1| 147.7
13 | -138.6[-156.2| -127.7| -149.8( -145.9| -167.3| 15.1 | 32.1| -27.5 41§ 114p 1459 2075 199.7 234 249.6 2214 P39.9 |223.2 | 182 | 154.5| 199.8 124.2 15m8.1 124.8| 1447 1538 191}4 83|14
14 |-144.1] -75.3 | -91.9| -196.6-168.5| -91.1 | -16.9| -17.8) -2.6/ 90.3 1641 210.6 1925 2019 2p14 2154 P05.8 |225.1 |164.4 | 192.3| 160 | 1#8%| 135.7 83.8 83. 578 5116 472 679
15 | -172.5/-207.8/-150.5| -115.5| -80.9| 66.5| 52.7| 56.6 75.% 1557 1249 1558 203.9 1r8.1 209.2 P05.2 |192.2 |123.9 | 155.9| 140 114| 104.3p 55.7 6.7 547 73. 4111 545 218
16 -164 | -116.3 -72.5| 53.1| 179.4 1344 69. 116 17%2 18p4 1868 1P2.5 2188 [189.1 |157.8 [153.4| 1453| 101.7 7.4 2161.| 04 | -189 155 23. 198 30j2 631 466 78.2
17 -26.6| -253] 818 1414 92 895 2394 2325 253.7 2142 P»69.3 [198.1 | 160 [ 166.3| 122.6] 1025 260.3 -50.5| -53.7| -10.4 24.9 443 355 44 5.7 -7.3 .3 B.7 2.1
18 746 | 117.3 147| 1334 186/4 249 22p9 2p4 2p4.4 2288 1859 |177.2 [68.2 |1223| 92.1| 27.4| 235 45 .8 3040 49.2 0 186 -12 -31f -3212 -3p -90  -4b.8
19 177.7| 1841 73.7 1454 2222 22%.2 150.2 248.7 260.6 176.8 [142.5 | 97.7 36 149 | 11.8| 20.6/ 68.7 148.| -13.8| 0.8 26.1] 0.7] 171 -3148 -294 -6p.1 -31.3 -485 |70
20 172.6| 41.3| 170. 139  163]1 164.3 2452 198.6 1f75 B84 [529 |[-0.3 |-23.5 | 28.8 | 55.3 | 89.3| 1988| 16 315 18.7 7.9 -24)8  -37]4 -10B-907.2| -73.5| -66.8| -80.8 -118.1
21 124 | 166.1 194. 1867 2362 197.4 195 124 70.7 6.1 |-5.3 13 |-36.1 |233 [ 102 | 214 | 17.2| -2@23%4| 13 -27 | -11.5 -80.3 -132{3149.1| -145 | -156.5 -151.1| -177 | -165
22 237.8| 203.5 226.9 179)9 1693 144 18.1  -13.8 3 -§5.1 -10B82 | -10 51.9| 33.1] 274 339 3141 -1y  -25.8 -85.3 -1Pp7160.2| -202.5|-199.7| -216.7| -212.8| -202.6| -213.4| -202.1
23 176.2| 245.1 284. 147)5 57)1 -43.7 -3p.3 -75.6 -48.7 51 31.6  49.7 42 44.7 | 143 20 | -53.7| -114.4 -99.6 | -147.2 -116.4| -200.5| -115.9| -140.7| -160.9 -161.2| -159.9| -178.6| -186.9
24 249.9] 240.2 98.4 -57.p -114.:10.8 | -24.4| -50.7| -40.8 -576 -39/3 -355 -284 -21.5 -205 -B8.4 486.3 -12A229| -55.7| -60.9| -60| -52.4 -58.9 -79 -109.5132.4|-169.4|-199.2| -209.9
25 141.3| 37.8| -879 -39 -7. -25)9  -1p  -81.1  -3p.7 -96.3 21 -10468.7 | -416| -659 -854 -881 -32/1 -554 -0 -87.2 -B8 -87.4 -1185H.3|-152.1|-196.3|-164.2|-194.2| -217.5
26 -72.8| -114.5 -160 | -25.7| -94 -6.9] -23. -46  -82]1 -85 -811 -21.4 -66.2 -89 -78.2 8MF.8| -69.1| -51.6| -123.2-92.8 | -104.3 -156.4| -136.5| -179.9| -207.2| -198.9| -244.1| -231.2| -205.5
27 | -184.1/-172.3| -50.1 | -49.1| -17.7 12.7 -32) -108 -7 297 -349 -3344 -332 -53.1 437.1 36.2 |-7E28.2|-170.3[-133.1|-159.2|-199.3| -241.1| -203.6| -237.6| -267.2| -250.9| -242.7| -275 | -294.1|
28 -111| -52.1| -33.3 -39. -89 -74{2 -392 -89 -46.3 -43.6 -63.7 -108B5| -66.5| -93.8 -117.1-147.3|-164.9|-174.1|-162.4| -180.1| -195.3| -246.3| -239 | -237 | -254.71 -248 | -257.8 -266.4| -259.6
29 -59.3| -725] -31.4 -64.9 -46/6 -9U5 -73.2 -484 -90.1 -12A97.4| -100 | -139.5 -161.3[ -142.1| -135.1| -115.8 -144.7| -153.4| -193.2| -225.4| -248.7| -254.1| -248 | -303.6 -232.6| -234.2| -199.8| -229.9| -219.3
30 -60.5| -52.1] -19.7 -67| 915 -144.8168.3] -115.4] -149.7| -124.8| -143.3| -143.5| -178 | -168.2 -132.9| -136 | -165.4 -134.6| -147.9| -181.9| -190.3| -281.4| -277.7| -239.9| -225.8| -236.4| -214.7| -225.6| -196.9] -163.9
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5.3.2 Results and Discussion

As seen above, in addition to the standard direct moving average traelihgd,
in addition to the direct mode, we develop a reverse mode that gperdlee opposite
way. As discussed above, inspection of Table 5.1 had shown that both méthdidsg (
modes) are capable, for a given quarter, of yielding nearly elqugé profits (correct
forecasts) for their best parameters, we now want to comipareffectiveness of these
two trading modes, we apply both of them to the S&P futures mdrkets02/01/2001
to 01/31/2006 under equal conditions. Futures data will be separated intgsstece
training period and testing period. In the training period, we conduaptm@ization of
the moving average combination, and obtain the “best” and “worst” cotidrgan
terms of CPL. Then, we will apply these optimal combinations tdliteet and reverse
mode, respectively.

As to the optimization, a moving time window will be applied during the process.
For example, we set the training period length as 6-month, and the test peribcheBgt
month. The procedure is as follows: In the optimization phase, weufiesa 6-month
period as the training period to obtain the “best” and “worst” moving ageer
combination; then, in the test phase, we apply these optimal combinatiotise
following 3-month period. Once the trading in the test period is congplate move to
the optimization phase again; at this time, the 3-month tesicpwiill be added in to
form the new training period, and the first 3-month in the old traipegod will be
dropped to keep total training period still at 6-month. The training estthgy will keep

going until the end of the test database. By this way, wayaslwse the 6-month right
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before the test period as the training period in order to includelatest market

information.

In the following study, all optimizations in the training phase @ocessed with
the “best’ and “worst” values obtained for the direct trading made the tests can be
conducted with the corresponding direct or reverse mode.

Table 5.2 contains the trading results with use of moving averaget thading

mode for S&P 500 futures from 08/01/2001 to 01/31/2006. The training time window is
6-month, and the test time window is 3-month. “Training Period B&4t” is obtained
from the optimization of moving average combination described imoseb.3.1. For
instance, for the training period from 02/01/2001 to 07/31/2001, the best combisation
(1, 5) with a CPL of 308.2 S&P points. “Test Period CPL” shows théirtg results
when we apply this optimal combination to the test period. For exathpl&PL of the
test period from 08/01/2001 to 10/31/2001 is 142 by using the parametemneatiorbi(1,
5). “Test Period CPL Sum” is the sum of CPL of previous tesoger According to the
table, in the direct mode, the direct CPL for the whole tesbgeési—347.3 showing that
despite its direct success in the initial 3 months period, the divade fails over the total
period.

Table 5.3 presents the trading results using the moving averageererating
mode. The training periods and testing periods are same dsefdiréct mode in Table
5.2. Instead of collecting the best CPL in each training period, bablehows the worst
direct mode combination and the corresponding worst CPL. As the rened®eresult is

exactly the opposite of the direct mode result, the worst comtamatid its CPL in the
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direct mode will become the best combination and its CPL in tlezse mode. Based on

the table, a positive CPL of 671.2 had been obtained for the whole test period.

In order to visually compare the trading results differencevdxst the direct and
reverse modes, we plot them in Figure 5.3. The top graph shows theytradults for
the direct mode, with data coming from “Test Period CPL SUMTable 5.3. The
middle graph shows the reverse trading results from Table 5.3. Tioenbgtaph shows
the price chart for S&P for this period, from 08/01/2001 to 01/31/2006. Frergraphs,
it Is easy to spot that the reverse mode performs much better than the diredtondde
whole test period from 08/01/2001 to 01/31/2006, the reverse mode produces asprof
671.2, which is about 1000 points more than the direct mode, which leads fior [thes
last 2 years. The direct mode only makes profit in six out of 18estegt periods, while
the reverse mode produces positive CPL in two thirds of the siegteperiods. The
reverse mode works well in the middle of the test period from 11/0142001/31/2005,

then flattens out in the last year of the test period.
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Table 5.2 Trading results with use of moving average combination in dinecke for S&P 500 Futures from 08/01/2001 to
01/31/2006. Optimal combination is the best combination, in terms of CPLnettiai the training period. Test period CPL is
obtained when the optimal combination is applied in the test period.p&édasd CPL sum is the sum of pervious CPL.

Training period is always previous 6-month corresponding to test period.

Number  Training Period Test Period Optimal Combination  Training Period  Test Period CPL  Test Period
Best CPL CPL Sum
1 02/01/01~07/31/01 08/01/01~10/31/01 (1,5) 308.2 142 142
2 05/01/01~10/31/01 11/01/01~01/31/02 (5,9) 403.6 -23.4 118.6
3 08/01/01~01/31/02 02/01/02~04/30/02 (5,10) 267.1 -51.4 67.2
4 11/01/01~04/30/02 05/01/02~07/31/02 (7,19) 102.5 6 73.2
5 02/01/02~07/31/02 08/01/02~10/31/02 (3.4) 347.6 121.6 194.8
6 05/01/02~10/31/02 11/01/02~01/31/03 (3,4) 480.3 -181.2 13.6
7 08/01/02~01/31/03 02/01/03~04/30/03 (30,38) 240.3 -54.8 -41.2
8 11/01/02~04/30/03 05/01/03~07/31/03 (18,32) 182.8 -77.5 -118.7
9 02/01/03~07/31/03 08/01/03~10/31/03 (28,30) 120 26.5 -92.2
10  05/01/03~10/31/03 11/01/03~01/31/04 (25,26) 195.9 11 -81.2
11  08/01/03~01/31/04 02/01/04~04/30/04 (27,28) 161.5 -55.2 -136.4
12 11/01/03~04/30/04 05/01/04~07/31/04 (30,32) 139.1 -11.3 -147.7
13 02/01/04~07/31/04 08/01/04~10/31/04 (30,45) 78.5 33.3 -114.4
14 05/01/04~10/31/04 11/01/04~01/31/05 (26,28) 129.8 -39.9 -154.3
15  08/01/04~01/31/05 02/01/05~04/30/05 (10,11) 142.1 -81.6 -235.9
16  11/01/04~04/30/05 05/01/05~07/31/05 (5,6) 69.2 -20.8 -256.7
17 02/01/05~07/31/05 08/01/05~10/31/05 (27,36) 129.7 -36.7 -293.4
18  05/01/05~10/31/05 11/01/05~01/31/06 (30,38) 116.5 -53.9 -347.3
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Table 5.3 Trading results with use of moving average combination imueseode for S&P 500 Futures from 08/01/2001 to
01/31/2006. Training period represents the optimization period, in which optimdhg average combination with worst

training period CPL (using the direct mode) is obtained. Test p€&fid (using the reverse mode) is obtained when the
optimal combination is applied in the test period. Test period CPListime sum of pervious CPL. Training period is always

previous 6-month corresponding to test period.

Number  Training Period Test Period Optimal Combination ~ Training Period  Test Period CPL  Test Period
Worst CPL CPL Sum
1 02/01/01~07/31/01 08/01/01~10/31/01 (29, 54) -303.6 -55.8 -55.8
2 05/01/01~10/31/01 11/01/01~01/31/02 (26,38) -343.4 129.5 73.7
3 08/01/01~01/31/02 02/01/02~04/30/02 (17,31) -350.9 16 89.7
4 11/01/01~04/30/02 05/01/02~07/31/02 (24,54) -245.4 -16.6 73.1
5 02/01/02~07/31/02 08/01/02~10/31/02 (22,23) -213.5 168.5 241.6
6 05/01/02~10/31/02 11/01/02~01/31/03 (22,23) -345.1 -31.9 209.7
7 08/01/02~01/31/03 02/01/03~04/30/03 (1,2) -430.3 109.5 319.2
8 11/01/02~04/30/03 05/01/03~07/31/03 (1,4) -297.9 87.9 407.1
9 02/01/03~07/31/03 08/01/03~10/31/03 (12,19) -289.7 4.6 411.7
10  05/01/03~10/31/03 11/01/03~01/31/04 (2,12) -263.2 37.5 449.2
11 08/01/03~01/31/04 02/01/04~04/30/04 (4,6) -223.1 -39.4 409.8
12 11/01/03~04/30/04 05/01/04~07/31/04 (2,4) -215 70.6 480.4
13 02/01/04~07/31/04 08/01/04~10/31/04 (7,30) -239.8 9.5 489.9
14  05/01/04~10/31/04 11/01/04~01/31/05 (1,4) -203.9 187.1 677
15  08/01/04~01/31/05 02/01/05~04/30/05 (1,4) -344.6 -31.6 645.4
16  11/01/04~04/30/05 05/01/05~07/31/05 (1,3) -183.1 15.6 661
17 02/01/05~07/31/05 08/01/05~10/31/05 (8,18) -232.3 -24.5 636.5
18  05/01/05~10/31/05 11/01/05~01/31/06 (4,33) -219.2 34.7 671.2
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Figure 5.3 Trading results of moving average combination in direct andveeseodes
for S&P 500 futures and price chart during the related time pé&aod 08/01/2001 to
01/31/2006. The top graph shows the results in direct mode (Table 5.2), antidhe
graph shows the results in reverse mode (Table 5.3). The trainiagwintdow is 6-
month, and the test time window is 3-month. The bottom graph present tegpooming
price chart for S&P from 08/01/2001 to 01/31/2006.



189
Next, | studied the effect of the length of the training periodhenrésult. The

trading results, presented in Table 5.2 and 5.3, were based on the 6+@omn period
length. In order to evaluate the effect of the length of @ieitrg period, | used a 1-year
as the training period length.

Table 5.4 corresponds to Table 5.2 in that it shows the tradingsrestiituse of
moving average direct trading mode from 02/01/2002 to 01/31/2006, but instead of 6-
month, 1-year is used as the length of the training period. Thisageser loss of -328.7
(equal to (328.7) in financial parlance) in the whole test period.

Table 5.5 which corresponds to Table 5.3 presents the trading resultghesing
reverse mode rule with 1-year as the training period length. Erentable, this mode
makes profit of 472.9 during the whole test period.

Again, we present the 1-year training rule trading results foditeet and reverse
mode in Figure 5.4, which corresponds to Figure 5.3 for the shorter, 6-maimingr
period. Same observation can be made that the reverse modemsichilbetter than the
direct mode, by almost 800 S&P points more in terms of CPL. Thetdirede only
produces a positive CPL in one quarter of the 3-month test periods, thileverse
mode makes a fortune in 13 out of the 16 single test periods. The revedseworks
well in the period fronp2/01/03 to 01/31/2006, but not well during the 6-quarter period
before it.

Compared to the direct mode, the reverse mode performs sigryfitetter in
both test scenarios. Meanwhile, the 6-month training length soehas a better

performance than the 1-year training length scenario. Tleomemay be that shorter
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training length may contain more similar behavior to thegesbd, and therefore, it can

provide a better combination guild for the test period.

While use of different training and testing windows and proceduresdme
beyond the training periods studied above) may lead to somewhat rtiffeseilts, the
trading result comparison shows that the reverse mode perfories thein the direct
mode, and in the absence of prior knowledge about the currently comdatrmode
(trending, cycling or oscillating), can be a mode of marketctse alternative to the
cycle modes discussed in Chapter 2~4.. The reason can be explomaslaecng the
nature of the moving average, which is time delayed. As we knouwndkigng average is
obtained by adding up previous data, and the average then set as the valuent
Therefore, it will always take past data into consideration antinbe delayed. The
longer the length of moving average, the larger the time ddglape. When the market
is in an oscillation mode, there are many quick turning points, which are ngteasght
by the moving average direct mode due to this time delay. Hoyeten two relatively
short moving averages are considered instead, it is very easy toogsover signals
between them due to rapid oscillations of the market, and usuallyfgise trading
signals. However, the reverse trading mode based on relatorglyrhoving averages

will validly capture the situation, and produce better results in this markebement.
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Table 5.4 Trading results with use of moving average combination in dimexde for S&P 500 futures from
02/01/2002 to 01/31/2006. Optimal combination is the best combination, in ter@BLofobtained in the training
period. Test period CPL is obtained when the optimal combination idpplthe test period. Test period CPL sum is
the sum of pervious CPL. Training period is always previous 1-year correspondingeritas.

Number Training Period Test Period Optimal Combination Training Period CPL Test Period CPL  Test Period
CPL Sum
1 02/01/01~01/31/02 02/01/02~04/30/02 (5,9) 511.6 -64.9 -64.9
2 05/01/01~04/30/02 05/01/02~07/31/02 (5,9) 377.2 295.9 231
3 08/01/01~07/31/02 08/01/02~10/31/02 (1,7) 601.8 -32.3 198.7
4 11/01/01~10/31/02 11/01/02~01/31/03 (3.4) 418.5 -181.2 175
5 02/01/02~01/31/03 02/01/03~04/30/03 (1,22) 351.5 -71.4 -53.9
6 05/01/02~04/30/03 05/01/03~07/31/03 (3.4) 411.4 -78.2 -132.1
7 08/01/02~07/31/03 08/01/03~10/31/03 (28,30) 293.5 26.5 -105.6
8 11/01/02~10/31/03 11/01/03~01/31/04 (28,30) 332.4 78.4 -27.2
9 02/01/03~01/31/04 02/01/04~04/30/04 (28,30) 254.1 -27.5 -54.7
10  05/01/03~04/30/04 05/01/04~07/31/04 (28,29) 267.1 -17.3 -72
11 08/01/03~07/31/04 08/01/04~10/31/04 (30,32) 173.1 18.8 -53.2
12 11/01/03~10/31/04 11/01/04~01/31/05 (30,33) 202.5 -96.6 -149.8
13 02/01/04~01/31/05 02/01/05~04/30/05 (4,13) 126.1 -41.3 -191.1
14  05/01/04~04/30/05 05/01/05~07/31/05 (17,25) 135.9 -81.1 -272.2
15  08/01/04~07/31/05 08/01/05~10/31/05 (28,36) 158 -13.3 -285.5
16  11/01/04~10/31/05 11/01/05~01/31/06 (12,15) 131.8 -43.2 -328.7
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Table 5.5 Trading results with use of moving average combination invesaode for S&P 500 futures from
02/01/2002 to 01/31/2006. Training period represents the optimization period, ¢h whiimal moving average
combination with best training period CPL (using the direct modeptained. Test period CPL (using the reverse
mode) is obtained when the optimal combination is applied in thep¢estd. Test period CPL sum is the sum of
pervious CPL. Training period is always previous 1-year corresponding to tiesk per

Number  Training Period Test Period Optimal Combination Training Period CPL Test Period CPL  Test Period

CPL Sum
1 02/01/01~01/31/02 02/01/02~04/30/02 (13,19) -392.5 -123.7 -123.7
2 05/01/01~04/30/02 05/01/02~07/31/02 (26,38) -547.5 275 -96.2
3 08/01/01~07/31/02 08/01/02~10/31/02 (18,34) -491 17.4 -78.8
4 11/01/01~10/31/02 11/01/02~01/31/03 (22,37) -388.1 -81.8 -160.6
5 02/01/02~01/31/03 02/01/03~04/30/03 (14,16) -265.7 70.5 -90.1
6 05/01/02~04/30/03 05/01/03~07/31/03 (14,17) -378.4 65.3 -24.8
7 08/01/02~07/31/03 08/01/03~10/31/03 (12,13) -465.8 -3.1 -27.9
8 11/01/02~10/31/03 11/01/03~01/31/04 (1,4) -418.6 92 64.1
9 02/01/03~01/31/04 02/01/04~04/30/04 (12,19) -371 34 98.1
10  05/01/03~04/30/04 05/01/04~07/31/04 (1,4) -331.2 70.9 169
11 08/01/03~07/31/04 08/01/04~10/31/04 (1,6) -342 74.8 243.8
12 11/01/03~10/31/04 11/01/04~01/31/05 (2,3) -330.1 132.6 376.4
13 02/01/04~01/31/05 02/01/05~04/30/05 (1,3) -458.4 1.1 377.5
14  05/01/04~04/30/05 05/01/05~07/31/05 (1.4) -353.1 31 408.5
15  08/01/04~07/31/05 08/01/05~10/31/05 (1,3) -337.9 33.2 441.7
16  11/01/04~10/31/05 11/01/05~01/31/06 (5,19) -278.4 31.2 472.9
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Figure 5.4 Trading results of moving average combination in direct andveeseodes
for S&P 500 futures and price chart during the related time pé&aod 08/01/2001 to
01/31/2006. The top graph shows the results in direct mode (Table 5.5), anttidhe
graph shows the results in reverse mode (Table 5.6). The trami@gvindow is 1-year,
and the test time window is 3-month. The bottom graph present thesjgonding price
chart for S&P from 08/01/2001 to 01/31/2006.
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5.4 Summary

In this chapter, | have discussed the development and application of a novel use of
moving averages. Usually, a moving average is used in the digete, which uses the
crossover of two moving averages to generate a trading sigrmtrseatcwhen the short-
term moving average is crossing above or below the long-term mowengge, a buy or
sell signal will be generated respectively. We createdvarse mode for the moving
average, which generates the totally opposite trading signal to the direct mode.

Before using the moving average trading rules, we first apginthe moving
average combinations to find the best and worst in terms of CPL dirded mode. This
optimization is done for a moving time window for the S&P futuresket. Here, once
the test is completed, the test period will be added into the ra@wng period, while
dropping a previous old training period with the same length. Based aptih@zation
results, we apply the direct and the reverse mode to the tesd.gdsing either 6-month
or 1-year as the length of the training period, we found that tre¥se mode not only
performs better that the direct mode, but we show that it captasestials of the S&P

index market behavior during a 5-year period.
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Chapter 6 Summary and Outlook for Future Developnent

6.1 Summary

The research reported in this thesis applied chemometrics-depatdrn
recognition and artificial intelligence methodologies to the yamalof a futures market
(S&P index as an example). We have achieved significant psogrélse area of futures
market cycle analysis where many have doubts about its eéfeets due to apparent
“randomness” in the market price movements. In our research, wéhahdhe market
shows some cyclic nature and can be predicted to a consideradi¢ tbxough pattern
recognition and other well-developed models.

In chapter 1, | conduct a review of futures and futures markets,herdal and
technical analysis, chemometrics and some of its derived methodsy@dadheory, as
used in our research. Meanwhile, we also introduce the FTVisioensysn in-house,
flexible and versatile “workbench”, where our research and maaketlysis are
conducted.

In chapter 2, | present a family of TFx forecast models, whiehcgcle-based
pattern recognition methods, and demonstrate the predictabiliyusé$ market through
the models. The K-Nearest Neighbors (KNN) method, a chemomdartosed pattern
recognition algorithm, has been applied in the forecast modelsh@&ysing K analogous
historical cycles and using a “voting” rule, we can make a &steto the present cycle
development. The results show that there exists a correlationdretwstorical price
trajectories and the possibilities of discovering and utiliaungh features in S&P futures

market forecasts. A further investigation on the effectiveness iof gnowledge of
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market trends shows that correct control cycle phase control can signyficaptbve the

performance of the TFx methods because it pre-selects canistrical cycle
backgrounds.

In chapter 3, | apply Bayes’ Theorem to the use of short-term olxesvia the
determination of control cycle phase, and prove the validity of tlasegure in the
performance enhancement to the TFx methods. Four short-term rohetatteristics,
namely daily up-or-down sequences, weekly up-or-down sequences, shorjtkrieg-
length-ratio sequences and short-term cycle extreme up-or-deguences, have been
utilized to infer the present market long-term cycle phase throaghdtan classification,
another pattern recognition method. The predicted long-term cyclbdeasapplied in
the background selection of the TFx methods. We obtain some encouraguitg,
especially for weekly up-or-down and short-term cycle extraprer-down, in the TFx
trading with the aid of a predicted control cycle.

In chapter 4, | introduce an artificial neural network into oulesp@ased market
analysis. As the TFx cycle analysis methods can be classifiecoincident and trailing
indicators, the artificial neural network has been used to incdgsignals from many
cycle phase indicators with the aim of improving their strengii$ reducing their
weaknesses. As an initial effort, a three-layer, feed-fatwesural network with nine
inputs, which are seven TFx methods and two other cycle-relat@dures, has been
used for this purpose. The results are comparable to the performatinee sifigle best
TFx method. Further research about the use of the artificial Ineatavork is

recommanded.
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In chapter 5, | describe an novel use of moving averages, one of thpopakar

used technical indicators, in the futures market analysis. Throeginghtime window
optimization, two moving averages with different lengths are choséhe forecast, but,
contrary to common use of moving average combinations, a reverse motedmas
employed in the trading. The initial success of the reverse mmadmg shows that it
partly avoids the weakness of moving average, which is too masg &gnals in
oscillation market periods, trading in instead an inability to de#d trending markets
and moving the trading uncertainty to a decision between two decision modes.

The methodologies developed in this thesis are innovative and edfactiutures
market analysis. Although the results are not yet perfectifarcaels, we hope that the
approaches employed in our study shed light on future cycle-based market analysis
6.2 Future Development

Based on the research conducted in this thesis, there remairopgorunities in
further considerations of present work. The further development (soriolh are
already being worked on by my colleagues) can be summarized as follows:

1. Improving accuracy of long-term cycle prediction by combining esom
Bayes’ statistics or using other statistics. For exampler othieria than up-
or-down can be used, i.e., comparison of average price of the day or week;
instead of a week, the number of days can be changed to obtain bette
statistics.

2.  Exploring further the use of artificial neural network in the boration of

cycle-related information. Many network components such as networ
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structure, layers, learning rules and inputs, etc., can be changewito f

appropriate ones.

Enhancing the application of moving averages in futures market analys
Introducing pattern recognition in the selection of optimal movingaaee

to include more relative information for decision-making.

Combining cycle-based analysis (i.e., the TFx methods) and aberiH
based analysis (i.e., moving average) to reduce the weakness of the
individual methods. When the market is in oscillating model, more weight
will be assigned to oscillation-based indicators; while in dicyoarket,

more emphasis needs to be given to cycle-based indicators.

Applying other chemometrics-derived methods such as component analysis,
factor analysis to seek dominant features of market informatieanihile,

other pattern recognition methods such as support vector machine (SVM)

can also be applied in cycle-based market analysis.
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Appendix A. Definition of TFx Methods (TF1, TF2, TF3, TF4 and TF5)

In Chapter 2, we introduced a family of the TFx models, which yke-dased
pattern recognition methods. The K-Nearest Neighbors (KNN), nal kif pattern
recognition algorithms, is applied in the models to choose histaitalbgous price
trajectories to make forecast for present market movementedBan the specific
characteristics chosen and the manner of patter analysmijlg ¢ the TFx methods has
been developed. Among them, the TV1 and TF2B methods were introduced i 2hapte
and the other methods had been presented in Dr. Yao, Dr. Xu and Dr. Zhae& the
Here we give the simple introduction of those methods.

In the TF1 methods (Figure A.1), the X and Y coordinates are nelotaas

follows:
X = PB — PC
Y=P:—-HR
Where:

P: market price at the specific time.

B Present
/ time

T1 V1

(TF1 method)

Figure A.1 Idealized sketch of markers used in the TF1 method.
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In the TF2 methods (Figure A.2), the X and Y coordinates are nelotaas

follows:

X=Pa-FR)/ (Po-F)
Y=FPo—-R)/ (Po—R)

D / Present
time
/\ A

F C

A v
V2 T1 V1

(TF2 methoc

Figure A.2 Idealized sketch of markers used in the TF2 method.

In the TF3 methods, the X and Y coordinates are obtained as follows:

X:(PB—PA)/(PB—P(;)
Y=Fs-FR)/ (P -R)

D} / Present

time
A

C
v A v
V2 T1 V1
(TF3 method)

Figure A.3 Idealized sketch of markers used in the TF3 method.
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In the TF4 methods, the X and Y coordinates are obtained as follows:

X = PB — PA
Y = PB - PC
/ Present
D time
A
C
v A v
V2 T1 V1

(TF4 method)

Figure A.4 Idealized sketch of markers used in the TF4 method.

In the TF5 methods, the X ,Y and Z coordinates are obtained as follows:

X=Pa—HR
Y:PB—PC
Z=P-—-R

Present
/ time

A

V2 T1 V1
(TF5 method)

Figure A.4 Idealized sketch of markers used in the TF5 method.
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Appendix B. The Trading Procedure of The TFx Methods (Cycle Determiion in
Real Time Mode)

In the TFx methods, we use historical cycle database as thespablat the
analogous cycles can be selected and used to guild presentnoyedgnents. Here
historical cycles come from “man-made” cycles that asgiated by experienced cycle
observer following some specific time and price rules.

The market markers used in the TFx methods are from reaksgifidetermined
cycles. In real time automatic trading, we can’t rely on hutoarecognize and update
the previous several cycle points. The first reason is thahdtigood for automatic trade
because it needs intervention of people. The second reason is thas the repeatability
because every time different people may have different vieydies, even same person
can have different view when having incomplete information.

We developed a set of real time cycle recognition rule to hepTEx trade.
Using the tools, such as spline fit and cycle score, developed.byufdy the real time
cycle determination procedure is described with the followirad) tisme example using
TF1 method:

1. In real time mode, the cycle recognition starts from some knoyaes. As
shown in Figure B.1, the vertical green line indicates the preseatdf the
system. At that time, we already know previous tgpaind V;. The system plans

to predict the next top.
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Figure B.1 Example of real time C5 cycle auto-recognition and self-adjustment.

2. At the time shown by green line in Figure B.2, the system g&tea trade signal
that predicted the present time is the cycle top based on TF1, thieusystem
closed the present long trade and immediately initiated a shde. tAt the same
time, the system identified a cycle top based on the specific spline fitting

method and used this top to predict next cycle valley.
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npa 26 b ] an m nz ni 117} o7 LIl g i 13 14 15 16 17 2n 2 2z 23 24 7
T, Vi To

Figure B.2 Example of real time C5 cycle auto-recognition and self-adjustment.
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3. At the time shown by green line in Figure B.3, the system gedeaatgher trade

signal that determined the present time is the cycle vallbgn Tthe system

closed the short trade and started a long trade. It also added waheyv\,.

Using the Triangle method, the system adjusted tdp & new position.
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Figure B.3 Example of real time C5 cycle auto-recognition and self-adjustment.

4. At the time shown by green line in Figure B.4, the cycle vallgwas adjusted to

a new position based on the price preference and seven-dayhrgsleald time

frame. Given the new position ob VT, was also reevaluated and readjusted.
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Figure B.4 Example of real time C5 cycle auto-recognition and self-adjustment.
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5. At the time shown by green line in Figure B.5, the systentenleanother trade

signal that considered present time the cycle top. Then, thensysversed the

trade and did a short trade. A new tgpsTbeing put in the figure.
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Figure B.5 Example of real time C5 cycle auto-recognition and self-adjustment.

6. At the time shown by green line in Figure B.6, based on the trgdealdrom
TF1, the short trade was closed and a long trade was initiatedv satley V1 is
generated. At the same time, the Triangle method was usedtagaadjust the

previous T1 to better represent new market information.
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Figure B.6 Example of real time C5 cycle auto-recognition and self-adjustment.
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7. At the time shown by green line in Figure B.7, considering the jprieterence

and cycle threshold and the optimal-three-valley rule, the cydleyvdl was

adjusted to a new position.
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Figure B.7 Example of real time C5 cycle auto-recognition and self-adjustment.

8. Step 1 to 7 is repeated and the market markers are generatsd in the TFX

methods.

Real time cycle auto-recognition is an important part of outeeystated TFx
methods. Using historical man-made cycle database and autovtemogiarket makers,
the TFx methods selected k cohort cycle members to guild peediatipresent cycle.
The majority of cohort cycle members will determine whether present time is the

present cycle point.
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