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AN ABSTRACT OF A DISSERTATION  

REAL-TIME MAXIMUM POWER TRACKING AND ROBUST LOAD 
MATCHING OF A STAND-ALONE PHOTOVOLTAIC SYSTEM 

Mohammad Saad Alam 

Doctor of Philosophy in Engineering 

 

 This work deals with modeling and maximum power tracking of a stand-alone 
photovoltaic (PV) power generator. 

 
In the modeling part of the research, a dynamic model of a solar cell has been developed, 

simulated, and validated using experimental data.  Effects of parameter variations have been 
accounted for in the dynamic model. It was found that the actual real-time maximum power that 
a PV can produce is significantly different from the average power provided by the 
manufacturer.  Preliminary experimental testing showed that one can extract as much as 23.35% 
more power from the PV than what is suggested by the manufacturer. 

 
For real-time maximum power transfer, a control strategy that combines the use of a 

DC/DC boost converter, fuzzy logic control, and a modified queen bee genetic algorithm has 
been developed.  Preliminary simulations show the promise of the approach. 

 
 It is believed that this research will lead to improvement in the efficiency of solar cells 
using real-time modeling and controls.  
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CHAPTER 1 

INTRODUCTION 

 

 Energy is extremely important to humans in today’s world.  We rely on energy to the point 

that our lives will be entirely interrupted if energy became unavailable.  Energy is used to power our 

homes with light and daily use appliances; our cars, planes, and trains for transportation; our 

computers for education, product development, business records; and so many other things which we 

take for granted.   

1.1 Global Energy Demand 

 

 Within the next twenty years, the world energy consumption is anticipated to increase by 

roughly 44% [1.1].  This prediction is based on the statistics in Figure 1.1 which show the worldwide 

trend of energy demand for the past 35 years and its projection based on the previous growth pattern.   
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Figure 1.1 Global Energy Consumption [1.1-1.3] 
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Figure 1.2 Energy Consumption by Fuel Type, 2005 [1.1 -1.3] 

 Figure 1.2 illustrates the global energy consumption by fuel type in 2005.  It is apparent from 

the figure that fossil fuels offer a major component of the total energy used (approximately 87% in 

2005).  Future economic growth of the world largely relies on the ability to meet this escalating 

energy demand. 

It is well-known that fossil fuels are unequally concentrated in areas around the world, which 

may cause future tensions between countries if their economy is exceedingly reliant on these scarce 

resources.  Furthermore, producing and consuming electrical energy by using the present day 

technologies has caused substantial damage to the ozone and the environment of many areas around 

the world.  As a result, it is an important task for humanity to discover a way to create the required 

amount of energy while using the most efficient sources. 

 The use of electricity is expected to increase by nearly 50% in the next twenty years [1.1-

1.3], as shown in Figure 1.3.  The figure also shows that the U.S. is responsible for the consumption 

of almost 25% of the total global electricity demand, and is expected to grow approximately 44% by 

the year 2025 [1.1-1.3]. Also, the electrical requirements set by the newly evolving economies of 

China and India are increasing even more rapidly.   

 In order to obtain the required electrical demands of the future, a widespread extension of 

production power is essential.  Global production power is anticipated to expand from 3,872 GW 

(gigawatts) in 2005 to about 5,500 GW in 2025 (Figure 1.4) with an average yearly growth rate of 

2.2% [1.1-1.4].   
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Figure 1.3 Electricity Demands 1980-2025 [1.1-1.3] 
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Figure 1.4 Electricity Production Capacities 1980-2025 [1.1-1.4] 
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 The U.S.’s electricity generating capacity has been increasing steadily; however, not at the 

same high pace as the world’s generating capacity.  Therefore, the percentage ratio from the U.S. on 

the world scale is expected to decrease from 25% in 2005 to approximately 20% by the year 2025 

(Figure 1.4) as indicated by the estimated projections by Energy Information Administration (EIA).  

Even so, the electricity generation capacity of the U.S. is anticipated to rise by approximately 20% 

between the year 2005 and 2025 [1.1].  When contrasting Figure 1.3 with Figure 1.4, it is apparent 

that the U.S. production capacity is increasing at a slower pace than the electricity consumption rate.  

If this trend continues, the U.S. will soon have to start importing its electric power to meet its needs.  

 Several types of energy sources allow for the production of electricity.  Power can be 

produced through traditional thermal power plants (by means of fossil fuels or nuclear energy), 

hydropower stations, and additional various power generating units (photovoltaic arrays, wind 

turbine generators, biomass power plants, fuel cells, geothermal power stations, etc.).  Nuclear 

energy and fossil fuels such as coal, oil, and natural gasses are all nonrenewable, limited resources.  

Alternatively, power can also be generated by unlimited, self-renovating resources such as wind and 

solar energy, which would allow future energy demand to be continually upheld.  Figure 1.5 

illustrates the U.S.’s net electricity production by type in 2005 and compares it to the world’s 

production.  It is apparent from the figure that over 80% of world’s electricity production is still 

being supplied by conventional thermal power plants and nuclear power plants [1.1-1.4].  Excluding 

hydroelectric power, the amount of electricity produced from other renewable sources is 

insignificant.   
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Figure 1.5 The world and US Net Electricity Generation by Type in 2005 [1.1, 1.4] 
 

1.2 Role of Photovoltaic Systems in the Emerging Need of Alternative Technologies 

 As can be seen in Figure 1.6, solar energy is the source for many of the natural aspects of our 

daily life.  For example, energy from the sun is what naturally powers the weather, including the 

temperature which in turn causes the water cycle and wind.  Also, the sun is needed to give energy to 

every living thing.  First, plants generate energy from the sun’s rays through the process of 

photosynthesis.  Then the energy is passed from the plant (in a lesser quantity) to any animal which 

eats the plant and then to any animal which eats that animal and so on.  Many other examples of the 

use of solar energy can also be seen in Figure 1.6.   

 This brings us to the importance of capturing and processing solar energy and using it to meet 

our needs of artificial energy which have resulted from inventions of technology.  Though we have 

other means of artificial energy, such as oil and coal, solar energy is the most natural energy source.  

Solar energy is free and limitless.  Also, the consumption of solar energy does not harm humans, 

animals, or the natural environment of the earth.  Furthermore, solar energy does not have any limits 

such as wind power does, because unlike wind, solar radiation can be found in every location of the  

5



 

 

 

 

 

 

 

 

 

 

 

 

 
 

Figure 1.6 Distribution of Solar Energy [1.5] 
 

world.  For these reasons, it is important to make use of this exemplary source of energy to meet our 

increasing demands.   

 

1.3 Motivation and Contribution of the Research 

 

 Harnessing the power from natural resources in general and in particular from solar power is 

a well established and progressive research area. Since the 1960’s, various researchers have done 

numerous inventions, innovations, and researches on the power generation through sun light using 

photovoltaic devices. However, there is still a huge potential in this research area in terms of 

globalization, commercialization, system efficiency, and cost per unit of power. Although many 

 6



scholars are addressing these issues and many state of the art technologies do exist, solar power still 

has not been commercialized and utilized in replacement of conventional non-renewable power 

generation technologies. 

 The main hurdle in harnessing solar power is the efficiency of solar cells. Furthermore, the 

available output power is not accurately tracked because of the way solar cells are currently being 

modeled using assumptions such as temperature cell, ,  and irradiance , , are fixed.  The reality 

is that  and  varies significantly from morning to afternoon. Also, the parameters of the cell do 

change with uncertain changes in weather conditions and ambient temperature.  To obtain an optimal 

controller performance, the model of the system should be well determined with consideration of all 

the possible variations and parameters. The basic two variables that are required and must be 

considered on site and on a real-time basis to obtain maximum and efficient instantaneous solar 

power are the solar irradiance and the temperature. In commercial PV cells these two variables are 

averaged over standard weather condition to estimate the power output capacity of the PV panel.  

CT TG

CT TG

Various maximum power point tracking (MPPT) techniques have been proposed in the past 

to obtain maximum power but again because of the estimated prediction of the weather condition, the 

promised maximum output power that would make a big difference in the current efficiency of the 

commercial solar cells has not been achieved. A review of 91 MPPT techniques is summarized in 

[1.7].  In [1.8] a predictive neural network model of PV is formulated and a governor control scheme 

is proposed for a hybrid PV, battery, diesel power generation system.   As mentioned in the training 

data, the time interval of the data collection is 5 minutes which accounts for less than 10 hours for 

186 data points. However, for stand-alone PV applications, the data points should vary over several 

days with different weather conditions to take into account all the different performance scenarios of 

the PV module in different weather conditions. 
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 Also, parameters like heat loss coefficient, thermal capacitance, transmittance and 

absorptance coefficient   are assumed to have constant values, such as heat loss coefficient UL which 

is assumed to have an approximate value of 0.9 in most of the models of PV cells [1.9-1.12]. 

However, that is not true in most cases as heat loss coefficient varies over a wide range depending 

upon the properties of materials and weather conditions [1.9-1.12]. 

 Due to the above mentioned limitations, there is an inexistence of efficient controlling 

technologies: a major reason of the significantly low efficiency of these systems. Most times, 

systems are designed for standard conditions and variation in those conditions due to changing 

weather and parametric variations lead to inefficient performance because of the inability to handle 

and control the rapid dynamic conditions optimally [1.12-1.22]. 

 To address these issues, a dynamic model is developed considering the variability of 

irradiance and ambient temperature on a real-time basis using the data acquisition system and an R2 

value of 0.997 is obtained for 370 data points over the period of 20 days. These days consists of all 

bright, cloudy, rainy and normal days. Also, the obtained values are validated with hardware set up 

with an accuracy of 0.1 – 3.9%. 

 This model will now be used in conjunction with a dc-dc boost converter and an applied 

genetic algorithm-based fuzzy logic controller as governor control to obtain the optimum suitable 

load management on a real-time basis. The loads are connected in series through Breakers (in 

simulation) and can be connected with MOSFET(s) in hardware setup for real-time switching and 

tapping of the load through Fuzzy logic Control for harnessing the instantaneous maximum output 

power.  
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1.4 Organization of the Dissertation 

 

 The ongoing Chapter 1 is entitled “Introduction.” In the beginning, importance, need, and 

future global scenario of the energy production through conventional and alternative technologies are 

addressed. Further, the role of Photovoltaic in the emerging need of alternative technologies is 

covered in brief. With this background, the reason and motivation of the research is detailed, 

followed by the significance and contribution of this study.  

 In Chapter 2, entitled “Photovoltaic Fundamentals,” solar cell fundamentals are reviewed 

followed by an overview of the components of a Photovoltaic system. Further, the solar cell 

characteristics are analyzed in detail. 

 Chapter 3 is entitled “Photovoltaic Modeling.” After the literature survey of modeling 

techniques and review of mathematical and electrical model of photovoltaic, a steady state and a 

dynamic Simulink® model are developed and compared.  Based on the investigation of the 

parameter variations, the parametric calculation is also incorporated in the Simulink model and the 

results are discussed. Afterwards, this MATLAB®/Simulink model is inculcated in the LabVIEW 

environment to validate the model with the Hardware setup. The experiment is being performed over 

a span of three weeks and the model is validated through design of experiment. There are five 

appendices for Chapter 3. Appendix A includes the Nomenclature. Appendix B consists of the 

Simulink and LabVIEW models. Appendix C covers the specifications of the hardware and 

instruments being used during the experiment. Appendix D is a report on the design of experiment 

which explains the statistical calculations and analysis for the validation of the model.  Appendix E 

has the experimental results. Appendix F describes the concept of the solution of transcendental 

equations followed by the description of Newton –Raphson method for the solution of the 

characteristic equation of PV which is a transcendental equation.  
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 In Chapter 4, entitled “Optimal Load matching of Stand –alone PV Systems at Maximum 

Power Point,” the PV model that was developed and validated previously is implemented in 

conjunction with a dc-dc boost converter and an applied genetic algorithm-based fuzzy logic 

controller as governor control in the MATLAB/Simulink environment to obtain the suitable load 

management on a real-time basis. There are three appendices for Chapter 4. Appendix G covers the 

fundamentals and basics of fuzzy logic control. Appendix H covers a brief theory and modeling of a 

DC-DC buck boost converter. Appendix I consists of Simulink model of the control scheme. 

 Chapter 5 is entitled “Conclusion, Recommendations, and Scope for Further Research.” After 

the explanation of the results obtained through modeling, design, experimental validation of the 

model, and the development of load matching through applied genetic algorithm-based fuzzy logic 

based control at maximum power point, recommendations for future work are provided. 
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CHAPTER 2 

PHOTOVOLTAIC FUNDAMENTALS 

 

2.1 Background 

 

 The term “photovoltaic” is derived from two Greek words: phos meaning “light,” and voltaic 

meaning “electrical.”  In turn, voltaic is named after the Italian physicist Volta, which is the same 

origin of the measurement “volts” [2.1].  “Photovoltaic” has been used in English vocabulary since 

1849 [2.1]; however, the PV effect was first announced by Bequerel in 1839 and commercial use of 

this form of power production did not come until much later during the mid-1950’s [2.2].  The cost 

of PV power production has been much too high to effectively compete with the other forms of 

conventional power sources.  However, the concern of cost is becoming less of a problem as we have 

seen a dramatic drop in price from $100/kWh in 1962 [2.3] to as little as $0.30/kWh in 2008 [2.24].   

 Photovoltaic (PV) energy conversion is the process of converting light energy directly into 

electric energy.  PV power is generated only when specific conditions are met,  including proper 

absorption of solar radiation, creation of movable electron/hole pairs, collection of charges, and 

connection of oppositely charged contacts. Conceptually, a solar cell is an electrical current source, 

driven by a flux of radiation. There are other light sources available which can also produce 

photovoltaic electricity [2.5]; however, only solar radiation-based PV cells are analyzed in this 

dissertation.  

 In a PV panel, semiconductors account for nearly 60% of overall expenses. Commercially 

available PV’s are generally only 10-20% efficient, producing energy in normal sunlight at the rate 

of 1-2 kWh per sq. m each day. On average, complete solar radiation of 1 kW per sq. meter will 

generate a potential difference of approximately 0.5 V and a current density of 200 A per sq. m. of 
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cell area. Therefore, a standard industrial cell of 100 sq cm area will generate approximately 2 A of 

current.  The cell has a typical life span of little more than twenty years [2.5].  Also, because the 

system is stationery, it can be left in isolated locations without maintenance [2.4].There are many 

advantages of using PV systems over other common power sources.  Some of these benefits include 

[2.4]: 

i. These systems have long life spans with a duration of 20+ years.   

ii. Solar PV systems perform in nearly any weather condition and have an immediate response 

to solar radiation.  

iii. Solar PV systems are dependable, modular, sturdy, and require little maintenance. 

iv. PV systems operate silently. 

 Some disadvantages of the PV system are: [2.4]: 

i. PV systems have high initial cost and a large investment is required for the setup. 

ii. As this is a weather-dependent device, energy storage in the form of batteries is required as 

backup and the battery cost further increases the installation cost. 

iii. The power output is not constant as it depends on the weather conditions. 

iv. The overall efficiency of the system is lower than the other power generating technologies. 

v. The performance of the PV system deteriorates over time due to aging factor of the 

semiconductor material. Furthermore, the performance of all the solar cells in a module does 

not remain the same with the passing age, which also results in increased losses and 

decreased efficiency. 

vi. There are also losses due to the reflection from the active surface of the PV module which 

prevents the photons to penetrate into the semiconducting material. At the time of production, 

the surface of the PV module is treated with a special anti-reflecting material to have a 
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pyramidal or textured structure. This treated layer vanishes with time. Therefore, aging plays 

a vital role in the performance of the PV module as well. 

 

2.2 Solar Cell Fundamentals 

2.2.1 Semiconductors: 

 

 Silicon (Si) is one of the best semiconductors because it has four valence electrons, allowing 

it to powerfully bind with surrounding atoms by forming a covalent bond [2.5]. Though silicon is 

expensive, it is widely available, making it the best material for use as a semiconductor.   

At an ideal temperature of zero, a semiconductor is able to work as a supreme insulator as there 

are no charge carriers obtainable for transmission of current. When the temperature increases, a Si 

atom releases an electron from the valence orbit and thus creates a vacancy or hole in the valence 

orbit.  An electron hole pair is formed during this process. These electron hole pairs can also be 

formed by means of photonic radiations. A Si crystal at room temperature will have the following 

conditions at any given point in time [2.5]: 

i. A number of forming free electron-holes  

ii. A recombination of free electron-holes  

iii. A number of isolated electrons and holes remain until recombination.  

 In a Si atom there are equal numbers of electrons and holes. Such a semiconductor is known 

as an intrinsic semi conductor. On applying a potential across a semiconductor, electron-hole pairs 

that are being formed because of thermal agitation begin to flow in the direction of opposite polarity 

and these charge carriers create a current in the semiconductor. This phenomenon is portrayed in 

Figure 2.1. Conductivity of the Si semiconductors is increased through the doping process by adding  
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Figure 2.1 Free Electron Hole Flow Through a Semi Conductor  [2.11] 
 

impurity atoms to intrinsic Si atoms resulting in n type or p type silicon depending upon the majority 

of free electrons or free holes, respectively. The different electrical properties of the semiconductors 

are obtained by regulating the level of doping. In fact, the doping level is inversely proportional to 

the resistance of semiconductor [2.6-2.7]. 

 

2.2.2 PN Junction 

 

 When a junction between a p type and n type semiconductor material is formed, holes and 

electrons diffuse from a higher concentration to a lower concentration surface separated by the 

junction. The remaining charge particles that are left after the recombination of holes and electrons 

accumulate in the form of a layer along the junction and are known as depletion layer.  The holes 

form the positively charged layer while electrons form the negatively charged layer which results in  
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an electrostatic potential along the junction which causes an electric field in the depletion region. 

This voltage difference produces an energy barrier that further hinders the combination of an electron 

hole pair from the opposite side of the junction and thus stops the flow of charge. This energy barrier 

is known as potential energy hill, energy gap or barrier voltage. Figure 2.2 portrays energy bands for 

a junction prior to and following the establishment of a depletion layer. 

 

2.2.3 Photoconduction 

 

 The energy, E, in a photon is given by 

(joules)    hc  h  E (ev)  1.24  Eor        (2.1)  

where 

 h: Planck’s constant (h = 6.63×10-34 joules-sec), 

 c: Speed of light (2.988×108 m / s),  

 : Frequency of photons (Hz ), 

 : Wavelength of photons (m or m), 

1 eV: 1.6×10-19 joules. 
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 To generate an electron hole pair through a light ray or beam of photons, the energy of the 

photons must overcome the semiconductor energy band gap, Eg [2.5].  Due to the existing electric 

field around the junction, the generated electron hole pair will be attracted to the p and n sides, 

respectively. These additional charges will develop a potential difference which will result in a flow 

of current if the load is connected across the terminal. 

 

2.2.4 PV Cell 

 

 A photovoltaic cell consists of an exclusive p-n junction semiconductor diode where the 

position of the junction is near to the surface [2.6]. The typical configuration of a PV cell is n-on-p 

with p type silicon at the bottom of a thickness of 100 to 350 microns and a diffused thin layer of n 

type silicon at the top [2.5]. The current produced by the incident photons are collected through an 

Ohmic contact connected with the metallic grid on the top of the junction and forms the negative 

terminal of the solar cell. The bottom surface is also connected through a metallic Ohmic contact 

over the entire surface and forms the positive terminal of the cell. As shown in Figure 2.3, anti-

reflecting coating is done on the top layer and reflective surface at the bottom layer of the PV cell to 

enhance the photo conduction process. 

 

 
Figure 2.3 X- Section of a Typical PV Cell [2.5, 2.7] 
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2.2.5 PV Module and Array 

 A PV cell is the building block of a PV system. Because of its output limitations of 0.5 – 0.6 

V and size limitation of a few square centimeters, typically 36-40 such cells are connected in series 

or parallel circuits on a panel and are known as a PV module[2.6]. A number of such PV panels are 

connected in series or parallel combination to form an array in order to provide the required wattage. 

An outline of a PV cell, module and an array is shown in Figure 2.4.  A PV array is manufactured in 

various fabrication stages. A laboratory cell is first modified into a production cell which serves as 

the building block of a production module. Several production modules are combined to obtain an 

operating array. Based on the power requirement and climatic conditions, an operating PV system is 

established through the combination of various PV arrays along with different electrical and power 

electronic devices.  

 
Figure 2.4 PV Cell, Module, and Array  
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2.3 PV System Components 

 

 PV Systems are broadly classified into central power station and distributed power generation 

systems. 

 

2.3.1 Central PV Power Station System   

 

 Central PV power station systems are installed in a few MW capacities and are connected to 

a grid to provide peak power loads during the day time. The experimental setups has been 

demonstrated in European and North American alternative power markets up to a range of  6 MW 

[2.5-2.10] but the initial  installation cost is a major hindrance in the commercialization of the 

concept. 

 

 2.3.2 Distributed PV Power Generation Systems 

 

 Distributed Generation Systems are more viable for alternative power generation 

technologies in terms of implementation and economical power output on a relatively small scale. 

Distributed PV power generation systems can further be classified as stand-alone PV systems, grid 

interactive PV systems, and hybrid PV systems.  

2.3.2.1 Stand-alone PV power generation system. Stand-alone systems are onsite 

power generation systems and are economical for remote areas which are not connected to a grid. 

They are quite popular in rural areas and for residential or small scale specific load requirements. 

During the daytime, the power is generated from the PV arrays and the excess power is stored in 

the battery banks for the nighttime. Figure 2.5 shows the main components of a stand-alone PV  
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        Figure 2.5 A Typical Stand-Alone PV Power Generation System [2.5] 

power generation systems. The DC output is fed to the DC/AC inverter and then the converted 

AC Power is fed to the load. In this figure, Diode DB is used to prevent the battery from 

overcharging and diode DA is used to prevent batteries from discharging through PV arrays 

during the nighttime. The battery charge controller monitors the charging and discharging of the 

battery bank. Dump loads are used to extract the excess power in case the battery banks are fully 

charged.         

2.3.2.2 Grid interactive PV power generation system.  This can be considered as a 

special case of stand-alone PV power generation system where the load buses are connected to 

the grid through a bi-directional metering system. There is no battery storage in grid interactive 

power systems. The power generated from the PV arrays is fed to the grid through a  
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Figure 2.6 A Typical Grid Interactive PV Power Generation System [2.5] 
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power sources at numerous locations [2.11 – 2.18]. A hybrid control scheme is required to 

manage the performance of individual power sources efficiently. 

 

2.4 Solar Cell Characteristics 

 

 PV power is generated when solar radiation is absorbed by an upper layer of dissimilar 

semiconducting material such that some electrons jump to a higher energy band, thereby creating 

mobile electron/hole pairs which results in flow of current. Direct current (DC) current can be 

obtained if the oppositely charged layers are connected to an external circuit. This effect has been 

portrayed in Figure 2.7. 

To study the electrical characteristic of a PV cell and to develop an equivalent circuit, it is 

necessary to understand the physical configuration of the PV cell and the ongoing phenomenon in a 

cell.  In an actual cell, there are manufacturing imperfections or inherent material properties which 

 
Figure 2.7 Illuminated PN Junction [2.19] 
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introduce resistances and other limitations which result in the decrement of output efficiency of the 

cell. 

The well-known characteristic of an ordinary silicon PN junction are highlighted in Figure 

2.8.  Mathematically the current-voltage relationship is given by Shockley diode equation      

]1)/[exp( Tdsd VVII   (2.2)                                             

where 

Id:  diode current,  

Is :  reverse saturation current,  

: p-n junction / diode voltage Vd

VT: voltage equivalent of temperature; at room temperature (20 oC), its approximate value is 26mV. 

 
q

KT  VT  (2.3) 

where 

 K: Boltzmann’s constant (= 1.3806x 10-23 J /k = 8:6174 x10-5 eV/ K),  

T: temperature in oK and 

 q: charge of an electron (=1:60218 x10-19 C) 

 
Figure 2.8 Characteristic of an Illuminated and Non-Illuminated p-n Junction [2.5] 
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 When the p-n junction is illuminated, the characteristic gets modified in shape and shifts 

downwards as a photon-generated component is added with reverse leakage current as shown in 

Figure 2.8. The out put current generated from the p-n junction, will be the Current due to 

incident photons,  minus the current through diode. In such a scenario, above diode equation 2.2 

becomes 

oI

I

]1)/[exp( Tdso VVIII  (2.4) 

where 

oI : p-n junction  output current; 

I :  Photon current; depends on insulation and wavelength of photons. 

 

2.4.1 Equivalent Electrical Circuit 

 

 The modified diode equation is obtained for an ideal diode in Equation 2.4 under the 

assumption that the values of the series  and shunt resistances  are zero.  However, the typical 

value  for a square inch of silicon cell is 0.05 to 0.1 ohms and of   is 200 to 300 ohms [2.6].  

, also known as internal resistance, varies with the impurities, junction depth, and resistance of the 

contacts. The value of  varies inversely with the leakage current to the ground. The value of 

series resistance plays a vital role in determining the efficiency of the PV module. A slight increase 

in the value of series resistance results in a significant drop of the efficiency [2.5].  The equivalent 

circuits for an ideal and practical diode are shown in Figure 2.9. Thus, modifying equation 2.4, the 

load current I

sR shR

sR shR

sR

shR

o for a practical diode will be 

shsTso RIRVVVIII /)(]1)/[exp(           (2.5) 
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2.4.2 Open Circuit Voltage and Short Circuit Current  

 

 Open circuit voltage  and short circuit current  are the two main specifications given 

by a manufacturer for a Photovoltaic module. The short circuit current is obtained by measuring the 

terminal current by short circuiting the output terminal of the PV module. During short circuit 

condition, no current flows through the diode as V

ocV scI

d = 0 and the all the circuit current flows through 

the short circuited terminals will be the current from the light source and hence the magnitude of 

light source current  will be equal to short circuit current II sc. The short circuit under this 

condition is given by  

]1)/[exp( Tsosc VVIII  (2.6) 

  

Under open circuit voltage condition, the maximum photo voltage is obtained through a PV module. 

Assuming load current I  is equal to zero in Equation 2.6, open circuit voltage will be given by  o

 

}1)/ln{(* sscToc IIVV                                                                                                        (2.7)      
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2.4.3. I-V and P-V Curves 

 

 I-V characteristics of a PV module represent its electrical characteristics. As shown in Figure 

2.10 the boundary points of an I-V curve are short circuit current and open circuit voltage. To operate 

the PV module at the highest possible efficiency, it is required to obtain the maximum power point 

Pm which can be calculated by drawing a hyperbolic tangent to the I-V curve.  The corresponding 

values of voltage Vm and current Im are unique values for a given set of weather conditions subject to 

proper load matching. The power output P of the PV module is the product of the output voltage and 

current. A P-V curve is also shown in Figure 2.10. It can be noted that the maximum power point in 

the P-V curve corresponds to the maximum power point or the knee point of the I-V characteristic. 

 

 
Figure 2.10 I-V Characteristic, Maximum Power Point, P-V Characteristic of a Typical PV Cell [2.5] 
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  It can also be noted that if a rectangle of maximum possible area is inscribed in the I-V 

characteristic of the PV module, the top right corner of the rectangle will coincide with the maximum 

power point of the I-V curve. This phenomenon is being used to define fill factor FF, a measure of 

PV module performance. Fill factor is defined in [2.5]. Fill factor has value of 1 for an ideal diode 

scoc

mm

IV
IV  FF  (2.8)  

 

2.4.4 Performance Factors 

 

 The major factors that affect the performance of a PV module are 

i. Solar Irradiance, 

ii. Ambient temperature, 

ii. Load matching, 

iii. Sun angle and Sun tracking, 

iv. Other factors such as shading, clouds, rain, snow, wind etc. 

2.4.4.1 Solar irradiance. The magnitude of the generated photovoltaic current is directly 

proportional to the intensity of the available solar radiation. As can be seen in Figures 2.11 a and 

b, there is marginal drop in the output current with decreasing value of  solar intensity which 

results in minimizing the maximum power. It can also be observed that the overall variation in 

the open circuit voltage as compared to short circuit current is relatively small.  

2.4.4.2 Temperature. Variation in temperature affects both the short circuit current as 

well as the open circuit voltage of a PV module. As shown in Figure 2.11a, with decreasing 

temperature, the value of short circuit current decreases while the value of open circuit voltage 

increases.  
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Figure 2.11.a Effect of Variation of Temperature on the PV Characteristic [2.5] 
 
 

The average value of solar irradiance and cell temperature are among the major performance 

conditions of a PV module given by a manufacturer. In practice, the solar irradiance is specified as 

1000 w/m2 and a temperature value of 25 oC. The other specifications, such as maximum power, 

short circuit current, and open circuit voltage are also calculated and specified at the above 

mentioned values of solar irradiance and temperature. The amount of solar irradiance incident on the 

effective PV module area is used to determine the current output efficiency of a particular PV 

module. As shown in Figure 2.11b, with decreasing irradiance, the short circuit current decreases 

with slight variation in the open circuit voltage.  

Due to varying irradiance and temperature, the specified output power by the manufacturer is 

always different than the obtained maximum output power. It has been found through experiment 

(Appendix D) that even the averaged values of irradiance and temperature over a 12 hour duration  
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will result in different values of maximum output power than the  aggregate of hourly obtained 

maximum output power values. 

2.4.4.3 Sun angle and sun tracking. Ideally, the sunrays should be normal to the PV 

panel. Practically, it is achievable through sun tracking devices, though some error does occur 

due to mechanical limitations of tracking motors. Considering the PV output current as In at the 

ideal conditions, then the practically achievable PV output current I is calculated as [2.6], where 

 is the angle between the normal and the sun line. 

 

 I = In Cos  (2.9) 

0    This cosine law is valid from  = 0 to  ~500. Above approximately 500, the electrical 

output does  not obey  this cosine  function and  practically  there is no generation  of  power above 
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Figure 2.12 Kelly Cosine Curve for a PV Cell from  = 00  to    =900 [2.6] 

 

~85o. The actual power- angle curve for a PV cell is known as Kelly Cosine [2.6] as drawn in 

Figure 2.12. 

Table 2.1 shows the difference in the Mathematical and cosine values of the output current of 

a silicon cell.   

The output power of the PV module can be enhanced by implementing the sun tracking 

system [2.11]. This tracking increases the amount of incident energy on the effective area of the PV 

 

    Table 2.1 Mathematical and Kelly Cosine Curve of a PV Cell Output Current [2.6] 

Sun Angle 
(degrees) 

Mathematical  Kelly  
Cosine Value Cosine Value 

30 0.866 0.866 
50 0.643 0.635 
60 0.5 0.45 
80 0.174 0.1 
85 0.087 0 
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module.  The path of the sunflower movement from sunrise to sunset is the basis in designing the 

tracking path of these devices. There are two type s of sun tracking devices available in the market: 

i. One-axis tracker [2.11]. This type of tracker tracks the sun from east to west, from sunrise to 

sunset. 

ii. Two-axis tracker [2.11]. This type of tracker not only tracks the sun from east to west, from 

sunrise to sunset, but also follows the position of season from north to south to correspond to 

the season of the year. Therefore, the efficiency of the two-axis tracker is more than the one-

axis tracking system.  

 An approximate 40% increase in energy yield has been observed through the tracking 

systems-based PV modules when compared to fixed PV modules. Contrary to this the tracking 

systems results in the increased installation, operation, and maintenance costs. An economic analysis 

is required to decide the tracking implementation based on the overall gain. 

The PV module is designed for rough weather conditions and is quite rugged.  The sun 

trackers use a DC motor for the movement process. These DC motors and the whole tracking system 

are not prone to drastic changes in weather condition and could result in frequent maintenance 

expenses.   

2.4.4.4 Other factors. Shading or partial shading of a PV module could happen through 

clouds, a building, a tree, etc. Shadowing of a cell results in losing the photo voltage and this cell 

in a module will increase local resistive losses, thus, hindering the performance of the whole PV 

module. The current losses are not in proportion to the effected shadowed area; however, 

shadowing on a larger area could result in the abruption of the operation. 

 As the effects of solar irradiance and ambient temperature were discussed earlier, ideally a 

PV module should give maximum efficiency on a bright cool day. From design of experiment 

(Appendix D) it has been observed on a statistical basis that the increment in irradiance comes with 

 31



an increment in temperature too. The other climatic factors that have to be taken into account in the 

electrical design of a PV module are clouds, rain, wind, and snow. PV module does generate power 

on a cloudy day but its performance is reduced because of the lack of irradiance. Rain does not 

directly affect the performance, but the clouds before the rain create hindrance in the operation of a 

PV module. A positive effect of the rain is that it wipes off the dust from the front of the panel which 

later improves the photoconduction process.  

 Wind provides a natural cooling to the PV module. In practice 1m/s value of wind is assumed 

in the calculation. As far as snow is concerned, because of the angular placement of the PV modules, 

snow usually does not collect on the module surface. The snow also does not affect the PV module 

mechanically, as its robust design is able to withstand impact from objects as big as a golf ball [2.6]. 

 

2.4.5 Maximizing the Performance 

 

 To maximize the performance of any device, it is obvious that the losses must be limited. In 

the case of a PV module, besides limiting the losses, maximum power point is also tracked by proper 

electrical load matching. This is achieved by different maximum power point tracking (MPPT) 

methodologies (explained in detail in Chapter 4), but as mentioned earlier, the installation, operation 

and maintenance of these devices are expensive. 

2.4.5.1 Efficiency and energy losses. The conversion efficiency  of a solar cell is the ratio 

of electrical power output to incident solar power.  

 
powersolar Incident 

poweroutput Solar                                                         (2.9) 

 

 There are various loss mechanisms in a PV module. Commercially available PV modules 

have an average efficiency of 10%-15% [2.19-2.22].  Some losses are due to inherent physical 
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properties of the materials such as the flow of electron is obstructed by grain boundaries in 

polycrystalline silicon which reduce the power output [2.19-2.22]. It is nearly impossible to rectify 

them by external means. Also, the entire spectrum of photons in the solar radiation is usually not 

utilized to the maximum. Those photons whose energy band gap is lower than the energy band gap of 

silicon (1.1 eV) do not contribute in the generation of photo current. In addition, the photons with a 

higher energy band gap lose their energy as heat which results in thermal losses. There are also 

thermal losses due to the physical nature of silicon material. These thermal losses result into 

parametric variation which should be taken into consideration when assessing the realistic 

performance of the PV module [2.16, 2.22- 2.23].  

2.4.5.2 Operation at peak power. The PV modules have a unique characteristic of 

operating at the maximum power point, subject to proper load matching. This maximum power 

point is unique for a particular ambient temperature and solar irradiance as shown in Figure 2.11.  

2.4.5.2.1 Maximum power point tracking. The maximum power point varies over the 

whole day with the variation of the sun irradiance and weather conditions. In order to track it 

exactly, an appropriate value of load has to be matched. A literature survey of the existing MPPT 

techniques is provided in Chapter 4. 

 
Figure 2.13 Load Matching with Resistive Load [2.5] 
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 2.4.5.2.2 Electrical load matching. The operating point for a PV module is the 

intersection of the source and the load line in the I-V curve. Recalling Figure 2.11 and drawing 

the operating point for different resistive loads on the I-V curve as shown in Figure 2.13.  The 

maximum power point is P2 for the middle value of resistance. 

So, a proper load matching is necessary for operating the PV module at its maximum power 

point in order to achieve its maximum possible efficiency. 
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CHAPTER 3 

PHOTOVOLTAIC MODELING 

 

3.1 Existing PV Models 

3.1.1. Literature Survey  

 

The literature in the field of photovoltaic in general, and in particular, the modeling aspects, 

is very rich [3.1- 3.45]. During the last few decades, numerous researchers have addressed the issues 

of design and modeling of PV systems from different angles which have led the PV research and 

development to a feasible power generation technology. On the commercial basis, however, PV 

technology is still in progressive stage as compared to the conventional power-generating 

technologies in terms of cost and efficiency. To facilitate the commercialization of PV systems as a 

competitive power-generating technology, focused and specialized research is still required on both 

the aspects of modeling and design. In this chapter various researches on the modeling of PV systems 

and associated applications are reported in brief followed by a detailed review of the modeling 

aspects of a typical PV module. The detailed literature surveys on modeling aspects, from as early as 

the 1950’s to as recent as 2008, can be viewed in [3.1, 3.2, 3.16, 3.23, 3.41].  

The literature on modeling of photovoltaic module is very rich and is still in progress [3.1-

3.5, 3.7, 3 .8, 3.13, 3.16, 3.22, 3.23, 3.28, 3.31, 3.41, 3.33, 3.37, 3.38, etc.] In [3.16], over 180 

predictive modeling approaches of metrological data are reviewed and the performances of 

conventional and Artificial Intelligence techniques are compared. The development in research in 

this direction is definitely leading towards the overall improvement of the PV system, but there 

always exists a certain amount of error when the natural phenomena are being modeled or predicted. 

For the most part, modeling and prediction techniques [3.2, 3.5, 3.8, 3.16, 3.22, 3.33, 3.37, and 3.38] 
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consider the metrological data of the past to model and predict the performance in the future. 

However, on experimental basis it has been proven that there exists a significant amount of error 

between the predicted and the real-time data [Section 3.3 and 3.4]. 

PV system is a highly nonlinear system as the system of equations of the equivalent circuits 

is represented by transcendental equations (Equations 3.1- 3.12). A detailed explanation is given 

below in section 3.1.1.1.  Various researchers have incorporated these nonlinearities in their models 

through conventional as well as artificial intelligence modeling techniques to enhance the 

performance of the PV system. A detail of these modeling methodologies is available in literatures 

[3.1, 3.2, 3.16, 3.23, 3.41]. These researches set forth a progressive approach towards the modeling 

aspects of PV systems but are limited to assumed standard climatic and weather conditions. For 

practical purposes, it is required not only to consider the real-time variation of the weather conditions 

but also to take into account the parametric variation in the PV system due to the changing weather 

condition for obtaining the best possible efficient performance [section 3.2.4]. 

3.1.1.1 Static model of PV. The basic criteria for modeling a photovoltaic device are its 

electrical characteristics, i.e. the current and voltage-current relationship of a PV cell for varying 

weather conditions [3.1]. The basic model available in literature is one diode model which is 

based on the finding of various researchers [1-10]. The equivalent circuit of one diode model is 

shown in Figure 3.1 from which Equations 3.1-3.4 can be developed. The details of the 

applicability and methodology of this model are explained in [3.3, 3.8]. 

 The output load current will be 

 

Pd IIII0                        (3.1)                                                            
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Figure 3.1 Equivalent Circuit of PV Cell [3.1] 

 

 

 The Shockley diode current is given by the classical expression as given in Equation 2.2 [3.3] 

                                                                                                  (3.2) ]1[ / kTqV
sd

deII

 

 So, for obtaining output current Equation 3.1 can be rewritten as [3.3]:     
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where  

Vd : Diode voltage and can be expressed as [3.3] 
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The equivalent electrical circuit drawn in Figure 3.1 is widely used in the literature for the 

modeling of photovoltaic cells. This model can be used for the modeling of a PV module and an 

array, depending on the number of cells connected in series in a module and the number of modules 

connected in series or parallel in an array. 

 The output power of the PV device will be the product of the output current and the output 

voltage which are dependent on the series, parallel and load resistances, and the currents and voltages 

across them. The values of these currents and voltages are dependent on the solar irradiance and the 

ambient temperature [3.1- 3.10]. 

 

00 * IVP                                                            (3.5)                                          

 

 Examining and recombining Equations 3.1 – 3.5, the relationship between the output voltage 

V  and the load current I  can be expressed as o o

 

]1[
0 so RIV

so eIII                       (3.6)                                           

where 

I :  Photon current; depends on insulation and wavelength of photons; 

sI : Reverse saturated current of the diode; 

dI : Temperature-dependent diode current; 

PI : PV cell leakage current; 

oI : PV cell output current; 

oV : Output Voltage; 
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TV 11// TqkTVT: Equivalent voltage to the Junction temperature; ; 

dV : Voltage across the diode (V ); d

k : Boltzman constant: k = 1.38047 x 10-23; 

q : Electron charge;  = 1.60210 x 10-19q ; 

: curve fitting parameter; 

sR : Series resistance; 

pR : Shunt resistance; 

LR : Load resistance. 

 

This model is referred as a four parameter model in the literature [3.1, 3.3, 3.7, 3.8, 3.10]. 

The four parameters are  

: curve fitting parameter;  i  

 ii  :  Photon current; depends on insulation and wavelength of photons; I

 iii  : PV cell output current;  oI

 iv  : Series resistance. sR

These parameters are needed for establishing the Voltage- Current relationship of the PV 

model.  In [3.8] a detailed method for the calculation of these four parameters is described. Three of 

the four possible scenarios can be calculated from the data provided by the manufacturer. The 

manufacturer usually provides the value of V and Io at open circuit, short circuit, and maximum 

power point at reference conditions [3.1].  The reference conditions consider in this thesis are Ta=25 

oC and GT= 1000 watts/m2. The fourth scenario can be analyzed from the calculation of temperature 

coefficients at open circuit voltage ocV , scI , and at short circuit current   [3.2]. The value of 
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temperature coefficients at open circuit voltage and short circuit current can be achieved by 

measurement at reference solar irradiance through Equations 3.7 and 3.8, respectively. 

 

12

1,2,
, TT

VV
T
V TocTococ

ocV                                         (3.7)       
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T
I TscTscsc

scI                                            (3.8)       

 

where 

Voc : open circuit voltage (V); 

ocV , : Temperature coefficients at open circuit voltage (V/°C); 

Isc : Short circuit current (Amp); 

scI , : Temperature coefficient of the short-circuit current (Amp/°C); 

,TT1 2 : Two temperatures centered around the reference temperature. 

I , , and sI  will be function of temperature if series resistance Rs in the circuitry of 

Figure 3.1 is assumed as independent of temperature [3.1-3.2]. In [3.2] is proved mathematically as 

well as experimentally that Equations 3.9, 3.11-3.12 are valid estimations for most of the PV 

modules.  

: curve fitting parameter: i. 

The curve fitting parameter, light current and saturation current  expressed in  [3.1] as 

 

ref
c
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T
T
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                                                                                   (3.9) 
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where 

ref
: The value of  at the reference condition; (1000W/m2 and 25 °C); 

 : maximum power point voltage at the reference condition (V); Vmp,ref

 : maximum power point current at the reference condition (A); Imp,ref

Isc,ref : short circuit current at the reference condition (A). 

 

ii. Light Current  [3.1] I
 

refccscIref
refT

T TTI
G
GI ,,,

,
                                                            (3.11) 

where 

: irradiance (W/m2); GT 

 : reference irradiance (1000 W/m2 ); GTref

refI , : Light current at the reference condition (1000W/m2 and 25 °C); 

 Tc: PV cell temperature (°C); 

 : reference temperature (25 °C ); Tc,ref

scI , : Temperature coefficient of the short-circuit current (A/°C); 

Both and refI , scI , can be obtained from manufacturer data sheet [3.2]. 
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iii. Saturation Current I  is calculated at the reference condition as [3.1- 3.3]: s
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where 

gE  : Band gap of the material (1.17 eV for Si materials); 

Ns : number of cells in series of a PV module; 

q : charge of an electron (1.60217733×10-19 C); 

refsI , : Saturation current at the reference condition (A); (1000W/m2 and 25 °C). 

refsI , : Can be calculated as [3.1-3.2] 

 

ref

refocV

refrefs eII
,

*,,                                            (3.13)                                            

where 

refocV , : The open circuit voltage of the PV module at reference condition. The value of is 

provided by manufacturers.  

refocV ,

iv. The value of Series Resistance is usually provided by the manufacturer. It has also been 

estimated as [3.2]:  
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3.1.2 Development of a Static Model of PV in MATLAB/ Simulink 

            

 Note that the above model is a static model derived under the assumptions of constant PV 

temperature, constant weather condition, and constant solar irradiance.  This static model is a tool to 

obtain the ideal characteristic of a photovoltaic cell under normal operating temperature and weather 

conditions (NOCT) which is the temperature in a PV module when ambient temperature T is 20 0
a C, 

solar irradiance GT 0.8 kW/m2, wind speed 1 m/s, and the manufacturer data given in literature [3.1].  

In what follows, the static model is summarized briefly with the results obtained through 

Simulink model based on static conditions. For the verification of the performance of Simulink 

model, two different solvers, namely ode45 (dormand-price) and ode23 (Bogacki-Shampine), are 

used. The PV module considered here for the study and analysis consists of 153 cells in series and 

has the following manufacturer parameters [3.1]. Temperature of the cell is considered as 25 oC for 

varying irradiance case and irradiance as 1000 w/m2 for varying temperature case.  The reference 

temperature and irradiance are taken as 25 oC and 1000 w/m2. The manufacturer data for the 

parametric values are: the open circuit voltage coefficient as -0.3318; reference saturation current as 

2.664 A, reference maximum current as 2.448 A, reference maximum voltage as 70.731 V. The 

results obtained through Simulink model are shown in Figures 3.2- 3.5. 

 

Table 3.1 Values of Parameters in Static Model 
Number of PV Cells  153 

Temperature of the Cell 25 oC 

Solar Irradiance 1000 w/m2

Open Circuit Voltage Coefficient   -0.3318 
Reference Saturation Current   2.664 A 
Reference Maximum Current   2.448 A 

Reference Maximum Voltage  70.731 V 
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Figure 3.2 and Figure 3.3 show the output voltage vs. output current (V-I) and output power 

vs. output voltage (P-V) characteristics, respectively, for fixed cell temperature and varying 

irradiance.  
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Figure 3.2 V-I Characteristics for Different Values of Irradiance Considering Tc=25 0C 
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Figure 3.4 V-I Characteristics for Different Values of Temperature with G =800 w/m2 

T

 

 
Figure 3.2 and 3.3 shows that with decreasing irradiance there is a negligible change in 

maximum output voltage and there is a marginal decrement in the output current and the maximum 

power point decreases.  

  Figure 3.4 and Figure 3.5 show the output voltage vs. output current (V-I) and output power 

vs. output voltage (P-V) characteristics, respectively, for fixed irradiance and varying cell 

temperature. 

These figures show that for a fixed irradiance, as the cell temperature decreases, a small 

decrement in output current occurs with an increment in output voltage and correspondingly the 

maximum power point also increases. 
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Figure 3.5 Output Power Vs Output Voltage Characteristics for Different Values of Temperature Considering GT= 

1000 W/m2 

 

 

3.1.3 Limitations of Static Model 

 

The dynamic model equation has been mentioned in many researches; however, the 

researchers [3.1-3.28, 3.30-3.45] and authors [3.3] until recently have considered the static model or 

the NOCT weather condition as in Equation 3.15 in their models. Due to this assumption, these 

models are unable to deliver the rated results in changing weather conditions.  

In a practical PV system, there are many dynamics involved, such as changing weather 

conditions results in varying solar irradiance, ambient temperature, wind, shading etc.   In just a 

single day from sunrise to sun et there is a wide variation of solar irradiance and ambient 

temperature. If these dynamics are taken properly into consideration, efficiency of the system would 

be increased and will eventually result in more economic power generation. The major driving forces 
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are the ambient temperature and the solar irradiance GT which changes with the changing position of 

the sun, angular placement of the photovoltaic module, and weather conditions. 

 

3.2 Modeling and Simulation 

 

To understand the phenomenon of a Photovoltaic cell, firstly, a static model has been 

developed through the help of literature, analyzed, and simulated in Simulink. However, this static 

model has various assumptions and there is a need of analyzing the dynamic aspects of the 

photovoltaic cell. In a Photovoltaic system, the system behavior changes dynamically with the 

change in the ambient temperature, solar irradiance, and the weather condition from location to 

location.  It is not possible to predict the system through a static model. A static model provides an 

idea of the ideal characteristic of a photovoltaic cell under fixed operating temperature and weather 

conditions. For variation in the weather conditions to be taken into account, it is necessary to develop 

a dynamic model of the overall system. In the following section, aspects of dynamic modeling are 

covered, briefly followed by an effort to develop the dynamic model of the photovoltaic cell. The 

extents to which dynamics that are incorporated in the literature are by averaging the solar irradiance 

over the daytime with fixed value of temperature [3.8, 3.10]. 

 

 3.2.1 Development of a Dynamic Model of PV in MATLAB/ Simulink 

 

In real-world scenario, a PV module does not operate under normal operating temperature 

and weather conditions (NOCT) of fixed temperature and irradiance. This is due to the fact that 

between sunrise and sunset, the ambient temperature Ta and the solar irradiance GT varies over a wide 

range. Also, the intensity of radiations can be different in a region during the same period of time 
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[3.15]. There could be a variation of 10 to 13 oC in ambient temperature in less than four or five 

hours on an average day [3.46]. Besides that, cloudy weather also affects the intensity of solar 

radiations.  

Although the PV module or the cell temperature Tc   mainly depends on the ambient 

temperature and irradiance, the operation characteristic of the PV module does affect the cell 

temperature. In fact, the solar energy is converted into electrical as well as thermal energy from a PV 

module. The thermal energy is dissolute through convection, conduction, and radiations and this 

phenomenon varies with the design of the PV module, the angle at which they are installed, speed of 

the wind, cooling method, etc. Thus, it is obvious that these changes will affect the output voltage 

and the maximum power supplied by the PVM.  One of the objectives of this research is to determine 

the efficiency of a solar cell when realistic assumptions about ambient temperature and irradiance 

variations are taken into consideration.  

The dynamical behavior of the cell temperature is given by 

 

)(1
acLTcT
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c TTUGG
Cdt
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            (3.16)                                                

where 

: Transmittance – absorptance product of PV cell; 

c : Efficiency of the PV cell; 

tC : Overall heat capacity per unit area of the PV cell/ thermal capacitance [J/(oC. m2)]; 

LU : Overall heat loss coefficient (W/m2). 

The reader is referred to [3.1] about details of the derivation of Equation (3.14). It can be 

inferred from the above equation that the junction temperature Tc of a photovoltaic module is a 

function of surrounding temperature Ta, irradiance GT, transmittance, absorptance of the solar 
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radiations, design, placement of PV module and convective, conductive and radiative heat losses at 

the surface of the cell [3.8]. All these variables and parameters have values that vary over a wide 

range depending upon the atmospheric condition, geographic location, etc. A detailed analysis of the 

parameters is discussed later in section 3.2.4. 

In most of the literature on the modeling of PV cells [3.1, 3.7, 3.13, 3.23, 3.28, 3.31, 3.41, 

etc.], irradiance has been considered as constant with the variation of temperature. Since the 

irradiance and ambient temperatures change significantly with changing position of sun and angular 

placement of the photovoltaic module, it is impractical to consider the irradiance and ambient 

temperature as constant. To obtain a realistic model of the photovoltaic module and to study its real-

time characteristic with the variation of temperature and irradiance, a dynamic model must be 

developed and analyzed.  

A state space model is developed through the dynamic model (Equation 3.16) of the PV cell. 

Equation 3.16 can be written as 

Tac
c GaTbTb

dt
dT

21  (3.17)                                           

where 

c
tC

a 1
                (3.18)                                               

L
t

U
C

bb 1
12        (3.19)                                             

Equation (3.17) can be written in state space form as 

                                                                                        (3.18) 
T

a
cc

G
T

abTbT ][[][* 21

Comparing with the state space model: 
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                                                                                                        (3.20) 
DuCxY
BuAxX

where 

                                                                                     (3.21)  
0,1

][, 121

DC
abBbA

    
Ambient temperature T  and the Irradiance Ga T are the real-time variable inputs to the state 

space model. The parameters a, b , and b1 2 are calculated based on the standard values of the PV cell 

parameters [3.1, 3.7, 3.8] and the detailed calculation is given in section 3.2.4. The output of the state 

space model is the dynamic cell temperature which is used to calculate the maximum voltage and 

maximum current of the PV cell so as to obtain the realistic available maximum power. Solar data 

have been collected from a weather station [3.46-3.47] and analyzed through a Simulink model in the 

MATLAB environment on daily and monthly basis. For illustration purpose, data for a typical day of 

July 2005 [3.46- 3.47] have been considered.  
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Figure 3.6 Daily Irradiance Over a Period of One Month from the Data 
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Figure 3.7 Daily Temperature Over a Period of One Month from the Data 

 
 

The daily variation of solar irradiance and ambient temperature over a period of one month is 

plotted in Figures 3.6 and 3.7, respectively.  The dynamic model developed is applicable to any 

location on the globe, subject to the availability of the required metrological data. 

Figure 3.8 shows the pattern of variation of solar irradiance and Figure 3.9 shows the pattern 

of cell temperature and ambient temperature for a typical day. 
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Figure 3.8 Variation of Solar Irradiance Over the Day 
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Figure 3.9 Pattern of Cell Temperature and Ambient Temperature in a Day  

 
 
 

The pattern of irradiance indicates that sunshine start at 8:00 A.M. and reaches to maximum 

at 12:00 o’clock noon and sunset took place at 7:00 P.M. Similarly, the pattern of ambient 

temperature also increases with rise of the sun and reaches to a maximum at 2:00 P.M. and remains 

there with a little bit variation until 5:00 P.M. and then starts decreasing. The pattern of PV array 

temperature indicates that the cell temperature remains below the ambient temperature before the 

sunrise and after sunset irradiance, but as soon as the sunrise starts the PV array the cell temperature 

starts increasing and remains more than the ambient temperature until sunset. It is because of power 

harnessing by the PV array, which is due to load current flow through PV array. It can be noticed in 

Figure 3.8 that as the irradiance increases there is an increase in the difference between cell 

temperature and ambient temperature. This difference reduces with the decrease in irradiance. 
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3.2.2 Comparison of Static and Dynamic PV Model 

 

The temperature and Irradiance data obtained from [3.46-3.47] are computed through the 

dynamic model developed in Simulink and the following results are obtained. Two scenarios are 

considered, fixed value of irradiance (average of the daily irradiance) with varying ambient 

temperature and varying solar irradiance and varying ambient temperature. Firstly, the average of the 

irradiance of the whole day (from sunrise to sunset) has been considered with the varying ambient 

temperature and later both the variables are considered as per the real-time variation and maximum 

power obtained has been computed for both the cases on the hourly and daily basis. Figures 3.10 and 

3.12 show the profile of the maximum powers obtained on hourly basis for the static and dynamic 

cases, respectively. The I-V characteristic of the PV module used in this study is shown in Figure 3.2. 

Figures 3.11 and 3.13 show the maximum power obtained during the period of 10 AM – afternoon 

when there is abundance of irradiance.  
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Figure 3.10 Profile of the Maximum Power Obtained Through Static Models 
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Figure 3.11 Profile of the Maximum Power Obtained Through Static Models During 9 AM- 6 PM 
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Figure 3.12 Profile of the Maximum Power Obtained Through Dynamic Models 
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Figure 3.13 Profile of the Maximum Power Obtained Through Dynamic Models during 10 AM- 5 PM 

 

Table 2.1 shows the numerical values of the data and the results obtained. Columns 1 and 2 

show the hours of the day and the varying ambient temperature. Columns 3 and 4 show the average 

value of Irradiance G  and the maximum power obtained on hourly basis (with fixed GT T), 

respectively. Columns 5 and 6 comprise of real-time varying irradiance GT and the maximum power 

obtained on an hourly basis, respectively. Column 7 shows the difference in the maximum power 

obtained. Column 8 shows the load mismatch and column 9 shows the wastage of power when the 

irradiance is more than the assumed average value. It can be further inferred from Table 3.2 that the 

total daily power obtained through the static case is 937.35 W and through the dynamic model is 953. 

69 W. Also, the maximum possible bearable load through the static model is 95.33 W while through 

dynamic model is 128. 4 W. 
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Table 3.2 Variable Data and the Maximum Power Obtained 

Hour Temp. Fixed GT P_max VariableGT P_max 
P_max 
Diffrence 

Load 
Mismatch Wastage 

1 18 0 0.00 0 0.00 0.00 
2 18 0 0.00 0 0.00 0.00 
3 17 0 0.00 0 0.00 0.00 
4 17 0 0.00 0 0.00 0.00 
5 16 0 0.00 0 0.00 0.00 
6 16 0 0.00 0 0.00 0.00 
7 18.999 0 0.00 0 0.00 0.00 
8 21 0 0.00 0 0.00 0.00 

-86.82 9 23 560 95.33 59 8.5108 86.82
-3.77 10 26.007 560 94.216 545 91.558 3.77
31.96 11 26.011 560 94.216 746 127.29 31.96
33.07 12 27.011 560 93.845 755 128.4 33.07
27.98 13 28.011 560 93.475 729 123.31 27.98
21.87 14 29.01 560 93.105 697 117.2 21.87
22.32 15 28.011 560 93.475 697 117.65 22.32
10.60 16 29.009 560 93.105 633 105.93 10.6

-13.43 17 29.007 560 93.104 496 81.897 13.43
-43.39 18 28.005 560 93.475 322 51.94 43.39

19 27 0 0.00 0 0.00 0.00 
20 26 0 0.00 0 0.00 0.00 
21 25 0 0.00 0 0.00 0.00 
22 24 0 0.00 0 0.00 0.00 
23 24 0 0.00 0 0.00 0.00 
24 22 0 0.00 0 0.00 0.00 

789.94 147.41 147.8Total Power 937.35 953.69
Maximum Possible load  95.3300 128.4005

Difference in power 
output 163.75 953.69 789.94

20.72% % Efficiency Increase 
 

So, from the above analysis and the numerical data it is clear that the dynamic model has an 

edge over the conventional static model. Some of the benefits are: 

i. There is a load mismatch through static model. As seen in column 8, there is a total mismatch 

of 147.4 W during 4 hrs. In the morning and evening hours the estimated power based on 
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average value of irradiance is not available through the PV module. Such load mismatching 

will result in malfunctioning of the machinery on the load side. 

ii. Using the static model, there is waste of 147.8 W of power in a single day for a single 

module and especially at the peak load demand times of 10 AM – 5 PM which can be 

obtained through dynamic model by proper load matching. 

iii. The static model can only bare a maximum load of 95 W while the dynamic model can 

handle a load up to 128 W around noon time. 

In the current scenario, PV is one of the well established green power technologies and has 

been implemented worldwide for grid connection as well as stand-alone applications. For instance 

the use of PV in stand-alone application can be observed here in Table 3.3 from a survey [3.58].  

 

 
Table 3.3 Uses of PV Systems (Percent of Survey Respondents) [ retabulated from 3.58] 

30 %PV pumping (irrigation) 
9 %Livestock watering 

35 %PV pumping (potable water) 
PV water purification 12 %

16 %PV electric fences 
14 %Lighting of poultry /livestock 
16 %Office equipment (computers, etc.) 
42 %Radio or cellular phone communication 
44 %Health centres (refrigeration, lighting, etc.)  
9 %Veterinary service (refrigeration, lighting, etc.) 

Refrigeration (household, retail store, agricultural products, meat, dairy, fish, etc.) 16 %
47 %Lighting, TV, radio, small appliances for commercial services  
19 %Lighting, small power tools for micro-enterprises (repair shop, handicraft) 
81 %Lighting, TV, radio, etc. for household use 
21 %Tourist facilities (lighting, TV, refrigeration of lodges, hotels, etc.) 
37 %Lighting and audiovisuals for schools and other community buildings 
28 %Street lighting 

Telemonitoring (irrigation) 2 %
advertising kiosks 5 %

Others, namely:  

lighting for fishing 5 %
portable lanterns 1 %
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If just the case of solar water pumps is considered, a mismatch in promised output power and 

the real output power will result in the failure of the operation of machinery and possibly damage to 

the winding of the motor because of the wrong estimation of power output. Also, this will affect the 

irrigation process. In case of transferable medical refrigerators, the load mismatch will not only 

hamper the performance of the refrigerators but will also ruin the medicines.  

In conclusion, a dynamic model with a proper load matching controller can not only give a 

better performance, but will also play a vital role from the safety point of view by avoiding the 

efficiency load mismatching in the mornings and evenings. 

 

3.2.3 Limitations of Dynamic Model     

 

Although the dynamic model produced better results but the variation of solar cell parameters 

viz: overall heat capacity per unit area of the PV cell/ thermal capacitance  and overall heat loss 

coefficient , etc., has not been taken into account. These parameters do not remain constant and 

vary with the change in cell temperature and affects the output power of the solar panels [3.8]. The 

effect of parameter variation is minute, if there is less variation in the ambient temperature and 

considering the parameters as constant will have an error of 2-3% [Table 3.4], as in the case of 

dynamic model. However, on sunny and warm days it is necessary to take this parametric variation 

into account for obtaining the precise value of the output voltage and current because of the higher 

values of temperature which will enhance the thermal effects of the PV cell [3.1, 3.8, Appendix E].  

This statement has been proved first through the simulation of PV cell model and then later 

experimentally. Table 3.4 later shows the difference in the output maximum power of the model with 

and without the consideration of the parametric variation.  

tC

LU
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3.2.4 Solar Cell Parameter Calculation 

 

To obtain an idea about the variation of the parameters of the cell temperature given in 

Equations 3.14- 3.17; the solar cell parameters are studied and analyzed in detail. 

 

i. : Transmittance absorptance product of PV cell is the dimensionless ratio of absorbed to 

incident energy and varies with the angle of incidence of the radiations. 

 

           For smooth surfaces, Fresnel has derived the expressions mentioned in Equation 3.22 for 

perpendicular rays and for parallel rays in Equation 3.23, respectively, for the reflection of 

unpolarized radiation from medium 1 with a refractive index n to medium 2 with refractive index n1 2 

[3.8] as shown in Figure 3.14.  
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Figure 3.14 Angle of Incidence and Refraction in Media with Refractive Indices n1 and n
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      In a PV module, the light rays first hit the glass layer (say medium n1) and then reflected to the 

silicon layer of the PV module at angle 1  and theta 2 , respectively. From Snell’s law they can be 

related to indices n1 and n respectively, as [3.8] 2, 
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             So the absorptance r  at normal incidence can be calculated through Equation 3.25.  

                                                                                              

                                                               
r
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For a partially transparent plate, the transmittance a  can be calculated through Equation 3.26 which 

is described through Bouguer’s law [3.8].  

                                              

                   )exp(
2Cos

KL
a                                                     (3.26) 

 

The total transmittance is thus given by Equation 3.27 for a solar collector with cover materials [3.8].  
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ra                                                                          (3.27) 

where 

K: proportionality constant: extinction coefficient which is assumed to be constant in a solar 

spectrum (K ~ 32m-1); 

L:  Thickness of the cover (2 x 10-3 m -   3 x 10-3 m); 

n1 and n2 :  are indices of refraction of glass. 

 

           The absorptance  of a solar collector can be approximated by Equation 3.28 [3.8]. 

 

                                       a1                               (3.28) 

 

This product represents the optical property of a cover –absorber (glass –silicon) combination 

rather than as a product of two properties. Mostly researchers consider this value as 0.9[3.1, 3.8] 

which is always not correct as a variation over a particular range is observed in the analysis. 

 

c :ii.  Efficiency of the PV cell is the dimensionless D.C. electric conversion efficiency. It ranges 

from zero at the short circuit and open circuit points to a typical maximum of about 10 -14% at the 

maximum power point [3.1, 3.2, 3.8 3.16, 3.23]. However, the efficiency varies in proportion to the 

maximum power point voltage and current and area of the cell and the irradiance [3.8]. 

T

mppmpp
c AG

IV
   (3.29)                                                

This is evaluated real-time in the model. 
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oiii. : tC Overall heat capacity per unit area of the PV cell/ thermal capacitance [J/( C. m2)] depends 

upon type of PV module [3.8]. This can be calculated as 

 

pt LcC               (3.30)                                              

where 

: Density of the material (kg/m3) ~ 2220 for Silicon; 

L : Thickness of the cell ~ 0.01 m; 

A:  Area of the PV Module; 

pc : Specific heat of the Silicon (J/kg-oC) ~ 745- 800 for 27- 127 oC. 

 

The specific heat can be calculated from the properties of materials chart as [3.57] 

 

dt
dT

Acc c
p                                   (3.31)                                                 

 

So, linearly interpolating the value of specific heat for 0 – 50 oC, we have 

                                                        Ct = 1.6 x 104   J/oC- m2

 

iv. : LU Overall heat loss coefficient (W/m2): UL is an overall (convective and radiative) loss 

coefficient, with units of W/m2•C. For simplicity, the loss coefficient is assumed to be constant, 

which neglects the effect that factors such as wind speed, humidity, and temperature may have on it 

[3.8]. Although these factors may substantially affect the loss coefficient, their effect on the resulting 

absolute cell temperature is small [3.1, 3.8]. The detailed analysis is given below. 

Overall heat loss coefficients [3.8]: 
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ebtL UUUU                                            (3.32) 

 

Bottom heat loss coefficient is given by 

L
kU b

1    (3.33)                                        

 

where k and L are insulation thermal conductivity and thickness (k~ 0.045), 

So, (U b ~    0.9 W/m2C) 

Edge heat loss coefficient is given by 

A
A

kU e
e                   (3.34)                                              

where 

 k and Ae are insulation thermal conductivity area of the edge and 

~ 0.12 w/m2.C.  A is the area of the collector (k~ 0.045), So, Ue 

Top heat loss coefficient is given by [3.8] 

 

1
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acrwcprcpc
t hhhh

U                         (3.35)                                                 

 

Convective heat loss from plate to collector [3.8] 

 

L
k

Nh ucpc
1

,  (3.36)                                      

 

Radiation coefficient from plate to cover [3.8] 
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Radiation coefficient from the cover to the air is [3.8] 

 

                                                           (3.38) ))(( 22
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Wind heat loss coefficient:  

windw Vh *0.38.2                                 (3.39)                                     

 

From Equation 3.36 

L
k

Nh ucpc
1

,                                                                                                                                                      

Nussle number is [3.8] 

 

1
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Reynold’s number is given by [3.8] 

 

3' TLgRa                  (3.41)  
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where 

Difference in temperature of the cell/ collector surface and temperature of the plate (bottom): 

 

                       (3.42) )( cp TTT

 

Volumetric coefficient of expansion (for an ideal gas) 

 

aT
1'    (3.43)                                               

So, Reynold’s number will be 
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a
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and, Nussle number will be 

),(
a

u T
TfN       (3.45)                                           

 

So, Radiation coefficient between the plate and the cover will be                                    
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a
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L
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If collector is installed at an angle of  60o, 
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then, 
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,

a
cpc T
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L
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h                        (3.47)                      

 

Considering [3.1, 3.8]: 

g : gravitational constant  = 10 m/sec2; 

: kinematic viscosity ~ ; 510

: Thermal diffusivity ~ ; 510

p : Plate effective emmittance ~ 0.95; 

c : Collector surface effective emmitance.~0.88; 

L  : Plate to cover spacing ~ 25 mm. 

 

oo CosFor 750: ,  

0For   Ta = 25 C,  

0        Tc= 25 C and  

=800 W/m2         GT 

 

 The value of UL is calculated by writing a small code in MATLAB for an idea of the range 

of values. The range of heat loss coefficient obtained is  

 

                                                               (3.48) 468.8639.7 LU

 This is in accordance with the literature [3.1, 3.8]. Considering the layer of glass over the 

Silicon layer, the heat loss coefficient of glass will be calculated as the two resistances in parallel.  
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  Later this analysis is done for instantaneously varying ambient temperature and solar 

irradiance to incorporate the variation of these parameters on a real-time basis for obtaining realistic 

maximum power from the solar panels, as shown in Figure 3.13 and Figure B.3. 

3.2.5 Simulation, Results and Analysis 

Figure 3.15 shows the implementation strategy of the PV model while taking into account 

parameter variations as well as temperature and irradiance fluctuations. The parameters, namely wind 

speed, angle of inclination of the PV module, maximum voltage and maximum current along with the 

ambient temperature, irradiance, and the cell temperature are analyzed, real-time and parametric 

values are calculated and obtained. These values will be incorporated in the state space model to 

calculate the coefficients A, B, C, and D of the state space model. These values will be updated real-

time to obtain the accurate cell temperature and hence, the true maximum power.    

 

 

 

 

 

 

 

 

 

Figure 3.15 Implementation Strategy of the Dynamic PV Model 

Ambient Tem  

Calculation of 
Parameters 

 

p

Solar 

Wind Speed 

Angle of Incidence 

Output Current

Output 

Cell Temp

Simulink PV Model 

State-Space 
Model 
Ax+Bu 
Cx+Du 

TA, 

PmaxVpmaxIpmax 

G T

68



 69

                 Table 3.4 Improved PV Dynamic Model After Including Parametric Variation 

Hour Temperature GT 

P_max 
Dynamic 
model 

P_max with 
parametric 
estimation P_max Difference 

1 18 0 0 0  0.00  
2 18 0 0 0  0.00  
3 17 0 0 0  0.00  
4 17 0 0 0  0.00  
5 16 0 0 0  0.00  
6 16 0 0 0  0.00  
7 18.999 0 0 0  0.00  
8 21 0 0 0  0.00  
9 23 59 8.5108 8.52  9.20E-03  

10 26.007 545 91.558 93.54  1.98E+00  
11 26.011 746 127.29 129.5  2.21E+00  
12 27.011 755 128.4 133.76  5.36E+00  
13 28.011 729 123.31 125.66  2.35E+00  
14 29.01 697 117.2 119.84  2.64E+00  
15 28.011 697 117.65 119.96  2.31E+00  
16 29.009 633 105.93 108.54  2.61E+00  
17 29.007 496 81.897 85.74  3.84E+00  
18 28.005 322 51.94 53.73  1.79E+00  
19 27 0 0 0  0.00  
20 26 0 0 0  0.00  
21 25 0 0 0  0.00  
22 24 0 0 0  0.00  
23 24 0 0 0  0.00  
24 22 0 0 0  0.00  

        
        
Total Power  953.6858 978.79              25.2142  
Maximum Possible load 128.4005 133.76    
        
        
Difference in power output 25.2    
        
%Efficiency increase   2.63%   
% increase in  total  Efficiency  23.35%   
 

The results obtained from the simulation of the Simulink model of PV (Appendix B, Figure 

B.3) are compared with the results obtained earlier for dynamic model for similar values of varying 

ambient temperature and solar irradiance. 

As can be inferred from the above results, the consideration of parametric variation in the 

performance of PV module, results in an increment of 2.63 % efficiency. This increment is for a 



single day from sunrise to sunset. As a PV module has significantly low efficiency ~ 10- 15 %, this 

2.63 % increment will have a significant impact on the overall performance of the PV module.  Note 

that this 2.63 % increment in efficiency is top of the 20.72% increment in efficiency from the 

dynamic PV model. So, the over all gain in the efficiency is 23.35%. 

Based on the parametric analysis, the parametric variation has been implemented in the 

dynamic model and improved results were obtained in terms of true maximum power. There is 

further improvement in efficiency by 2.62% and a maximum possible load of 134 W can be handled 

in comparison to 128 W without the variation in the parameter consideration.  

Figure 3.16 shows the variation of maximum power over the whole day. Figure 3.17 is 

obtained by zooming Figure 3.16 to show the variation of maximum power between the peak hours 

of performance of solar module. 
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Figure 3.16 Variation of Maximum Power Over the Whole Day 
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Figure 3.17 Variation of Maximum Power from 9:30 AM to 5:30 PM 

 

It can be seen the maximum value of output power 133.8 W is achieved around noon. 

 

3.3 Experimental Validation 

3.3.1 Hardware Setup 

 

 To test the accuracy of the developed Simulink PV model, a hardware setup was assembled 

in order to carry out the experiment. The site of experiment was the rooftop of Prescott Hall of 

Tennessee Tech University, Cookeville, TN. The testing units were SIEMENS SP75 solar panels. 

The detailed specifications of all the instruments are given in Appendix C. A wooden frame was built 

for proper and sturdy angular mounting of the two solar panels as shown in Figure 3.18.   
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Figure 3.18 Experimental Setup-Solar Panels 

 

3.3.2 Data Collection 

 

The MATLAB/ Simulink model developed earlier was embedded in the LabVIEW 

environment. The LabVIEW models are shown in Appendix B. The solar irradiance and the ambient 

temperature data were collected with the help of a dp solar meter 776E and thermocouple [3.50]. The 

thermocouple was connected to Omega Super MCJ Thermocouple to Analog Connector [3.49].  The 

real-time solar irradiance and temperature data accessed through these two devices was inputted to 

the LabVIEW model through NI USB 6008 Data Acquisition System (DAQ) [3.52] as shown in 

setup in Figure 3.19. 
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Figure 3.19 Experimental Setup-Data Collection 
 

After acquiring the real-time value of ambient temperature and the irradiance through DAQ 

system, the model processed these variables and predicts the instantaneous attainable maximum 

power, the voltage and current at the maximum power, and the corresponding resistive load. This 

value of resistive load is then programmed into the programmable electronic DC load connected to 

the solar panels as shown in Figure 3.20. The values of actual (experimental) output current and the 

actual output voltage are then obtained through the display screen of the DC load. The product of the 

experimental voltage and current is then compared with the predicted maximum power and the error 

is calculated. This experimental testing has been carried for a span of 21 days from sun rise to sun set 

and the data were collected, processed, and results are observed for every 30 minutes. These 21 days 

consist of bright, cloudy, warm, and cold days with a significant variation of temperature and solar 

irradiance. The experimental data and the observations are included in Appendix E. 
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Figure 3.20 Experimental Setup for Model Validation 

 

As can also be noted in Figure 3.20, the angle of placement of solar meter should be in exact 

angular co-ordinance with that of the angular placement of solar panels for measuring accurate value 

of solar irradiance.  

The results obtained are calculated to observe the error between the predicted and 

experimentally observed maximum power. The Design of Experiment (DoE) and the model 

validation and analysis is performed in the next section. 

 

Table 3.5 List of Equipments Used in the Experiment [Appendix C] 
1 PV  Modules 
2 Solar Meter 
3 Thermocouple to  Analog temp Reader 

NI USB DAQ 4 
5 Electronic Load 
6 Test Load (DC Motor) 
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3.4 Design of Experiment (DoE) 

 

 The basic steps for design for six sigma  (DFSS); carrying out a designed experiment for 

profitable commercial productions are stated in [53] as 

A. Before the Experiment 

    a. Preliminaries 

    b. Identifying response, factors and factor levels 

    c. Selecting the design 

B. During the Experiment 

     d. Collecting the data 

C. After the Experiment 

      e. Analyzing the Data 

      f. Drawing, verifying, and reporting conclusions 

      g. Implementing the recommendations 

Part A and Part B have already been completed and reported in the previous sections of this 

chapter. A brief methodology of the analysis of the data and validation of the model is described in 

the next few pages and the detailed analysis of the experimental data and validation of the model is 

reported in Appendix D.  A brief theory of the statistical analysis is also covered; details of which 

can be viewed in [3.53- 3.56]. 
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3.4.1 Model Validation and Analysis 

 

The statistical software package R is used to carry out all the data analysis [3.54-3.55]. 

Firstly, the data were modeled and the standard error, p-value, and the coefficient of determination 

R2 obtained. The p-values and the R2 value of the response were analyzed to judge the effectiveness 

of the data by the fitness factor of the regression plot. Next, the stability of the data over time was 

checked by looking at a time series plot of the residuals.  Further diagnostics were run on the model, 

such as residual and normal probability plots and tests for influential data points (outliers), to check 

the validity of the model. Recommendations were made then to filter the defected data in order to 

improve the quality of the model. The nature of the regression plots to be plotted and their 

characteristics are summarized in Table 3.6. 

Table 3.6 Standard Regression Plots and Verification Actions [3.53] 
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Figure 3.21 Scatter Plot of Predicted Vs. Experimental Maximum Power Values 
 

Figure 3.21 shows the scattered plot of the experimental Wattage obtained from Solar Panels 

versus Wattage obtained from the PV model (LabView/Simulink model) stated as the predicted data 

in this analysis. 

The standard data model for the regression analysis of the experimental data can be expressed 

as [3.56] [Appendix D] 

predWW 10exp         (3.49)                                           

where 

expW : Wattage obtained from Solar Panels; 

predW :  Wattage obtained from the PV model (LabView/Simulink model); 

0 : is the intercept (and should be zero unless Wpred is a biased); 

1 : is the slope (and should be 1 unless Wpred is not consistent); 

 : is the error of prediction and is assumed to be independent and identically distributed from a 

normal distribution for each wattage value. 
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The calculation in R gives the residual standard error: 0.6433 on 368 degrees of freedom and 

the coefficient of determination R2 as 0.9972 .This implies that the prediction has 99.72% accuracy 

[Appendix D].  

Afterwards, to validate the model, diagnostics was performed on the data model. The Normal 

quantile-quantile plot of the residuals is plotted in Figure 3.22 and the scatter plot of the residuals 

versus the predicted wattage is shown in Figure 3.23.  

A deviation from normality of a group of data can be observed in Figure 3.22 as the diagonal 

line is not followed by the quantile of residuals through out the curve. Also, in Figure 3.21, at least 

45-50 data points are under predicted by the model using an influential test on each data point. It was 

concluded that there is a particular group of data which is causing this effect. 

 

Figure 3.22 Normal Quantile-Quantile Plot of Sample Quantities Vs the Theoretical Quantities 
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Figure 3.23 Scatter Plot of the Residuals Vs. the Predicted Wattage 

 

After detailed research and plotting of different sets of data, it was inferred that the values of 

the data at the sunrise and sunset time are influential cases and could be considered outliers. The 

model is not a good predictor of the output wattage of the solar panels at those two instances but is 

for the rest of the day. Although the data were collected at every minute of the day, the predicted and 

experimental wattage values were obtained at every 30 minutes. The values of ambient temperature 

and the solar irradiance were averaged every 30 minutes to obtain these values and this 

approximation worked quite well in most of the cases, as there is not much variation of ambient 

temperature and solar irradiance in a span of 30 minutes. However, upon reconsideration of the 

experimental data, it has been found that these two variables vary over a significant range during the 

30 minutes period of just after sunrise and just before sunset.  

Therefore, these data points from every day experimental observations were discarded and 

the data analysis was performed again and following results are performed. Figure 3.24 shows the 

scattered plot of the experimental wattage obtained from solar panels versus wattage obtained from 

the PV model (LabView/Simulink model) stated as the predicted data in this analysis. The  

 79



 
Figure 3.24 Scatter Plot of Predicted Vs. Experimental Wattage Values-I 

 
calculation in R gives the Residual standard error: 0.2384 on 313 degrees of freedom and the 

coefficient of determination R2 as 0.9996. This implies that the prediction has 99.96% accuracy 

[Appendix D]. 

The Normal quantile-quantile plot of sample quantities versus the theoretical quantities is 

plotted again in Figure 3.25.   

 
Figure 3.25  Scatter Plot of Predicted Vs. Experimental Wattage Values-II 
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Figure 3.26 Scatter Plot of Predicted Vs. Experimental Wattage Values-III 

 

The scatter plot of the residuals versus the predicted wattage is shown in Figure 3.26. The 

quantile in Figure 3.26 is far more linear than in Figure 3.23 and hence, an improved result is 

obtained. Further refinements to the model can be made but with an R2 value of 99.96%, it was 

deemed unproductive to the experiment. With the coefficient of determination value of 99.96 % 

accuracy, this can be inferred that the model is valid and therefore, the experiment is successful 

[Appendix D]. 
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CHAPTER 4 

LOAD MATCHING CONTROL OF STAND –ALONE PV 
SYSTEM FOR MAXIMUM POWER TRANSFER 

 

4.1. Maximum Power Point Tracking (MPPT) 

 

 Maximum Power Point Tracking (MPPT) is a procedure to achieve maximum possible 

instantaneous power through a PV array. As stated earlier in section 2.5.4.2.1, “the maximum power 

point varies over the whole day with the variation of weather conditions. In order to track it exactly, 

an appropriate value of load has to be matched.”  A prerequisite to successful load matching is the 

knowledge of available maximum power real-time.   

 

4.1.1. Literature Survey 

 

 Implementing the optimal MPPT technique largely depends on the ease of implementation 

and suitability and compatibility to the end user's requirements [4.1]. When deciding which MPPT 

technique is most convenient, one must also consider the number of sensors required. The most 

common sensors for MPPT application are voltage, current, and temperature sensors.  In some cases, 

it is more suitable to have only one sensor, such as only a voltage sensor, considering that current 

sensors are costly and rather bulky and also that irradiance sensors are uncommon [4.1].  Therefore, 

in some instances, it is better to consider an MPPT technique which requires only one sensor and is 

able to compute other essential values.  

 Different MPPT techniques have been used for different setups, depending on the task being 

performed.  For example, the task of a PV system used in street lights is only to charge a battery.  
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Therefore, less sophisticated and inexpensive implementation will suffice. On the other hand, stand-

alone photo voltaic power generation systems generally demand prompt convergence to the MPP for 

optimal matching and safety of the load. As the PV characteristic (Equation 3.6) is a transcendental 

equation, Newton Raphson method is implemented to obtain the unique solution for the desired 

convergence of the curve (maximum power point) of Figure 2.10 to obtain the instantaneous MPPT.  

Mathematically, the value of output current of Equation 3.6 cannot be obtained using common 

elementary functions because of the transcendental nature of the equation [4.48- 4.49]. Further, 

justification of the implementation of numerical iterative method is explained in Appendix F, which 

has provided the basis of the implication of Newton Raphson method for achieving the unique 

solution of the characteristics equation (Equation 3.6) of a Photovoltaic cell. 

4.1.1.1. Existing MPPT strategies and their limitations.   Being an essential feature of 

a PV system, vast literature on MPPT is available and various methods have been proposed, 

developed, and experimented. In a survey of MPPT techniques published in 2007 [4.1], 

approximately 19 different methods with different implementation techniques have been 

proposed in literature. The earliest reported MPPT research work goes back to 1968 with 

significant amount of research in the last two decades [4.1-4.2]. 

 As stated in the survey and comparison of various MPPT techniques in [4.1] “these methods 

vary in complexity, sensors required, convergence speed, cost, and range of effectiveness, 

implementation hardware and other factors.” In fact these are the basic criterion for selecting an 

MPPT technique and are compared in Table 4.1 at the end of this subsection. 

 Conceptually, an MPPT technique has to locate an instantaneous voltage VMPP   and current 

IMPP automatically at which the PV module should operate to attain maximum power point (MPP) for 

the instantaneous value of temperature and irradiance. It is possible to have more than one maximum 

power point (local maxima) during partial shading conditions but on the whole there is only one 
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correct maximum power point [4.1].  A common draw back in the existing MPPT techniques is that 

either the temperature or irradiance or both are considered constant or an averaged value is taken into 

account for the calculation of MPPT. The basic two variables that are required and must be 

considered on site and on a real-time basis to obtain maximum and efficient instantaneous solar 

power are the solar irradiance and the temperature. Further, the parameters of solar cells like heat 

loss coefficient, thermal conductance etc varies with the varying temperature. In commercial PV cells 

these two variables are averaged over standard weather condition to estimate the power output 

capacity of the PV panel. Various maximum power point tracking (MPPT) techniques have been 

proposed in the past to obtain maximum power; but again, because of the estimated prediction of the 

weather condition, the promised maximum output power that would make a big difference in the 

current efficiency of the commercial solar cells has not been achieved [4.2-4.45]. The MPPT 

techniques reported in literature [4.1-4.45] can be categorized as array reconfiguration [4.1], state-

based MPPT [4.2], once cycle control (OCC) [4.1], best fixed voltage (BFV) algorithm [4.1] and 

slide control method [4.1], look up table method [4.2], hill climbing [4.4-4.7], perturb and observe 

(P&O) method [4.8-4.12], incremental conductance [4.13-4.16], fractional open circuit voltage [4.17-

4.20], fractional short circuit current [4.17, 4.19-4.22], ripple correlation control (RCC) [4.1,4.30], 

load current maximization [4.31-4.33], load voltage maximization [4.31-4.33], linear current control 

[4.34], dP/dV and dP/dI feed back control [4.35-4.37], current sweep [4.38], DC link capacitor drop 

control [4.39-4.40], fuzzy logic control [4.41-4.43], and neural network-based control [4.44-4.45]. 

The detailed mechanism and underlying theory of these methods can be found in [4.1-4.47].     

 Best fixed voltage (BFV) algorithm is designed based on the annual history of the 

temperature and irradiance data [4.1]. Based on the collected data the best fixed voltage for the 

maximum power point is calculated and sets as the operating point of the controller.   Erroneous 

MPP projections always exist because of the dependence on the historical data that is not necessarily 

periodic and is valid only for a particular geographical location.  
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Look up Table [4.2] approach is restricted to a specific area and requires that weather 

conditions remain similar in upcoming years.  

MPP is achieved through perturbation of the duty cycle of the dc-dc converter in hill and 

climbing method [4.4 – 4.7].  Perturb and observe method MPP is achieved through perturbation in 

the operating voltage of the PV array [4.8-4.12]. Both hill climbing and perturb and observe methods 

have same basic MPPT technique achieved through different methods. The voltage is increased and 

decreased around the potential MPP and an increment and decrement in output power is observed 

and a decision for the subsequent perturbation is decided based on the previous value of obtained 

maximum power. These methods reported erroneous results and failure under rapidly varying 

weather conditions [4.1- 4.3].   

Fractional open-circuit voltage is based on an approximated linear relationship between the 

maximum power point voltage and the open circuit voltage (VMPP VOC) and fractional short circuit 

currents is based on an approximated linear relationship between the maximum power point current 

and short circuit current (IMPP IOC  ) [4.17- 4.22]. Through empirical calculation, a constant of 

proportionality is usually being calculated and to determine the V  and I respectivelyMPP MPP, . Once the 

proportionality constant is obtained, open circuit voltage  VOC and open circuit current IOC are 

monitored  on a periodical basis by off lining the system from the power supply. This leads to 

periodical shutdowns and further, as these are approximated relationships, PV array rarely operates 

on the true MPPT and has proved invalid in partially shaded conditions which resulted in several 

local maxima [4.1].  

Ripple correlation control (RCC) [4.1, 4.30] involves the utilization of the voltage and 

current ripples due to the switching of dc-dc converter connected to the PV array. At higher 

switching frequencies RCC reported failure because of the phase shift due to intrinsic capacitance of 

the PV array [4.1].  
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The DC link capacitor drop control method does not require the computation of the PV array 

power [4.1] and was developed specifically for the maximum power point tracking of the PV arrays 

[4.39] where a dc-dc boost converter is connected in parallel with the load at the output side. To 

obtain a constant output boost voltage, for a given load, only certain variation is possible in the input 

voltage of the dc-dc converter which is the output voltage of the dc-dc converter. With varying 

weather conditions, it is impossible to obtain required input voltage from the PV panel at the 

maximum power point without varying the load and thus the output performance of dc- link method 

has reported deterioration in comparison to other MPPT techniques [4.1, 4.39].   

A common drawback with most of the MPPT techniques is that they are incapable of 

handling uncertain weather conditions because of the assumption of averaged solar irradiance and 

temperature values.  Because of this, it is difficult to expect accurate performance through these 

control technologies. Besides uncertain weather conditions, PV cell parameters are affected by other 

variables such as heat loss coefficient, transmittance and absorptance product, accumulation of dust, 

and shading due to cloud and snow cover. Last but not least, aging also affects the performance of a 

PV cell. 

 Recently, neural networks were implemented for MPPT [4.44-4.45].  Neural network-based 

MPPT techniques are well adapted with micro controllers.  However, each PV array requires specific 

neural network training due to its unique characteristics [4.1] which results in additional installation 

costs. In the past few years, fuzzy logic controllers have been researched and implemented for 

MMPT of PV arrays because these controllers handle imprecise inputs without state-of-the-art 

mathematical models [4.41-4.43].  

 Fuzzy logic controllers are well suited for micro controllers, but their efficiency depends on 

the vastness and depth of the designer’s development of the rule base. Also, most of the fuzzy 

knowledge-based MPPT techniques were reported to have fixed control parameters [4.1, 4.41-4.43],  
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Table 4.1 Major Characteristics of MPPT Techniques [ Retabulated from 4.1] 

PV Array 
Dependent 

Analog / 
Digital 

Periodic 
Tuning 

Convergence 
Speed 

Implementation 
Complexity MPPT Technique Sensed Parameters 

Hill-climbing P&O No Both No Varies Low Voltage, Current 

IncCond No Digital No Varies Medium Voltage, Current 

Fractional V Yes Both Yes Medium Low Voltage 

Fractional I Yes Both Yes Medium Medium Current 

Fuzzy Logic Control Yes Digital Yes Fast High Varies 

Neural Network Yes Digital Yes Fast High Varies 

RCC No Analog  No Fast Low Voltage, Current 

Current Sweep Yes Digital Yes Slow High Voltage, Current 

DC Link Control No Both No Medium Low Voltage 
Load Current 
Maximization No Analog No Fast Low Current 
Load Voltage 
Maximization No Analog No Fast Low Voltage 

dP/dI Feedback 
Control No Digital No Fast Medium  Current 

Linear Current Control Yes Digital Yes Fast Medium Irradiance 

State-based MPPT Yes Both Yes Fast High Voltage, Current 

OCC MPPT Yes Both Yes Fast Medium Current 

BFV Yes Both Yes N/A Low None 

 
Slide Control No Digital No Fast Medium Voltage, Current 

which are technically required to be tuned on a real-time basis. A comparison of the above mentioned 

methods is given in Table 4.1. 

4.1.1.2. Existing control strategies and their limitations. The basic criterion of 

implementing a control method is to extract and apply the valuable information to control a 

process (plant) so that the overall system has reliable, stable, and efficient operation. The 

mechanism of a controller can be described as a device which sensed a quantity to adjust the 

performance of a physical system through estimation, computation, and actuation of the system 

variables. The overall process of sensing, estimation, computation, and actuation is the 

fundamental notion of the feedback control.  The first step in controlling any physical system 
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(plant) is to develop the mathematical model for confining the behavior of the system in an 

observable periphery.  

 Practically, it is impossible to develop a precise model of any physical system. Various 

reasons can be justified to this fact, leading from the degree of knowledge of the designer to the 

inherent uncertainties, complexity of the system, and due to intricate chemical and natural 

phenomenon occurring within the system. Hence, the developed models are estimated or 

approximated models, varied in precision due to above mentioned reasons.  These estimated models 

often include unknown or imprecise uncertainties due to non-consideration of parameter variations or 

inadequate modeling of system dynamics. 

  Various control design techniques have been developed to address the problem of robust 

control of uncertain nonlinear dynamical systems [4.50-4.52]. The conventional linear control design 

techniques assume linearized behavior of uncertain nonlinear dynamical systems and the system 

transfer function is developed by presuming a norm bound on the uncertainties.  control method 

and Linear Quadratic Gaussian with loop transfer recovery (LQG/LTR) approach  are one of the two 

robust linear control techniques [4.53 ]. However, the robustness of such systems is prominent only 

in the proximity of operating point of the system. To overcome this shortcoming, nonlinear control 

design techniques were developed.  Lyapunov method of control and Variable Structure Control 

(VSC) are the two main nonlinear control design methods [4.53]. The stability and robustness in 

these systems is achieved by certain restriction on the structure of uncertainties known as matching 

conditions. Thus, various practical systems are excluded whose uncertainties do not meet the criteria 

of matching conditions. Research works are being carried out to minimize these matching conditions 

[4.53] and to develop robust nonlinear control methods for uncertain nonlinear dynamical systems.  

H

 Distributed generation systems in general and photovoltaic systems in particular are highly 

nonlinear. Besides, nonlinearity there are numerous uncertainties due to changing weather conditions 
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which are very difficult to predict. For example the ambient temperature is uncertain and difficult to 

predict precisely. Also, many parameters like heat loss coefficient, transmittance, absorptance and 

convectitive and radiative heat losses at the surface of the cell are assumed to have constant values in 

the existing models [4.54]. In reality, for instance, UL, heat loss coefficient has many inherent 

uncertainties which vary over a wide range depending upon the properties of materials and weather 

conditions [4.54-4.62].  Due to these uncertainties, in case of stand-alone PV systems, it is very 

difficult to match the exact load precisely for achieving the instantaneous MPP by using the existing 

MPPT strategies [4.1-4.48].  

 When considering the optimality of the overall system i.e. to achieve the optimal load 

matching at MPP of PV module, the output voltage which is an input to the dc-dc converter is 

variable and uncertain. The challenge is to generate the accurate duty cycle of the dc –dc converter to 

obtain the desired boosted output voltage and to optimally match the load at MPPT. Hence, the 

control method implied to regulate such a system should have following characteristics: 

 To minimize the error in the dc-dc output voltage v(k) by appropriate control of the duty 

cycle D(k). 

 To provide a smooth control process near the reference point such that the transients in the 

controller output i.e. duty cycle should not affect the output of the dc-dc converter. 

The control action of a conventional PI controller can be expressed as 

 

                                                                              (4.1) 
t

IP edtKeKu

 Upon differentiation, the discrete-time based description of the above equation can be 

described as 

)()()( keKkeKku IP                                                                                                 (4.2) 
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where 

u  : Controller output; 

PK : Proportionality constant; 

IK : Integral constant; 

k   :  is the   sampling time; thk

)()( kVVke ref)(ke    : Error in the controller input i.e. ; 

)1()()( kekeke)(ke : Change of error in the controller input i.e. ; 

)1()()( kukuku)(ku :  Change of control output   i.e. )(ku .            

  

The required characteristics of the desired control system mentioned above must have 

variable gains near the reference point such that a small value of integral constant near Vref and a 

relatively larger value near the constraint.  The conventional PID however, has the major drawback 

of control chattering; i.e., the controller output is a discontinuous high-frequency switching 

signal. This makes PID not suitable for this application because of continuous nature of variables 

and high-frequency switching requirement of dc-dc converter. A practical alternative for various 

challenging control applications for uncertain nonlinear dynamical systems is Fuzzy Control [4.63]. 

Fuzzy control offer realistic methods for developing the nonlinear controllers for uncertain nonlinear 

dynamical systems through the processing of heuristic information. Besides this, a fuzzy logic 

controller basically interpolates among the consequent of all the rules, according to the firing strength 

of each rules. Therefore, an FLC can be seen as multiple PID/PI controllers with smooth 

interpolation capability without chattering phenomena. Fuzzy Control is based on Fuzzy set theory 

[4.64-4.65] and it treats the complexity and uncertainty of the system by the provision of 

approximate control solutions. A suitable learning mechanism of the knowledge base and the tuning 
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of the controller parameters is required to achieve the desired performance on a real-time basis. 

Learning mechanisms such as genetic algorithm can be implemented to tune the control parameters 

in such cases. 

 MPPT techniques when implemented on a PV module results in variable PV output voltage. 

On the other hand, desired load voltage is achieved through dc-dc converter but in this case, 

maximum power point tracking is not guaranteed. Practically the strength of one method is a 

weakness of the other method. To overcome these limitations, both MPPT and dc-dc converter are 

used for load matching. The novelty of this method is that both the methods of MPPT and control 

through dc-dc converter are integrated together in order to achieve the advantages of both the 

methods. Further, because of this merging, the disadvantages of both the methods were wiped off 

because they were complimentary of each other.  MPPT is achieved through the model developed 

earlier in Chapter 3 and the desired voltage, reference voltage Vref is achieved by the boosted output 

voltage of the dc-dc converter. The overall supervisory control for load matching and control of duty 

cycle of the dc-dc converter is achieved through a fuzzy logic controller.   

 A novel method entitled “Modified queen bee algorithm,” that the author helped develop 

[4.87] ,which is an applied genetic algorithm method,  is also proposed and an algorithm is developed 

and implemented to tune the parameters of the fuzzy logic controller on a real-time basis. 

  Further explanation in this context is elaborated in section 4.3. Basics of fuzzy logic control 

are described briefly in section 4.2. Also, the detail of the control strategy for optimizing the load 

matching for stand-alone PV   through FKBC is discussed in the next section. Tuning of parameters 

of the FKBC is carried out through Applied Genetic Algorithm in section 4.3.2. A brief overview of 

the mechanism of the dc-dc converters is outlined in Appendix H. 
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4.1.2. Control Strategy for Optimizing the Load Matching for Stand-Alone PV   

 

    When a solar PV system is deployed for practical applications, the I-V characteristic keeps 

on changing with insulation and weather conditions. In order to transfer maximum power from the 

PV at any time, a specific load has to be applied to the PV at that time. Because of the variability of 

the PV voltage, a dc/dc boost converter, that provides a fixed output voltage by properly adjusting its 

duty cycle, is generally used to interface the PV and the load. To achieve the MPP for maximum 

power point extraction from PV array, the MPPT model of PV array, developed in chapter 3, 

calculates the load that need to be connected to the PV array. This load computed by the MPPT 

model varies with the cell temperature dynamics, ambient temperature, and irradiance. The load seen 

by the PV array not only gets affected by the above mentioned factors but also by the duty cycle of 

the boost converter. The actual load matching condition can be expressed as follows [4.45 – 4.47] 

 

21 D
RR MPP

load                                     (4.3)                          

 

where 

 Rload:  the actual load resistance connected across the terminal of DC/DC boost converter,  

RMPP : the load resistance that should be connected to the PV for maximum power delivery.   

This resistance is computed using the maximum power provided by the PV model and the 

constant output voltage that the DC/DC converter is supposed to maintain.   D is the duty cycle for 

DC/DC boost converter evaluated by the Fuzzy Logic Controller (FLC) for achieving constant rated 

load output voltage.  The Modified Queen Bee-based genetic algorithm played a significant rule in 

tuning the scaling factors of FKBC [4.87]. It is shown in [4.80] that with the same rule-baseFLC has 
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the ability to optimize the IATE performance index for different application, only one has to tune the 

scaling factor.  

Figure 4.1 represent the scheme for harvesting the MPP power from stand-alone PV array 

under uncertain environmental conditions.  

The inputs to the PV module and the MPPT model are real-time solar irradiance and ambient 

temperature. During one complete control cycle, the maximum voltage, V , current IMPP,max MPP,max, and 

maximum power  PMPP,max at MPP of the PV module and the maximum possible load for this 

maximum power point LoadMPP are calculated through MPPT model developed earlier in Chapter 3 
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Figure 4. 1 Block Diagram of Control Strategy 
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(Appendix B). The output voltage of the PV module VPV,out  is the input to the dc-dc converter (Vin) 

and D is the control signal; the duty cycle or the duty ratio of the controllable switch of the dc-dc 

converter.  The boost output voltage of the dc-dc converter, VBoost is compared with the reference 

voltage Vref   (assumed as 25 V for simulation purpose but it can be any value). The error in voltage 

V (inputted as error ‘e’) and change in voltage error d( V)/dt obtained by comparing the output 

voltages corresponding to the last two control steps ( Vk=Vk Vk 1) are used in determining the 

membership degree(s) of the change in power variable (inputted as change of error ‘ce’). The error 

‘e’ and change in error ‘ce’ are inputted to the fuzzy logic controller, FLC. The output of FLC is the 

duty cycle ‘dc’ which is used as control signal for switching of the dc-dc converter and for 

determining the actual load (Load / (1-D)2) as seen by the PV module. MPP

 The output power available at the load Pout  is calculated and compared with the maximum 

power PMPP,max at MPP. The overall objective is to make the output power at the load level equal tp 

the maximum power provided by the PV model, while maintaining the DC/DC booster voltage at a 

desired constant level. 

 

4.2 Fuzzy Logic Control 

 

“As the complexity of a system increases, our ability to make precise and yet significant 

statements about its behavior diminishes until a threshold is reached beyond which precision and 

significance (or relevance) become almost mutually exclusive characteristics” [4.65]. 

          -Lotfi A. Zadeh 

 

 Fuzzy logic control was first introduced by Mamdani [4.63] and is based on Zadehs’s theory 

of fuzzy sets [4.64-4.65]. Earlier experimentation has revealed that Fuzzy logic control (FLC) 

produces superior results compared to results yielded from conventional control algorithms in 
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situations where it is hard to obtain the system model [4.82].   Their design involves using special 

purpose software products such as Fuzzy logic tool box and SIMULINK [4.88]. Once a development 

is finalized, the fuzzy algorithm is converted into a computer program or code written in one of the 

programming languages, such as C, C++, Pascal, FORTRAN, MATLAB, etc. Then the program or 

the code is imported into the application environment. If the environment is a computer program or a 

software package, then fuzzy algorithm is embedded. If the environment is digital hardware such as 

VLSI chips, then fuzzy algorithm is downloaded on digital platforms. If the hardware is an analog 

device, then the fuzzy algorithm is implemented by circuitry design [4.87]. 

 

 4.2.1 Fuzzy Knowledge based Control (FKBC)        

 

 The basic structure of a fuzzy logic controller consists of fuzzification module (linguistic 

terms), knowledge base (if-then rules and database), inference engine (decision making logic), and 

defuzzification module (output interface).  The block diagram of a fuzzy logic controller is shown in 

Figure 4.2.  

4.2.1.1 Fuzzification module. Fuzzification module is an interface between the set of 

crisp values of the current process and the fuzzy inference engine. It could be defined as 

pointwise mapping from a real valued observed input space to a fuzzy set. The Fuzzification 

module FM-F1 and FM-F2 performs the following functions [4.66]: 

 FM-F1: Perform a scale transformation to have a normalized universe of discourse. When a 

non-normalized domain is used then there is no need for FM-F1 module. 

 FM-F2: Performs the point wise mapping of the crisp values of the current process state 

variable into fuzzy sets. 

 98



 
Figure 4.2 Block Diagram of Fuzzy Logic Controller [Redrawn from 4.66] 

 

 The design of Fuzzification module or Fuzzification strategy is based on the choice of 

inference mechanism chosen [4.66]. The inference mechanism can either be composition-based 

inference or individual rule-based inference (explained in section 4.3.3). There are three major 

fuzzifiers [4.70] namely Singleton, Triangular, and Gaussian Fuzzifier. Singleton Fuzzifier is mostly 

used in control applications but Triangular and Gaussian fuzzifiers presents their on training and 

filtering capabilities. For detailed explanation see [4.66-4.70]. The membership functions of these 

fuzzifiers can be defined for a real valued point  mapped to a fuzzy set F in U as nRU*x
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 Singleton Fuzzifier:          

                                                                                 (4.4)    otherwise
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 Gaussian Fuzzifiers 
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where ai and bi are positive parameters and  is t-norm used as algebraic product.    

4.2.1.2. Knowledge base. The knowledge base of FLC consists of database and the rule-

base. 

4.2.1.2.1 Database. The database has essential information required for the functioning of 

fuzzification module, rule-base, and defuzzification module. Details include:  

i. Normalization of universe of discourse.  

ii. Fuzzy partition of input and output spaces. 

iii. Choice of membership function of a primary fuzzy set. 

4.2.1.2.2 Rule-Base. The rule-base represents the control strategy of the expert (in our case 

control engineer).  A fuzzy rule-base consists of a set of fuzzy IF-THEN rules. [For details see 

Appendix G]. Features of a rule-base are 
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i. Choice of input and output variable. 

ii. Source and derivation of fuzzy control rules. 

iii. Consistency, interactivity and completeness of fuzzy control rules. 

 

Definition [4.70]:  

)(,)( Ux“A set of fuzzy IF-THEN rules is complete if   at least one rule in the fuzzy rule-baseis 

in the form of generalized modus ponens i.e.  ),()(sup)( yty iRF
U

G xx
x

 , such that  

 .”  nix i
k
iF ....2,1)(,0)(

 To explain the formation of a rule base, an example of a two input, one output fuzzy 

controller with U= U1xU2 = [0 1]x [0 1] and V = [0 1],  is considered. For a controller, the error e 

between the processing and its reference point is one of the input variables and is partitioned into 

fuzzy sets: N . Similarly the change in error ce is defined through N, Z and P , Z  and P1 1, 1 2 2, 2. The 

output variable of the FLC u which is the control input to the system (plant) obtained through the 

fuzzy controller processing of e and ce is represented through NL, NS, Z, PS, and PL. The 

membership function for the first input variable, error ‘e’ is drawn in Figure 4.3 a.  

The membership function for the second input variable, change in error ‘ce’  is drawn in 

Figure 4.3 b.  

 

 
Figure 4. 3. a Membership Functions of the Variable e [ 4.70] 
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Figure 4. 3. b Membership Functions of the Variable ce and du [ 4.70] 

 

 The control action could then be described in linguistic terms through the following fuzzy set 

of fuzzy IF-THEN rules. 

                                    R1:  IF e is N and ce is N, THEN u is PL 
 R2:  IF e is N and ce is Z, THEN u is PS 
 R3:  IF e is N and ce is P, THEN u is Z 
 R4:  IF e is Z and ce is N, THEN u is Z 
 R5:  IF e is Z and ce is Z, THEN u is Z                            (4.7)   
 R6:  IF e is Z and ce is P, THEN u is Z 
 R7:  IF e is P and ce is N, THEN u is Z 
 R8:  IF e is P and ce is Z, THEN u is NS 
                                    R9:  IF e is P and ce is P, THEN u is NL 
 
 
 
 
The above rules are tabulated in Table 4.2 as Rule base. 

Table 4.2 Rule Base 
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4.2.1.3 Inference engine. A fuzzy inference engine serves as the medium of combining 

the fuzzy IF-THEN rules from the rule-baseinto mapping of one fuzzy set F  in U11  to another 

fuzzy set F  in U22  using fuzzy logic principles.   Fuzzy Inference of a set of rules can be 

performed in two ways: Composition-based inference and Individual rule-based inference. 

Composition based inference:i..   In this inference mechanism, the rule-baseis represented as a single 

fuzzy IF-THEN rule by a fuzzy relation over the universal fuzzy sets U and V. There are two 

combination approaches in the literature for the implication of the set of rules; Mamdani and Gödel 

combinations [4.66]. Mamdani consider the rules as independent conditional statement. Rules can be 

combined through union operator where U is any s-norm and this combination is known as Mamdani 

combination, can be represented as [4.66] 

 

        (4.8) 
N

l

MM kFF
1

~~
)(

 

Gödel consider the rules as strongly coupled conditional statement. Rules can be combined through 

intersection operator where  is any t-norm and this combination is known as Gödel combination, 

can be represented as [4.66] 

 

            (4.9) 
N

l
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1
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Due to lack of computational efficiency, the composition-based inference engine is not commonly 

used in control applications. 
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Individual-rulebased inference:ii.  In this inference mechanism, the output of the inference engine is 

the combination of the individual output fuzzy sets determined by each fuzzy rule. The brief 

computational procedure is as follows [4.70]: 

a. For the n fuzzy rules, the membership function is determined by 

 

)(....)()(),...( 212,1..... 2121
nFFFnFFF k

n
kkk

n
kk xxxxxx     (4.10)                     

 

where 

 : represents a t-norm operation 

k

n

kk
FFF .....21  : is a fuzzy relation in U= U1  U  …..  U2 n. 

k
n

kk FFF .....21
b. Determine  according to Mamdani implication or any other implications used in 

the literature 

c. Compute the output fuzzy set G in V for input fuzzy set F in U for each rule according to 

generalized modus ponens [4.66]. For details see [4.66-4.70].     

 

),()(sup)( yty iRF
U

G xx
x

                            (4.11)  

 

where 

: Membership functions of individual rule. iR

d. Thus the inference engine output would be combination of n fuzzy sets (G ,G ,…..,G1 2 n) 

represented either by  union or intersection of each set as [4.66] 
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Or it can be represented as 

)(.......)()()(
21

yyyy nGGGG        (4.13)                                 

              

where  and  represents the operator(s) s- norm and t-norms, respectively. 

4.2.1.4 Defuzzification module. Defuzzification module is an interface between the 

values of fuzzy sets at the output to the physical world of crisp sets. In order to obtain a crisp 

value, defuzzification performs an output denormalization, which maps the point wise value of 

control output to its physical domain. Desirable features of a defuzzification method are [4.66] 

i. Continuity 

ii. Disambiguity 

iii. Plausibility 

iv. Algorithmic Complexity 

v. Multiple considerations of rules. 

Often used methods of defuzzification are as follows [4.66]: 

i. Center of gravity / Center of area method (COA): 

COA method defines the defuzzification value of fuzzy set F as its fuzzy centroid. 

 

u

u

duuF

duuuF

)(

)(
 U*                       (4.14)                      

 Figure 4.4 shows this method graphically. 
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Figure 4. 4 Center of Gravity Defuzzifier [4.66] 
 
 

ii. Center of Sums method (COS): 

 COS is similar to COA but a faster method with an added feature of multiple consideration of 

rules. Figure 4.5 shows this method graphically. Center-of-Sums is mathematically given by 

 

)(

)(

1

1*

i
i

i
i

i

uF

uFu
U                                       (4.15)                                            

 

 

Taken twice  

Domain

1 

0 

Figure 4. 5 A Graphical Representation of the Center-of-Sums Defuzzification Method [4.66] 
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iii. Mean of Maxima method (MOM): 

 MOM method determines the defuzzified value as a mean of all values of universe of 

discourse having maximal membership grades [4.66]. 

 

*Jj
jy1

q
y                            (4.16)                               

where 

J* in set of elements of y which attain the maximum value of F(y)  

q is the cardinality of J*. 

 

4.2.2 Tuning of Scaling Factors through Applied Genetic Algorithm 

 

 Unlike classical control systems, involving precise mathematical analysis, Fuzzy logic 

control (FLC) entails a non-analytic approach [4.66]. Fuzzy control systems require a method of 

approximate reasoning resembling the process of decision-making performed by human beings. 

Typically, design of a fuzzy system involves, consulting an expert and formulating the implicit 

knowledge of the underlying process into a set of linguistic variables and fuzzy rules for complex 

control systems. The development of fuzzy knowledge base is based on trial and error approach. To 

surmount these limitations many researches have proposed to combine FLC with other intelligent 

schemes and no doubt there were many successful attempts also [4.81-4.87]. This research also aims 

to provide a suitable and efficient technique to enhance the interpretability in Genetic algorithm 

based fuzzy logic controllers. 

 Unlike neural network, generic fuzzy systems are unable to learn from data. However; 

several techniques have been proposed to extract fuzzy rules from training data gathered from 
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observation of the control strategy [4.75]. The majority of applications in the domain of genetic-

Fuzzy systems are concerned with the optimization of fuzzy logic controllers [4.75-4.87]. Genetic 

algorithms have been used by many researchers [4.77-4.87] who alter membership function in 

response to the changes of task environment to produce more for fuzzy logic control. The fuzzy logic 

controller model is developed in Simulink. Figure 4.6 shows the block diagram of a GA-based 

adaptive fuzzy logic controller.  

In this work, FLC is designed with 25 rules. The justification of the choice of number of rules 

is given in section 4.3.1.The fuzzy systems are implemented in a digital computer domain which 

involves a simulation environment i.e. SIMULINK. Afterwards FLC is implemented into the 

dynamic model of PV developed earlier. A computer program is then written for applied Genetic 

Algorithm to obtain optimal values of FLC parameters in the MATLAB environment. Genetic 

Algorithms performs an intelligent search for a solution from a very large number of possible 

solutions. Thus the chances of converging to local minima have been reduced and global optimum 

can be approached with higher probability. Thus, it has been tried to enhance the performance of 

FKBC Controller for the proper load matching of PV model for stand-alone application.   
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Figure 4. 6 GA Based Adaptive Fuzzy Logic Control Scheme   

 
 Various learning mechanism have been applied on different type of tuning application for 

Fuzzy Knowledge Base Controller (FKBC) exists in the literature. For this research work a 

modification to the Sung’s [4.86] Genetic Algorithm (GA) is applied which has been proposed by the 

author in [4.87]. The proposed GA utilizes the weighted crossover operator. A fitness function, 

which guides the evolution process, has been defined as inverse of Integral Absolute Time Error, 

calculated as [4.87] 

                                               dtetIATE
0

                                       (4.17) 

and the fitness of the function will be calculated as [4.87] 

                                              
IATE

fitness 1
                                           (4. 18) 

 The proposed method is applied, for the tuning of input and output scaling factors of FKBC, 

for the load matching of the stand-alone PV system on a real-time basis. 
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 4.2.2.1 Overview of genetic algorithm [4.87]. The Genetic Algorithm (GA) is a 

probabilistic computer driven search and optimization technique modeled after the mechanics of 

genetic evolution. [4.71-4.79]. GA’s exploit objective function to execute random search instead 

of relying on calculating local derivatives for the search process like classical control 

optimization methods. GA’s are also more likely to arrive at the global optima because they 

work on a population of points as opposed to conventional optimization techniques, which utilize 

a point-by-point search approach. Figure 4.7 shows the bit by bit mechanism of a typical GA. 

 

1 0 0 0 1 0 1 0 0 1 

                                                 

0 1 0 1 0 1 0 1 1 0 

(a) 

1 0 0 0 1 0 1  0 0 1 

 
0 1 0 1 0 1 0  1 1 0 

(b) 

1 0 0 0 1 0 1 1 1 0 

Figure 4.7 [4. 82] Crossover in String 
 

(a) Two strings are selected at random 
to be mated. 

(b) A random location in the strings is 
located (here the location is before 
the last three bit locations). 

(c) The string portions following the 
selected location are exchanged.  

 

0 1 0 1 0 1 0 0 0 1 
(c) 

The three fundamental operators of GA are: reproduction (parent selection), crossover, and 

mutation. GA’s are started with a set of solutions (represented by chromosomes) called population, 

generated randomly, and the evolutionary process of reproduction, crossover, and mutation are used 

to generate an entirely new population from the existing population. The reproduction operator 

selects good chromosomes in the population to form the mating pool. Selection of chromosome for 

parenthood can range from a totally random process to one that is biased by the chromosome fitness. 

The modified Queen Bee evolution operators are discussed in Section 4.3.3.2. Crossover operator is 
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used to exchange genetic materials between the parents with the aim of obtaining better 

chromosomes. Two parent chromosomes are selected from the mating pool randomly and the 

crossover rate determines the probability of producing a new chromosome from the parents. A 

number of crossover operators are discussed in the literature [4.82-4.85]. The crossover operators 

relevant to the investigations in this research are detailed in Section 4.3.3. The mutation operator is 

applied next. The mutation operator takes each child chromosome and randomly change some of its 

genes with a given mutation probability. Flipping a bit in the binary coded GA does mutation. While 

in non-binary coded GA, mutation involves randomly generating a new character in a specified 

position. Flowchart in Figure 4.8 gives a pictorial description of the mechanism of genetic algorithm.  

 

 
Figure 4. 8 Flowchart of Genetic Algorithm 

Generate Initial Population 

Fitness 
Evaluation

 

 

 

Parent Selection 

Crossover operator 

Yes 

No 

Criteria 

START 

STOP 

Generation 
and 

Replacement 
Procedure 

Mutation Operator 

 111



4.2.2.2 Modified queen bee evolution (parent selection) [4.87]. The queen bee 

algorithm described in [4.86] is limited to a single pool (honeycomb). I have an advanced 

concept of modified queen bee algorithm that the bee algorithm should not be restricted to a 

single pool [4.87]. In nature honeycombs grow around queen bee, and if any queen bee evolves 

into a honeycomb, she will build another honeycomb by sharing the members from her parent 

honeycomb. The same concept is applied in proposing the modified queen bee algorithm. The 

schematic diagram of splitting of pools, generation by generation, with the availability of queen 

bee for modified bee genetic algorithm is shown in Figure 4.9. 
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   Figure 4. 9 Schematic Diagram of Splitting of Pools Generation by Generation in Modified Queen Bee 

Evolution [4.87] 
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Each member (solution) of the pool has to crossover with queen (most fitted solution) of the 

pool. After splitting the parent pool, due to the birth of queen bee (next most fitted solution), the 

above-mentioned mating process makes the specified population size of the pool. We identified the 

new queen in a pool if any solution has the fitness very close (say 98% or above) of the fitness of the 

mother queen. 

4.2.2.3 Weighted base crossover operator [4.87]. The selection of gene in uniform 

crossover is purely random [4.82]. Each bit is typically crossed with one-half probability and one 

random value R is being evolved for every gene in the chromosome [4.81]. If R is more than the 

probability of uniform crossover, the corresponding bit in parent 1 is copied to child 2 and the 

corresponding bit in parent 2 is copied to child 1, otherwise the corresponding bit in parent 1 is 

copied to child 1 and the corresponding bit in parent 2 is copied to child 2. 

 Weighted base crossover operator gene selection is based on the weights assigned to the 

genes for crossover operation. Weighted base crossover operator enhances GA’s performance by 

guiding it to search for more new state space [4.82]. The uniform crossover is a special case of 

weighted uniform crossover. In weighted uniform crossover, weights are assigned to each bit/gene in 

the chromosome according to the similarity of the test patterns in the population. Weighted uniform 

crossover is then performed, based on some probability which depends on the weights of the parent 

bits. The rules for Weight based crossover operator [4.87] are shown in Table 4.4 

 

Table 4.3 Rules for WCO [4.87] 
 Bit/gene Weight 

of Parent 1 
Bit/gene Weight 

of Parent 2 OPERATION 
Same as uniform cross over 0 0 

Assign bit of P1 to both C1&C2 0 1 
Assign bit of P2 to both C1&C2 1 0 

Same as uniform cross over 1 1 
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Figure 4.10 Schematic Representation of Weight Base Uniform Crossover [4.87]      
 

  For example, two parents P1 and P2 are selected to produce two child chromosomes C1 and 

C2. Each gene G in parent P1 competes against the corresponding gene Gi,1 i, 2   in parent P2. If Wi, 1 is 

equal to Wi, 2 , the bits are crossed with a given probability as in uniform crossover. If Wi, 1 and W i, 2 

are different both the child chromosomes are assigned the value of the lighter bit, i.e., bit with weight 

0.as shown in Figure 4.10. 

The probability of crossover which varies between 0 and 1 and the values bit for weighted 

crossover which could be either 0 or 1 are chosen randomly to initialize the process. 

 The Genetic Algorithm based on modified queen bee evolution described above is compiled in an 

Algorithm as follows. 
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 A lg orithm  1: 

//t: ge neration//, //n : pop ulation s ize in a  pool//,  
//pl: n um ber of po ols//, //P: populations //,  
//plm ax: m axim um  num ber of pools// 
// : n orm al m utation ra te//,  
//pm : norm al m utation p roba bility//,   
//p ’m : s trong m utation probability//,  
//Iq: a queen bee//,  //Im: se lected  bee // 
1 t  0:  pl(t)   1; initialize  P pl(t) ; ev aluate P pl( t)  
2 while  1 (no t termina te c ondition) 
3 do  
4  t  t+1 
5  while 2 [pl( t)]  
6  do 2  
7    s elec t P pl(t)  fro m P p l(t-1)(*)   
8   P pl( t) =  Iq pl( t-1)  , Im pl(t-1)    
9   rec om bine P pl( t) ; d o cros sove r; do m uta tion  (*) 
10   for i=1 to n  
11    if i  ( n)  
12     do m utation w ith pm  
13    else 
14     do m utation w ith p ’m 
15    end  if  
16   e nd for 
17   e valuate  P pl( t) ;  search  for   new _  I q pl( t)  
18   if  ( new _  Iq pl( t)  found )  
19    split the p ool and    new _  p l( t)   pl(t)+ 1  
20   e lse 
21    new _  pl( t)   pl( t)  
22   e nd if  
23   if  (ne w_  pl(t)  > plm ax)  
24    pl( t)   plm ax (oldes t pool deleted) 
25   e nd if  
26  end  while 2 
27 end  while1  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

4.3 Modeling and Simulation 

 

      In order to incorporate the heuristic knowledge of the operation of the PV system to 

FKBC, knowledge base has to be developed to be used by the inference engine. 
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  4.3.1 FKBC Design Parameters 

 

 The Knowledge base of FKBC consists of Rule-baseand database.  The rule-baseof for a 

FKBC can be developed by the observation of error and change of error of the system. Further, these 

rules have to be associated with the proper membership functions.  

 The relationship between the duty cycle and the input and output voltage of the dc-dc boost 

converter is analyzed in Appendix H and obtained in Equation H.10 as 

 

D
V

V i
o 1

                                    (4.19)                                         

where 

: Input voltage of DC-DC converter also termed as VVo Boost.

Vi : Input voltage of DC-DC converter also  termed as VPV.out.

D : Duty cycle of the converter. 

 From Figure 4.1, these variables at the DC-DC converter can be correlated with the variables 

at the Controller as 

Vref : The reference voltage is the step input to the controller. 

VBoost: Transient response of Vout. 

D(k)-D(k-1): Change in duty cycle is the controller output. 

 It can be inferred from Equation 4.19 that for smaller values of duty cycle the boost 

voltage will be larger and as the value of duty cycle increases, the output boost voltage will start 

decreasing. As mentioned earlier that error ‘e’ defined as )()( kVVke ref  and the change of error 

‘ce’ defined as   are the input to the fuzzy logic controller. The change in the )1()()( kekeke
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)1()()( kdckdckdc ,  where k   is the thkcontrol output i.e. change in duty cycle ‘dc’ is    

sampling time. 

A dc-dc boost converter model is developed in Simulink and is embedded into the overall 

system model as shown in Appendix I. The underlying theory of dc-dc converter modeling is 

explained in Appendix H. A block diagram of dc-dc boost converter is shown in Figure 4.11. 

The error ‘e’   is calculated and change of error ‘ce’ is also computed. )()( kVVke boostref

           In FKBC, the error e between the processing point and a set point in one of the input 

variables is partitioned into fuzzy sets: NB, NS, ZE, PS, and PB as shown in Figure 4.12. Similarly 

the change in error ce is classified as NB, NS, ZE, PS, and PB. The output variable dc of FLC, which 

is defined as the change in the duty cycle for dc-dc converter,  is classified in terms of controller 

output  as NB, NM, NS, ZE, PS, PM, and PB. Five fuzzy set is a good choice between the explosion 

of fuzzy rules and high descritization [4.78]. The performance of the controller can be further 

enhanced by using finer fuzzy partitioned sub space. This will result in having more control rules. 

The number of fuzzy rules increases exponentially with the increment in the number of fuzzy sets. 

This phenomenon is termed as explosion of rules [4.63]. With a larger number of partitions, the 

resolution of the controller output will improve. However, this will be achieved at the cost of 

 

 
Figure 4.11 Schematic Diagram of a DC-DC Boost Converter with Switch S Closed [4.70] 
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computational complexity and realization through a larger hardware. A compromise is made by the 

observation of the precision of solutions.  

The reference voltage for simulation purposes is assumed as 25 V. The membership 

functions are partitioned in the range of -1 to 1. These membership function can also be defined 

from -V  to +Vref ref (-25 to +25) instead. However, in that scenario a total of 34 (17*2) parameters 

are required to be tuned and moreover, such a membership function would be valid only for this 

particular scenario.  For instance, if two such devices are connected in series, membership 

function will not remain valid and a new membership function with - V = - 50 V to +Vref ref = +50 

V as universe of discourse has to be developed and again 34 parameters has to be tuned. To 

address this issue, the membership functions are partitioned with a universe of discourse as -1 to 

1 and scaling factors are introduced to normalize the input and output variables. The scaling 

factors for error, change in error and change in duty cycle are assumed as Ke, Kce and Kdcu. 

Thus, only 3 parameters need to be tuned with same rule-baseand same membership function for 

all possible scenarios.  

As mentioned earlier, tuning of the scaling factors is required to normalize the values of the 

variables. Various learning mechanism have been applied on different type of tuning application for 

Fuzzy Knowledge Base Controller (FKBC) exists in the literature [4.83].  For this application, a 

learning mechanism is required that can exploit all the possible values of the scaling factors so as to 

compute the accurate normalizing factor for the input and output  variables. A fitness function, which 

guides the evolution process, has been defined as inverse of Integral Absolute Time Error, calculated 

as [4.87]:  

dtetIATE
0

                                       (4.17)                                                
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and the fitness of the function will be calculated as [4.87]: 

IATE
fitness 1

                                                                                         (4. 18) 

 To obtain the optimum value of the objective function genetic algorithm is implemented 

so as to improve the fitness. Genetic algorithm’s (GA) exploit objective functions to execute 

random search instead of relying on calculating local derivatives for the search process like classical 

control optimization methods. GA’s are also more likely to arrive at the global optima because they 

work on a population of points as opposed to conventional optimization techniques, which utilize a 

point-by-point search approach. Figure 4.7 shows the bit-by-bit mechanism of a typical GA. 

 With the introduction of the scaling factors the input and output variables can be termed as; 

error ‘ ’, change in error ‘)()(* kekke e )()(* kcekkce ce ’, and the change in duty cycle 

’.  Thus, the final control is a rule-base of IF e*(k) is…AND ce*(k) 

is…THEN dcu* is… 

)(*)( kdkkd dcudcudcu

For the premise part, Gaussian membership function is chosen which has continuous 

characteristics [4.78].  
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Figure 4.12 Gaussian Membership Functions for Inputs e* & ce* 
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The output equation can be expressed in terms of membership function parameters, i.e. area 

and centroid of the membership function. To represent the control output equation in closed form, a 

perfect choice for the consequent part will be triangular membership function [4.78]. Hence, for 

output variable, triangular membership function has been taken with its universe of discourse 

normalized as (-1< dc< 1) as shown in Figure 4.13. 

 

 
Figure 4.14 Surface of the Fuzzy Membership Function 
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Table 4.4 Rule-Base for FKBC 
e *      

   ce* NB NS ZE PS PB 

NB 1. NB 2. NB 3. NM 4. NS 5. ZE 

NS 6. NB 7. NM 8. NS 9. ZE 10. PS 

ZE 11. NM 12. NS 13. ZE 14. PS 15. PM 

PS 16. NS 17. ZE 18. PS 19. PM 20. PB 

PB 21. ZE 22. PS 23. PM 24. PB 25. PB 

 

An overall fuzzy surface for membership functions is shown in Figure 4.14 

The rule-base (Table 4.3) for a controller works by monitoring error (e*) and change in error 

(ce*), which are the antecedent variables with NB, NS, ZE, PS, and PB as entries of fuzzy sets. 

Entries in the table are fuzzy sets associated with consequent variable dcu*.   

Thus, the rules can be read as 

 R1:    IF e* is NB and ce* is NB THEN dc* is NB 
 R2:    IF e* is NB and ce* is NS  THEN dc* is NB 
 R3:    IF e* is NB and ce* is ZE  THEN dc* is NM 
 R4:    IF e* is NB and ce* is PS   THEN dc* is NS 
 R5:    IF e* is NB and ce* is PB THEN dc* is ZE 
 R6:    IF e* is NS and ce* is NB  THEN dc* is NB 
 R7:    IF e* is NS and ce* is NS   THEN dc* is NM  
 R8:   IF e* is NS and ce* is ZE   THEN dc* is NS 
 R9:    IF e* is NS and ce* is PS   THEN dc* is ZE 
 R10:  IF e* is NS and ce* is PB  THEN dc* is PS 
 R11:  IF e* is ZE and ce* is NB  THEN dc* is NM 
 R12:  IF e* is ZE and ce* is NS  THEN dc* is NS 
 R13:  IF e* is ZE and ce* is ZE  THEN dc* is ZE 
 R14:  IF e* is ZE and ce* is PS  THEN dc* is PS 
 R15:  IF e* is ZE and ce* is PB  THEN dc* is PM 
 R16:  IF e* is PS and ce* is NB  THEN dc* is NS 
 R17:  IF e* is PS and ce* is NS  THEN dc* is ZE 
 R18:  IF e* is PS and ce* is ZE  THEN dc* is PS 
 R19:  IF e* is PS and ce* is PS  THEN dc* is PM 
 R20:  IF e* is PS and ce* is PB  THEN dc* is PB 
 R21:  IF e* is PB and ce* is NB  THEN dc* is ZE 
 R22:  IF e* is PB and ce* is NS  THEN dc* is PS 
 R23:  IF e* is PB and ce* is ZE  THEN dc* is PM 
 R24:  IF e* is PB and ce* is PS  THEN dc* is PB 
 R25:  IF e* is PB and ce* is PB  THEN dc* is PB 
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The “product-sum” inference mechanism is used for mapping the rule-baseto the fuzzy set. The 

center-of sums method is used for the defuzzification of the controller output. 

 

  4.3.2. Modeling of AGABFLC                   

                                

 In this dissertation, FLC and GAs are combined. GA is adopted for the tuning of FLC gain 

parameters Ke, Kce, and Kdc. The function of Ke and Kce is to scale down the value of error (e) and 

change of error (ce) within the range of Universe of Discourse for fuzzy partitioning of premise 

(antecedent) variables i.e. e and ce.  Kdc   is FLC controller output gain (since the universe of 

discourse for FLC output is –1 to +1, the defuzzified output will be within the range of –1 to +1) 

amplifies this range up to required level of process operation.  

4.3.2.1. Initialization and learning. The reference voltage considered for simulation 

purpose as 25 V. The possible variation of output voltage could be from 0 to 25 V. Thus, the 

possible variation of error in voltage would be negative 25 to positive 25 which when normalized 

for universe of discourse of -1 to 1 will result in the range of -0.04 to 0.04. A practically possible 

range of change in error in close proximity to the calculated range is thus considered for the 

error. Thus the possible order of the variation of the error is -10-3 to +10-3.In a similar pattern, the 

variation of error is observed, normalized and a possible range is calculated for initializing the 

learning of GA for the  change of error parameter. The output control parameter of the controller 

is based on the variation of the input duty cycle of the dc-dc converter. Theoretically, the input 

duty cycle can be varied from 0 to 1 but practical variation is from 0 to 2/3 [4.90-4.91]. This fact  
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Table 4.5 Values of GA Parameters [4.87] 
Parameters Values 
Crossover Probability (p ) 0.8 c
Normal Mutation Probability (pm) 0.01 
Population Size 15x9=135 
Individual Bit Length 10 

0.6 Normal Mutation Rate ( ) 
’Strong Mutation Probability (p m) 0.4 

Maximum Number of Pools 9 
 

is analyzed and explained in Appendix H. A smaller value of change in duty cycle will result in a 

slow response while a larger value will results in a very fast response which might not be 

desirable in order to avoid transient problems. This to be noted that these ranges are just to 

initialize the learning of the values of these parameters and the optimal value will be obtained 

through the learning of GA. Considering these facts, a range considered which is in close 

proximity of the possible limits. Thus, the range of gain parameters, for GA, to be tuned 

considered are -0.001< Ke < 0.001, 10< Kce < 200, and 0.01< Kdc < 0.6. 

 The optimal values for GA parameters for the tuning of FLC control parameters obtained 

through learning are tabulated in Table 4.5 [4.87]. 

The learning patterns for tuning the rules of the FKBC using the modified queen bee-based 

genetic algorithm is shown in Figure 4.15. 
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Figure 4.15 GA Based Learning Patterns for Ke, Kce, and K   dc 

 

The values of parameters Ke=0.0479, Kce=199.8045, and Kdc=0.0749 are achieved in 21 

generation with modified queen bee evolution with fitness value  = 7.1941x10-9 and 

corresponding IATE = 1.3901x108.  

Once these parameters are tuned for the FKBC, the designed rule-base has the ability to take 

into account the changing weather condition. All other controllers like PI, PID,  control, VSC, 

etc., have failed due to the variation in the operating conditions; however, this is the beauty of the 

FKBC, it will never fail because of the heuristic knowledge base, though it may not necessarily 

perform optimally. 

H

Table 4.6 Values of Tuned AGABFLC Parameters 
0.04777126099706745 Ke 
199.80449657869013 Kce 

Kdc 0.07483870967741935   
-9Fitness 7.1940667600623175x10
8IATE 1.3900343621378037x10
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4.3.3 Simulation Results and Discussion 

 

 PV model developed earlier in Chapter 3 is implemented in this model. The specification of 

this PV module is given in Table 3.1.  The pattern of variation of solar irradiance, ambient and cell 

temperature is shown in Figure 3.8 and Figure 3.9, respectively. Two scenarios are considered for 

simulation purpose. In the first case the load is considered as fixed and assumed a value of 30 ohm 

for simulation purpose and in the second scenario, the load is considered as variable and an optimum 

value of the load is being calculated on a real-time basis for achieving the instantaneous maximum 

power. The pattern of output current from PV array at MPP Ipvpanel (indicated by black line) and load 

current Iout (indicated by blue line) for fixed and variable load are shown in Figure 4.16 and Figure 

4.17 respectively. As it can be inferred from Figure 4.17 that the load current increases as the 

irradiance increases that lead to larger amount of power loss in the PV array and subsequently there 

is an increase in cell temperature. It can be further noticed that I Ipvpanel and out are different due to 

difference in the output voltage of the PV and the output voltage of the dc-dc converter (boost 

voltage) for approximately the same maximum power as shown in Figure 4.22. 

 

 125



6 8 10 12 14 16 18 20
0

0.5

1

1.5

2

2.5

Time (in Hrs)

I ou
t &

 I pv
pa

ne
l

Ipvpanel

Iout

 
Figure 4.16 Pattern of the PV Panel Current and Actual Load Current with Fixed Load in a Day 

 

The pattern of reference load voltage Vref (indicated by red line), output voltage of PV 

array at MPP Vpvpanel (indicated by black line) and load voltage Vboost (indicated by blue line) are 

shown in Figure 4.18 and Figure 4.19 for fixed and variable load respectively. 
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Figure 4.17 Pattern of the PV Panel Current and Actual Load Current with Variable Load in a Day    
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Figure 4.18 Ref. Load Voltage, Pattern of the PV Array Voltage, and the Boost Converter Voltage for Constant Load 

 
 

  

 
 

6 8 10 12 14 16 18 20
0

5

10

15

20

25

30

Time (in Hrs)

V
bo

os
t &

 V
re

f

Vref

VboostVboost

Vpvpanel

 
Figure 4.19 Ref. Load Voltage, Pattern of the PV Array Voltage, and the Boost Converter Voltage for Variable Load   

 
 

 127



As evident from Figures 4.18 and 4.19 that the error between Vboost and Vref is quite 

significant, specially, during morning and evening, in case of fixed load scenario. The pattern of 

error for the fixed load condition can be observed in Figure 4.20. This is due to the reason that 

during these hours, MPPT need to match the relevant load according to available maximum 

power and thus, the PV is incapable to match the assumed fix load because of insufficient 

available power. This issue has been addressed by implementing the MPPT with the relevant 

variable load and thus the error is minimized as shown in Figure 4.21 

4.3.3.1 AGABFLC simulation results. The pattern of error in voltage, with constant and 

variable loads is shown in Figures 4.20 and 4.21, respectively.  
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Figure 4. 20 Pattern of First Input of FLC Error Voltage with Fixed Load in a Day    
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Figure 4. 21 Pattern of First Input of FLC Error Voltage with Variable Load  in a Day    
 
 

 

The pattern of change in error in voltage is shown in Figure 4.22. The output of the FLC 

is the change in duty cycle of DC-DC boost converter, integral of which is duty cycle. The 

pattern of duty cycle for fixed and variable loads is shown in Figure 4.23 and 4.24, respectively. 
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Figure 4. 22 Pattern of Second Input of FLC Change in Error Voltage for Variable Load in a Day    
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Figure 4. 23  Pattern of the Duty Cycle for Fixed Load in a Day    
 
 

 The resulting pattern of resistive load RMPP and Rload  for fixed and variable load are shown in 

Figures 4.25 and 4.26, respectively.  
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Figure 4. 24  Pattern of the Duty cycle for Variable Load in a Day    
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Figure 4. 25 Patterns of the R  and Fixed RMMP load in a Day 

 
 

The pattern of MPP power obtained from MPPT model Pmax (indicated by black dotted line) 

and output power at load from PV array with MPP tracking Pload (indicated by blue line) are shown 

in Figure 4.27 and 4.28 for fixed and variable loads respectively. As evident from Figure 4.27 that 
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Figure 4. 26 Patterns of the RMMP and Variable Rload in a Day  
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with fixed load scenario, the controller has not transfer the instantaneous available maximum power 

to the load from the PV module.  

 A difference between Rlaod and RMPP is observed in Figure 4.25 while Pmax is same in Figure 

4.27 because the RMPP is the load seen by the PV array for MPPT and is evaluated by MPPT model of 

the PV array. The Rload is the actual load condition for maximum power point tracking under variable 

environmental conditions. This is a cumulative effect of duty cycle for DC-DC boost converter 

evaluated by FLC and RMPP obtained from MPPT model as described earlier in equation 4.3. 
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Figure 4. 27 Pattern of the MPPT Model Power and Power Harvested by the Load from PV Array for Fixed Load 
in a Day  
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Figure 4. 28 Pattern of the MPPT Model Power and Power Harvested by the Load from PV Array (Both are Super 

Imposed) for Variable Load  in a Day  
 
 

Both patterns of Pmax and Pload are superimposed and this curve is indicating that the proposed 

scheme is efficiently tracking the maximum power harvesting maintaining the load voltage at 

reference level. Although both the powers are drawn with different legends (- and *, respectively) but 

this not prominent in the curves of Figure 4.28 as the calculation of dynamics is done every second.  

The pattern of Pmax and Pload are similar to the pattern of irradiance shown in Figure 3.8 

(irradiance vs. time). Investigating Figures 4.17 and 4.19, it can be noticed that the rated load voltage 

is higher than the PV array output voltage and subsequently the load current is less than the PV array 

current. So that the input and output power to the DC-DC converter remains the same.  

 It can be further noticed that with the change in irradiance, both output voltage and output 

current of PV array are varying. But with the use of adaptive FLC for adapting the duty cycle of DC-

DC converter, instantaneous value of load is achieved along with tracking the maximum power point 

of PV array. Thus a desirable performance of AGABFLC is observed for the optimal matching of the 

load at the MPP of a PV module for stand-alone applications.  
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4.4 Strategy for a Potential Hardware Development of AGBFLC 

 

 The hardware for AGABFLC-based controller developed in MATLAB/ Simulink 

environment, can be developed for the implementation of various PV applications. The strategy for 

the hardware development of the modeled controller is described in Figure 4.29 

The Simulink model of the AGABFLC and the M file script for genetic algorithm are used by the 

Real-time work shop to generate the C code. This C code will then be compiled in the target specific 

microprocessor compiler and the compiled code will then be allocated to specific physical memory 

addresses followed by the calibration in terms of the required constraints. This calibrated and 

compiled code will then be implemented to obtain the microprocessor-based controller circuitry.   

  
 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

Figure 4.29 Strategy for the Hardware Development of the Controller [4. 89] 
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CHAPTER 5 

CONCLUSIONS, RECOMMENDATIONS, AND FURTHER 
SCOPE OF RESEARCH 

 

5.1 Conclusion 

 

This dissertation dealt with modeling and control of stand-alone photovoltaic power 

generation systems to extract and track the maximum power deliverable by the PV. 

A dynamic model of PV has been developed and validated experimentally.  The model takes 

varying weather conditions into consideration. The performances of static and dynamic models are 

compared and significantly accurate and increased performance is achieved by the consideration of 

varying temperature and solar irradiance. The developed model is valid for any PV panel. The model 

can also be utilized to expedite research and development in the PV-based distributed generation 

system. Studies related to transient conditions and large scale performance can be performed through 

the developed model. 

Design of experiment has been developed and performed for the validation of the developed 

model.. This experiment was performed over a span of 20 days with varying weather conditions. The 

modeling, experimentation, and verification of the developed model have portrayed a strong 

correlation between the simulated and the measured data values. R-squared value of 0.9996 is 

achieved through the design of the experiment. The predicted solar wattage through the model has an 

accuracy of 99.996 % which is almost pure normal error. 
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Maximum power generated by the PV has been obtained real-time using the proposed PV 

model. Then fuzzy logic control was used to control the duty cycle of the DC/DC booster used to 

provide constant output voltage and output power equal to the PV maximum power. 

A novel method entitled as “Modified queen bee algorithm” which is an applied genetic 

algorithm method is also proposed and an algorithm is developed and implemented to tune the 

parameters of the fuzzy logic controller on a real-time basis.  

An optimal performance of the AGABFLC controller has been observed through simulation 

for varying resistive loads.  

Knowing the available power real-time allows for true maximum power tracking.  This 

ability did not exist before this research was accomplished.  The use of fuzzy logic control allows for 

robust maximum power tracking.  The practical impact of this research is in knowing the true 

available maximum power and tracking it properly.  This research work allows one to extract more 

power out of the PV and perform load matching than what is currently the case.  

 

5.2   Recommendations for Further Work 

 

 5.2.1 Modeling and simulation of photovoltaic (PV) systems. The dynamic modeling 

of the PV module has been carried out, the uncertainties and the parametric variations have been 

taken into account. However, the aging factor of the PV panel has not been considered. 

Performance evaluation related to the study of the materials of the PV panel is required to 

include the aging factor of PV modules in the developed model. This study will help in the 

prediction of long-term performance of the stand-alone PV systems. 
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5.2.2 Design of experiment. When the model’s aging factor is taken into account, design 

of experiment will be next step to validate the model. These experiments have to be performed 

on different PV modules with different life span expectancies. 

5.2.3 Modeling and simulation of control system and model validation. The e 

AGBFLC performance needs to be analyzed by considering a variety of loads including 

inductive and capacitive loads. Precise tuned values of gain parameters of FLC can be 

determined by considering double crossover and multi crossover points  

5.2.4 Design and development of hardware for control system. The hardware 

implementation of the AGBFLC controller may follow the proposed strategy described in 

Chapter 4. 
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APPENDIX A 

NOMENCLATURE 
aT : Ambient temperature (oC) 

cT :  Temperature of the cell/ collector surface (oC) 

pT : Temperature of the plate (bottom) (oC) 

pc TTT  

tC : Overall heat capacity per unit area of the PV cell /thermal capacitance [J/(oC. m2)]  
: Transmittance – absorptance product of PV cell. 

TG : Irradiance (W/m2 = Joule-Second//m2) 

c : Efficiency of the PV cell   
:  Empirical constant; =1 for Ge & =2 for Si   

LU : Overall heat loss coefficient (J/m2) 

dV : Voltage across the diode (V ) d

oGV : Equivalent voltage of the prohibited band; = 0.785 V for Ge & = 1.21 V for Si 
oGV

TV 11// TqkTVT: Equivalent voltage to the Junction temperature;  
m : =2 for Ge &=2 for Si 
k : Boltzman constant: = 1.38047 x 10k -23

q : Electron charge;  = 1.60210 x 10q -19

sI : Reverse saturated current of the diode, (~100pA) 

dI : Temperature-dependent diode current 
: PV cell leakage current PI

II L , :  Photon current; depends on insulation and wavelength of photons (light 

cpch , :   Convection coefficient between the plate and the cover W/m2.C    

cprh ,  : Radiation coefficient between the plate and the cover W/m2.K    

acrh , :  Radiation coefficient for the cover to ambient temperature W/m2.C                            

wh : Wind heat loss coefficient W/m2.C    

uN :  Nusselt number (dimensionless) 

1k :   Thermal conductivity 
L  : Plate to cover spacing 

:  Collector Tilt angle  

aR : Rayleigh number 
g : Gravitational constant 

: kinematic viscosity 
: Thermal diffusivity 
' ': Volumetric coefficient of expansion (for an ideal gas =1/T) 

p : Plate effective emmitance 

c : Collector surface effective emmitance 
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APPENDIX B 

SIMULINK MODELS FOR PV MODULE 

Figure B. 1 Simulink Model of PV Cell (Static Model) 
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Figure B. 2 Simulink Model of PV Cell (Dynamic Model) 
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Figure B. 3 Simulink Model of PV Cell with Calculation of Parameters 

 

               Figure B. 4 Data Collection through DAQ   
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APPENDIX C 

SPECIFICATIONS OF THE INSTRUMENT USED IN THE 
EXPERIMENT 

C.1 PV Module [3.48] 
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C.2 Handheld Solar Meters Model 776E [3.50] 

As given on the product webpage:  http://www.dataeng.com/776.htm accessed on 11/11/08

“The models 776 solar meters are hand held solar intensity meters used to measure direct plus 

diffuse solar radiation. The meter is a rugged two bearing micro ammeter. The sensor is a space 

grade silicon cell carefully loaded to insure goo linearity of response versus intensity. The scale is 

calibrated in both heat units (BTUH/ft2 2) and electrical units (Watts/m ). The mean calibration error 

over a wide range of intensities is 3%. Dimensions are 2.3 in. X 3.6 in. X 1.2 in. Weight is 3 oz 

[3.50].” 

 

 

 Solar Meter Model 776E [picture copied from 3.50] 

 

http://www.dataeng.com/776.htm accessed on 11/11/08As given on the product webpage:  

“Model 776E: The model 776E is generally suited for measuring the transmission loss through 

transparent materials or filter materials such as window films and screens. It has the sensor located 

on the top end of the meter body so the meter can be pointed at a solar source and “before” and 

“after” measurements can be made”.   
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Super MCJ
SMCJ-J, SMCJ-K, SMCJ-T

INSTRUCTION
SHEET

M-2813

Thermocouple-to-Analog Connector

GENERAL DESCRIPTION
This is a Thermocouple to Analog Connector.  It converts a thermocouple input signal (Type J, K, or T) to a linear, compensated, amplified analog
output.  The unit provides 1mV/°F or 1mV/°C analog output.  The analog output can go to a strip chart recorder or a digital voltmeter for
temperature monitoring.
The unit is powered by a single AA size lithium battery.  In order to install the battery, remove the back cover and place the battery on the PC
board.  The battery polarity is indicated on the PC board.  If the battery is installed reverse, the unit will not power up. The back cover is mounted
to the front cover via two mounting holes.
The input connection can be SMP or OST type connections.  The output connection is standard banana plug or jack.  The plastic case and the
rubber gasket Bumper Band® provides a rugged and sealed connector design.  Figure 1 provides a functional flow chart of how the unit operates.
This unit is operated using a single tactile feedback button           .
There are 3 LEDs built into the connector.  The °C green LED flashes once every 2 seconds when the output provides 1mV/°C.  The °F green LED flashes
once every 2 seconds when the output provides 1mV/°F.  If the input is open the °C  and °F green LEDs both flash alternately once a second.
When the battery voltage drops below a certain level, a red LED starts to flash once a second.  This is a low battery indication.  The battery must
be replaced with a fresh battery immediately.
Field Adjustments
The unit is field adjustable by removing the back cover and accessing the three potentiometers.  R17 provides offset adjustment when the unit is in mV/°F
mode.  R42 provides offset adjustment when the unit is in mV/°C mode.  R32 provides span (gain) adjustment either in mV/°F or mV/°C mode.

SPECIFICATIONS
Measuring Temperature Range:
Type J: -100 to +750°C (-148 to +1382°F)
Type K: -100 to +1250°C (-148 to +2282°F)
Type T: -100 to +350°C (-148 to +662°F)
Accuracy @ 75°F ambient 
temperature across the range:
Type J: ±1.4°C (±2.5°F)
Type K: ±3°C (±5°F)
Type T: ±2°C (±3°F)
Input Connection: SMP or OST connector
Output Connection: Standard Banana
Plug or Jack
Thermocouple Break Protection:
Output goes Upscale (std.)
°F & °C Green LEDs flash once a second

Output: 1mV/°F or 1mV/°C
°F or °C Green LEDs flash once every 2 seconds
Output Load: 1K-Ohms min.
Power: One AA size Lithium Battery, 3.3 to
3.6 VDC 1900 mAH
Battery Life @ 75°F Ambient
Temperature: 1440 hours (60 Days),
continuous operation, no load
Low Battery Indication:
Red LED flashes once a second

Response Time (0 to 63% of Final
value): 150 msec 
Operating Temperature: 0 to 50°C (32
to 122°F)
Thermal Zero Drift:   0.05 mV/°C 
(0.05 mV/°F) ambient temperature change
Operating Relative Humidity: 95% or
less, without condensation
Dimensions: 4”L x 2” W x 1”H (10L x 5W
x 2.5H cm)
Weight: 147 lbs (67g)

Press

Press

1mV/°C Mode

1 sec Delay

1mV/°F Mode

Input
Open

Input
Open

Output Upscale/Downscale

Output Upscale/Downscale

Figure 1, Functional Flow Chart

°C
°F

°C
°F

°C
°F

°C
°F

YES

YES

NO

NO
1mV/°C Output

1mV/°F Output

Start
Sleep
Mode

Press

Analog
Output,
1 mV per
degree

Thermo-
couple
Input
(SMP or OST
Connector)

Press

Model No. Description
OM-NOMAD-BATT Replacement Battery
TAC80B-BJ In-line banana plug (red and black)

Accessories



Specifications
Typical at 25 °C unless otherwise noted.

Analog Input
Absolute accuracy, single-ended

Absolute accuracy at full scale, differential1

Number of channels............................ 8 single-ended/4 differential
Type of ADC ........................................ Successive approximation

ADC resolution (bits)

Maximum sampling rate (system dependent)

Input range, single-ended................... ±10 V
Input range, differential...................... ±20, ±10, ±5, ±4, ±2.5, ±2, 

±1.25, ±1 V
Maximum working voltage ................. ±10 V
Overvoltage protection ....................... ±35 V
FIFO buffer size ................................... 512 B
Timing resolution ................................ 41.67 ns (24 MHz timebase)
Timing accuracy .................................. 100 ppm of actual sample rate
Input impedance ................................. 144 kΩ
Trigger source...................................... Software or external digital trigger
System noise....................................... 5 m Vrms (±10 V range)

Analog Output
Absolute accuracy (no load) ............... 7 mV typical, 36.4 mV maximum

at full scale
Number of channels............................ 2
Type of DAC ........................................ Successive approximation
DAC resolution .................................... 12 bits
Maximum update rate ........................ 150 Hz, software-timed

1Input voltages may not exceed the working voltage range.

Output range ....................................... 0 to +5 V
Output impedance............................... 50 Ω
Output current drive............................ 5 mA
Power-on state.................................... 0 V
Slew rate............................................. 1 V/μs
Short-circuit current ............................ 50 mA

Digital I/O
Number of channels............................ 12 total 

8 (P0.<0..7>)
4 (P1.<0..3>)

Direction control ................................. Each channel individually 
programmable as input or output

Output driver type
USB-6008........................................ Open-drain
USB-6009........................................ Each channel individually 

programmable as push-pull or
open-drain

Compatibility ....................................... CMOS, TTL, LVTTL
Internal pull-up resistor ...................... 4.7 kΩ to +5 V
Power-on state.................................... Input (high impedance)
Absolute maximum voltage range...... -0.5 to +5.8 V

Digital logic levels

Counter
Number of counters ............................ 1
Resolution ........................................... 32 bits
Counter measurements....................... Edge counting (falling edge)
Pull-up resistor .................................... 4.7 kΩ to 5 V
Maximum input frequency.................. 5 MHz
Minimum high pulse width................. 100 ns
Minimum low pulse width.................. 100 ns
Input high voltage ............................... 2.0 V
Input low voltage ................................ 0.8 V

Power available at I/O connector

+5 V output (200 mA maximum) ......... +5 V typical
+4.85 V minimum

+2.5 V output (1 mA maximum) .......... +2.5 V typical 
+2.5 V output accuracy ....................... 0.25% max
Voltage reference temperature drift... 50 ppm/°C max

Low-Cost, Bus-Powered Multifunction DAQ for USB – 12- or 14-Bit, up to 48 kS/s, 8 Analog Inputs

3

BUY ONLINE at ni.com or CALL 800 813 3693 (U.S.)

Module Differential Single-Ended
USB-6008 12 11
USB-6009 14 13

Range Typical at 25 ˚C (mV) Maximum (0 to 55 ˚C) (mV)
±10 14.7 138

Module Maximum Sampling Rate (kS/s)
USB-6008 10
USB-6009 48

Level Min Max Units
Input low voltage -0.3 0.8 V
Input high voltage 2.0 5.8 V
Input leakage current – 50 μA
Output low voltage (I = 8.5 mA) – 0.8 V
Output high voltage (push-pull, I = -8.5 mA) 2.0 3.5 V
Output high voltage (open-drain, I = -0.6 mA, nominal) 2.0 5.0 V
Output high voltage (open-drain, I = -8.5 mA, 
with external pull-up resistor) 2.0 – V

Range Typical at 25 ˚C (mV) Maximum (0 to 55 ˚C) (mV)
±20 14.7 138
±10 7.73 84.8
±5 4.28 58.4
±4 3.59 53.1
±2.5 2.56 45.1
±2 2.21 42.5
±1.25 1.70 38.9
±1 1.53 37.5



PEL-300 Programmable D.C. Electronic Load



Appendix D

A Report on Design of Experiment

Consulting Report for Mr. Saad Alam
Micheal R. Allen, Assistant Professor

Department of Mathematics
Tennessee Technological University, TN

Overview

Recently, because of worldwide energy concerns, solar cell use has been on
the rise, almost exponentially. One use is the placement of a solar cell array next
to or on a house as a resource for electric power. Of course, at night the array
is basically incapable of producing any wattage and hence is backed up by a set
of rechargeable batteries. During the day the array produces electricity which
is either stored in the batteries or is used by the occupants of the house. In the
event the demand is too great for either the solar array and or the batteries,
the control system of the house for the electric power will grab power from the
utility grid. One proble, though, is the accurate prediction of kilowatt usage
and how much wattage the solar cell array will produce. When it is cloudy or
cold, solar cells do not produce as much electricity as they would on a sunny,
warm day. Unfortunately, the routine manufacturing specifications of a solar
cell do not include the wattage produced based on any environmental factors
but simply give the average maximum wattage the cell can produce.

Problem

Hence, the problem presented here concerns the prediction of the wattage
produced by a solar cell based on its environment. Mr. Saad Alam presented a
mathematical model which included the amount of light seen by the solar cell
as well as its temperature. Using a feedback loop, Mr. Alam then predicted the
wattage of said solar cell. The following is a plot of the predicted versus the
experimental wattage values obtained from a solar cell on various days and at
various temperatures.
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Solution

As can been from the graph, the predicted and experimental values are
linearly related. This indicates that Mr. Alam’s feedback predictive model
appears to be doing its job. But, we now concern ourselves with how good this
prediction is. Consider the following model:

Wexp = βo + β1Wpred + ε

where Wexp is the wattage obtained from the solar cell, Wpred is the predicted
wattage of the solar cell, βo is the intercept (and should be zero unless Wpred

is a biased), β1 is the slope (and should be 1 unless Wpred is not consistent)
and ε is the error of prediction and is assumed to independent and identically
distributed from a normal distribution for each wattage value. The following is
a regression analysis obtained in R of all the data applied to this linear model.

Coefficients:
Estimate Std. Error t value Pr(>|t|)
(Intercept) -0.302210 0.056471 -5.352 1.54e-07 ***
pred_new 0.992952 0.002756 360.256 < 2e-16 ***
—
Signif. codes: 0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1
Residual standard error: 0.6433 on 368 degrees of freedom
Multiple R-Squared: 0.9972, Adjusted R-squared: 0.9972
F-statistic: 1.298e+05 on 1 and 368 DF, p-value: < 2.2e-16

Because the final p-value is so close to zero, the linear model more than
adequately fits the data. In basic terms, the Mr Alam’s prediction procedure is



predicting the experimental wattage of a solar based on its environmental factors
with 99.72% accuarcy. Next, diagnostics were applied to the linear model to
check the validity of the model.. First, the residuals were analyzed to check the
assumptions of normality and constant variance.
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As can be seen from the quantile-quantile plot, the quantiles of the residuals
do not follow a diagonal line which indicates a deviation from normality.
There appears to be a group of data that causes this deviation from normality.

Next is a plot of the residuals versus the predicted wattage.
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The residuals show a tendency for the predicted wattage to under predict the
experimental wattage in about 50 of the cases. This can also been seen in the
first plot where a majority of the data falls on the diagonal line but just a few
data points are below the line and in the regression analysis with a significantly
negative intercept.

Third, cross validation was used to check the validity of the linear model.
The data was separated into two groups, either by date, temp perature, or
amount of sunlight and separate regression models were found for each group..
If the original linear model is valid then the two models found should have sta-
tistically equivalent slopes and intercepts. In all the cross validation attempts,
most of the slopes were not statistically equivalent. Below is an example calcu-
lation when the cross validation sets were separated by date.

Ho : The slopes are equivalent
H1 : The slopes are different

Test Statistic: t =
Slope 2 - Slope 1

Standard error of slope 1 = 1.000536−0.986024
0.002564

= 5.66

p-value: 2P (Tdf=141 > 5.66) ≈ 0

Because of these three problems, the original model was deemed invalid. To
remedy the situation, further investigation was done to look for outliers and
influential points. After using multiple tests for influential cases, it was found
that the morning and dusk wattage predcitions had too much error and were
causing the invalidity and nonnormality. Here is a plot of the first 45 residuals
which shows an almost cyclic pattern in the amount of error, although it is not
repeated in the hwole data set.
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The extreme values correspond to the moring and dusk. Hence, the linear



model fitted again to all the data points with the morning and dusk data points
that caused the most extreme errors removed. The following is a scatterplot of
the new data set.
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Notice the linear fit looks even better than before. The summary of the
regression analysis is shown below.

Coefficients:
Estimate Std. Error t value Pr(>|t|)
(Intercept) -0.058737 0.024773 -2.371 0.0183 *
new_pred 0.987602 0.001135 870.506 <2e-16 ***
—
Signif. codes: 0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1
Residual standard error: 0.2384 on 313 degrees of freedom
Multiple R-Squared: 0.9996, Adjusted R-squared: 0.9996
F-statistic: 7.578e+05 on 1 and 313 DF, p-value: < 2.2e-16

Notice the adjusted R-squared value has gone up significantly and the p-value
for the interecept is not as strong. Likewise, the scatterplot of the residuals has
improved.
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Although there is a slight megaphone effect seen in the residulas, it is a much
better fit than before. The quantile-quantile plot verifies this.
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This quantiles here are much more linear than before although there appears
to be just a few more outliers in the data set pulling the quantiles away from
normality. Finally, with regards to validity, only one cross validation procedure,
by date, gave any indication of invalidity. All the rest showed statistically



equivalent slopes.

Conclusion

The predcitive procedure designed by Mr. Alam is valid. It predicts, with
only slight bias, the true wattage produced by a solar cell using environmental
factors with 99.96% accuracy taking into account morning and dusk error. With
a little more diagnostics, the linear fit could probably be improved to an accuracy
of 99.99% with almost pure normal error.



Appendix E

Experimental Data
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Day 1
10/22/2008 7:00 14 0.7 273.85 275.56 2.56 0.614 14.29 0.043 332.601 -0.002 0.002 1.50E-05 0.50 0.78 0.39 36.477 5.46 11.245 7.143 0.000 0.000
10/22/2008 7:30 32 1.6 274.75 280.02 7.02 1.511 15.31 0.099 155.176 -0.003 0.003 1.30E-05 1.30 1.13 1.47 2.754 12.48 12.104 11.771 0.001 0.001
10/22/2008 8:00 53 2.9 276.05 281.37 8.37 2.611 15.94 0.164 97.332 -0.003 0.003 1.28E-05 1.66 1.54 2.56 2.072 20.67 12.629 12.368 0.001 0.003
10/22/2008 8:30 68 5.2 278.35 284.34 11.34 3.420 16.26 0.210 77.319 -0.003 0.003 1.27E-05 1.80 1.9 3.42 0.015 26.52 12.894 12.896 0.002 0.003
10/22/2008 9:00 84 7.9 281.05 283.9 10.9 4.288 16.49 0.260 63.411 -0.003 0.003 1.27E-05 1.99 2.11 4.20 2.082 32.76 13.090 12.817 0.002 0.004
10/22/2008 9:30 87 8.4 281.55 283.6 10.6 4.456 16.54 0.269 61.389 -0.003 0.003 1.26E-05 1.99 2.13 4.24 4.885 33.93 13.134 12.492 0.002 0.004
10/22/2008 10:00 92 11.8 284.95 283.87 10.87 4.723 16.58 0.285 58.201 -0.003 0.003 1.26E-05 1.95 2.5 4.88 3.216 35.88 13.164 13.587 0.002 0.005
10/22/2008 10:30 101 12.9 286.05 284.27 11.27 5.205 16.64 0.313 53.196 -0.003 0.003 1.26E-05 1.90 2.81 5.34 2.571 39.39 13.215 13.554 0.003 0.005
10/22/2008 11:00 109 14 287.15 284.79 11.79 5.631 16.67 0.338 49.353 -0.003 0.003 1.26E-05 1.82 2.99 5.44 3.353 42.51 13.245 12.801 0.003 0.005
10/22/2008 11:30 111 14.7 287.85 285.34 12.34 5.727 16.65 0.344 48.405 -0.003 0.003 1.26E-05 1.88 3.07 5.77 0.779 43.29 13.229 13.332 0.003 0.006
10/22/2008 12:00 115 15.1 288.25 285.87 12.87 5.933 16.65 0.356 46.727 -0.003 0.003 1.26E-05 1.86 3.16 5.88 0.929 44.85 13.228 13.105 0.003 0.006
10/22/2008 12:30 117 16.5 289.65 286.53 13.53 6.025 16.62 0.363 45.842 -0.003 0.003 1.26E-05 1.85 3.2 5.92 1.748 45.63 13.205 12.974 0.003 0.006
10/22/2008 13:00 115 17.2 290.35 287.21 14.21 5.900 16.56 0.356 46.480 -0.003 0.003 1.26E-05 1.83 3.2 5.86 0.744 44.85 13.155 13.057 0.003 0.006
10/22/2008 13:30 112 17.2 290.35 287.77 14.77 5.724 16.5 0.347 47.567 -0.003 0.003 1.26E-05 1.75 3.19 5.58 2.464 43.68 13.103 12.780 0.003 0.006
10/22/2008 14:00 109 17.3 290.45 288.27 15.27 5.550 16.44 0.338 48.701 -0.003 0.003 1.26E-05 1.72 3.18 5.47 1.443 42.51 13.055 12.867 0.003 0.005
10/22/2008 14:30 104 17.6 290.75 288.73 15.73 5.270 16.36 0.322 50.789 -0.003 0.003 1.27E-05 1.71 3.008 5.14 2.395 40.56 12.993 12.682 0.003 0.005
10/22/2008 15:00 99 17.8 290.95 289.15 16.15 4.993 16.29 0.306 53.152 -0.003 0.003 1.27E-05 1.70 2.8 4.76 4.659 38.61 12.931 12.328 0.002 0.005
10/22/2008 15:30 75 17.9 291.05 290.75 17.75 3.690 15.99 0.232 68.598 -0.003 0.003 1.27E-05 1.44 2.53 3.64 1.268 29.25 12.615 12.455 0.002 0.004
10/22/2008 16:00 131 17.9 291.05 290.89 17.89 6.670 16.5 0.406 40.472 -0.003 0.003 1.27E-05 1.49 3.77 5.62 15.781 51.09 13.055 10.995 0.003 0.006
10/22/2008 16:30 30 17.1 290.25 290.81 17.81 1.384 15.03 0.092 161.965 -0.003 0.003 1.27E-05 1.37 0.99 1.36 1.973 11.7 11.826 11.592 0.001 0.001
10/22/2008 17:00 0 16.3 289.45 290.6 17.6 0.000 0 0.000 0.000 -0.003 0.003 1.29E-05 0.00 0 0.00 0.000 0 0.000 100.000 0.000 0.000
10/22/2008 17:30 0 14.3 287.45 290.1 17.1 0.000 0 0.000 0.000 -0.003 0.003 1.50E-05 0.00 0 0.00 0.000 0 0.000 100.000 0.000 0.000

Day 2
10/23/2008 7:00 8 9.5 282.65 284.15 11.15 0.334 13.63 0.024 557.015 -0.002 0.002 1.50E-05 0.48 0.66 0.32 5.016 3.12 10.690 10.154 0.000 0.000
10/23/2008 7:30 33 9.8 282.95 285.04 12.04 1.546 15.2 0.102 149.445 -0.003 0.003 1.31E-05 1.49 0.93 1.39 10.369 12.87 12.012 10.767 0.001 0.001
10/23/2008 8:00 49 10.2 283.35 286.19 13.19 2.370 15.66 0.151 103.476 -0.003 0.003 1.28E-05 2.29 1.01 2.31 2.409 19.11 12.402 12.103 0.001 0.002
10/23/2008 8:30 76 10.7 283.85 287.57 14.57 3.795 16.14 0.235 68.641 -0.003 0.003 1.28E-05 2.24 1.67 3.74 1.433 29.64 12.804 12.621 0.002 0.004
10/23/2008 9:00 94 11.2 284.35 287.13 14.13 4.766 16.37 0.291 56.230 -0.003 0.003 1.27E-05 2.33 2.01 4.68 1.733 36.66 13.000 12.775 0.002 0.005
10/23/2008 9:30 88 12.4 285.55 286.95 13.95 4.447 16.32 0.272 59.892 -0.003 0.003 1.27E-05 2.20 1.99 4.38 1.552 34.32 12.957 12.756 0.002 0.004
10/23/2008 10:00 98 12.8 285.95 286.86 13.86 4.987 16.43 0.304 54.130 -0.003 0.003 1.27E-05 2.39 2 4.78 4.151 38.22 13.048 12.507 0.002 0.005
10/23/2008 10:30 105 13.7 286.85 286.93 13.93 5.364 16.49 0.325 50.695 -0.003 0.003 1.27E-05 1.83 2.91 5.33 0.720 40.95 13.099 13.004 0.003 0.005
10/23/2008 11:00 109 14.6 287.75 287.14 14.14 5.576 16.51 0.338 48.886 -0.003 0.003 1.26E-05 1.91 2.9 5.54 0.664 42.51 13.117 13.030 0.003 0.006
10/23/2008 11:30 127 14.8 287.95 287.35 14.35 6.549 16.64 0.394 42.278 -0.003 0.003 1.26E-05 1.99 3.16 6.29 3.985 49.53 13.223 12.696 0.003 0.006
10/23/2008 12:00 145 15.2 288.35 287.61 14.61 7.526 16.74 0.450 37.234 -0.003 0.003 1.26E-05 2.01 3.67 7.38 1.985 56.55 13.309 13.045 0.004 0.007
10/23/2008 12:30 193 14.7 287.85 287.78 14.78 10.165 16.98 0.599 28.365 -0.003 0.003 1.26E-05 2.15 4.66 10.02 1.436 75.27 13.505 13.311 0.005 0.010
10/23/2008 13:00 624 14.4 287.55 288.18 15.18 34.206 17.66 1.937 9.118 -0.003 0.003 1.26E-05 3.49 8.45 29.49 13.786 243.36 14.056 12.118 0.015 0.029
10/23/2008 13:30 512 14.2 287.35 288.4 15.4 27.942 17.58 1.589 11.061 -0.003 0.003 1.25E-05 3.40 7.83 26.62 4.724 199.68 13.993 13.332 0.013 0.027
10/23/2008 14:00 313 14.1 287.25 288.44 15.44 16.812 17.3 0.972 17.803 -0.003 0.003 1.25E-05 2.79 5.88 16.41 2.420 122.07 13.772 13.439 0.008 0.016
10/23/2008 14:30 376 14.6 287.75 288.59 15.59 20.323 17.41 1.167 14.915 -0.003 0.003 1.25E-05 2.98 6.73 20.06 1.317 146.64 13.859 13.677 0.010 0.020
10/23/2008 15:00 358 15 288.15 288.77 15.77 19.304 17.37 1.111 15.631 -0.003 0.003 1.25E-05 2.99 6.17 18.45 4.433 139.62 13.826 13.213 0.009 0.018
10/23/2008 15:30 254 15.4 288.55 288.91 15.91 13.497 17.12 0.788 21.715 -0.003 0.003 1.25E-05 2.34 5.64 13.20 2.218 99.06 13.625 13.323 0.007 0.013
10/23/2008 16:00 183 15.6 288.75 289.01 16.01 9.565 16.85 0.568 29.683 -0.003 0.003 1.26E-05 1.98 4.8 9.50 0.639 71.37 13.402 13.317 0.005 0.010
10/23/2008 16:30 45 15.2 288.35 288.94 15.94 2.156 15.52 0.139 111.700 -0.003 0.003 1.26E-05 1.21 1.77 2.14 0.677 17.55 12.287 12.203 0.001 0.002
10/23/2008 17:00 0 15.1 288.25 288.83 15.83 0.000 0 0.000 0.000 -0.003 0.003 1.28E-05 0.00 0 0.00 0.000 0 0.000 0.000 0.000 0.000
10/23/2008 17:30 0 14.8 287.95 288.69 15.69 0.000 0 0.000 0.000 -0.003 0.003 1.50E-05 0.00 0 0.00 0.000 0 0.000 0.000 0.000 0.000

Day 3
10/24/2008 RAIN



Day 4
10/25/2008 7:00 16 9.1 282.25 290.12 17.12 0.706 14.36 0.049 292.157 -0.002 0.002 1.50E-05 0.60 0.93 0.56 20.941 6.24 11.311 8.942 0.000 0.001
10/25/2008 7:30 84 9.1 282.25 288.94 15.94 4.196 16.14 0.260 62.077 -0.003 0.003 1.30E-05 2.80 1.34 3.75 10.590 32.76 12.810 11.453 0.002 0.004
10/25/2008 8:00 149 9.4 282.55 288.05 15.05 7.732 16.74 0.462 36.244 -0.003 0.003 1.27E-05 2.49 3.07 7.64 1.130 58.11 13.305 13.155 0.004 0.008
10/25/2008 8:30 310 9.9 283.05 287.49 14.49 16.703 17.35 0.963 18.022 -0.003 0.003 1.26E-05 2.76 5.88 16.23 2.839 120.9 13.816 13.423 0.008 0.016
10/25/2008 9:00 404 10 283.15 287.09 14.09 22.008 17.54 1.255 13.980 -0.003 0.003 1.25E-05 3.17 6.76 21.43 2.630 157.56 13.968 13.601 0.011 0.021
10/25/2008 9:30 398 10.1 283.25 286.77 13.77 21.696 17.56 1.236 14.213 -0.003 0.003 1.25E-05 3.21 6.69 21.47 1.019 155.22 13.978 13.835 0.011 0.021
10/25/2008 10:00 423 10.2 283.35 286.54 13.54 23.122 17.6 1.314 13.396 -0.003 0.003 1.25E-05 3.29 6.97 22.93 0.825 164.97 14.016 13.900 0.011 0.023
10/25/2008 10:30 476 10.1 283.25 286.36 13.36 26.121 17.67 1.478 11.953 -0.003 0.003 1.25E-05 3.35 7.67 25.69 1.633 185.64 14.071 13.841 0.013 0.026
10/25/2008 11:00 167 10.6 283.75 286.07 13.07 8.789 16.97 0.518 32.767 -0.003 0.003 1.25E-05 1.84 4.76 8.76 0.345 65.13 13.494 13.448 0.004 0.009
10/25/2008 11:30 210 11.1 284.25 285.93 12.93 11.187 17.17 0.652 26.355 -0.003 0.003 1.26E-05 2.25 4.91 11.05 1.247 81.9 13.659 13.489 0.006 0.011
10/25/2008 12:00 411 11.8 284.95 286.07 13.07 22.485 17.62 1.276 13.808 -0.003 0.003 1.25E-05 3.21 6.99 22.44 0.209 160.29 14.028 13.998 0.011 0.022
10/25/2008 12:30 530 13.1 286.25 286.46 13.46 29.146 17.71 1.646 10.760 -0.003 0.003 1.25E-05 3.69 7.87 29.04 0.363 206.7 14.101 14.049 0.015 0.029
10/25/2008 13:00 159 13.9 287.05 286.66 13.66 8.326 16.89 0.493 34.263 -0.003 0.003 1.25E-05 2.05 4.01 8.22 1.269 62.01 13.427 13.257 0.004 0.008
10/25/2008 13:30 178 13.8 286.95 286.83 13.83 9.371 16.97 0.552 30.732 -0.003 0.003 1.26E-05 2.05 4.43 9.08 3.086 69.42 13.499 13.082 0.005 0.009
10/25/2008 14:00 205 13.5 286.65 286.94 13.94 10.865 17.08 0.636 26.851 -0.003 0.003 1.26E-05 2.10 5.03 10.56 2.780 79.95 13.590 13.212 0.005 0.011
10/25/2008 14:30 301 13.4 286.55 287.09 14.09 16.223 17.36 0.935 18.577 -0.003 0.003 1.26E-05 2.68 5.89 15.79 2.699 117.39 13.820 13.447 0.008 0.016
10/25/2008 15:00 169 13.4 286.55 287.12 14.12 8.862 16.91 0.524 32.266 -0.003 0.003 1.25E-05 1.86 4.73 8.80 0.729 65.91 13.446 13.348 0.004 0.009
10/25/2008 15:30 172 13.3 286.45 287.14 14.14 9.028 16.92 0.534 31.713 -0.003 0.003 1.26E-05 1.89 4.55 8.60 4.741 67.08 13.458 12.820 0.004 0.009
10/25/2008 16:00 176 13.3 286.45 287.15 14.15 9.248 16.94 0.546 31.030 -0.003 0.003 1.26E-05 1.99 4.59 9.13 1.233 68.64 13.473 13.307 0.005 0.009
10/25/2008 16:30 75 12.9 286.05 287.04 14.04 3.751 16.16 0.232 69.626 -0.003 0.003 1.26E-05 1.28 2.85 3.65 2.741 29.25 12.823 12.472 0.002 0.004
10/25/2008 17:00 0 12.3 285.45 286.79 13.79 0.000 0 0.000 0.000 -0.003 0.003 1.27E-05 0.00 0 0.00 0.000 0 100.000 100.000 0.000 0.000
10/25/2008 17:30 0 12 285.15 286.54 13.54 0.000 0 0.000 0.000 -0.003 0.003 1.50E-05 0.00 0 0.00 0.000 0 100.000 100.000 0.000 0.000

Day 5 0.000 0.000
10/26/2008 7:00 10 1.7 274.85 289.35 16.35 0.427 13.92 0.031 454.189 -0.002 0.002 1.50E-05 0.40 0.87 0.35 18.429 3.9 10.939 8.923 0.000 0.000
10/26/2008 7:30 75 2.9 276.05 287.34 14.34 3.746 16.14 0.232 69.546 -0.003 0.003 1.30E-05 1.80 1.97 3.55 5.334 29.25 12.806 12.123 0.002 0.004
10/26/2008 8:00 124 3.9 277.05 285.83 12.83 6.426 16.72 0.384 43.507 -0.003 0.003 1.27E-05 2.10 2.99 6.28 2.283 48.36 13.287 12.984 0.003 0.006
10/26/2008 8:30 167 6.3 279.45 284.97 11.97 8.827 17.04 0.518 32.895 -0.003 0.003 1.26E-05 2.29 3.83 8.77 0.637 65.13 13.553 13.466 0.004 0.009
10/26/2008 9:00 207 8.8 281.95 284.65 11.65 11.074 17.24 0.642 26.841 -0.003 0.003 1.26E-05 2.26 4.86 10.98 0.816 80.73 13.717 13.605 0.005 0.011
10/26/2008 9:30 243 10.7 283.85 284.7 11.7 13.095 17.36 0.754 23.015 -0.003 0.003 1.25E-05 2.52 5.13 12.93 1.278 94.77 13.818 13.641 0.006 0.013
10/26/2008 10:00 260 12.3 285.45 284.99 11.99 14.037 17.39 0.807 21.544 -0.003 0.003 1.25E-05 2.48 5.66 14.04 0.001 101.4 13.843 13.843 0.007 0.014
10/26/2008 10:30 362 12.8 285.95 285.39 12.39 19.770 17.59 1.124 15.649 -0.003 0.003 1.25E-05 3.20 5.98 19.14 3.207 141.18 14.003 13.554 0.010 0.019
10/26/2008 11:00 454 14 287.15 285.97 12.97 24.917 17.68 1.409 12.546 -0.003 0.003 1.25E-05 3.50 7.07 24.75 0.690 177.06 14.073 13.975 0.012 0.025
10/26/2008 11:30 423 15.6 288.75 286.69 13.69 23.109 17.59 1.314 13.388 -0.003 0.003 1.25E-05 3.30 7 23.10 0.039 164.97 14.008 14.003 0.012 0.023
10/26/2008 12:00 321 16.7 289.85 287.41 14.41 17.325 17.38 0.997 17.435 -0.003 0.003 1.25E-05 2.88 5.99 17.25 0.426 125.19 13.839 13.780 0.009 0.017
10/26/2008 12:30 377 17.3 290.45 288.14 15.14 20.412 17.44 1.170 14.901 -0.003 0.003 1.25E-05 3.05 6.65 20.28 0.634 147.03 13.883 13.795 0.010 0.020
10/26/2008 13:00 383 18.5 291.65 288.95 15.95 20.687 17.4 1.189 14.635 -0.003 0.003 1.25E-05 3.05 6.74 20.56 0.628 149.37 13.850 13.762 0.010 0.021
10/26/2008 13:30 394 18.7 291.85 289.68 16.68 21.245 17.37 1.223 14.201 -0.003 0.003 1.25E-05 3.10 6.8 21.08 0.777 153.66 13.826 13.719 0.011 0.021
10/26/2008 14:00 390 18.8 291.95 290.31 17.31 20.974 17.32 1.211 14.302 -0.003 0.003 1.25E-05 3.08 6.8 20.94 0.143 152.1 13.790 13.770 0.010 0.021
10/26/2008 14:30 264 19.3 292.45 290.83 17.83 13.950 17.02 0.820 20.764 -0.003 0.003 1.25E-05 2.50 5.52 13.80 1.075 102.96 13.549 13.403 0.007 0.014
10/26/2008 15:00 146 19.3 292.45 291.19 18.19 7.472 16.51 0.453 36.483 -0.003 0.003 1.26E-05 2.01 3.46 6.95 6.918 56.94 13.122 12.214 0.003 0.007
10/26/2008 15:30 122 19 292.15 291.42 18.42 6.172 16.33 0.378 43.207 -0.003 0.003 1.26E-05 1.80 3.22 5.80 6.087 47.58 12.971 12.182 0.003 0.006
10/26/2008 16:00 95 18.9 292.05 291.59 18.59 4.729 16.08 0.294 54.679 -0.003 0.003 1.27E-05 1.60 2.91 4.66 1.540 37.05 12.763 12.567 0.002 0.005
10/26/2008 16:30 43 18.5 291.65 291.63 18.63 2.028 15.28 0.133 115.132 -0.003 0.003 1.27E-05 1.18 1.7 2.01 1.085 16.77 12.093 11.962 0.001 0.002
10/26/2008 17:00 0 18.4 291.55 291.62 18.62 0.000 0 0.000 0.000 -0.003 0.003 1.28E-05 0.00 0 0.00 0.000 0 0.000 0.000 0.000 0.000
10/26/2008 17:30 0 17.8 290.95 291.51 18.51 0.000 0 0.000 0.000 -0.003 0.003 1.50E-05 0.00 0 0.00 0.000 0 0.000 0.000 0.000 0.000

Day 6
10/27/2008 7:00 15 3.4 276.55 289.53 16.53 0.660 14.34 0.046 311.372 -0.002 0.002 1.50E-05 0.60 0.97 0.58 11.873 5.85 11.289 9.949 0.000 0.001
10/27/2008 7:30 79 2.9 276.05 287.49 14.49 3.956 16.18 0.245 66.172 -0.003 0.003 1.30E-05 1.80 1.05 1.89 52.226 30.81 12.840 6.134 0.001 0.002
10/27/2008 8:00 104 2.9 276.05 285.79 12.79 5.335 16.56 0.322 51.399 -0.003 0.003 1.27E-05 1.80 2.93 5.27 1.147 40.56 13.154 13.003 0.003 0.005
10/27/2008 8:30 168 3.4 276.55 284.49 11.49 8.899 17.08 0.521 32.780 -0.003 0.003 1.26E-05 2.20 3.99 8.78 1.363 65.52 13.583 13.397 0.004 0.009
10/27/2008 9:00 222 3.8 276.95 283.5 10.5 11.968 17.37 0.689 25.209 -0.003 0.003 1.26E-05 2.42 4.85 11.74 1.930 86.58 13.823 13.556 0.006 0.012
10/27/2008 9:30 401 4.2 277.35 282.84 9.84 22.177 17.81 1.245 14.303 -0.003 0.003 1.25E-05 3.73 5.89 21.97 0.935 156.39 14.181 14.048 0.011 0.022
10/27/2008 10:00 476 4.5 277.65 282.38 9.38 26.491 17.92 1.478 12.122 -0.003 0.003 1.25E-05 3.75 6.99 26.21 1.051 185.64 14.270 14.120 0.013 0.026
10/27/2008 10:30 546 4.9 278.05 282.1 9.1 30.506 18 1.695 10.621 -0.003 0.003 1.24E-05 3.86 7.89 30.46 0.166 212.94 14.326 14.302 0.015 0.030
10/27/2008 11:00 615 5.4 278.55 281.99 8.99 34.439 18.04 1.909 9.450 -0.003 0.003 1.24E-05 4.08 8.3 33.86 1.670 239.85 14.359 14.119 0.017 0.034
10/27/2008 11:30 634 5.7 278.85 281.95 8.95 35.520 18.05 1.968 9.172 -0.003 0.003 1.24E-05 4.20 8.33 34.99 1.503 247.26 14.365 14.149 0.017 0.035
10/27/2008 12:00 654 6 279.15 281.98 8.98 36.649 18.06 2.029 8.900 -0.003 0.003 1.24E-05 4.20 8.64 36.29 0.985 255.06 14.369 14.227 0.018 0.036
10/27/2008 12:30 643 6.1 279.25 282.01 9.01 36.023 18.05 1.996 9.045 -0.003 0.003 1.24E-05 4.20 8.51 35.74 0.780 250.77 14.365 14.253 0.018 0.036
10/27/2008 13:00 638 6.1 279.25 282.03 9.03 35.737 18.05 1.980 9.117 -0.003 0.003 1.24E-05 4.20 8.48 35.62 0.339 248.82 14.363 14.314 0.018 0.036
10/27/2008 13:30 601 6.5 279.65 282.08 9.08 33.633 18.03 1.865 9.665 -0.003 0.003 1.24E-05 4.02 8.3 33.37 0.794 234.39 14.349 14.235 0.017 0.033
10/27/2008 14:00 574 6.6 279.75 282.13 9.13 32.096 18.01 1.782 10.106 -0.003 0.003 1.24E-05 3.90 8.1 31.59 1.577 223.86 14.338 14.111 0.016 0.032
10/27/2008 14:30 497 6.7 279.85 282.12 9.12 27.713 17.96 1.543 11.638 -0.003 0.003 1.24E-05 3.50 7.79 27.27 1.617 193.83 14.298 14.066 0.014 0.027



10/27/2008 15:00 438 6.6 279.75 282.07 9.07 24.352 17.91 1.360 13.172 -0.003 0.003 1.24E-05 3.40 7.13 24.24 0.452 170.82 14.256 14.192 0.012 0.024
10/27/2008 15:30 333 6.2 279.35 281.88 8.88 18.366 17.76 1.034 17.175 -0.003 0.003 1.24E-05 3.03 5.97 18.09 1.508 129.87 14.142 13.929 0.009 0.018
10/27/2008 16:00 283 6.2 279.35 281.7 8.7 15.522 17.67 0.878 20.114 -0.003 0.003 1.25E-05 2.60 5.74 14.92 3.853 110.37 14.064 13.522 0.007 0.015
10/27/2008 16:30 145 5.9 279.05 281.4 8.4 7.716 17.16 0.450 38.166 -0.003 0.003 1.25E-05 1.20 3.88 4.66 39.654 56.55 13.644 8.233 0.002 0.005
10/27/2008 17:00 0 5.7 278.85 281.01 8.01 0.000 0 0.000 0.000 -0.003 0.003 1.25E-05 0.00 0 0.00 0.000 0 0.000 0.000 0.000 0.000
10/27/2008 17:30 0 5.3 278.45 280.63 7.63 0.000 0 0.000 0.000 -0.003 0.003 1.50E-05 0.00 0 0.00 0.000 0 0.000 0.000 0.000 0.000

Day 7
10/28/2008 7:00 25 0.5 273.65 289.24 16.24 1.146 14.89 0.077 193.400 -0.002 0.002 1.50E-05 0.60 0.99 0.59 48.186 9.75 11.758 6.092 0.000 0.001
10/28/2008 7:30 87 0.6 273.75 286.9 13.9 4.394 16.32 0.269 60.612 -0.003 0.003 1.29E-05 1.90 1.83 3.48 20.877 33.93 12.951 10.248 0.002 0.003
10/28/2008 8:00 206 0.6 273.75 285.02 12.02 11.002 17.21 0.639 26.921 -0.003 0.003 1.27E-05 2.20 4.81 10.58 3.817 80.34 13.694 13.172 0.005 0.011
10/28/2008 8:30 289 1 274.15 283.56 10.56 15.756 17.56 0.897 19.570 -0.003 0.003 1.25E-05 2.95 5.03 14.84 5.823 112.71 13.979 13.165 0.007 0.015
10/28/2008 9:00 324 1.2 274.35 282.39 9.39 17.819 17.71 1.006 17.600 -0.003 0.003 1.25E-05 2.95 5.99 17.67 0.833 126.36 14.102 13.984 0.009 0.018
10/28/2008 9:30 331 1.8 274.95 281.49 8.49 18.278 17.78 1.028 17.296 -0.003 0.003 1.25E-05 2.95 6.18 18.23 0.257 129.09 14.159 14.123 0.009 0.018
10/28/2008 10:00 265 2.1 275.25 280.74 7.74 14.548 17.68 0.823 21.487 -0.003 0.003 1.25E-05 2.60 5.56 14.46 0.632 103.35 14.076 13.987 0.007 0.014
10/28/2008 10:30 454 2.7 275.85 280.32 7.32 25.421 18.03 1.410 12.787 -0.003 0.003 1.25E-05 3.70 6.79 25.12 1.172 177.06 14.357 14.189 0.013 0.025
10/28/2008 11:00 627 3.1 276.25 280.14 7.14 35.342 18.16 1.946 9.331 -0.003 0.003 1.24E-05 4.20 8.28 34.78 1.601 244.53 14.453 14.222 0.017 0.035
10/28/2008 11:30 673 3.9 277.05 280.14 7.14 37.961 18.18 2.088 8.706 -0.003 0.003 1.24E-05 4.30 8.66 37.24 1.905 262.47 14.463 14.188 0.019 0.037
10/28/2008 12:00 684 5.1 278.25 280.33 7.33 38.561 18.17 2.122 8.562 -0.003 0.003 1.24E-05 4.28 8.79 37.62 2.437 266.76 14.455 14.103 0.019 0.038
10/28/2008 12:30 645 5.1 278.25 280.46 7.46 36.328 18.15 2.002 9.067 -0.003 0.003 1.24E-05 4.18 8.67 36.24 0.241 251.55 14.442 14.407 0.018 0.036
10/28/2008 13:00 664 5 278.15 280.57 7.57 37.394 18.15 2.060 8.809 -0.003 0.003 1.24E-05 4.20 8.8 36.96 1.161 258.96 14.440 14.272 0.018 0.037
10/28/2008 13:30 598 5.6 278.75 280.71 7.71 33.622 18.11 1.857 9.754 -0.003 0.003 1.24E-05 4.10 8.11 33.25 1.103 233.22 14.416 14.257 0.017 0.033
10/28/2008 14:00 568 6.2 279.35 280.89 7.89 31.890 18.09 1.763 10.261 -0.003 0.003 1.24E-05 3.89 8.02 31.20 2.171 221.52 14.396 14.084 0.016 0.031
10/28/2008 14:30 504 6.8 279.95 281.1 8.1 28.213 18.03 1.565 11.522 -0.003 0.003 1.24E-05 3.48 7.92 27.56 2.309 196.56 14.353 14.022 0.014 0.028
10/28/2008 15:00 425 7.1 280.25 281.26 8.26 23.677 17.94 1.320 13.593 -0.003 0.003 1.24E-05 3.30 7.09 23.40 1.183 165.75 14.285 14.116 0.012 0.023
10/28/2008 15:30 365 6.6 279.75 281.29 8.29 20.238 17.86 1.133 15.760 -0.003 0.003 1.24E-05 3.01 6.67 20.08 0.797 142.35 14.217 14.104 0.010 0.020
10/28/2008 16:00 267 6.3 279.45 281.19 8.19 14.637 17.66 0.829 21.306 -0.003 0.003 1.24E-05 2.40 5.87 14.09 3.751 104.13 14.056 13.529 0.007 0.014
10/28/2008 16:30 99 6.1 279.25 280.97 7.97 5.167 16.85 0.307 54.954 -0.003 0.003 1.25E-05 0.90 3.01 2.71 47.566 38.61 13.381 7.016 0.001 0.003
10/28/2008 17:00 0 6.1 279.25 280.71 7.71 0.000 1.24 0.000 0.000 -0.003 0.003 1.26E-05 0.00 0 0.00 0.000 0 0.000 0.000 0.000 0.000
10/28/2008 17:30 0 5.8 278.95 280.45 7.45 0.000 0 0.000 0.000 -0.003 0.003 1.50E-05 0.00 0 0.00 0.000 0 0.000 0.000 0.000 0.000

Day 8
10/29/2008 7:30 127 0 273.15 289.28 16.28 6.498 16.51 0.394 41.950 -0.002 0.002 1.50E-05 0.98 2.81 2.75 57.618 49.53 13.119 5.560 0.001 0.003
10/29/2008 8:00 205 0 273.15 286.91 13.91 10.866 17.08 0.636 26.848 -0.003 0.003 1.26E-05 1.88 4.76 8.95 17.644 79.95 13.591 11.193 0.004 0.009
10/29/2008 8:30 296 1.5 274.65 285.13 12.13 16.059 17.47 0.919 19.004 -0.003 0.003 1.26E-05 2.70 5.66 15.28 4.838 115.44 13.911 13.238 0.008 0.015
10/29/2008 9:00 397 2.6 275.75 283.97 10.97 21.860 17.73 1.233 14.381 -0.003 0.003 1.25E-05 3.20 6.64 21.25 2.800 154.83 14.119 13.723 0.011 0.021
10/29/2008 9:30 471 3.4 276.55 283.17 10.17 26.134 17.87 1.462 12.220 -0.003 0.003 1.25E-05 3.40 7.64 25.98 0.605 183.69 14.227 14.141 0.013 0.026
10/29/2008 10:00 524 5.1 278.25 282.78 9.78 29.184 17.94 1.627 11.027 -0.003 0.003 1.24E-05 3.60 7.91 28.48 2.426 204.36 14.281 13.934 0.014 0.028
10/29/2008 10:30 596 5.9 279.05 282.63 9.63 33.287 17.99 1.850 9.723 -0.003 0.003 1.24E-05 4.10 8.11 33.25 0.108 232.44 14.321 14.305 0.017 0.033
10/29/2008 11:00 632 6.6 279.75 282.63 9.63 35.325 18.01 1.961 9.182 -0.003 0.003 1.24E-05 4.10 8.46 34.69 1.809 246.48 14.332 14.073 0.017 0.035
10/29/2008 11:30 644 7.3 280.45 282.74 9.74 35.989 18.01 1.998 9.013 -0.003 0.003 1.24E-05 4.10 8.67 35.55 1.228 251.16 14.329 14.153 0.018 0.036
10/29/2008 12:00 666 7.9 281.05 282.94 9.94 37.205 18 2.067 8.709 -0.003 0.003 1.24E-05 4.20 8.78 36.88 0.884 259.74 14.324 14.197 0.018 0.037
10/29/2008 12:30 667 8.7 281.85 283.23 10.23 37.224 17.98 2.070 8.685 -0.003 0.003 1.24E-05 4.20 8.8 36.96 0.709 260.13 14.310 14.208 0.018 0.037
10/29/2008 13:00 664 10 283.15 283.68 10.68 36.998 17.96 2.060 8.719 -0.003 0.003 1.24E-05 4.20 8.8 36.96 0.103 258.96 14.287 14.272 0.018 0.037
10/29/2008 13:30 578 10 283.15 283.99 10.99 32.114 17.9 1.794 9.977 -0.003 0.003 1.24E-05 3.70 8.43 31.19 2.874 225.42 14.246 13.837 0.016 0.031
10/29/2008 14:00 562 10.2 283.35 284.28 11.28 31.179 17.87 1.745 10.243 -0.003 0.003 1.24E-05 3.70 8.02 29.67 4.827 219.18 14.225 13.539 0.015 0.030
10/29/2008 14:30 467 10.8 283.95 284.55 11.55 25.780 17.78 1.450 12.263 -0.003 0.003 1.24E-05 3.20 7.89 25.25 2.064 182.13 14.155 13.863 0.013 0.025
10/29/2008 15:00 442 11.1 284.25 284.81 11.81 24.341 17.74 1.372 12.929 -0.003 0.003 1.25E-05 3.20 7.09 22.69 6.791 172.38 14.121 13.162 0.011 0.023
10/29/2008 15:30 384 11.2 284.35 285 12 21.043 17.65 1.192 14.805 -0.003 0.003 1.25E-05 3.01 6.87 20.68 1.731 149.76 14.051 13.808 0.010 0.021
10/29/2008 16:00 248 11.2 284.35 285.08 12.08 13.357 17.35 0.770 22.536 -0.003 0.003 1.25E-05 2.30 5.66 13.02 2.538 96.72 13.810 13.459 0.007 0.013
10/29/2008 16:30 182 10.9 284.05 285.04 12.04 9.660 17.11 0.565 30.307 -0.003 0.003 1.25E-05 2.30 3.43 7.89 18.331 70.98 13.609 11.114 0.004 0.008
10/29/2008 17:00 44 10.5 283.65 284.86 11.86 2.145 15.79 0.136 116.209 -0.003 0.003 1.26E-05 0.95 1.09 1.04 51.732 17.16 12.502 6.034 0.001 0.001
10/29/2008 17:30 0 9.7 282.85 284.55 11.55 0.000 0.73 0.000 0.000 -0.003 0.003 1.28E-05 0.00 0 0.00 0.000 0 0.000 0.000 0.000 0.000

Day 9
10/30/2008 7:30 74 0.1 273.25 289.24 16.24 3.662 16 0.229 69.908 -0.002 0.002 1.50E-05 0.90 0.98 0.88 75.914 28.86 12.688 3.056 0.000 0.001
10/30/2008 8:00 192 0.7 273.85 286.99 13.99 10.141 17.02 0.596 28.566 -0.003 0.003 1.27E-05 2.80 2.91 8.15 19.653 74.88 13.543 10.881 0.004 0.008
10/30/2008 8:30 284 4.1 277.25 285.68 12.68 15.351 17.41 0.882 19.746 -0.003 0.003 1.26E-05 2.90 4.36 12.64 17.634 110.76 13.860 11.416 0.006 0.013
10/30/2008 9:00 387 6.6 279.75 285.04 12.04 21.210 17.65 1.202 14.688 -0.003 0.003 1.25E-05 3.80 5.01 19.04 10.240 150.93 14.053 12.614 0.010 0.019
10/30/2008 9:30 467 8.2 281.35 284.8 11.8 25.757 17.76 1.450 12.246 -0.003 0.003 1.25E-05 3.80 6.73 25.57 0.710 182.13 14.142 14.042 0.013 0.026
10/30/2008 10:00 529 10.7 283.85 285.02 12.02 29.239 17.8 1.643 10.837 -0.003 0.003 1.25E-05 3.70 7.77 28.75 1.676 206.31 14.172 13.935 0.014 0.029
10/30/2008 10:30 589 11.1 284.25 285.3 12.3 32.586 17.82 1.829 9.745 -0.003 0.003 1.25E-05 4.02 8.04 32.32 0.814 229.71 14.186 14.070 0.016 0.032
10/30/2008 11:00 626 13.2 286.35 285.9 12.9 34.536 17.8 1.940 9.174 -0.003 0.003 1.25E-05 4.10 8.41 34.48 0.159 244.14 14.146 14.123 0.017 0.034
10/30/2008 11:30 635 13.7 286.85 286.48 13.48 35.024 17.77 1.971 9.016 -0.003 0.003 1.25E-05 4.10 8.5 34.85 0.497 247.65 14.143 14.072 0.017 0.035
10/30/2008 12:00 660 13.8 286.95 287.01 14.01 36.353 17.75 2.048 8.667 -0.003 0.003 1.25E-05 4.10 8.61 35.30 2.894 257.4 14.123 13.714 0.018 0.035
10/30/2008 12:30 654 143 416.15 287.53 14.53 35.954 17.72 2.029 8.733 -0.003 0.003 1.25E-05 4.10 8.7 35.67 0.790 255.06 14.096 13.985 0.018 0.036



10/30/2008 13:00 646 15.6 288.75 288.16 15.16 35.430 17.67 2.005 8.812 -0.003 0.003 1.25E-05 4.05 8.7 35.24 0.550 251.94 14.063 13.985 0.018 0.035
10/30/2008 13:30 653 15.8 288.95 288.73 15.73 35.747 17.64 2.027 8.705 -0.003 0.003 1.25E-05 4.05 8.7 35.24 1.432 254.67 14.037 13.836 0.018 0.035
10/30/2008 14:00 556 16.1 289.25 289.2 16.2 30.311 17.56 1.726 10.173 -0.003 0.003 1.25E-05 3.60 8.33 29.99 1.066 216.84 13.979 13.830 0.015 0.030
10/30/2008 14:30 476 16.6 289.75 289.61 16.61 25.819 17.47 1.478 11.821 -0.003 0.003 1.25E-05 3.30 7.76 25.61 0.817 185.64 13.908 13.794 0.013 0.026
10/30/2008 15:00 427 17.3 290.45 290.04 17.04 23.054 17.39 1.326 13.118 -0.003 0.003 1.25E-05 3.20 7.13 22.82 1.032 166.53 13.844 13.701 0.011 0.023
10/30/2008 15:30 381 17.2 290.35 290.35 17.35 20.470 17.3 1.183 14.622 -0.003 0.003 1.25E-05 3.00 6.81 20.43 0.195 148.59 13.776 13.749 0.010 0.020
10/30/2008 16:00 262 17.2 290.35 290.53 17.53 13.856 17.04 0.813 20.956 -0.003 0.003 1.25E-05 2.40 5.69 13.66 1.443 102.18 13.560 13.365 0.007 0.014
10/30/2008 16:30 172 17.1 290.25 290.61 17.61 8.904 16.69 0.533 31.285 -0.003 0.003 1.26E-05 2.10 4.09 8.59 3.534 67.08 13.273 12.804 0.004 0.009
10/30/2008 17:00 45 16.8 289.95 290.53 17.53 2.140 15.41 0.139 110.946 -0.003 0.003 1.26E-05 0.90 1.88 1.69 20.942 17.55 12.195 9.641 0.001 0.002
10/30/2008 17:30 0 15.3 288.45 290.2 17.2 0.000 0 0.000 0.000 -0.003 0.003 1.28E-05 0.00 0 0.00 0.000 0 0.000 0.000 0.000 0.000

Day 10
10/31/2008 7:30 79 2.1 275.25 289.45 16.45 3.922 16.05 0.244 65.678 -0.002 0.002 1.50E-05 0.90 0.89 0.80 79.579 30.81 12.731 2.600 0.000 0.001
10/31/2008 8:00 195 3.2 276.35 287.55 14.55 10.285 17 0.605 28.101 -0.003 0.003 1.27E-05 1.80 2.87 5.17 49.772 76.05 13.524 6.793 0.003 0.005
10/31/2008 8:30 257 4.7 277.85 286.23 13.23 13.804 17.3 0.798 21.683 -0.003 0.003 1.26E-05 2.80 4.66 13.05 5.477 100.23 13.772 13.018 0.007 0.013
10/31/2008 9:00 386 9.5 282.65 285.94 12.94 21.084 17.59 1.199 14.673 -0.003 0.003 1.25E-05 3.50 5.87 20.55 2.556 150.54 14.006 13.648 0.010 0.021
10/31/2008 9:30 475 10.5 283.65 285.92 12.92 26.106 17.7 1.475 12.001 -0.003 0.003 1.25E-05 4.20 6.13 25.75 1.379 185.25 14.092 13.898 0.013 0.026
10/31/2008 10:00 534 13.9 287.05 286.46 13.46 29.371 17.72 1.658 10.691 -0.003 0.003 1.25E-05 3.70 7.89 29.19 0.606 208.26 14.103 14.018 0.015 0.029
10/31/2008 10:30 598 14.9 288.05 287.12 14.12 32.882 17.72 1.856 9.549 -0.003 0.003 1.25E-05 4.00 8.11 32.44 1.344 233.22 14.099 13.910 0.016 0.032
10/31/2008 11:00 626 16 289.15 287.87 14.87 34.355 17.68 1.943 9.098 -0.003 0.003 1.25E-05 4.00 8.43 33.72 1.848 244.14 14.072 13.812 0.017 0.034
10/31/2008 11:30 676 16.4 289.55 288.59 15.59 37.038 17.66 2.097 8.420 -0.003 0.003 1.25E-05 4.10 8.75 35.88 3.140 263.64 14.049 13.608 0.018 0.036
10/31/2008 12:00 672 16.8 289.95 289.27 16.27 36.730 17.62 2.085 8.452 -0.003 0.003 1.25E-05 4.10 8.75 35.88 2.328 262.08 14.015 13.689 0.018 0.036
10/31/2008 12:30 670 16.9 290.05 289.85 16.85 36.545 17.58 2.079 8.457 -0.003 0.003 1.25E-05 4.10 8.75 35.88 1.833 261.3 13.986 13.729 0.018 0.036
10/31/2008 13:00 671 17.1 290.25 290.38 17.38 36.533 17.55 2.082 8.431 -0.003 0.003 1.25E-05 4.10 8.75 35.88 1.801 261.69 13.960 13.709 0.018 0.036
10/31/2008 13:30 555 18.1 291.25 290.9 17.9 30.073 17.46 1.722 10.137 -0.003 0.003 1.25E-05 3.50 8.32 29.12 3.169 216.45 13.894 13.453 0.015 0.029
10/31/2008 14:00 543 18.4 291.55 291.37 18.37 29.360 17.42 1.685 10.336 -0.003 0.003 1.25E-05 3.50 8.11 28.39 3.321 211.77 13.864 13.404 0.014 0.028
10/31/2008 14:30 517 18.8 291.95 291.82 18.82 27.878 17.37 1.605 10.822 -0.003 0.003 1.25E-05 3.40 7.98 27.13 2.676 201.63 13.826 13.456 0.014 0.027
10/31/2008 15:00 420 18.9 292.05 292.15 19.15 22.490 17.25 1.304 13.230 -0.003 0.003 1.25E-05 3.11 7.17 22.30 0.851 163.8 13.730 13.613 0.011 0.022
10/31/2008 15:30 328 18.3 291.45 292.26 19.26 17.399 17.09 1.018 16.786 -0.003 0.003 1.25E-05 2.85 6.08 17.33 0.408 127.92 13.601 13.546 0.009 0.017
10/31/2008 16:00 264 18.3 291.45 292.32 19.32 13.871 16.93 0.819 20.663 -0.003 0.003 1.26E-05 2.46 5.55 13.65 1.572 102.96 13.472 13.260 0.007 0.014
10/31/2008 16:30 158 17.8 290.95 292.21 19.21 8.088 16.51 0.490 33.702 -0.003 0.003 1.26E-05 1.93 4.08 7.87 2.643 61.62 13.126 12.779 0.004 0.008
10/31/2008 17:00 43 17.3 290.45 291.96 18.96 2.025 15.26 0.133 115.002 -0.003 0.003 1.26E-05 0.90 1.91 1.72 15.103 16.77 12.074 10.250 0.001 0.002
10/31/2008 17:30 0 15.1 288.25 291.37 18.37 0.000 0 0.000 0.000 -0.003 0.003 1.28E-05 0.00 0 0.00 0.000 0 0.000 0.000 0.000 0.000

Day 11
11/1/2008 7:30 49 2.2 275.35 289.44 16.44 2.356 15.57 0.151 102.883 -0.002 0.002 1.50E-05 0.94 0.99 0.93 60.508 19.11 12.331 4.870 0.000 0.001
11/1/2008 8:00 190 2.7 275.85 287.46 14.46 10.011 16.98 0.590 28.798 -0.003 0.003 1.28E-05 1.90 3.09 5.87 41.355 74.1 13.510 7.923 0.003 0.006
11/1/2008 8:30 284 5.6 278.75 286.31 13.31 15.315 17.37 0.882 19.701 -0.003 0.003 1.26E-05 2.97 4.96 14.73 3.812 110.76 13.827 13.300 0.007 0.015
11/1/2008 9:00 371 8.8 281.95 285.89 12.89 20.242 17.57 1.152 15.250 -0.003 0.003 1.25E-05 3.40 5.77 19.62 3.083 144.69 13.990 13.559 0.010 0.020
11/1/2008 9:30 467 10.3 283.45 285.84 12.84 25.662 17.7 1.450 12.209 -0.003 0.003 1.25E-05 3.50 6.78 23.73 7.529 182.13 14.090 13.029 0.012 0.024
11/1/2008 10:00 507 14.9 288.05 286.53 13.53 27.848 17.69 1.574 11.238 -0.003 0.003 1.25E-05 3.50 7.85 27.48 1.339 197.73 14.084 13.895 0.014 0.027
11/1/2008 10:30 586 16.5 289.65 287.42 14.42 32.178 17.69 1.819 9.725 -0.003 0.003 1.25E-05 3.80 8.06 30.63 4.817 228.54 14.080 13.402 0.015 0.031
11/1/2008 11:00 592 17.3 290.45 288.3 15.3 32.413 17.64 1.838 9.600 -0.003 0.003 1.25E-05 3.83 8.3 31.79 1.925 230.88 14.039 13.769 0.016 0.032
11/1/2008 11:30 640 17.6 290.75 289.12 16.12 34.980 17.61 1.986 8.866 -0.003 0.003 1.25E-05 4.06 8.44 34.27 2.040 249.6 14.014 13.729 0.017 0.034
11/1/2008 12:00 642 17.9 291.05 289.87 16.87 34.999 17.57 1.992 8.820 -0.003 0.003 1.25E-05 4.07 8.5 34.60 1.154 250.38 13.978 13.817 0.017 0.035
11/1/2008 12:30 638 18.3 291.45 290.55 17.55 34.694 17.52 1.980 8.848 -0.003 0.003 1.25E-05 4.07 8.48 34.51 0.520 248.82 13.943 13.871 0.017 0.035
11/1/2008 13:00 633 18.9 292.05 291.23 18.23 34.337 17.48 1.964 8.899 -0.003 0.003 1.25E-05 4.02 8.5 34.17 0.486 246.87 13.909 13.841 0.017 0.034
11/1/2008 13:30 599 19.2 292.35 291.82 18.82 32.397 17.43 1.859 9.377 -0.003 0.003 1.25E-05 3.81 8.38 31.93 1.448 233.61 13.868 13.667 0.016 0.032
11/1/2008 14:00 564 19.3 292.45 292.31 19.31 30.418 17.38 1.750 9.931 -0.003 0.003 1.25E-05 3.80 7.91 30.06 1.184 219.96 13.829 13.665 0.015 0.030
11/1/2008 14:30 492 19.4 292.55 292.68 19.68 26.415 17.29 1.528 11.317 -0.003 0.003 1.25E-05 3.40 7.75 26.35 0.246 191.88 13.766 13.733 0.013 0.026
11/1/2008 15:00 429 19.4 292.55 292.96 19.96 22.919 17.21 1.332 12.924 -0.003 0.003 1.25E-05 3.30 6.81 22.47 1.946 167.31 13.699 13.432 0.011 0.022
11/1/2008 15:30 374 19.4 292.55 293.15 20.15 19.874 17.12 1.161 14.749 -0.003 0.003 1.25E-05 2.90 6.8 19.72 0.775 145.86 13.625 13.520 0.010 0.020
11/1/2008 16:00 267 19.4 292.55 285.24 12.24 14.418 17.4 0.829 20.998 -0.003 0.003 1.26E-05 2.60 5.53 14.38 0.277 104.13 13.846 13.808 0.007 0.014
11/1/2008 16:30 97 19.5 292.65 286.42 13.42 4.942 16.45 0.300 54.754 -0.003 0.003 1.25E-05 1.60 2.81 4.50 9.030 37.83 13.064 11.885 0.002 0.004
11/1/2008 17:00 42 19.4 292.55 287.4 14.4 2.017 15.56 0.130 120.012 -0.003 0.003 1.27E-05 0.96 1.66 1.59 21.003 16.38 12.316 9.729 0.001 0.002
11/1/2008 17:30 0 18.1 291.25 288 15 0.000 0.67 0.000 0.000 -0.003 0.003 1.28E-05 0.00 0 0.00 0.000 0 0.000 0.000 0.000 0.000

Day 12
11/2/2008 6:00 19 3.9 277.05 289.59 16.59 0.852 14.58 0.058 249.560 -0.002 0.002 1.50E-05 0.70 0.96 0.67 21.109 7.41 11.495 9.069 0.000 0.001
11/2/2008 6:30 112 3.9 277.05 287.71 14.71 5.725 16.5 0.347 47.555 -0.003 0.003 1.29E-05 1.85 2.98 5.51 3.703 43.68 13.107 12.621 0.003 0.006
11/2/2008 7:00 185 4 277.15 286.21 13.21 9.783 17.04 0.574 29.682 -0.003 0.003 1.26E-05 2.30 4.1 9.43 3.603 72.15 13.559 13.070 0.005 0.009
11/2/2008 7:30 231 4.2 277.35 285 12 12.405 17.3 0.717 24.127 -0.003 0.003 1.26E-05 2.50 4.92 12.30 0.846 90.09 13.770 13.653 0.006 0.012
11/2/2008 8:00 385 4.9 278.05 284.21 11.21 21.160 17.7 1.196 14.805 -0.003 0.003 1.25E-05 3.60 5.87 21.13 0.132 150.15 14.093 14.074 0.011 0.021
11/2/2008 8:30 398 7.6 280.75 283.95 10.95 21.918 17.74 1.236 14.359 -0.003 0.003 1.25E-05 3.20 6.76 21.63 1.305 155.22 14.121 13.936 0.011 0.022
11/2/2008 9:00 420 11.2 284.35 284.3 11.3 23.138 17.74 1.304 13.601 -0.003 0.003 1.25E-05 3.20 7.04 22.53 2.636 163.8 14.126 13.753 0.011 0.023
11/2/2008 9:30 576 13.2 286.35 285.01 12.01 31.887 17.83 1.788 9.970 -0.003 0.003 1.25E-05 3.90 7.99 31.16 2.277 224.64 14.195 13.872 0.016 0.031



11/2/2008 10:00 660 15.2 288.35 285.98 12.98 36.482 17.81 2.048 8.695 -0.003 0.003 1.24E-05 4.20 8.54 35.87 1.683 257.4 14.173 13.935 0.018 0.036
11/2/2008 10:30 656 17.2 290.35 287.11 14.11 36.117 17.74 2.036 8.714 -0.003 0.003 1.25E-05 4.20 8.5 35.70 1.155 255.84 14.117 13.954 0.018 0.036
11/2/2008 11:00 630 18.4 291.55 288.23 15.23 34.533 17.66 1.955 9.032 -0.003 0.003 1.25E-05 4.10 8.34 34.19 0.982 245.7 14.055 13.917 0.017 0.034
11/2/2008 11:30 626 18.8 291.95 289.24 16.24 34.189 17.6 1.943 9.060 -0.003 0.003 1.25E-05 4.10 8.3 34.03 0.465 244.14 14.004 13.939 0.017 0.034
11/2/2008 12:00 627 19.3 292.45 290.18 17.18 34.132 17.54 1.946 9.013 -0.003 0.003 1.25E-05 4.10 8.3 34.03 0.299 244.53 13.958 13.916 0.017 0.034
11/2/2008 12:30 578 19.8 292.95 291.02 18.02 31.331 17.46 1.794 9.731 -0.003 0.003 1.25E-05 3.80 8.09 30.74 1.880 225.42 13.899 13.638 0.015 0.031
11/2/2008 13:00 516 20.7 293.85 291.82 18.82 27.823 17.37 1.602 10.844 -0.003 0.003 1.25E-05 3.50 7.91 27.69 0.496 201.24 13.826 13.757 0.014 0.028
11/2/2008 13:30 465 20.7 293.85 292.46 19.46 24.947 17.28 1.444 11.969 -0.003 0.003 1.25E-05 3.40 6.99 23.77 4.734 181.35 13.756 13.105 0.012 0.024
11/2/2008 14:00 297 20.6 293.75 292.87 19.87 15.654 16.98 0.922 18.419 -0.003 0.003 1.25E-05 2.71 5.73 15.53 0.803 115.83 13.515 13.406 0.008 0.016
11/2/2008 14:30 249 20.6 293.75 293.19 20.19 13.003 16.83 0.773 21.783 -0.003 0.003 1.26E-05 2.49 5.12 12.75 1.955 97.11 13.390 13.128 0.006 0.013
11/2/2008 15:00 202 20.5 293.65 293.4 20.4 10.430 16.64 0.627 26.548 -0.003 0.003 1.26E-05 2.10 4.91 10.31 1.141 78.78 13.239 13.088 0.005 0.010
11/2/2008 15:30 142 19.9 293.05 293.44 20.44 7.188 16.33 0.440 37.099 -0.003 0.003 1.26E-05 1.77 3.9 6.90 3.965 55.38 12.979 12.465 0.003 0.007
11/2/2008 16:00 30 19.4 292.55 293.32 20.32 1.366 14.79 0.092 160.080 -0.003 0.003 1.27E-05 0.94 1.08 1.02 25.703 11.7 11.679 8.677 0.001 0.001
11/2/2008 16:30 0 17.8 290.95 293.11 20.11 1.366 0 0.000 -0.003 0.003 1.29E-05 0.00 0 0.00 0.000 0 0.000 0.000 0.000 0.000

Day 13
11/3/2008 6:00 0 4.5 277.65 289.63 16.63 0.000 0.59 0.000 0.000 -0.002 0.002 1.50E-05 0.00 0 0.00 100.000 0 0.000 0.000 0.000 0.000
11/3/2008 6:30 9 4.9 278.05 287.83 14.83 0.384 13.93 0.028 505.364 -0.003 0.003 1.50E-05 0.36 0.87 0.31 18.435 3.51 10.940 8.923 0.000 0.000
11/3/2008 7:00 96 5.7 278.85 286.51 13.51 4.887 16.44 0.297 55.311 -0.003 0.003 1.30E-05 1.98 1.79 3.54 27.470 37.44 13.052 9.466 0.002 0.004
11/3/2008 7:30 138 7.7 280.85 285.73 12.73 7.198 16.82 0.428 39.308 -0.003 0.003 1.27E-05 2.40 2.96 7.10 1.299 53.82 13.373 13.200 0.004 0.007
11/3/2008 8:00 245 12.4 285.55 285.88 12.88 13.148 17.29 0.760 22.735 -0.003 0.003 1.26E-05 2.70 4.83 13.04 0.814 95.55 13.760 13.648 0.007 0.013
11/3/2008 8:30 335 14.3 287.45 286.35 13.35 18.181 17.48 1.040 16.806 -0.003 0.003 1.25E-05 3.40 5.33 18.12 0.325 130.65 13.916 13.871 0.009 0.018
11/3/2008 9:00 389 16.1 289.25 287.07 14.07 21.167 17.52 1.208 14.500 -0.003 0.003 1.25E-05 3.90 5.4 21.06 0.506 151.71 13.952 13.882 0.011 0.021
11/3/2008 9:30 447 16.8 289.95 287.82 14.82 24.360 17.55 1.388 12.644 -0.003 0.003 1.25E-05 3.50 6.81 23.84 2.155 174.33 13.973 13.672 0.012 0.024
11/3/2008 10:00 562 17.9 291.05 288.71 15.71 30.697 17.6 1.744 10.091 -0.003 0.003 1.25E-05 3.80 7.99 30.36 1.091 219.18 14.005 13.853 0.015 0.030
11/3/2008 10:30 614 18.1 291.25 289.53 16.53 33.491 17.57 1.906 9.218 -0.003 0.003 1.25E-05 3.90 8.5 33.15 1.018 239.46 13.986 13.844 0.017 0.033
11/3/2008 11:00 624 18.8 291.95 290.22 17.22 33.962 17.54 1.936 9.058 -0.003 0.003 1.25E-05 3.90 8.56 33.38 1.702 243.36 13.955 13.718 0.017 0.033
11/3/2008 11:30 642 19.2 292.35 291 18 34.860 17.5 1.992 8.785 -0.003 0.003 1.25E-05 3.90 8.79 34.28 1.661 250.38 13.923 13.692 0.017 0.034
11/3/2008 12:00 631 19.4 292.55 291.68 18.68 34.172 17.45 1.958 8.911 -0.003 0.003 1.25E-05 3.98 8.5 33.83 1.001 246.09 13.886 13.747 0.017 0.034
11/3/2008 12:30 627 19.6 292.75 292.28 19.28 33.880 17.41 1.946 8.947 -0.003 0.003 1.25E-05 3.90 8.5 33.15 2.155 244.53 13.855 13.557 0.017 0.033
11/3/2008 13:00 587 19.9 293.05 292.81 19.81 31.625 17.36 1.822 9.530 -0.003 0.003 1.25E-05 3.90 8.1 31.59 0.111 228.93 13.814 13.799 0.016 0.032
11/3/2008 13:30 572 20.2 293.35 293.29 20.29 30.749 17.32 1.775 9.755 -0.003 0.003 1.25E-05 3.80 7.94 30.17 1.876 223.08 13.784 13.525 0.015 0.030
11/3/2008 14:00 493 20.5 293.65 293.69 20.69 26.375 17.23 1.531 11.257 -0.003 0.003 1.25E-05 3.40 7.71 26.21 0.610 192.27 13.718 13.634 0.013 0.026
11/3/2008 14:30 416 20.6 293.75 293.98 20.98 22.119 17.13 1.291 13.267 -0.003 0.003 1.25E-05 3.20 6.9 22.08 0.176 162.24 13.634 13.609 0.011 0.022
11/3/2008 15:00 313 20.6 293.75 294.16 21.16 16.453 16.93 0.972 17.420 -0.003 0.003 1.26E-05 2.78 5.84 16.24 1.324 122.07 13.478 13.300 0.008 0.016
11/3/2008 15:30 250 19.8 292.95 294.14 21.14 13.010 16.77 0.776 21.618 -0.003 0.003 1.26E-05 2.50 5.11 12.78 1.806 97.5 13.344 13.103 0.006 0.013
11/3/2008 16:00 176 19.5 292.65 294.02 21.02 8.998 16.49 0.546 30.222 -0.003 0.003 1.26E-05 1.88 4.7 8.84 1.797 68.64 13.109 12.873 0.004 0.009
11/3/2008 16:30 36 17.8 290.95 293.55 20.55 1.660 14.96 0.111 134.786 -0.003 0.003 1.26E-05 0.89 1.79 1.59 4.053 14.04 11.826 11.347 0.001 0.002

Day 14
11/4/2008 6:00 8 4.5 277.65 289.64 16.64 0.335 13.67 0.024 558.594 -0.002 0.002 1.50E-05 0.29 0.84 0.24 27.181 3.12 10.722 7.808 0.000 0.000
11/4/2008 6:30 89 5.7 278.85 288.02 15.02 4.480 16.26 0.276 59.015 -0.003 0.003 1.31E-05 1.97 1.77 3.49 22.171 34.71 12.908 10.046 0.002 0.003
11/4/2008 7:00 118 6.6 279.75 286.82 13.82 6.073 16.61 0.366 45.430 -0.003 0.003 1.27E-05 2.10 2.8 5.88 3.173 46.02 13.196 12.777 0.003 0.006
11/4/2008 7:30 178 7.6 280.75 286.01 13.01 9.401 17.03 0.552 30.850 -0.003 0.003 1.26E-05 2.50 3.62 9.05 3.735 69.42 13.542 13.037 0.005 0.009
11/4/2008 8:00 223 9.3 282.45 285.61 12.61 11.928 17.23 0.692 24.890 -0.003 0.003 1.26E-05 2.40 4.81 11.54 3.219 86.97 13.715 13.274 0.006 0.012
11/4/2008 8:30 341 12.5 285.65 285.86 12.86 18.552 17.52 1.059 16.546 -0.003 0.003 1.25E-05 3.10 5.93 18.38 0.911 132.99 13.950 13.823 0.009 0.018
11/4/2008 9:00 489 14.5 287.65 286.47 13.47 26.842 17.68 1.518 11.645 -0.003 0.003 1.25E-05 3.80 6.9 26.22 2.317 190.71 14.075 13.749 0.013 0.026
11/4/2008 9:30 480 16.9 290.05 287.35 14.35 26.253 17.62 1.490 11.827 -0.003 0.003 1.25E-05 3.70 7.01 25.94 1.204 187.2 14.024 13.855 0.013 0.026
11/4/2008 10:00 367 18.2 291.35 288.23 15.23 19.846 17.42 1.139 15.290 -0.003 0.003 1.25E-05 2.90 6.8 19.72 0.635 143.13 13.866 13.778 0.010 0.020
11/4/2008 10:30 547 18.7 291.85 289.17 16.17 29.813 17.56 1.698 10.343 -0.003 0.003 1.25E-05 3.76 7.89 29.67 0.492 213.33 13.975 13.906 0.015 0.030
11/4/2008 11:00 630 19.5 292.65 290.15 17.15 34.301 17.54 1.956 8.969 -0.003 0.003 1.25E-05 3.98 8.41 33.47 2.417 245.7 13.961 13.623 0.017 0.033
11/4/2008 11:30 629 20.2 293.35 291.09 18.09 34.133 17.49 1.952 8.962 -0.003 0.003 1.25E-05 3.99 8.5 33.92 0.639 245.31 13.914 13.825 0.017 0.034
11/4/2008 12:00 621 20.5 293.65 291.93 18.93 33.594 17.43 1.927 9.044 -0.003 0.003 1.25E-05 4.00 8.33 33.32 0.816 242.19 13.871 13.758 0.017 0.033
11/4/2008 12:30 596 20.7 293.85 292.64 19.64 32.138 17.37 1.850 9.388 -0.003 0.003 1.25E-05 3.80 8.3 31.54 1.861 232.44 13.826 13.569 0.016 0.032
11/4/2008 13:00 538 21 294.15 293.25 20.25 28.888 17.3 1.670 10.361 -0.003 0.003 1.25E-05 3.58 8.01 28.68 0.735 209.82 13.768 13.667 0.014 0.029
11/4/2008 13:30 479 21.4 294.55 293.79 20.79 25.596 17.21 1.487 11.571 -0.003 0.003 1.25E-05 3.21 7.8 25.04 2.180 186.81 13.702 13.403 0.013 0.025
11/4/2008 14:00 409 21.6 294.75 294.23 21.23 21.715 17.1 1.270 13.465 -0.003 0.003 1.25E-05 3.09 6.95 21.48 1.103 159.51 13.614 13.463 0.011 0.021
11/4/2008 14:30 325 21.4 294.55 294.5 21.5 17.089 16.94 1.009 16.792 -0.003 0.003 1.26E-05 2.90 5.81 16.85 1.404 126.75 13.482 13.293 0.008 0.017
11/4/2008 15:00 230 21.1 294.25 294.62 21.62 11.898 16.67 0.714 23.358 -0.003 0.003 1.26E-05 2.29 5.1 11.68 1.841 89.7 13.264 13.020 0.006 0.012
11/4/2008 15:30 147 20.8 293.95 294.62 21.62 7.420 16.29 0.456 35.763 -0.003 0.003 1.26E-05 1.75 3.92 6.86 7.550 57.33 12.943 11.966 0.003 0.007
11/4/2008 16:00 31 20.5 293.65 294.48 21.48 1.407 14.74 0.095 154.386 -0.003 0.003 1.27E-05 0.50 1.97 0.99 30.008 12.09 11.640 8.147 0.000 0.001
11/4/2008 16:30 0 18.4 291.55 294.01 21.01 0.000 0.41 0.000 0.000 -0.003 0.003 1.29E-05 0.00 0 0.00 0.000 0 0.000 0.000 0.000 0.000

Day 15 0
11/5/2008 6:00 16 5 278.15 289.7 16.7 0.707 14.39 0.049 292.732 -0.002 0.002 1.50E-05 0.50 1.07 0.54 24.370 6.24 11.336 8.574 0.000 0.001
11/5/2008 6:30 79 5.7 278.85 288.06 15.06 3.946 16.14 0.245 66.013 -0.003 0.003 1.30E-05 1.38 2.8 3.86 2.085 30.81 12.809 12.541 0.002 0.004



11/5/2008 7:00 182 6.3 279.45 286.85 13.85 9.592 16.99 0.565 30.095 -0.003 0.003 1.27E-05 2.20 4.33 9.53 0.683 70.98 13.513 13.421 0.005 0.010
11/5/2008 7:30 243 8.2 281.35 286.17 13.17 13.022 17.26 0.754 22.879 -0.003 0.003 1.26E-05 2.60 4.81 12.51 3.963 94.77 13.741 13.196 0.006 0.013
11/5/2008 8:00 373 15.6 288.75 286.83 13.83 20.286 17.51 1.159 15.115 -0.003 0.003 1.25E-05 3.39 5.9 20.00 1.405 145.47 13.945 13.749 0.010 0.020
11/5/2008 8:30 458 17.4 290.55 287.72 14.72 24.986 17.57 1.422 12.355 -0.003 0.003 1.25E-05 3.56 6.89 24.53 1.831 178.62 13.988 13.732 0.012 0.025
11/5/2008 9:00 511 18.4 291.55 288.67 15.67 27.860 17.56 1.587 11.069 -0.003 0.003 1.25E-05 3.58 7.76 27.78 0.284 199.29 13.980 13.940 0.014 0.028
11/5/2008 9:30 567 19.7 292.85 289.72 16.72 30.866 17.54 1.760 9.968 -0.003 0.003 1.25E-05 3.70 8.13 30.08 2.543 221.13 13.958 13.603 0.015 0.030
11/5/2008 10:00 620 20.2 293.35 290.72 17.72 33.682 17.51 1.924 9.103 -0.003 0.003 1.25E-05 4.00 8.3 33.20 1.431 241.8 13.930 13.730 0.017 0.033
11/5/2008 10:30 636 20.9 294.05 291.68 18.68 34.446 17.45 1.974 8.840 -0.003 0.003 1.25E-05 4.10 8.33 34.15 0.851 248.04 13.887 13.769 0.017 0.034
11/5/2008 11:00 654 21.2 294.35 292.56 19.56 35.325 17.41 2.029 8.581 -0.003 0.003 1.25E-05 4.10 8.5 34.85 1.345 255.06 13.850 13.663 0.017 0.035
11/5/2008 11:30 656 21.5 294.65 293.34 20.34 35.336 17.36 2.036 8.529 -0.003 0.003 1.25E-05 4.10 8.53 34.97 1.027 255.84 13.812 13.670 0.017 0.035
11/5/2008 12:00 653 21.7 294.85 294.03 21.03 35.086 17.32 2.026 8.550 -0.003 0.003 1.25E-05 4.10 8.5 34.85 0.673 254.67 13.777 13.684 0.017 0.035
11/5/2008 12:30 589 21.8 294.95 294.59 21.59 31.534 17.25 1.828 9.436 -0.003 0.003 1.25E-05 3.70 8.3 30.71 2.613 229.71 13.728 13.369 0.015 0.031
11/5/2008 13:00 552 21.7 294.85 295.01 22.01 29.470 17.2 1.713 10.038 -0.003 0.003 1.25E-05 3.58 8.17 29.25 0.751 215.28 13.689 13.586 0.015 0.029
11/5/2008 13:30 472 21.7 294.85 295.31 22.31 25.072 17.11 1.465 11.677 -0.003 0.003 1.25E-05 3.18 7.79 24.77 1.196 184.08 13.620 13.457 0.012 0.025
11/5/2008 14:00 402 21.6 294.75 295.5 22.5 21.230 17.01 1.248 13.629 -0.003 0.003 1.26E-05 3.10 6.77 20.99 1.145 156.78 13.541 13.386 0.010 0.021
11/5/2008 14:30 328 21.4 294.55 295.57 22.57 17.183 16.88 1.018 16.581 -0.003 0.003 1.26E-05 2.97 5.71 16.96 1.305 127.92 13.433 13.257 0.008 0.017
11/5/2008 15:00 244 21 294.15 295.51 22.51 12.615 16.66 0.757 22.002 -0.003 0.003 1.26E-05 2.43 4.96 12.05 4.457 95.16 13.257 12.666 0.006 0.012
11/5/2008 15:30 156 19.3 292.45 295.12 22.12 7.885 16.31 0.483 33.735 -0.003 0.003 1.26E-05 2.09 3.7 7.73 1.933 60.84 12.961 12.710 0.004 0.008
11/5/2008 16:00 32 18.1 291.25 294.52 21.52 1.456 14.77 0.099 149.830 -0.003 0.003 1.27E-05 0.49 1.91 0.94 35.717 12.48 11.666 7.499 0.000 0.001
11/5/2008 16:30 0 17.8 290.95 293.95 20.95 0.000 0 0.000 0.000 -0.003 0.003 1.29E-05 0.00 0 0.00 0.000 0 0.000 0.000 0.000 0.000

Day 16
11/6/2008 6:00 10 5.7 278.85 289.76 16.76 0.426 13.89 0.031 453.283 -0.002 0.002 1.50E-05 0.30 0.88 0.26 37.974 3.9 10.914 6.769 0.000 0.000
11/6/2008 6:30 53 6.7 279.85 288.25 15.25 2.577 15.73 0.164 96.029 -0.003 0.003 1.30E-05 1.20 1.91 2.29 11.042 20.67 12.465 11.089 0.001 0.002
11/6/2008 7:00 97 7.1 280.25 287.08 14.08 4.929 16.41 0.300 54.638 -0.003 0.003 1.28E-05 1.65 2.88 4.75 3.583 37.83 13.028 12.561 0.002 0.005
11/6/2008 7:30 115 9.2 282.35 286.43 13.43 5.919 16.61 0.356 46.612 -0.003 0.003 1.27E-05 1.88 3.07 5.77 2.490 44.85 13.197 12.869 0.003 0.006
11/6/2008 8:00 166 11.8 284.95 286.31 13.31 8.725 16.95 0.515 32.929 -0.003 0.003 1.26E-05 2.20 3.93 8.65 0.903 64.74 13.477 13.355 0.004 0.009
11/6/2008 8:30 321 14.2 287.35 286.7 13.7 17.370 17.43 0.997 17.489 -0.003 0.003 1.26E-05 2.90 5.87 17.02 1.998 125.19 13.875 13.598 0.009 0.017
11/6/2008 9:00 498 17.4 290.55 287.64 14.64 27.234 17.61 1.547 11.387 -0.003 0.003 1.25E-05 3.50 6.82 23.87 12.352 194.22 14.022 12.290 0.012 0.024
11/6/2008 9:30 503 18.3 291.45 288.58 15.58 27.422 17.56 1.562 11.245 -0.003 0.003 1.25E-05 3.50 7.8 27.30 0.445 196.17 13.979 13.917 0.014 0.027
11/6/2008 10:00 532 19.5 292.65 289.58 16.58 28.937 17.52 1.652 10.608 -0.003 0.003 1.25E-05 3.58 7.97 28.53 1.398 207.48 13.947 13.752 0.014 0.029
11/6/2008 10:30 546 19.9 293.05 290.51 17.51 29.617 17.47 1.695 10.305 -0.003 0.003 1.25E-05 3.60 8.01 28.84 2.637 212.94 13.909 13.542 0.014 0.029
11/6/2008 11:00 550 20 293.15 291.3 18.3 29.754 17.43 1.707 10.211 -0.003 0.003 1.25E-05 3.55 8.3 29.47 0.971 214.5 13.871 13.737 0.015 0.029
11/6/2008 11:30 558 20.2 293.35 292.01 19.01 30.119 17.39 1.732 10.040 -0.003 0.003 1.25E-05 3.55 8.3 29.47 2.171 217.62 13.840 13.540 0.015 0.029
11/6/2008 12:00 632 20.5 293.65 292.71 19.71 34.103 17.39 1.961 8.868 -0.003 0.003 1.25E-05 3.89 8.54 33.22 2.587 246.48 13.836 13.478 0.017 0.033
11/6/2008 12:30 546 21.4 294.55 293.38 20.38 29.314 17.3 1.695 10.209 -0.003 0.003 1.25E-05 3.50 8.33 29.16 0.542 212.94 13.766 13.692 0.015 0.029
11/6/2008 13:00 468 21.8 294.95 293.95 20.95 24.977 17.19 1.453 11.831 -0.003 0.003 1.25E-05 3.20 7.8 24.96 0.068 182.52 13.685 13.675 0.012 0.025
11/6/2008 13:30 278 21.8 294.95 294.31 21.31 14.530 16.84 0.863 19.518 -0.003 0.003 1.25E-05 2.61 5.5 14.36 1.204 108.42 13.402 13.240 0.007 0.014
11/6/2008 14:00 381 21.7 294.85 294.66 21.66 20.146 17.03 1.183 14.395 -0.003 0.003 1.26E-05 3.11 6.38 19.84 1.510 148.59 13.558 13.353 0.010 0.020
11/6/2008 14:30 279 21.7 294.85 294.88 21.88 14.552 16.8 0.866 19.395 -0.003 0.003 1.26E-05 2.47 5.79 14.30 1.723 108.81 13.374 13.143 0.007 0.014
11/6/2008 15:00 141 21.7 294.85 294.97 21.97 7.089 16.22 0.437 37.110 -0.003 0.003 1.26E-05 1.79 3.9 6.98 1.526 54.99 12.892 12.695 0.003 0.007
11/6/2008 15:30 67 20.8 293.95 294.86 21.86 3.212 15.51 0.207 74.898 -0.003 0.003 1.27E-05 1.49 2.08 3.10 3.506 26.13 12.292 11.861 0.002 0.003
11/6/2008 16:00 17 20.2 293.35 294.62 21.62 0.736 14.09 0.052 269.924 -0.003 0.003 1.28E-05 0.56 0.8 0.45 39.089 6.63 11.094 6.757 0.000 0.000
11/6/2008 16:30 0 19.9 293.05 294.37 21.37 0.000 0 0.000 0.000 -0.003 0.003 1.30E-05 0.00 0 0.00 0.000 0 0.000 0.000 0.000 0.000

Day 17
11/7/2008 Rain

Day 18
11/8/2008 6:00 8 3.3 276.45 289.52 16.52 0.335 13.68 0.024 559.040 -0.002 0.002 1.50E-05 0.28 0.85 0.24 28.906 3.12 10.730 7.628 0.000 0.000
11/8/2008 6:30 54 3.5 276.65 287.55 14.55 2.637 15.8 0.167 94.675 -0.003 0.003 1.31E-05 1.30 1.9 2.47 6.329 21.06 12.521 11.728 0.001 0.002
11/8/2008 7:00 72 3.8 276.95 285.96 12.96 3.608 16.2 0.223 72.733 -0.003 0.003 1.28E-05 1.35 2.67 3.60 0.103 28.08 12.850 12.837 0.002 0.004
11/8/2008 7:30 89 4.7 277.85 284.78 11.78 4.543 16.48 0.276 59.788 -0.003 0.003 1.27E-05 1.51 2.9 4.38 3.599 34.71 13.087 12.616 0.002 0.004
11/8/2008 8:00 119 5.8 278.95 283.97 10.97 6.199 16.81 0.369 45.584 -0.003 0.003 1.27E-05 1.80 3.31 5.96 3.892 46.41 13.358 12.838 0.003 0.006
11/8/2008 8:30 167 6.7 279.85 283.46 10.46 8.880 17.14 0.518 33.085 -0.003 0.003 1.26E-05 2.10 4.09 8.59 3.273 65.13 13.634 13.187 0.004 0.009
11/8/2008 9:00 256 8.4 281.55 283.35 10.35 13.897 17.49 0.795 22.011 -0.003 0.003 1.26E-05 2.69 4.99 13.42 3.410 99.84 13.919 13.445 0.007 0.013
11/8/2008 9:30 334 9.2 282.35 283.43 10.43 18.320 17.66 1.037 17.023 -0.003 0.003 1.25E-05 3.10 5.85 18.14 1.010 130.26 14.064 13.922 0.009 0.018
11/8/2008 10:00 389 10 283.15 283.65 10.65 21.430 17.74 1.208 14.685 -0.003 0.003 1.25E-05 3.54 6 21.24 0.887 151.71 14.126 14.000 0.011 0.021
11/8/2008 10:30 398 11.3 284.45 284.05 11.05 21.911 17.73 1.236 14.347 -0.003 0.003 1.25E-05 3.20 6.8 21.76 0.689 155.22 14.116 14.019 0.011 0.022
11/8/2008 11:00 408 11.8 284.95 284.47 11.47 22.444 17.72 1.267 13.990 -0.003 0.003 1.25E-05 3.21 6.88 22.08 1.600 159.12 14.105 13.879 0.011 0.022
11/8/2008 11:30 412 12.3 285.45 284.9 11.9 22.636 17.69 1.280 13.825 -0.003 0.003 1.25E-05 3.29 6.8 22.37 1.166 160.68 14.088 13.923 0.011 0.022
11/8/2008 12:00 415 12.7 285.85 285.33 12.33 22.770 17.67 1.289 13.713 -0.003 0.003 1.25E-05 3.29 6.8 22.37 1.748 161.85 14.069 13.823 0.011 0.022
11/8/2008 12:30 310 12.8 285.95 285.64 12.64 16.818 17.47 0.963 18.147 -0.003 0.003 1.25E-05 2.61 6.13 16.00 4.868 120.9 13.911 13.233 0.008 0.016
11/8/2008 13:00 268 12.8 285.95 285.87 12.87 14.440 17.36 0.832 20.871 -0.003 0.003 1.25E-05 2.50 5.7 14.25 1.316 104.52 13.816 13.634 0.007 0.014
11/8/2008 13:30 187 12.9 286.05 286.03 13.03 9.901 17.07 0.580 29.432 -0.003 0.003 1.25E-05 2.20 4.5 9.90 0.005 72.93 13.575 13.575 0.005 0.010
11/8/2008 14:00 140 13.2 286.35 286.18 13.18 7.295 16.81 0.434 38.738 -0.003 0.003 1.26E-05 1.60 4.33 6.93 5.024 54.6 13.360 12.689 0.003 0.007



11/8/2008 14:30 113 13.1 286.25 286.27 13.27 5.814 16.61 0.350 47.452 -0.003 0.003 1.26E-05 1.30 4.3 5.59 3.851 44.07 13.192 12.684 0.003 0.006
11/8/2008 15:00 97 12.9 286.05 286.3 13.3 4.945 16.46 0.300 54.792 -0.003 0.003 1.26E-05 1.64 2.91 4.77 3.486 37.83 13.071 12.615 0.002 0.005
11/8/2008 15:30 45 12.4 285.55 286.22 13.22 2.184 15.71 0.139 113.022 -0.003 0.003 1.27E-05 1.18 1.79 2.11 3.274 17.55 12.443 12.035 0.001 0.002
11/8/2008 16:00 9 11.8 284.95 286.03 13.03 0.388 14.07 0.028 510.327 -0.003 0.003 1.28E-05 0.35 0.9 0.32 18.800 3.51 11.052 8.974 0.000 0.000
11/8/2008 16:30 0 11.5 284.65 285.81 12.81 0.000 0 0.000 0.000 -0.003 0.003 1.30E-05 0.00 0 0.00 0.000 0 0.000 0.000 0.000 0.000

Day 19
11/9/2008 6:00 5 4.4 277.55 289.63 16.63 0.201 13.17 0.015 863.288 -0.002 0.002 1.50E-05 0.18 0.67 0.12 39.970 1.95 10.303 6.185 0.000 0.000
11/9/2008 6:30 77 4.2 277.35 287.77 14.77 3.845 16.14 0.238 67.749 -0.003 0.003 1.32E-05 1.89 1.9 3.59 6.606 30.03 12.804 11.958 0.002 0.004
11/9/2008 7:00 184 3.8 276.95 286.22 13.22 9.726 17.04 0.571 29.853 -0.003 0.003 1.27E-05 2.48 3.89 9.65 0.814 71.76 13.554 13.444 0.005 0.010
11/9/2008 7:30 273 3.9 277.05 285 12 14.769 17.43 0.847 20.570 -0.003 0.003 1.26E-05 2.80 4.92 13.78 6.724 106.47 13.872 12.939 0.007 0.014
11/9/2008 8:00 298 4.1 277.25 284.02 11.02 16.239 17.55 0.925 18.967 -0.003 0.003 1.25E-05 2.80 5.79 16.21 0.166 116.22 13.973 13.949 0.008 0.016
11/9/2008 8:30 243 4.5 277.65 283.22 10.22 13.168 17.46 0.754 23.151 -0.003 0.003 1.25E-05 2.30 5.7 13.11 0.440 94.77 13.895 13.833 0.007 0.013
11/9/2008 9:00 301 4.8 277.95 282.63 9.63 16.493 17.65 0.934 18.887 -0.003 0.003 1.25E-05 2.80 5.8 16.24 1.534 117.39 14.050 13.834 0.008 0.016
11/9/2008 9:30 276 5 278.15 282.14 9.14 15.098 17.62 0.857 20.562 -0.003 0.003 1.25E-05 2.60 5.77 15.00 0.636 107.64 14.026 13.937 0.008 0.015
11/9/2008 10:00 167 5.2 278.35 281.68 8.68 8.942 17.26 0.518 33.317 -0.003 0.003 1.25E-05 1.80 4.83 8.69 2.768 65.13 13.729 13.349 0.004 0.009
11/9/2008 10:30 142 5.5 278.65 281.32 8.32 7.550 17.15 0.440 38.957 -0.003 0.003 1.25E-05 1.89 3.9 7.37 2.367 55.38 13.633 13.310 0.004 0.007
11/9/2008 11:00 102 5.6 278.75 281.01 8.01 5.331 16.87 0.316 53.381 -0.003 0.003 1.26E-05 1.44 3.66 5.27 1.144 39.78 13.402 13.249 0.003 0.005
11/9/2008 11:30 105 5.6 278.75 280.74 7.74 5.503 16.92 0.325 52.019 -0.003 0.003 1.26E-05 1.44 3.7 5.33 3.185 40.95 13.439 13.011 0.003 0.005
11/9/2008 12:00 108 5.6 278.75 280.52 7.52 5.675 16.96 0.335 50.687 -0.003 0.003 1.26E-05 1.48 3.77 5.58 1.678 42.12 13.473 13.247 0.003 0.006
11/9/2008 12:30 127 5.7 278.85 280.36 7.36 6.738 17.11 0.394 43.450 -0.003 0.003 1.26E-05 1.69 3.9 6.59 2.179 49.53 13.603 13.307 0.003 0.007
11/9/2008 13:00 159 6.2 279.35 280.32 7.32 8.537 17.31 0.493 35.098 -0.003 0.003 1.26E-05 2.06 4.07 8.38 1.794 62.01 13.768 13.521 0.004 0.008
11/9/2008 13:30 159 5.9 279.05 280.24 7.24 8.540 17.32 0.493 35.127 -0.003 0.003 1.25E-05 2.06 4.1 8.45 1.101 62.01 13.772 13.620 0.004 0.008
11/9/2008 14:00 158 5.6 278.75 280.12 7.12 8.487 17.32 0.490 35.345 -0.003 0.003 1.25E-05 2.06 4.1 8.45 0.487 61.62 13.774 13.707 0.004 0.008
11/9/2008 14:30 146 5.3 278.45 279.97 6.97 7.815 17.26 0.453 38.119 -0.003 0.003 1.25E-05 1.90 4.06 7.71 1.297 56.94 13.726 13.548 0.004 0.008
11/9/2008 15:00 139 5.1 278.25 279.81 6.81 7.426 17.23 0.431 39.975 -0.003 0.003 1.25E-05 1.84 4 7.36 0.891 54.21 13.699 13.577 0.004 0.007
11/9/2008 15:30 87 4.9 278.05 279.61 6.61 4.532 16.82 0.269 62.428 -0.003 0.003 1.25E-05 1.10 3.93 4.32 4.607 33.93 13.356 12.741 0.002 0.004
11/9/2008 16:00 15 4.9 278.05 279.39 6.39 0.697 15.1 0.046 327.344 -0.003 0.003 1.26E-05 0.48 1.08 0.52 25.576 5.85 11.907 8.862 0.000 0.001
11/9/2008 16:30 0 4.7 277.85 279.04 6.04 0.000 0 0.000 -0.003 0.003 1.29E-05 0.00 0 0.00 0.000 0 0.000 0.000 0.000 0.000

Day 20
11/12/2008 Rain/Sprinkling/Cloudy

Day21
11/13/2008 Rain

Day22
11/14/2008 Rain

Day23
11/15/208 Rain
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Day 1
10/22/2008 7:30 32 1.6 274.75 280.02 7.02 1.511 15.31 0.099 155.176 -0.003 0.003 1.30E-05 1.30 1.13 1.47 2.754 12.48 12.104 11.771 0.001 0.001
10/22/2008 8:00 53 2.9 276.05 281.37 8.37 2.611 15.94 0.164 97.332 -0.003 0.003 1.28E-05 1.66 1.54 2.56 2.072 20.67 12.629 12.368 0.001 0.003
10/22/2008 8:30 68 5.2 278.35 284.34 11.34 3.420 16.26 0.210 77.319 -0.003 0.003 1.27E-05 1.80 1.9 3.42 0.015 26.52 12.894 12.896 0.002 0.003
10/22/2008 9:00 84 7.9 281.05 283.9 10.9 4.288 16.49 0.260 63.411 -0.003 0.003 1.27E-05 1.99 2.11 4.20 2.082 32.76 13.090 12.817 0.002 0.004
10/22/2008 9:30 87 8.4 281.55 283.6 10.6 4.456 16.54 0.269 61.389 -0.003 0.003 1.26E-05 1.99 2.13 4.24 4.885 33.93 13.134 12.492 0.002 0.004
10/22/2008 10:00 92 11.8 284.95 283.87 10.87 4.723 16.58 0.285 58.201 -0.003 0.003 1.26E-05 1.95 2.5 4.88 3.216 35.88 13.164 13.587 0.002 0.005
10/22/2008 10:30 101 12.9 286.05 284.27 11.27 5.205 16.64 0.313 53.196 -0.003 0.003 1.26E-05 1.90 2.81 5.34 2.571 39.39 13.215 13.554 0.003 0.005
10/22/2008 11:00 109 14 287.15 284.79 11.79 5.631 16.67 0.338 49.353 -0.003 0.003 1.26E-05 1.82 2.99 5.44 3.353 42.51 13.245 12.801 0.003 0.005
10/22/2008 11:30 111 14.7 287.85 285.34 12.34 5.727 16.65 0.344 48.405 -0.003 0.003 1.26E-05 1.88 3.07 5.77 0.779 43.29 13.229 13.332 0.003 0.006
10/22/2008 12:00 115 15.1 288.25 285.87 12.87 5.933 16.65 0.356 46.727 -0.003 0.003 1.26E-05 1.86 3.16 5.88 0.929 44.85 13.228 13.105 0.003 0.006
10/22/2008 12:30 117 16.5 289.65 286.53 13.53 6.025 16.62 0.363 45.842 -0.003 0.003 1.26E-05 1.85 3.2 5.92 1.748 45.63 13.205 12.974 0.003 0.006
10/22/2008 13:00 115 17.2 290.35 287.21 14.21 5.900 16.56 0.356 46.480 -0.003 0.003 1.26E-05 1.83 3.2 5.86 0.744 44.85 13.155 13.057 0.003 0.006
10/22/2008 13:30 112 17.2 290.35 287.77 14.77 5.724 16.5 0.347 47.567 -0.003 0.003 1.26E-05 1.75 3.19 5.58 2.464 43.68 13.103 12.780 0.003 0.006
10/22/2008 14:00 109 17.3 290.45 288.27 15.27 5.550 16.44 0.338 48.701 -0.003 0.003 1.26E-05 1.72 3.18 5.47 1.443 42.51 13.055 12.867 0.003 0.005
10/22/2008 14:30 104 17.6 290.75 288.73 15.73 5.270 16.36 0.322 50.789 -0.003 0.003 1.27E-05 1.71 3.008 5.14 2.395 40.56 12.993 12.682 0.003 0.005
10/22/2008 15:00 99 17.8 290.95 289.15 16.15 4.993 16.29 0.306 53.152 -0.003 0.003 1.27E-05 1.70 2.8 4.76 4.659 38.61 12.931 12.328 0.002 0.005
10/22/2008 15:30 75 17.9 291.05 290.75 17.75 3.690 15.99 0.232 68.598 -0.003 0.003 1.27E-05 1.44 2.53 3.64 1.268 29.25 12.615 12.455 0.002 0.004
10/22/2008 16:30 30 17.1 290.25 290.81 17.81 1.384 15.03 0.092 161.965 -0.003 0.003 1.27E-05 1.37 0.99 1.36 1.973 11.7 11.826 11.592 0.001 0.001
10/22/2008 17:00 0 16.3 289.45 290.6 17.6 0.000 0 0.000 0.000 -0.003 0.003 1.29E-05 0.00 0 0.00 0.000 0 0.000 100.000 0.000 0.000
10/22/2008 17:30 0 14.3 287.45 290.1 17.1 0.000 0 0.000 0.000 -0.003 0.003 1.50E-05 0.00 0 0.00 0.000 0 0.000 100.000 0.000 0.000

Day 2
10/23/2008 7:00 8 9.5 282.65 284.15 11.15 0.334 13.63 0.024 557.015 -0.002 0.002 1.50E-05 0.48 0.66 0.32 5.016 3.12 10.690 10.154 0.000 0.000
10/23/2008 8:00 49 10.2 283.35 286.19 13.19 2.370 15.66 0.151 103.476 -0.003 0.003 1.28E-05 2.29 1.01 2.31 2.409 19.11 12.402 12.103 0.001 0.002
10/23/2008 8:30 76 10.7 283.85 287.57 14.57 3.795 16.14 0.235 68.641 -0.003 0.003 1.28E-05 2.24 1.67 3.74 1.433 29.64 12.804 12.621 0.002 0.004
10/23/2008 9:00 94 11.2 284.35 287.13 14.13 4.766 16.37 0.291 56.230 -0.003 0.003 1.27E-05 2.33 2.01 4.68 1.733 36.66 13.000 12.775 0.002 0.005
10/23/2008 9:30 88 12.4 285.55 286.95 13.95 4.447 16.32 0.272 59.892 -0.003 0.003 1.27E-05 2.20 1.99 4.38 1.552 34.32 12.957 12.756 0.002 0.004
10/23/2008 10:00 98 12.8 285.95 286.86 13.86 4.987 16.43 0.304 54.130 -0.003 0.003 1.27E-05 2.39 2 4.78 4.151 38.22 13.048 12.507 0.002 0.005
10/23/2008 10:30 105 13.7 286.85 286.93 13.93 5.364 16.49 0.325 50.695 -0.003 0.003 1.27E-05 1.83 2.91 5.33 0.720 40.95 13.099 13.004 0.003 0.005
10/23/2008 11:00 109 14.6 287.75 287.14 14.14 5.576 16.51 0.338 48.886 -0.003 0.003 1.26E-05 1.91 2.9 5.54 0.664 42.51 13.117 13.030 0.003 0.006
10/23/2008 11:30 127 14.8 287.95 287.35 14.35 6.549 16.64 0.394 42.278 -0.003 0.003 1.26E-05 1.99 3.16 6.29 3.985 49.53 13.223 12.696 0.003 0.006
10/23/2008 12:00 145 15.2 288.35 287.61 14.61 7.526 16.74 0.450 37.234 -0.003 0.003 1.26E-05 2.01 3.67 7.38 1.985 56.55 13.309 13.045 0.004 0.007
10/23/2008 12:30 193 14.7 287.85 287.78 14.78 10.165 16.98 0.599 28.365 -0.003 0.003 1.26E-05 2.15 4.66 10.02 1.436 75.27 13.505 13.311 0.005 0.010
10/23/2008 13:30 512 14.2 287.35 288.4 15.4 27.942 17.58 1.589 11.061 -0.003 0.003 1.25E-05 3.40 7.83 26.62 4.724 199.68 13.993 13.332 0.013 0.027
10/23/2008 14:00 313 14.1 287.25 288.44 15.44 16.812 17.3 0.972 17.803 -0.003 0.003 1.25E-05 2.79 5.88 16.41 2.420 122.07 13.772 13.439 0.008 0.016
10/23/2008 14:30 376 14.6 287.75 288.59 15.59 20.323 17.41 1.167 14.915 -0.003 0.003 1.25E-05 2.98 6.73 20.06 1.317 146.64 13.859 13.677 0.010 0.020
10/23/2008 15:00 358 15 288.15 288.77 15.77 19.304 17.37 1.111 15.631 -0.003 0.003 1.25E-05 2.99 6.17 18.45 4.433 139.62 13.826 13.213 0.009 0.018
10/23/2008 15:30 254 15.4 288.55 288.91 15.91 13.497 17.12 0.788 21.715 -0.003 0.003 1.25E-05 2.34 5.64 13.20 2.218 99.06 13.625 13.323 0.007 0.013
10/23/2008 16:00 183 15.6 288.75 289.01 16.01 9.565 16.85 0.568 29.683 -0.003 0.003 1.26E-05 1.98 4.8 9.50 0.639 71.37 13.402 13.317 0.005 0.010
10/23/2008 16:30 45 15.2 288.35 288.94 15.94 2.156 15.52 0.139 111.700 -0.003 0.003 1.26E-05 1.21 1.77 2.14 0.677 17.55 12.287 12.203 0.001 0.002
10/23/2008 17:00 0 15.1 288.25 288.83 15.83 0.000 0 0.000 0.000 -0.003 0.003 1.28E-05 0.00 0 0.00 0.000 0 100.000 100.000 0.000 0.000
10/23/2008 17:30 0 14.8 287.95 288.69 15.69 0.000 0 0.000 0.000 -0.003 0.003 1.50E-05 0.00 0 0.00 0.000 0 100.000 100.000 0.000 0.000

Day 3
10/24/2008 RAIN

Day 4
10/25/2008 8:00 149 9.4 282.55 288.05 15.05 7.732 16.74 0.462 36.244 -0.003 0.003 1.27E-05 2.49 3.07 7.64 1.130 58.11 13.305 13.155 0.004 0.008
10/25/2008 8:30 310 9.9 283.05 287.49 14.49 16.703 17.35 0.963 18.022 -0.003 0.003 1.26E-05 2.76 5.88 16.23 2.839 120.9 13.816 13.423 0.008 0.016
10/25/2008 9:00 404 10 283.15 287.09 14.09 22.008 17.54 1.255 13.980 -0.003 0.003 1.25E-05 3.17 6.76 21.43 2.630 157.56 13.968 13.601 0.011 0.021
10/25/2008 9:30 398 10.1 283.25 286.77 13.77 21.696 17.56 1.236 14.213 -0.003 0.003 1.25E-05 3.21 6.69 21.47 1.019 155.22 13.978 13.835 0.011 0.021
10/25/2008 10:00 423 10.2 283.35 286.54 13.54 23.122 17.6 1.314 13.396 -0.003 0.003 1.25E-05 3.29 6.97 22.93 0.825 164.97 14.016 13.900 0.011 0.023
10/25/2008 10:30 476 10.1 283.25 286.36 13.36 26.121 17.67 1.478 11.953 -0.003 0.003 1.25E-05 3.35 7.67 25.69 1.633 185.64 14.071 13.841 0.013 0.026
10/25/2008 11:00 167 10.6 283.75 286.07 13.07 8.789 16.97 0.518 32.767 -0.003 0.003 1.25E-05 1.84 4.76 8.76 0.345 65.13 13.494 13.448 0.004 0.009
10/25/2008 11:30 210 11.1 284.25 285.93 12.93 11.187 17.17 0.652 26.355 -0.003 0.003 1.26E-05 2.25 4.91 11.05 1.247 81.9 13.659 13.489 0.006 0.011
10/25/2008 12:00 411 11.8 284.95 286.07 13.07 22.485 17.62 1.276 13.808 -0.003 0.003 1.25E-05 3.21 6.99 22.44 0.209 160.29 14.028 13.998 0.011 0.022



10/25/2008 12:30 530 13.1 286.25 286.46 13.46 29.146 17.71 1.646 10.760 -0.003 0.003 1.25E-05 3.69 7.87 29.04 0.363 206.7 14.101 14.049 0.015 0.029
10/25/2008 13:00 159 13.9 287.05 286.66 13.66 8.326 16.89 0.493 34.263 -0.003 0.003 1.25E-05 2.05 4.01 8.22 1.269 62.01 13.427 13.257 0.004 0.008
10/25/2008 13:30 178 13.8 286.95 286.83 13.83 9.371 16.97 0.552 30.732 -0.003 0.003 1.26E-05 2.05 4.43 9.08 3.086 69.42 13.499 13.082 0.005 0.009
10/25/2008 14:00 205 13.5 286.65 286.94 13.94 10.865 17.08 0.636 26.851 -0.003 0.003 1.26E-05 2.10 5.03 10.56 2.780 79.95 13.590 13.212 0.005 0.011
10/25/2008 14:30 301 13.4 286.55 287.09 14.09 16.223 17.36 0.935 18.577 -0.003 0.003 1.26E-05 2.68 5.89 15.79 2.699 117.39 13.820 13.447 0.008 0.016
10/25/2008 15:00 169 13.4 286.55 287.12 14.12 8.862 16.91 0.524 32.266 -0.003 0.003 1.25E-05 1.86 4.73 8.80 0.729 65.91 13.446 13.348 0.004 0.009
10/25/2008 15:30 172 13.3 286.45 287.14 14.14 9.028 16.92 0.534 31.713 -0.003 0.003 1.26E-05 1.89 4.55 8.60 4.741 67.08 13.458 12.820 0.004 0.009
10/25/2008 16:00 176 13.3 286.45 287.15 14.15 9.248 16.94 0.546 31.030 -0.003 0.003 1.26E-05 1.99 4.59 9.13 1.233 68.64 13.473 13.307 0.005 0.009
10/25/2008 16:30 75 12.9 286.05 287.04 14.04 3.751 16.16 0.232 69.626 -0.003 0.003 1.26E-05 1.28 2.85 3.65 2.741 29.25 12.823 12.472 0.002 0.004
10/25/2008 17:00 0 12.3 285.45 286.79 13.79 0.000 0 0.000 0.000 -0.003 0.003 1.27E-05 0.00 0 0.00 0.000 0 100.000 100.000 0.000 0.000
10/25/2008 17:30 0 12 285.15 286.54 13.54 0.000 0 0.000 0.000 -0.003 0.003 1.50E-05 0.00 0 0.00 0.000 0 100.000 100.000 0.000 0.000

Day 5
10/26/2008 7:30 75 2.9 276.05 287.34 14.34 3.746 16.14 0.232 69.546 -0.003 0.003 1.30E-05 1.80 1.97 3.55 5.334 29.25 12.806 12.123 0.002 0.004
10/26/2008 8:00 124 3.9 277.05 285.83 12.83 6.426 16.72 0.384 43.507 -0.003 0.003 1.27E-05 2.10 2.99 6.28 2.283 48.36 13.287 12.984 0.003 0.006
10/26/2008 8:30 167 6.3 279.45 284.97 11.97 8.827 17.04 0.518 32.895 -0.003 0.003 1.26E-05 2.29 3.83 8.77 0.637 65.13 13.553 13.466 0.004 0.009
10/26/2008 9:00 207 8.8 281.95 284.65 11.65 11.074 17.24 0.642 26.841 -0.003 0.003 1.26E-05 2.26 4.86 10.98 0.816 80.73 13.717 13.605 0.005 0.011
10/26/2008 9:30 243 10.7 283.85 284.7 11.7 13.095 17.36 0.754 23.015 -0.003 0.003 1.25E-05 2.52 5.13 12.93 1.278 94.77 13.818 13.641 0.006 0.013
10/26/2008 10:00 260 12.3 285.45 284.99 11.99 14.037 17.39 0.807 21.544 -0.003 0.003 1.25E-05 2.48 5.66 14.04 0.001 101.4 13.843 13.843 0.007 0.014
10/26/2008 10:30 362 12.8 285.95 285.39 12.39 19.770 17.59 1.124 15.649 -0.003 0.003 1.25E-05 3.20 5.98 19.14 3.207 141.18 14.003 13.554 0.010 0.019
10/26/2008 11:00 454 14 287.15 285.97 12.97 24.917 17.68 1.409 12.546 -0.003 0.003 1.25E-05 3.50 7.07 24.75 0.690 177.06 14.073 13.975 0.012 0.025
10/26/2008 11:30 423 15.6 288.75 286.69 13.69 23.109 17.59 1.314 13.388 -0.003 0.003 1.25E-05 3.30 7 23.10 0.039 164.97 14.008 14.003 0.012 0.023
10/26/2008 12:00 321 16.7 289.85 287.41 14.41 17.325 17.38 0.997 17.435 -0.003 0.003 1.25E-05 2.88 5.99 17.25 0.426 125.19 13.839 13.780 0.009 0.017
10/26/2008 12:30 377 17.3 290.45 288.14 15.14 20.412 17.44 1.170 14.901 -0.003 0.003 1.25E-05 3.05 6.65 20.28 0.634 147.03 13.883 13.795 0.010 0.020
10/26/2008 13:00 383 18.5 291.65 288.95 15.95 20.687 17.4 1.189 14.635 -0.003 0.003 1.25E-05 3.05 6.74 20.56 0.628 149.37 13.850 13.762 0.010 0.021
10/26/2008 13:30 394 18.7 291.85 289.68 16.68 21.245 17.37 1.223 14.201 -0.003 0.003 1.25E-05 3.10 6.8 21.08 0.777 153.66 13.826 13.719 0.011 0.021
10/26/2008 14:00 390 18.8 291.95 290.31 17.31 20.974 17.32 1.211 14.302 -0.003 0.003 1.25E-05 3.08 6.8 20.94 0.143 152.1 13.790 13.770 0.010 0.021
10/26/2008 14:30 264 19.3 292.45 290.83 17.83 13.950 17.02 0.820 20.764 -0.003 0.003 1.25E-05 2.50 5.52 13.80 1.075 102.96 13.549 13.403 0.007 0.014
10/26/2008 16:00 95 18.9 292.05 291.59 18.59 4.729 16.08 0.294 54.679 -0.003 0.003 1.27E-05 1.60 2.91 4.66 1.540 37.05 12.763 12.567 0.002 0.005
10/26/2008 16:30 43 18.5 291.65 291.63 18.63 2.028 15.28 0.133 115.132 -0.003 0.003 1.27E-05 1.18 1.7 2.01 1.085 16.77 12.093 11.962 0.001 0.002
10/26/2008 17:00 0 18.4 291.55 291.62 18.62 0.000 0 0.000 0.000 -0.003 0.003 1.28E-05 0.00 0 0.00 0.000 0 100.000 100.000 0.000 0.000
10/26/2008 17:30 0 17.8 290.95 291.51 18.51 0.000 0 0.000 0.000 -0.003 0.003 1.50E-05 0.00 0 0.00 0.000 0 100.000 100.000 0.000 0.000

Day 6
10/27/2008 8:00 104 2.9 276.05 285.79 12.79 5.335 16.56 0.322 51.399 -0.003 0.003 1.27E-05 1.80 2.93 5.27 1.147 40.56 13.154 13.003 0.003 0.005
10/27/2008 8:30 168 3.4 276.55 284.49 11.49 8.899 17.08 0.521 32.780 -0.003 0.003 1.26E-05 2.20 3.99 8.78 1.363 65.52 13.583 13.397 0.004 0.009
10/27/2008 9:00 222 3.8 276.95 283.5 10.5 11.968 17.37 0.689 25.209 -0.003 0.003 1.26E-05 2.42 4.85 11.74 1.930 86.58 13.823 13.556 0.006 0.012
10/27/2008 9:30 401 4.2 277.35 282.84 9.84 22.177 17.81 1.245 14.303 -0.003 0.003 1.25E-05 3.73 5.89 21.97 0.935 156.39 14.181 14.048 0.011 0.022
10/27/2008 10:00 476 4.5 277.65 282.38 9.38 26.491 17.92 1.478 12.122 -0.003 0.003 1.25E-05 3.75 6.99 26.21 1.051 185.64 14.270 14.120 0.013 0.026
10/27/2008 10:30 546 4.9 278.05 282.1 9.1 30.506 18 1.695 10.621 -0.003 0.003 1.24E-05 3.86 7.89 30.46 0.166 212.94 14.326 14.302 0.015 0.030
10/27/2008 11:00 615 5.4 278.55 281.99 8.99 34.439 18.04 1.909 9.450 -0.003 0.003 1.24E-05 4.08 8.3 33.86 1.670 239.85 14.359 14.119 0.017 0.034
10/27/2008 11:30 634 5.7 278.85 281.95 8.95 35.520 18.05 1.968 9.172 -0.003 0.003 1.24E-05 4.20 8.33 34.99 1.503 247.26 14.365 14.149 0.017 0.035
10/27/2008 12:00 654 6 279.15 281.98 8.98 36.649 18.06 2.029 8.900 -0.003 0.003 1.24E-05 4.20 8.64 36.29 0.985 255.06 14.369 14.227 0.018 0.036
10/27/2008 12:30 643 6.1 279.25 282.01 9.01 36.023 18.05 1.996 9.045 -0.003 0.003 1.24E-05 4.20 8.51 35.74 0.780 250.77 14.365 14.253 0.018 0.036
10/27/2008 13:00 638 6.1 279.25 282.03 9.03 35.737 18.05 1.980 9.117 -0.003 0.003 1.24E-05 4.20 8.48 35.62 0.339 248.82 14.363 14.314 0.018 0.036
10/27/2008 13:30 601 6.5 279.65 282.08 9.08 33.633 18.03 1.865 9.665 -0.003 0.003 1.24E-05 4.02 8.3 33.37 0.794 234.39 14.349 14.235 0.017 0.033
10/27/2008 14:00 574 6.6 279.75 282.13 9.13 32.096 18.01 1.782 10.106 -0.003 0.003 1.24E-05 3.90 8.1 31.59 1.577 223.86 14.338 14.111 0.016 0.032
10/27/2008 14:30 497 6.7 279.85 282.12 9.12 27.713 17.96 1.543 11.638 -0.003 0.003 1.24E-05 3.50 7.79 27.27 1.617 193.83 14.298 14.066 0.014 0.027
10/27/2008 15:00 438 6.6 279.75 282.07 9.07 24.352 17.91 1.360 13.172 -0.003 0.003 1.24E-05 3.40 7.13 24.24 0.452 170.82 14.256 14.192 0.012 0.024
10/27/2008 15:30 333 6.2 279.35 281.88 8.88 18.366 17.76 1.034 17.175 -0.003 0.003 1.24E-05 3.03 5.97 18.09 1.508 129.87 14.142 13.929 0.009 0.018
10/27/2008 16:00 283 6.2 279.35 281.7 8.7 15.522 17.67 0.878 20.114 -0.003 0.003 1.25E-05 2.60 5.74 14.92 3.853 110.37 14.064 13.522 0.007 0.015
10/27/2008 17:00 0 5.7 278.85 281.01 8.01 0.000 0 0.000 0.000 -0.003 0.003 1.25E-05 0.00 0 0.00 0.000 0 100.000 100.000 0.000 0.000
10/27/2008 17:30 0 5.3 278.45 280.63 7.63 0.000 0 0.000 0.000 -0.003 0.003 1.50E-05 0.00 0 0.00 0.000 0 100.000 100.000 0.000 0.000

Day 7
10/28/2008 8:00 206 0.6 273.75 285.02 12.02 11.002 17.21 0.639 26.921 -0.003 0.003 1.27E-05 2.20 4.81 10.58 3.817 80.34 13.694 13.172 0.005 0.011
10/28/2008 8:30 289 1 274.15 283.56 10.56 15.756 17.56 0.897 19.570 -0.003 0.003 1.25E-05 2.95 5.03 14.84 5.823 112.71 13.979 13.165 0.007 0.015
10/28/2008 9:00 324 1.2 274.35 282.39 9.39 17.819 17.71 1.006 17.600 -0.003 0.003 1.25E-05 2.95 5.99 17.67 0.833 126.36 14.102 13.984 0.009 0.018
10/28/2008 9:30 331 1.8 274.95 281.49 8.49 18.278 17.78 1.028 17.296 -0.003 0.003 1.25E-05 2.95 6.18 18.23 0.257 129.09 14.159 14.123 0.009 0.018
10/28/2008 10:00 265 2.1 275.25 280.74 7.74 14.548 17.68 0.823 21.487 -0.003 0.003 1.25E-05 2.60 5.56 14.46 0.632 103.35 14.076 13.987 0.007 0.014
10/28/2008 10:30 454 2.7 275.85 280.32 7.32 25.421 18.03 1.410 12.787 -0.003 0.003 1.25E-05 3.70 6.79 25.12 1.172 177.06 14.357 14.189 0.013 0.025
10/28/2008 11:00 627 3.1 276.25 280.14 7.14 35.342 18.16 1.946 9.331 -0.003 0.003 1.24E-05 4.20 8.28 34.78 1.601 244.53 14.453 14.222 0.017 0.035
10/28/2008 11:30 673 3.9 277.05 280.14 7.14 37.961 18.18 2.088 8.706 -0.003 0.003 1.24E-05 4.30 8.66 37.24 1.905 262.47 14.463 14.188 0.019 0.037
10/28/2008 12:00 684 5.1 278.25 280.33 7.33 38.561 18.17 2.122 8.562 -0.003 0.003 1.24E-05 4.28 8.79 37.62 2.437 266.76 14.455 14.103 0.019 0.038
10/28/2008 12:30 645 5.1 278.25 280.46 7.46 36.328 18.15 2.002 9.067 -0.003 0.003 1.24E-05 4.18 8.67 36.24 0.241 251.55 14.442 14.407 0.018 0.036



10/28/2008 13:00 664 5 278.15 280.57 7.57 37.394 18.15 2.060 8.809 -0.003 0.003 1.24E-05 4.20 8.8 36.96 1.161 258.96 14.440 14.272 0.018 0.037
10/28/2008 13:30 598 5.6 278.75 280.71 7.71 33.622 18.11 1.857 9.754 -0.003 0.003 1.24E-05 4.10 8.11 33.25 1.103 233.22 14.416 14.257 0.017 0.033
10/28/2008 14:00 568 6.2 279.35 280.89 7.89 31.890 18.09 1.763 10.261 -0.003 0.003 1.24E-05 3.89 8.02 31.20 2.171 221.52 14.396 14.084 0.016 0.031
10/28/2008 14:30 504 6.8 279.95 281.1 8.1 28.213 18.03 1.565 11.522 -0.003 0.003 1.24E-05 3.48 7.92 27.56 2.309 196.56 14.353 14.022 0.014 0.028
10/28/2008 15:00 425 7.1 280.25 281.26 8.26 23.677 17.94 1.320 13.593 -0.003 0.003 1.24E-05 3.30 7.09 23.40 1.183 165.75 14.285 14.116 0.012 0.023
10/28/2008 15:30 365 6.6 279.75 281.29 8.29 20.238 17.86 1.133 15.760 -0.003 0.003 1.24E-05 3.01 6.67 20.08 0.797 142.35 14.217 14.104 0.010 0.020
10/28/2008 16:00 267 6.3 279.45 281.19 8.19 14.637 17.66 0.829 21.306 -0.003 0.003 1.24E-05 2.40 5.87 14.09 3.751 104.13 14.056 13.529 0.007 0.014
10/28/2008 17:00 0 6.1 279.25 280.71 7.71 0.000 1.24 0.000 0.000 -0.003 0.003 1.26E-05 0.00 0 0.00 0.000 0 100.000 100.000 0.000 0.000
10/28/2008 17:30 0 5.8 278.95 280.45 7.45 0.000 0 0.000 0.000 -0.003 0.003 1.50E-05 0.00 0 0.00 0.000 0 100.000 100.000 0.000 0.000

Day 8
10/29/2008 8:30 296 1.5 274.65 285.13 12.13 16.059 17.47 0.919 19.004 -0.003 0.003 1.26E-05 2.70 5.66 15.28 4.838 115.44 13.911 13.238 0.008 0.015
10/29/2008 9:00 397 2.6 275.75 283.97 10.97 21.860 17.73 1.233 14.381 -0.003 0.003 1.25E-05 3.20 6.64 21.25 2.800 154.83 14.119 13.723 0.011 0.021
10/29/2008 9:30 471 3.4 276.55 283.17 10.17 26.134 17.87 1.462 12.220 -0.003 0.003 1.25E-05 3.40 7.64 25.98 0.605 183.69 14.227 14.141 0.013 0.026
10/29/2008 10:00 524 5.1 278.25 282.78 9.78 29.184 17.94 1.627 11.027 -0.003 0.003 1.24E-05 3.60 7.91 28.48 2.426 204.36 14.281 13.934 0.014 0.028
10/29/2008 10:30 596 5.9 279.05 282.63 9.63 33.287 17.99 1.850 9.723 -0.003 0.003 1.24E-05 4.10 8.11 33.25 0.108 232.44 14.321 14.305 0.017 0.033
10/29/2008 11:00 632 6.6 279.75 282.63 9.63 35.325 18.01 1.961 9.182 -0.003 0.003 1.24E-05 4.10 8.46 34.69 1.809 246.48 14.332 14.073 0.017 0.035
10/29/2008 11:30 644 7.3 280.45 282.74 9.74 35.989 18.01 1.998 9.013 -0.003 0.003 1.24E-05 4.10 8.67 35.55 1.228 251.16 14.329 14.153 0.018 0.036
10/29/2008 12:00 666 7.9 281.05 282.94 9.94 37.205 18 2.067 8.709 -0.003 0.003 1.24E-05 4.20 8.78 36.88 0.884 259.74 14.324 14.197 0.018 0.037
10/29/2008 12:30 667 8.7 281.85 283.23 10.23 37.224 17.98 2.070 8.685 -0.003 0.003 1.24E-05 4.20 8.8 36.96 0.709 260.13 14.310 14.208 0.018 0.037
10/29/2008 13:00 664 10 283.15 283.68 10.68 36.998 17.96 2.060 8.719 -0.003 0.003 1.24E-05 4.20 8.8 36.96 0.103 258.96 14.287 14.272 0.018 0.037
10/29/2008 13:30 578 10 283.15 283.99 10.99 32.114 17.9 1.794 9.977 -0.003 0.003 1.24E-05 3.70 8.43 31.19 2.874 225.42 14.246 13.837 0.016 0.031
10/29/2008 14:00 562 10.2 283.35 284.28 11.28 31.179 17.87 1.745 10.243 -0.003 0.003 1.24E-05 3.70 8.02 29.67 4.827 219.18 14.225 13.539 0.015 0.030
10/29/2008 14:30 467 10.8 283.95 284.55 11.55 25.780 17.78 1.450 12.263 -0.003 0.003 1.24E-05 3.20 7.89 25.25 2.064 182.13 14.155 13.863 0.013 0.025
10/29/2008 15:30 384 11.2 284.35 285 12 21.043 17.65 1.192 14.805 -0.003 0.003 1.25E-05 3.01 6.87 20.68 1.731 149.76 14.051 13.808 0.010 0.021
10/29/2008 16:00 248 11.2 284.35 285.08 12.08 13.357 17.35 0.770 22.536 -0.003 0.003 1.25E-05 2.30 5.66 13.02 2.538 96.72 13.810 13.459 0.007 0.013
10/29/2008 17:30 0 9.7 282.85 284.55 11.55 0.000 0.73 0.000 0.000 -0.003 0.003 1.28E-05 0.00 0 0.00 0.000 0 100.000 100.000 0.000 0.000

Day 9
10/30/2008 9:30 467 8.2 281.35 284.8 11.8 25.757 17.76 1.450 12.246 -0.003 0.003 1.25E-05 3.80 6.73 25.57 0.710 182.13 14.142 14.042 0.013 0.026
10/30/2008 10:00 529 10.7 283.85 285.02 12.02 29.239 17.8 1.643 10.837 -0.003 0.003 1.25E-05 3.70 7.77 28.75 1.676 206.31 14.172 13.935 0.014 0.029
10/30/2008 10:30 589 11.1 284.25 285.3 12.3 32.586 17.82 1.829 9.745 -0.003 0.003 1.25E-05 4.02 8.04 32.32 0.814 229.71 14.186 14.070 0.016 0.032
10/30/2008 11:00 626 13.2 286.35 285.9 12.9 34.536 17.8 1.940 9.174 -0.003 0.003 1.25E-05 4.10 8.41 34.48 0.159 244.14 14.146 14.123 0.017 0.034
10/30/2008 11:30 635 13.7 286.85 286.48 13.48 35.024 17.77 1.971 9.016 -0.003 0.003 1.25E-05 4.10 8.5 34.85 0.497 247.65 14.143 14.072 0.017 0.035
10/30/2008 12:00 660 13.8 286.95 287.01 14.01 36.353 17.75 2.048 8.667 -0.003 0.003 1.25E-05 4.10 8.61 35.30 2.894 257.4 14.123 13.714 0.018 0.035
10/30/2008 12:30 654 143 416.15 287.53 14.53 35.954 17.72 2.029 8.733 -0.003 0.003 1.25E-05 4.10 8.7 35.67 0.790 255.06 14.096 13.985 0.018 0.036
10/30/2008 13:00 646 15.6 288.75 288.16 15.16 35.430 17.67 2.005 8.812 -0.003 0.003 1.25E-05 4.05 8.7 35.24 0.550 251.94 14.063 13.985 0.018 0.035
10/30/2008 13:30 653 15.8 288.95 288.73 15.73 35.747 17.64 2.027 8.705 -0.003 0.003 1.25E-05 4.05 8.7 35.24 1.432 254.67 14.037 13.836 0.018 0.035
10/30/2008 14:00 556 16.1 289.25 289.2 16.2 30.311 17.56 1.726 10.173 -0.003 0.003 1.25E-05 3.60 8.33 29.99 1.066 216.84 13.979 13.830 0.015 0.030
10/30/2008 14:30 476 16.6 289.75 289.61 16.61 25.819 17.47 1.478 11.821 -0.003 0.003 1.25E-05 3.30 7.76 25.61 0.817 185.64 13.908 13.794 0.013 0.026
10/30/2008 15:00 427 17.3 290.45 290.04 17.04 23.054 17.39 1.326 13.118 -0.003 0.003 1.25E-05 3.20 7.13 22.82 1.032 166.53 13.844 13.701 0.011 0.023
10/30/2008 15:30 381 17.2 290.35 290.35 17.35 20.470 17.3 1.183 14.622 -0.003 0.003 1.25E-05 3.00 6.81 20.43 0.195 148.59 13.776 13.749 0.010 0.020
10/30/2008 16:00 262 17.2 290.35 290.53 17.53 13.856 17.04 0.813 20.956 -0.003 0.003 1.25E-05 2.40 5.69 13.66 1.443 102.18 13.560 13.365 0.007 0.014
10/30/2008 16:30 172 17.1 290.25 290.61 17.61 8.904 16.69 0.533 31.285 -0.003 0.003 1.26E-05 2.10 4.09 8.59 3.534 67.08 13.273 12.804 0.004 0.009
10/30/2008 17:30 0 15.3 288.45 290.2 17.2 0.000 0 0.000 0.000 -0.003 0.003 1.28E-05 0.00 0 0.00 0.000 0 100.000 100.000 0.000 0.000

Day 10
10/31/2008 8:30 257 4.7 277.85 286.23 13.23 13.804 17.3 0.798 21.683 -0.003 0.003 1.26E-05 2.80 4.66 13.05 5.477 100.23 13.772 13.018 0.007 0.013
10/31/2008 9:00 386 9.5 282.65 285.94 12.94 21.084 17.59 1.199 14.673 -0.003 0.003 1.25E-05 3.50 5.87 20.55 2.556 150.54 14.006 13.648 0.010 0.021
10/31/2008 9:30 475 10.5 283.65 285.92 12.92 26.106 17.7 1.475 12.001 -0.003 0.003 1.25E-05 4.20 6.13 25.75 1.379 185.25 14.092 13.898 0.013 0.026
10/31/2008 10:00 534 13.9 287.05 286.46 13.46 29.371 17.72 1.658 10.691 -0.003 0.003 1.25E-05 3.70 7.89 29.19 0.606 208.26 14.103 14.018 0.015 0.029
10/31/2008 10:30 598 14.9 288.05 287.12 14.12 32.882 17.72 1.856 9.549 -0.003 0.003 1.25E-05 4.00 8.11 32.44 1.344 233.22 14.099 13.910 0.016 0.032
10/31/2008 11:00 626 16 289.15 287.87 14.87 34.355 17.68 1.943 9.098 -0.003 0.003 1.25E-05 4.00 8.43 33.72 1.848 244.14 14.072 13.812 0.017 0.034
10/31/2008 11:30 676 16.4 289.55 288.59 15.59 37.038 17.66 2.097 8.420 -0.003 0.003 1.25E-05 4.10 8.75 35.88 3.140 263.64 14.049 13.608 0.018 0.036
10/31/2008 12:00 672 16.8 289.95 289.27 16.27 36.730 17.62 2.085 8.452 -0.003 0.003 1.25E-05 4.10 8.75 35.88 2.328 262.08 14.015 13.689 0.018 0.036
10/31/2008 12:30 670 16.9 290.05 289.85 16.85 36.545 17.58 2.079 8.457 -0.003 0.003 1.25E-05 4.10 8.75 35.88 1.833 261.3 13.986 13.729 0.018 0.036
10/31/2008 13:00 671 17.1 290.25 290.38 17.38 36.533 17.55 2.082 8.431 -0.003 0.003 1.25E-05 4.10 8.75 35.88 1.801 261.69 13.960 13.709 0.018 0.036
10/31/2008 13:30 555 18.1 291.25 290.9 17.9 30.073 17.46 1.722 10.137 -0.003 0.003 1.25E-05 3.50 8.32 29.12 3.169 216.45 13.894 13.453 0.015 0.029
10/31/2008 14:00 543 18.4 291.55 291.37 18.37 29.360 17.42 1.685 10.336 -0.003 0.003 1.25E-05 3.50 8.11 28.39 3.321 211.77 13.864 13.404 0.014 0.028
10/31/2008 14:30 517 18.8 291.95 291.82 18.82 27.878 17.37 1.605 10.822 -0.003 0.003 1.25E-05 3.40 7.98 27.13 2.676 201.63 13.826 13.456 0.014 0.027
10/31/2008 15:00 420 18.9 292.05 292.15 19.15 22.490 17.25 1.304 13.230 -0.003 0.003 1.25E-05 3.11 7.17 22.30 0.851 163.8 13.730 13.613 0.011 0.022
10/31/2008 15:30 328 18.3 291.45 292.26 19.26 17.399 17.09 1.018 16.786 -0.003 0.003 1.25E-05 2.85 6.08 17.33 0.408 127.92 13.601 13.546 0.009 0.017
10/31/2008 16:00 264 18.3 291.45 292.32 19.32 13.871 16.93 0.819 20.663 -0.003 0.003 1.26E-05 2.46 5.55 13.65 1.572 102.96 13.472 13.260 0.007 0.014
10/31/2008 16:30 158 17.8 290.95 292.21 19.21 8.088 16.51 0.490 33.702 -0.003 0.003 1.26E-05 1.93 4.08 7.87 2.643 61.62 13.126 12.779 0.004 0.008
10/31/2008 17:30 0 15.1 288.25 291.37 18.37 0.000 0 0.000 0.000 -0.003 0.003 1.28E-05 0.00 0 0.00 0.000 0 100.000 100.000 0.000 0.000



Day 11
11/1/2008 8:30 284 5.6 278.75 286.31 13.31 15.315 17.37 0.882 19.701 -0.003 0.003 1.26E-05 2.97 4.96 14.73 3.812 110.76 13.827 13.300 0.007 0.015
11/1/2008 9:00 371 8.8 281.95 285.89 12.89 20.242 17.57 1.152 15.250 -0.003 0.003 1.25E-05 3.40 5.77 19.62 3.083 144.69 13.990 13.559 0.010 0.020
11/1/2008 10:00 507 14.9 288.05 286.53 13.53 27.848 17.69 1.574 11.238 -0.003 0.003 1.25E-05 3.50 7.85 27.48 1.339 197.73 14.084 13.895 0.014 0.027
11/1/2008 10:30 586 16.5 289.65 287.42 14.42 32.178 17.69 1.819 9.725 -0.003 0.003 1.25E-05 3.80 8.06 30.63 4.817 228.54 14.080 13.402 0.015 0.031
11/1/2008 11:00 592 17.3 290.45 288.3 15.3 32.413 17.64 1.838 9.600 -0.003 0.003 1.25E-05 3.83 8.3 31.79 1.925 230.88 14.039 13.769 0.016 0.032
11/1/2008 11:30 640 17.6 290.75 289.12 16.12 34.980 17.61 1.986 8.866 -0.003 0.003 1.25E-05 4.06 8.44 34.27 2.040 249.6 14.014 13.729 0.017 0.034
11/1/2008 12:00 642 17.9 291.05 289.87 16.87 34.999 17.57 1.992 8.820 -0.003 0.003 1.25E-05 4.07 8.5 34.60 1.154 250.38 13.978 13.817 0.017 0.035
11/1/2008 12:30 638 18.3 291.45 290.55 17.55 34.694 17.52 1.980 8.848 -0.003 0.003 1.25E-05 4.07 8.48 34.51 0.520 248.82 13.943 13.871 0.017 0.035
11/1/2008 13:00 633 18.9 292.05 291.23 18.23 34.337 17.48 1.964 8.899 -0.003 0.003 1.25E-05 4.02 8.5 34.17 0.486 246.87 13.909 13.841 0.017 0.034
11/1/2008 13:30 599 19.2 292.35 291.82 18.82 32.397 17.43 1.859 9.377 -0.003 0.003 1.25E-05 3.81 8.38 31.93 1.448 233.61 13.868 13.667 0.016 0.032
11/1/2008 14:00 564 19.3 292.45 292.31 19.31 30.418 17.38 1.750 9.931 -0.003 0.003 1.25E-05 3.80 7.91 30.06 1.184 219.96 13.829 13.665 0.015 0.030
11/1/2008 14:30 492 19.4 292.55 292.68 19.68 26.415 17.29 1.528 11.317 -0.003 0.003 1.25E-05 3.40 7.75 26.35 0.246 191.88 13.766 13.733 0.013 0.026
11/1/2008 15:00 429 19.4 292.55 292.96 19.96 22.919 17.21 1.332 12.924 -0.003 0.003 1.25E-05 3.30 6.81 22.47 1.946 167.31 13.699 13.432 0.011 0.022
11/1/2008 15:30 374 19.4 292.55 293.15 20.15 19.874 17.12 1.161 14.749 -0.003 0.003 1.25E-05 2.90 6.8 19.72 0.775 145.86 13.625 13.520 0.010 0.020
11/1/2008 16:00 267 19.4 292.55 285.24 12.24 14.418 17.4 0.829 20.998 -0.003 0.003 1.26E-05 2.60 5.53 14.38 0.277 104.13 13.846 13.808 0.007 0.014
11/1/2008 17:30 0 18.1 291.25 288 15 0.000 0.67 0.000 0.000 -0.003 0.003 1.28E-05 0.00 0 0.00 0.000 0 100.000 100.000 0.000 0.000

Day 12
11/2/2008 6:30 112 3.9 277.05 287.71 14.71 5.725 16.5 0.347 47.555 -0.003 0.003 1.29E-05 1.85 2.98 5.51 3.703 43.68 13.107 12.621 0.003 0.006
11/2/2008 7:00 185 4 277.15 286.21 13.21 9.783 17.04 0.574 29.682 -0.003 0.003 1.26E-05 2.30 4.1 9.43 3.603 72.15 13.559 13.070 0.005 0.009
11/2/2008 7:30 231 4.2 277.35 285 12 12.405 17.3 0.717 24.127 -0.003 0.003 1.26E-05 2.50 4.92 12.30 0.846 90.09 13.770 13.653 0.006 0.012
11/2/2008 8:00 385 4.9 278.05 284.21 11.21 21.160 17.7 1.196 14.805 -0.003 0.003 1.25E-05 3.60 5.87 21.13 0.132 150.15 14.093 14.074 0.011 0.021
11/2/2008 8:30 398 7.6 280.75 283.95 10.95 21.918 17.74 1.236 14.359 -0.003 0.003 1.25E-05 3.20 6.76 21.63 1.305 155.22 14.121 13.936 0.011 0.022
11/2/2008 9:00 420 11.2 284.35 284.3 11.3 23.138 17.74 1.304 13.601 -0.003 0.003 1.25E-05 3.20 7.04 22.53 2.636 163.8 14.126 13.753 0.011 0.023
11/2/2008 9:30 576 13.2 286.35 285.01 12.01 31.887 17.83 1.788 9.970 -0.003 0.003 1.25E-05 3.90 7.99 31.16 2.277 224.64 14.195 13.872 0.016 0.031
11/2/2008 10:00 660 15.2 288.35 285.98 12.98 36.482 17.81 2.048 8.695 -0.003 0.003 1.24E-05 4.20 8.54 35.87 1.683 257.4 14.173 13.935 0.018 0.036
11/2/2008 10:30 656 17.2 290.35 287.11 14.11 36.117 17.74 2.036 8.714 -0.003 0.003 1.25E-05 4.20 8.5 35.70 1.155 255.84 14.117 13.954 0.018 0.036
11/2/2008 11:00 630 18.4 291.55 288.23 15.23 34.533 17.66 1.955 9.032 -0.003 0.003 1.25E-05 4.10 8.34 34.19 0.982 245.7 14.055 13.917 0.017 0.034
11/2/2008 11:30 626 18.8 291.95 289.24 16.24 34.189 17.6 1.943 9.060 -0.003 0.003 1.25E-05 4.10 8.3 34.03 0.465 244.14 14.004 13.939 0.017 0.034
11/2/2008 12:00 627 19.3 292.45 290.18 17.18 34.132 17.54 1.946 9.013 -0.003 0.003 1.25E-05 4.10 8.3 34.03 0.299 244.53 13.958 13.916 0.017 0.034
11/2/2008 12:30 578 19.8 292.95 291.02 18.02 31.331 17.46 1.794 9.731 -0.003 0.003 1.25E-05 3.80 8.09 30.74 1.880 225.42 13.899 13.638 0.015 0.031
11/2/2008 13:00 516 20.7 293.85 291.82 18.82 27.823 17.37 1.602 10.844 -0.003 0.003 1.25E-05 3.50 7.91 27.69 0.496 201.24 13.826 13.757 0.014 0.028
11/2/2008 13:30 465 20.7 293.85 292.46 19.46 24.947 17.28 1.444 11.969 -0.003 0.003 1.25E-05 3.40 6.99 23.77 4.734 181.35 13.756 13.105 0.012 0.024
11/2/2008 14:00 297 20.6 293.75 292.87 19.87 15.654 16.98 0.922 18.419 -0.003 0.003 1.25E-05 2.71 5.73 15.53 0.803 115.83 13.515 13.406 0.008 0.016
11/2/2008 14:30 249 20.6 293.75 293.19 20.19 13.003 16.83 0.773 21.783 -0.003 0.003 1.26E-05 2.49 5.12 12.75 1.955 97.11 13.390 13.128 0.006 0.013
11/2/2008 15:00 202 20.5 293.65 293.4 20.4 10.430 16.64 0.627 26.548 -0.003 0.003 1.26E-05 2.10 4.91 10.31 1.141 78.78 13.239 13.088 0.005 0.010
11/2/2008 15:30 142 19.9 293.05 293.44 20.44 7.188 16.33 0.440 37.099 -0.003 0.003 1.26E-05 1.77 3.9 6.90 3.965 55.38 12.979 12.465 0.003 0.007
11/2/2008 16:30 0 17.8 290.95 293.11 20.11 1.366 0 0.000 -0.003 0.003 1.29E-05 0.00 0 0.00 0.000 0 100.000 100.000 0.000 0.000

Day 13
11/3/2008 7:30 138 7.7 280.85 285.73 12.73 7.198 16.82 0.428 39.308 -0.003 0.003 1.27E-05 2.40 2.96 7.10 1.299 53.82 13.373 13.200 0.004 0.007
11/3/2008 8:00 245 12.4 285.55 285.88 12.88 13.148 17.29 0.760 22.735 -0.003 0.003 1.26E-05 2.70 4.83 13.04 0.814 95.55 13.760 13.648 0.007 0.013
11/3/2008 8:30 335 14.3 287.45 286.35 13.35 18.181 17.48 1.040 16.806 -0.003 0.003 1.25E-05 3.40 5.33 18.12 0.325 130.65 13.916 13.871 0.009 0.018
11/3/2008 9:00 389 16.1 289.25 287.07 14.07 21.167 17.52 1.208 14.500 -0.003 0.003 1.25E-05 3.90 5.4 21.06 0.506 151.71 13.952 13.882 0.011 0.021
11/3/2008 9:30 447 16.8 289.95 287.82 14.82 24.360 17.55 1.388 12.644 -0.003 0.003 1.25E-05 3.50 6.81 23.84 2.155 174.33 13.973 13.672 0.012 0.024
11/3/2008 10:00 562 17.9 291.05 288.71 15.71 30.697 17.6 1.744 10.091 -0.003 0.003 1.25E-05 3.80 7.99 30.36 1.091 219.18 14.005 13.853 0.015 0.030
11/3/2008 10:30 614 18.1 291.25 289.53 16.53 33.491 17.57 1.906 9.218 -0.003 0.003 1.25E-05 3.90 8.5 33.15 1.018 239.46 13.986 13.844 0.017 0.033
11/3/2008 11:00 624 18.8 291.95 290.22 17.22 33.962 17.54 1.936 9.058 -0.003 0.003 1.25E-05 3.90 8.56 33.38 1.702 243.36 13.955 13.718 0.017 0.033
11/3/2008 11:30 642 19.2 292.35 291 18 34.860 17.5 1.992 8.785 -0.003 0.003 1.25E-05 3.90 8.79 34.28 1.661 250.38 13.923 13.692 0.017 0.034
11/3/2008 12:00 631 19.4 292.55 291.68 18.68 34.172 17.45 1.958 8.911 -0.003 0.003 1.25E-05 3.98 8.5 33.83 1.001 246.09 13.886 13.747 0.017 0.034
11/3/2008 12:30 627 19.6 292.75 292.28 19.28 33.880 17.41 1.946 8.947 -0.003 0.003 1.25E-05 3.90 8.5 33.15 2.155 244.53 13.855 13.557 0.017 0.033
11/3/2008 13:00 587 19.9 293.05 292.81 19.81 31.625 17.36 1.822 9.530 -0.003 0.003 1.25E-05 3.90 8.1 31.59 0.111 228.93 13.814 13.799 0.016 0.032
11/3/2008 13:30 572 20.2 293.35 293.29 20.29 30.749 17.32 1.775 9.755 -0.003 0.003 1.25E-05 3.80 7.94 30.17 1.876 223.08 13.784 13.525 0.015 0.030
11/3/2008 14:00 493 20.5 293.65 293.69 20.69 26.375 17.23 1.531 11.257 -0.003 0.003 1.25E-05 3.40 7.71 26.21 0.610 192.27 13.718 13.634 0.013 0.026
11/3/2008 14:30 416 20.6 293.75 293.98 20.98 22.119 17.13 1.291 13.267 -0.003 0.003 1.25E-05 3.20 6.9 22.08 0.176 162.24 13.634 13.609 0.011 0.022
11/3/2008 15:00 313 20.6 293.75 294.16 21.16 16.453 16.93 0.972 17.420 -0.003 0.003 1.26E-05 2.78 5.84 16.24 1.324 122.07 13.478 13.300 0.008 0.016
11/3/2008 15:30 250 19.8 292.95 294.14 21.14 13.010 16.77 0.776 21.618 -0.003 0.003 1.26E-05 2.50 5.11 12.78 1.806 97.5 13.344 13.103 0.006 0.013
11/3/2008 16:00 176 19.5 292.65 294.02 21.02 8.998 16.49 0.546 30.222 -0.003 0.003 1.26E-05 1.88 4.7 8.84 1.797 68.64 13.109 12.873 0.004 0.009
11/3/2008 16:30 36 17.8 290.95 293.55 20.55 1.660 14.96 0.111 134.786 -0.003 0.003 1.26E-05 0.89 1.79 1.59 4.053 14.04 11.826 11.347 0.001 0.002

Day 14
11/4/2008 7:00 118 6.6 279.75 286.82 13.82 6.073 16.61 0.366 45.430 -0.003 0.003 1.27E-05 2.10 2.8 5.88 3.173 46.02 13.196 12.777 0.003 0.006
11/4/2008 7:30 178 7.6 280.75 286.01 13.01 9.401 17.03 0.552 30.850 -0.003 0.003 1.26E-05 2.50 3.62 9.05 3.735 69.42 13.542 13.037 0.005 0.009
11/4/2008 8:00 223 9.3 282.45 285.61 12.61 11.928 17.23 0.692 24.890 -0.003 0.003 1.26E-05 2.40 4.81 11.54 3.219 86.97 13.715 13.274 0.006 0.012



11/4/2008 8:30 341 12.5 285.65 285.86 12.86 18.552 17.52 1.059 16.546 -0.003 0.003 1.25E-05 3.10 5.93 18.38 0.911 132.99 13.950 13.823 0.009 0.018
11/4/2008 9:00 489 14.5 287.65 286.47 13.47 26.842 17.68 1.518 11.645 -0.003 0.003 1.25E-05 3.80 6.9 26.22 2.317 190.71 14.075 13.749 0.013 0.026
11/4/2008 9:30 480 16.9 290.05 287.35 14.35 26.253 17.62 1.490 11.827 -0.003 0.003 1.25E-05 3.70 7.01 25.94 1.204 187.2 14.024 13.855 0.013 0.026
11/4/2008 10:00 367 18.2 291.35 288.23 15.23 19.846 17.42 1.139 15.290 -0.003 0.003 1.25E-05 2.90 6.8 19.72 0.635 143.13 13.866 13.778 0.010 0.020
11/4/2008 10:30 547 18.7 291.85 289.17 16.17 29.813 17.56 1.698 10.343 -0.003 0.003 1.25E-05 3.76 7.89 29.67 0.492 213.33 13.975 13.906 0.015 0.030
11/4/2008 11:00 630 19.5 292.65 290.15 17.15 34.301 17.54 1.956 8.969 -0.003 0.003 1.25E-05 3.98 8.41 33.47 2.417 245.7 13.961 13.623 0.017 0.033
11/4/2008 11:30 629 20.2 293.35 291.09 18.09 34.133 17.49 1.952 8.962 -0.003 0.003 1.25E-05 3.99 8.5 33.92 0.639 245.31 13.914 13.825 0.017 0.034
11/4/2008 12:00 621 20.5 293.65 291.93 18.93 33.594 17.43 1.927 9.044 -0.003 0.003 1.25E-05 4.00 8.33 33.32 0.816 242.19 13.871 13.758 0.017 0.033
11/4/2008 12:30 596 20.7 293.85 292.64 19.64 32.138 17.37 1.850 9.388 -0.003 0.003 1.25E-05 3.80 8.3 31.54 1.861 232.44 13.826 13.569 0.016 0.032
11/4/2008 13:00 538 21 294.15 293.25 20.25 28.888 17.3 1.670 10.361 -0.003 0.003 1.25E-05 3.58 8.01 28.68 0.735 209.82 13.768 13.667 0.014 0.029
11/4/2008 13:30 479 21.4 294.55 293.79 20.79 25.596 17.21 1.487 11.571 -0.003 0.003 1.25E-05 3.21 7.8 25.04 2.180 186.81 13.702 13.403 0.013 0.025
11/4/2008 14:00 409 21.6 294.75 294.23 21.23 21.715 17.1 1.270 13.465 -0.003 0.003 1.25E-05 3.09 6.95 21.48 1.103 159.51 13.614 13.463 0.011 0.021
11/4/2008 14:30 325 21.4 294.55 294.5 21.5 17.089 16.94 1.009 16.792 -0.003 0.003 1.26E-05 2.90 5.81 16.85 1.404 126.75 13.482 13.293 0.008 0.017
11/4/2008 15:00 230 21.1 294.25 294.62 21.62 11.898 16.67 0.714 23.358 -0.003 0.003 1.26E-05 2.29 5.1 11.68 1.841 89.7 13.264 13.020 0.006 0.012
11/4/2008 16:30 0 18.4 291.55 294.01 21.01 0.000 0.41 0.000 0.000 -0.003 0.003 1.29E-05 0.00 0 0.00 0.000 0 100.000 100.000 0.000 0.000

Day 15
11/5/2008 6:30 79 5.7 278.85 288.06 15.06 3.946 16.14 0.245 66.013 -0.003 0.003 1.30E-05 1.38 2.8 3.86 2.085 30.81 12.809 12.541 0.002 0.004
11/5/2008 7:00 182 6.3 279.45 286.85 13.85 9.592 16.99 0.565 30.095 -0.003 0.003 1.27E-05 2.20 4.33 9.53 0.683 70.98 13.513 13.421 0.005 0.010
11/5/2008 7:30 243 8.2 281.35 286.17 13.17 13.022 17.26 0.754 22.879 -0.003 0.003 1.26E-05 2.60 4.81 12.51 3.963 94.77 13.741 13.196 0.006 0.013
11/5/2008 8:00 373 15.6 288.75 286.83 13.83 20.286 17.51 1.159 15.115 -0.003 0.003 1.25E-05 3.39 5.9 20.00 1.405 145.47 13.945 13.749 0.010 0.020
11/5/2008 8:30 458 17.4 290.55 287.72 14.72 24.986 17.57 1.422 12.355 -0.003 0.003 1.25E-05 3.56 6.89 24.53 1.831 178.62 13.988 13.732 0.012 0.025
11/5/2008 9:00 511 18.4 291.55 288.67 15.67 27.860 17.56 1.587 11.069 -0.003 0.003 1.25E-05 3.58 7.76 27.78 0.284 199.29 13.980 13.940 0.014 0.028
11/5/2008 9:30 567 19.7 292.85 289.72 16.72 30.866 17.54 1.760 9.968 -0.003 0.003 1.25E-05 3.70 8.13 30.08 2.543 221.13 13.958 13.603 0.015 0.030
11/5/2008 10:00 620 20.2 293.35 290.72 17.72 33.682 17.51 1.924 9.103 -0.003 0.003 1.25E-05 4.00 8.3 33.20 1.431 241.8 13.930 13.730 0.017 0.033
11/5/2008 10:30 636 20.9 294.05 291.68 18.68 34.446 17.45 1.974 8.840 -0.003 0.003 1.25E-05 4.10 8.33 34.15 0.851 248.04 13.887 13.769 0.017 0.034
11/5/2008 11:00 654 21.2 294.35 292.56 19.56 35.325 17.41 2.029 8.581 -0.003 0.003 1.25E-05 4.10 8.5 34.85 1.345 255.06 13.850 13.663 0.017 0.035
11/5/2008 11:30 656 21.5 294.65 293.34 20.34 35.336 17.36 2.036 8.529 -0.003 0.003 1.25E-05 4.10 8.53 34.97 1.027 255.84 13.812 13.670 0.017 0.035
11/5/2008 12:00 653 21.7 294.85 294.03 21.03 35.086 17.32 2.026 8.550 -0.003 0.003 1.25E-05 4.10 8.5 34.85 0.673 254.67 13.777 13.684 0.017 0.035
11/5/2008 12:30 589 21.8 294.95 294.59 21.59 31.534 17.25 1.828 9.436 -0.003 0.003 1.25E-05 3.70 8.3 30.71 2.613 229.71 13.728 13.369 0.015 0.031
11/5/2008 13:00 552 21.7 294.85 295.01 22.01 29.470 17.2 1.713 10.038 -0.003 0.003 1.25E-05 3.58 8.17 29.25 0.751 215.28 13.689 13.586 0.015 0.029
11/5/2008 13:30 472 21.7 294.85 295.31 22.31 25.072 17.11 1.465 11.677 -0.003 0.003 1.25E-05 3.18 7.79 24.77 1.196 184.08 13.620 13.457 0.012 0.025
11/5/2008 14:00 402 21.6 294.75 295.5 22.5 21.230 17.01 1.248 13.629 -0.003 0.003 1.26E-05 3.10 6.77 20.99 1.145 156.78 13.541 13.386 0.010 0.021
11/5/2008 14:30 328 21.4 294.55 295.57 22.57 17.183 16.88 1.018 16.581 -0.003 0.003 1.26E-05 2.97 5.71 16.96 1.305 127.92 13.433 13.257 0.008 0.017
11/5/2008 15:00 244 21 294.15 295.51 22.51 12.615 16.66 0.757 22.002 -0.003 0.003 1.26E-05 2.43 4.96 12.05 4.457 95.16 13.257 12.666 0.006 0.012
11/5/2008 15:30 156 19.3 292.45 295.12 22.12 7.885 16.31 0.483 33.735 -0.003 0.003 1.26E-05 2.09 3.7 7.73 1.933 60.84 12.961 12.710 0.004 0.008
11/5/2008 16:30 0 17.8 290.95 293.95 20.95 0.000 0 0.000 0.000 -0.003 0.003 1.29E-05 0.00 0 0.00 0.000 0 100.000 100.000 0.000 0.000

Day 16
11/6/2008 7:00 97 7.1 280.25 287.08 14.08 4.929 16.41 0.300 54.638 -0.003 0.003 1.28E-05 1.65 2.88 4.75 3.583 37.83 13.028 12.561 0.002 0.005
11/6/2008 7:30 115 9.2 282.35 286.43 13.43 5.919 16.61 0.356 46.612 -0.003 0.003 1.27E-05 1.88 3.07 5.77 2.490 44.85 13.197 12.869 0.003 0.006
11/6/2008 8:00 166 11.8 284.95 286.31 13.31 8.725 16.95 0.515 32.929 -0.003 0.003 1.26E-05 2.20 3.93 8.65 0.903 64.74 13.477 13.355 0.004 0.009
11/6/2008 8:30 321 14.2 287.35 286.7 13.7 17.370 17.43 0.997 17.489 -0.003 0.003 1.26E-05 2.90 5.87 17.02 1.998 125.19 13.875 13.598 0.009 0.017
11/6/2008 9:30 503 18.3 291.45 288.58 15.58 27.422 17.56 1.562 11.245 -0.003 0.003 1.25E-05 3.50 7.8 27.30 0.445 196.17 13.979 13.917 0.014 0.027
11/6/2008 10:00 532 19.5 292.65 289.58 16.58 28.937 17.52 1.652 10.608 -0.003 0.003 1.25E-05 3.58 7.97 28.53 1.398 207.48 13.947 13.752 0.014 0.029
11/6/2008 10:30 546 19.9 293.05 290.51 17.51 29.617 17.47 1.695 10.305 -0.003 0.003 1.25E-05 3.60 8.01 28.84 2.637 212.94 13.909 13.542 0.014 0.029
11/6/2008 11:00 550 20 293.15 291.3 18.3 29.754 17.43 1.707 10.211 -0.003 0.003 1.25E-05 3.55 8.3 29.47 0.971 214.5 13.871 13.737 0.015 0.029
11/6/2008 11:30 558 20.2 293.35 292.01 19.01 30.119 17.39 1.732 10.040 -0.003 0.003 1.25E-05 3.55 8.3 29.47 2.171 217.62 13.840 13.540 0.015 0.029
11/6/2008 12:00 632 20.5 293.65 292.71 19.71 34.103 17.39 1.961 8.868 -0.003 0.003 1.25E-05 3.89 8.54 33.22 2.587 246.48 13.836 13.478 0.017 0.033
11/6/2008 12:30 546 21.4 294.55 293.38 20.38 29.314 17.3 1.695 10.209 -0.003 0.003 1.25E-05 3.50 8.33 29.16 0.542 212.94 13.766 13.692 0.015 0.029
11/6/2008 13:00 468 21.8 294.95 293.95 20.95 24.977 17.19 1.453 11.831 -0.003 0.003 1.25E-05 3.20 7.8 24.96 0.068 182.52 13.685 13.675 0.012 0.025
11/6/2008 13:30 278 21.8 294.95 294.31 21.31 14.530 16.84 0.863 19.518 -0.003 0.003 1.25E-05 2.61 5.5 14.36 1.204 108.42 13.402 13.240 0.007 0.014
11/6/2008 14:00 381 21.7 294.85 294.66 21.66 20.146 17.03 1.183 14.395 -0.003 0.003 1.26E-05 3.11 6.38 19.84 1.510 148.59 13.558 13.353 0.010 0.020
11/6/2008 14:30 279 21.7 294.85 294.88 21.88 14.552 16.8 0.866 19.395 -0.003 0.003 1.26E-05 2.47 5.79 14.30 1.723 108.81 13.374 13.143 0.007 0.014
11/6/2008 15:00 141 21.7 294.85 294.97 21.97 7.089 16.22 0.437 37.110 -0.003 0.003 1.26E-05 1.79 3.9 6.98 1.526 54.99 12.892 12.695 0.003 0.007
11/6/2008 15:30 67 20.8 293.95 294.86 21.86 3.212 15.51 0.207 74.898 -0.003 0.003 1.27E-05 1.49 2.08 3.10 3.506 26.13 12.292 11.861 0.002 0.003
11/6/2008 16:30 0 19.9 293.05 294.37 21.37 0.000 0 0.000 0.000 -0.003 0.003 1.30E-05 0.00 0 0.00 0.000 0 100.000 100.000 0.000 0.000

Day 17
11/7/2008 Rain

Day 18
11/8/2008 7:00 72 3.8 276.95 285.96 12.96 3.608 16.2 0.223 72.733 -0.003 0.003 1.28E-05 1.35 2.67 3.60 0.103 28.08 12.850 12.837 0.002 0.004
11/8/2008 7:30 89 4.7 277.85 284.78 11.78 4.543 16.48 0.276 59.788 -0.003 0.003 1.27E-05 1.51 2.9 4.38 3.599 34.71 13.087 12.616 0.002 0.004
11/8/2008 8:00 119 5.8 278.95 283.97 10.97 6.199 16.81 0.369 45.584 -0.003 0.003 1.27E-05 1.80 3.31 5.96 3.892 46.41 13.358 12.838 0.003 0.006
11/8/2008 8:30 167 6.7 279.85 283.46 10.46 8.880 17.14 0.518 33.085 -0.003 0.003 1.26E-05 2.10 4.09 8.59 3.273 65.13 13.634 13.187 0.004 0.009



11/8/2008 9:00 256 8.4 281.55 283.35 10.35 13.897 17.49 0.795 22.011 -0.003 0.003 1.26E-05 2.69 4.99 13.42 3.410 99.84 13.919 13.445 0.007 0.013
11/8/2008 9:30 334 9.2 282.35 283.43 10.43 18.320 17.66 1.037 17.023 -0.003 0.003 1.25E-05 3.10 5.85 18.14 1.010 130.26 14.064 13.922 0.009 0.018
11/8/2008 10:00 389 10 283.15 283.65 10.65 21.430 17.74 1.208 14.685 -0.003 0.003 1.25E-05 3.54 6 21.24 0.887 151.71 14.126 14.000 0.011 0.021
11/8/2008 10:30 398 11.3 284.45 284.05 11.05 21.911 17.73 1.236 14.347 -0.003 0.003 1.25E-05 3.20 6.8 21.76 0.689 155.22 14.116 14.019 0.011 0.022
11/8/2008 11:00 408 11.8 284.95 284.47 11.47 22.444 17.72 1.267 13.990 -0.003 0.003 1.25E-05 3.21 6.88 22.08 1.600 159.12 14.105 13.879 0.011 0.022
11/8/2008 11:30 412 12.3 285.45 284.9 11.9 22.636 17.69 1.280 13.825 -0.003 0.003 1.25E-05 3.29 6.8 22.37 1.166 160.68 14.088 13.923 0.011 0.022
11/8/2008 12:00 415 12.7 285.85 285.33 12.33 22.770 17.67 1.289 13.713 -0.003 0.003 1.25E-05 3.29 6.8 22.37 1.748 161.85 14.069 13.823 0.011 0.022
11/8/2008 12:30 310 12.8 285.95 285.64 12.64 16.818 17.47 0.963 18.147 -0.003 0.003 1.25E-05 2.61 6.13 16.00 4.868 120.9 13.911 13.233 0.008 0.016
11/8/2008 13:00 268 12.8 285.95 285.87 12.87 14.440 17.36 0.832 20.871 -0.003 0.003 1.25E-05 2.50 5.7 14.25 1.316 104.52 13.816 13.634 0.007 0.014
11/8/2008 13:30 187 12.9 286.05 286.03 13.03 9.901 17.07 0.580 29.432 -0.003 0.003 1.25E-05 2.20 4.5 9.90 0.005 72.93 13.575 13.575 0.005 0.010
11/8/2008 14:00 140 13.2 286.35 286.18 13.18 7.295 16.81 0.434 38.738 -0.003 0.003 1.26E-05 1.60 4.33 6.93 5.024 54.6 13.360 12.689 0.003 0.007
11/8/2008 14:30 113 13.1 286.25 286.27 13.27 5.814 16.61 0.350 47.452 -0.003 0.003 1.26E-05 1.30 4.3 5.59 3.851 44.07 13.192 12.684 0.003 0.006
11/8/2008 15:00 97 12.9 286.05 286.3 13.3 4.945 16.46 0.300 54.792 -0.003 0.003 1.26E-05 1.64 2.91 4.77 3.486 37.83 13.071 12.615 0.002 0.005
11/8/2008 15:30 45 12.4 285.55 286.22 13.22 2.184 15.71 0.139 113.022 -0.003 0.003 1.27E-05 1.18 1.79 2.11 3.274 17.55 12.443 12.035 0.001 0.002
11/8/2008 16:30 0 11.5 284.65 285.81 12.81 0.000 0 0.000 0.000 -0.003 0.003 1.30E-05 0.00 0 0.00 0.000 0 100.000 100.000 0.000 0.000

Day 19
11/9/2008 7:00 184 3.8 276.95 286.22 13.22 9.726 17.04 0.571 29.853 -0.003 0.003 1.27E-05 2.48 3.89 9.65 0.814 71.76 13.554 13.444 0.005 0.010
11/9/2008 8:00 298 4.1 277.25 284.02 11.02 16.239 17.55 0.925 18.967 -0.003 0.003 1.25E-05 2.80 5.79 16.21 0.166 116.22 13.973 13.949 0.008 0.016
11/9/2008 8:30 243 4.5 277.65 283.22 10.22 13.168 17.46 0.754 23.151 -0.003 0.003 1.25E-05 2.30 5.7 13.11 0.440 94.77 13.895 13.833 0.007 0.013
11/9/2008 9:00 301 4.8 277.95 282.63 9.63 16.493 17.65 0.934 18.887 -0.003 0.003 1.25E-05 2.80 5.8 16.24 1.534 117.39 14.050 13.834 0.008 0.016
11/9/2008 9:30 276 5 278.15 282.14 9.14 15.098 17.62 0.857 20.562 -0.003 0.003 1.25E-05 2.60 5.77 15.00 0.636 107.64 14.026 13.937 0.008 0.015
11/9/2008 10:00 167 5.2 278.35 281.68 8.68 8.942 17.26 0.518 33.317 -0.003 0.003 1.25E-05 1.80 4.83 8.69 2.768 65.13 13.729 13.349 0.004 0.009
11/9/2008 10:30 142 5.5 278.65 281.32 8.32 7.550 17.15 0.440 38.957 -0.003 0.003 1.25E-05 1.89 3.9 7.37 2.367 55.38 13.633 13.310 0.004 0.007
11/9/2008 11:00 102 5.6 278.75 281.01 8.01 5.331 16.87 0.316 53.381 -0.003 0.003 1.26E-05 1.44 3.66 5.27 1.144 39.78 13.402 13.249 0.003 0.005
11/9/2008 11:30 105 5.6 278.75 280.74 7.74 5.503 16.92 0.325 52.019 -0.003 0.003 1.26E-05 1.44 3.7 5.33 3.185 40.95 13.439 13.011 0.003 0.005
11/9/2008 12:00 108 5.6 278.75 280.52 7.52 5.675 16.96 0.335 50.687 -0.003 0.003 1.26E-05 1.48 3.77 5.58 1.678 42.12 13.473 13.247 0.003 0.006
11/9/2008 12:30 127 5.7 278.85 280.36 7.36 6.738 17.11 0.394 43.450 -0.003 0.003 1.26E-05 1.69 3.9 6.59 2.179 49.53 13.603 13.307 0.003 0.007
11/9/2008 13:00 159 6.2 279.35 280.32 7.32 8.537 17.31 0.493 35.098 -0.003 0.003 1.26E-05 2.06 4.07 8.38 1.794 62.01 13.768 13.521 0.004 0.008
11/9/2008 13:30 159 5.9 279.05 280.24 7.24 8.540 17.32 0.493 35.127 -0.003 0.003 1.25E-05 2.06 4.1 8.45 1.101 62.01 13.772 13.620 0.004 0.008
11/9/2008 14:00 158 5.6 278.75 280.12 7.12 8.487 17.32 0.490 35.345 -0.003 0.003 1.25E-05 2.06 4.1 8.45 0.487 61.62 13.774 13.707 0.004 0.008
11/9/2008 14:30 146 5.3 278.45 279.97 6.97 7.815 17.26 0.453 38.119 -0.003 0.003 1.25E-05 1.90 4.06 7.71 1.297 56.94 13.726 13.548 0.004 0.008
11/9/2008 15:00 139 5.1 278.25 279.81 6.81 7.426 17.23 0.431 39.975 -0.003 0.003 1.25E-05 1.84 4 7.36 0.891 54.21 13.699 13.577 0.004 0.007
11/9/2008 15:30 87 4.9 278.05 279.61 6.61 4.532 16.82 0.269 62.428 -0.003 0.003 1.25E-05 1.10 3.93 4.32 4.607 33.93 13.356 12.741 0.002 0.004
11/9/2008 16:30 0 4.7 277.85 279.04 6.04 0.000 0 0.000 0.000 -0.003 0.003 1.29E-05 0.00 0 0.00 0.000 0 0.000 0.000 0.000 0.000

Day 20
11/12/2008 Rain

Day21
11/13/2008 Rain

Day22
11/14/2008 Rain

Day23
11/15/208 Rain



APPENDIX F 

SOLUTION OF TRANSCENDENTAL EQUATION FOR 
TRACKING THE MPP OF PV 

 

Recalling equation 3.6, it is observable that the exact solution of this transcendental equation can not 

be found for output current of Photovoltaic using combination of elementary functions.  

 

]1[
0

0

sRIV

s eIII  (F.1)   

   

0);( IxxfxThe above equation is of the form         (F.2) 

 

 To describe the method for finding the roots of the equation 

 (F.3)  0)(xf

 

)(xxEquation F.3 can be re written as   (F.4) 

 

This equation can be written in different ways. As an example an algebraic equation F.5 can be 

expressed as equation F.6    

  0   (F.5) 123 yy

 

...,)1(,)1(,)1( 31221321 yyyyyy  (F.6) 

. Substituting x Assuming x  is an approximate value of the desired root0 0 for x in equation 

(F.4) on RHS, the first approximation would be 
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)( 01 xx   (F.7)  

Consecutive approximations will give 

 

)1(),(),( 2312 nn xxxxxx     (F.8) 

 

The sequence of approximations  will not always converge to some numbernxxx ...,,, 10 . 

Theorem F.1 states the conditions which are sufficient for the convergence of the sequence [4.48]. 

However, if it does converge,  )(xx is a solution of the equation .  Consider the equation 

 

)(1 nn xx   (F.9) 

 

The approximations at the  and the thn )1(nth  stages are related as in equation F.9.  As n  

increases, LHS of equation F.9 converges to the solution , and if  is continuous RHS converges 

to )(. Hence, , which shows that   is a root of the equation .   )(xx)(

 

Ix Theorem F.1 [4.48]: “Let  be a root of  and let 0)(xf  be an interval containing 

the point x .  Let )(x  and )(' x I be continuous in , where is defined by the equation )(x

x)(xx 0)(xf 1)(' xwhich is equivalent to .  Then if  for all  in I , the sequence of 

approximations  defined by (F.9) converges to the rootnxxxx ...,,,, 210 , provided that the initial 

approximation 0x  is chosen in .” I
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Proof [4.48]:  Since  is a root of the equation , it can be written as: )(xx

)(  (F.10) 

 

and equation F.9 is                            

)( 01 xx  (F.11)  

Subtracting F.11 from F.10 gives    

)()( 01 xx                   (F.12)  

 

According to the mean value theorem [4.48], RHS of equation F.12 can be expressed 

as 0000 ),(')( xx  which gives equation F.12 as 

 

00001 ),(')( xxx  (F.13) 

 

11112 ),(')( xxxSimilarly,   (F.14) 

 

nnnnn xxx ),(')(... 1                                (F.15) 

 

 for all   (F.16) iAssuming           1)(' 1 k

 

 and observing  (F.12)-(F.15) gives   

 (F.17)  ...,, 1201 xxxx
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This can be concluded from equation F.17 that every consecutive approximation remains in I, subject 

to the initial approximation chosen from I.  Multiplication of equation F.12 and F.15 gives:  

)('...)(')(')( 1001 nn xx  (F.18)    

 

kt )('As , equation F.18 can be written as  

0
1

1 xkx n
n  (F.19)  

 

n As evident from equation F.19 that as on LHS , RHS of the equation will tend to zero 

and thus the successive approximations of , converges to the root ...,, 10 xx if .  The graphical 

representation of this method is given in Figure F.1.   By sketching the line

1k

xy  and the curve 

)(xy  and considering the way in which the approximations are obtained, a geometrical 

significance of the method is obtained and this is shown in Figure F.1. 

ix

 

F.1. Uniqueness of the roots [4.48] 

 

 The value of root   calculated in the above analysis is also unique. This statement can be 

justified through the following analysis. 

 Assuming and  be the two roots of equation F.4.; which implies that and )( 1121

0])('1[21 n)( 22 .  Hence,  . Since , it follows that 211)(' n , and hence the root 

is unique [4.48]. 
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y=x 

x 

y= (x) 

y=x 

x 

y= (x) 

)('1 nn xxFigure F.1 Convergence of  

 

 

F.2. Error Analysis [4.48] 

 

 To calculate the error in the above method, equations F13 to F.19 will be used.  It can 

inferred that 

1nnn xxkxk
111 )()( nnn xkxx    =      .  1nnn xxxk

 

011 11
xx

k
kxx

k
kx

n

nnn  (F.20) So that 

 Mathematically, the speed of the convergence would be faster if the value of  is smaller 

and vice versa [4.48].    If  is the specified accuracy, i.e. if 

k

 then equation F.20 will give nx

k
kxx nn

1
1                (F.21)                                                  
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The desired precision can be obtained through equation F.20 by calculating the difference between 

two consecutive iterations [4. 48]. 

 

F. 3. Newton-Raphson method [4.48] 

              

 Let  be an approximate root of 0x hxx 100)(xf  and let  be the accurate value of root 

so that .Expanding  by Taylor’s series:  0)( 1xf )( 0 hxf

 

0........)(
!2

)()( 0
''

2

0
'

0 xfhxhfxf  (F.22)  

 

Neglecting the second and higher order derivatives: 

0)(')( 00 xhfxf  (F.23)  

 

)(
)(

.
0

'
0

xf
xf

hso that  (F.24) 

 

To get more accuracy,  will be calculated instead of , so that 0x1x

)(
)(

0
'

0
01 xf

xf
xx  (F.25) 

This can be generalized for successive values of  as x

)(
)(

'1
n

n
nn xf

xf
xx  (F.26)  

This is the Newton-Raphson formula. 
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Comparing equation F.26 with equation F.9  

)(1 nn xx  (F.27)      

which gives                                      

)(
)()( ' xf

xfxx                   (F.28) 

 

which can further gives   

2'

''
'

)]([
)()()(

xf
xfxfx  (F.29)  

 

 Assuming , , are continuous and bounded on any interval having root )(' xf )('' xf)(xf

x  ;  if 0)(xf  is a simple root. Also, )(' xf  for some   in a proper neighborhood of 0

 as  is assumed as continuous. In the above neighborhood of  , the interval )(' xf 2'' )()( xfxf  

as 0)(f  and  is continuously twice differentiable. Thus, in this interval,  )(xf

 

   (F.30) 1)(' x

 

 Therefore by Theorem F.1, equation F.28 describing Newton Raphson formula will 

converge, if the initial value   is assumed in the close vicinity of 0x  . For  having multiple roots, 

the rate of convergence of Newton-Raphson method will be slow [4.48]. The rate of the convergence 

of Newton Raphson method for 0)(f can be obtained by Taylor’s expansion series as 
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  0)()(
2
1)()()( ''2'

nnnnn xfxxfxxf      (F.31) 

which gives                  

   
)(
)(

)(
2
1)(

)(
)(

'

''
2

'
n

n
nn

n

n

xf
xf

xx
xf
xf

                     (F.32) 

 

Comparing equations F.28 and F.34 give [4.48] 

 

)(
)(

)(
2
1

'

''
2

1
n

n
nn xf

xf
xx   (F.33)                

 

nn x  in equation F.35 gives [4.48] Substituting    

 

)(
)(

2
1

'

''
2

1
n

n
nn xf

xf
       (F.34)  

 

 Thus, it can be inferred from equation F.35 that the Newton-Raphson process has a second-

order or quadratic convergence. This methodology can be implemented for algebraic as well as 

transcendental equations and is valid even if the roots of the equation are complex [4.48]. 

Graphically, the portion of the curve x)(xfy between the point ( ) and the )(, 00 xfx  axis in 

Figure F.2 is replaced by the tangent to the curve at the point . 1x
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y 

0 

P(x0, y0) 

xx0x1

Figure F. 2 Newton Raphson Methods [4.48] 
 

A MATLAB code is written and embedded in the MMPT model of the PV module 

(Appendix B) for the implementation of Newton Raphson method for achieving the maximum 

power point (MPP) of the PV module. 
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APPENDIX G 

FUZZY LOGIC FUNDAMENTALS 

 

 Basic concepts of fuzzy theory are described briefly in this appendix. Detailed explanation of 

Zadeh’s Fuzzy theory can be viewed at [4.64-4.66]. 

 

G.1 Fuzzy Sets and membership Functions 

 

 Let C be a set of all integers greater than 5 

 

}5,:{ xxxC     (G.1)                                

 

and F be a set of all integers much greater than 5. So 

 

}5,:{ xxxF                     (G.2)                                

 

 As evident from above two relations that the set C is precisely defined while the set F is not 

defined precisely because of the imprecision in the term “much greater”.  

 To determine an element with certain criteria from sets C and F, one can follow the approach 

as discussed in [4.66].  According to conventional set theory, a set can be defined by its characteristic 

function by defining element as 1 or 0 depending upon membership or non membership of the 

element. If I is the universal set of all integers then, the characteristic function of the set C will have 

values IxifxC 1)( IxifxC 0)( }1,0{:I and , .  Thus, Equation G.1 defines a crisp 

set with a definite element values while the elements of set F are difficult to define as crisp values 
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and could be defined with different membership degree. Such a set is called Fuzzy set. The 

membership function  )(xF  of fuzzy set F can be defined as : 

105
1055
5

1
100

5
0

)(
xfor

xfor
xfor

xxF  (G.3)                         

 Thus, Integers less than 5 has membership degree 0 and does not belong to fuzzy set F and 

 has membership degree 0.1 and )6(F )95(F   has membership degree 0.9. Crisp set C and Fuzzy set 

F are shown in Figure G.1. 

 

 

 
Figure G.1 Graphical Representation of Crisp and Fuzzy Set [4.70] 

 

 

 Thus, in fuzzy set theory, membership function defines how every point of   the input space 

is represented by a degree of membership between 0 and 1. Hence, fuzzy set F in the universe of 

discourse U is defined by a membership function F   with values in [0, 1]. 

 

})(,{ UxxxF F  (G.4)                                      

 

Fuzzy set membership function can be defined through various shapes depending upon the 

suitability, simplicity and efficiency of fuzzifying and defuzzifying strategy [4.70]. 
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2

Figure G. 2 Typical Shapes of Membership Functions: 1- Triangular, 2- Trapezoidal, 3- Gaussian, 4- Bell-Shaped, 
5- Singleton [4.70] 

 
 

 Popular membership functions are triangular, trapezoidal and Gaussian membership 

functions. Typical shapes of membership functions is shown in Figure G.2 

 

G.2. Basic Operations on Fuzzy Sets 

 

    Let F1 and F2 are two fuzzy sets with same universe of discourse U. The equality, 

complement, union and intersection of fuzzy sets F1 and F2   can be expressed as 

 

                         UxxxiffFF FF ),()(
2121                        (G.5) 

 

 UxxxiffFF FF ),()(
2121  (G.6) 

 

1F   is a  fuzzy set  in U, compliment to  , with membership function expressed as 1F

              Uxxx FF
,)(1)(

11
   (G.7)  
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The Union and intersection of F  and F1 2 are also fuzzy sets in U with their membership function is 

expressed as 

Uxxxx FFFF )](),([max)(
2121

    (G.8)  

Uxxxx FFFF )](),([min)(
2121

    (G.9) 

 

G.3. Fuzzy IF-THEN Statements  

 

 The conventional binary logic is expressed either as true or false with values 1 and 0, 

respectively. Contrary to this fuzzy logic input space is represented by a degree of membership 

between 0 and 1, often referred as degree of truth or degree of membership. Detailed information is 

available in [4.66, 4.69] Fuzzy rules are expressed as linguistic variables [4.66]. Symbolically they 

are expressed as [4.66]: 

                                             If <fuzzy proposition> then <fuzzy proposition>                                (G.10) 

    Then the fuzzy expression defined on X  Y where X and Y are the universe of discourse of 

linguistic variables x and y can be expressed as 

                           If < x is A> then <y is B>   (G.11) 

 The Fuzzy statement in G.11 can be explained as [4.66] 

i. The statement is called fuzzy rule 

x
F xxF /)(

11ii. “< x is A>,” is called the antecedent of the rule represented by fuzzy set   

and “<y is B>,” is called as the consequent of the rule and represented by fuzzy set   

y
F yyF /)(

22   . 

iii. The fuzzy condition will be a fuzzy relation   F   such that 
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)()(),(:
21

yxyxYyXx FFF                               (G.12) 
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APPENDIX H 

DC-DC BOOST CONVERTER 
 DC- DC converters convert electrical power from one voltage to a different voltage level. For 

example, power from a 12 V battery fed to an electronic load at 5 V through a DC-DC converter. A 

stable output dc voltage with minimal output impedance for a broad range of frequency is a desirable 

feature of a DC-DC converter [4.89- 4.90]. Depending upon the output voltage DC-DC converter can 

be categorized as Buck (step down), Boost (step up) and buck –boost converters. 

          A schematic diagram of DC-DC boost converter is represented in Figure H.1. This converter 

operates in two configurations ON and OFF depending on the switching state of switch S. 

 Considering an ideal DC –DC boost converter, i.e., assuming the components with an ideal 

behavior, operating in a steady state for a continuous operational mode of DC-DC boost converter, 

the switch S is closed during the ON state as shown in Figure H.1. The change in inductor current 

during the closing time period (t) of the switch is determined as in equation H.1 [ 4.70] and the 

increment in the inductor current at the end of ON time (T) is calculated as in equation H.3. The 

fraction of time period of ON state (T) or the commutation period is represented by duty cycle D 

which varies from 0 to 1. 

 

 
Figure H.1 Schematic Diagram of a DC-DC Boost Converter with Switch S Open [4.70] 
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L
V

t
I iONL    (H.1) 

 

dt
L
V

I
TD

i
ONL

*

0
    (H.2) 

 

TD
L

V
I i

ONL *So,                                                                                                              (H.3) 

where 

L : Inductance 

Vi : Input voltage  

I : Inductor Current L 

D  Duty cycle of the converter :

T  Time for switch was closed; also known as commutation period of converter. :

 

 
Figure H. 2 Pattern of the Variation of Different Variables of DC-DC Converter in a Duty Cycle [4.70] 
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Figure H. 3 Schematic Diagram of a DC-DC Boost Converter with Switch S Closed [4.70] 
 

 

During the OFF state the switch S is open as shown in Figure H.3 and the variation of 

different variables involved in duty cycle is shown in Figure H.2. The change in inductor current 

during the opening time period (t) of switch is determined as in Equation H.4 and the increment in 

the inductor current at the end of OFF time ((1-D)T) is calculated as in Equation H.6 [ 4.70.].  

 

 

L
VV

t
I oiOFFL     (H.4) 

where 

V0 : voltage at the output of DC-DC converter.  

 

dt
L

VV
I

TD oi
OFFL

*)1(

0

)(
      (H.5) 

 

TD
L

VV
I oi

OFFL )1(*
)(

                                  (H.6) So,                                
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 For a DC-DC boost converter operating in a steady state, the energy stored in the inductor at 

the opening or closing of switch S or vice versa will be equal [4.89]. 

 

22 **
2
1**

2
1

OFFON LLL ILILE    (H.7) 

 

 So, with the consideration of the direction of the flow of current, the total amount of current 

flows in the circuit during one duty cycle will be mathematically zero. 

 

     (H.8) 0
ONOFF LL II

 Substituting Equations H.3 and H.6 in H.8 we have: 

 

0)1(*)(* TD
L

VVTD
L
V oii      (H.9) 

 

)1( D
V

V i
oor,                                                                                                                       (H.10) 

 

 So, the duty cycle of a DC –DC boost converter is 

   
o

i

V
VD 1     (H.11) 

 

 As can be inferred from Equation H.11 that as the duty cycle D varies from 0 to 1, the output 

voltage is always greater than the input voltage and theoretically come close to infinity when duty 

cycle value approaches to 1. 

 188



APPENDIX I 

SIMULINK MODEL FOR AGABFLC 

 
Figure I.1 Simulink Model of the Whole System with AGABFLC Controller 
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