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Figure 3.12: The first and third rows are the tracking results without silhou-
ette features and interest points respectively, the corresponding results of the

proposed method are listed in the second and fourth rows.
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Figure 3.13: Multi-view samples for view based models training: The 11 view of
training samples are collected, to enhance the feature’s discrimination power on
the border of facial region, we add random images from MIT scene database[82)
as background for more variation.

3.6.2 Video Sequence Selection

To test the proposed algorithm on the videos in the indoor environment, we
build a video database with 182 persons. Each identity is required to captured
videos with similar configurations: the first 100 frames hold mainly frontal
pose with neural expression; thereafter, one has around 600 frames in which
no constraints are posed on the head motion and the expression variation
except that the sequence starts from a frontal pose. Meanwhile, the video
clips are captured in different environment and day-time. As a consequence of
these freedom, the face images of the testing sequence vary greatly with the
out-of-plane rotation, different facial expressions and uncontrolled illumination
conditions. The typical video resolution is 640 x 480 pixels. We select 400
interest points, 68 semantic features, and 15 silhouette features for non-rigid
face tracking to achieve the results in this thesis.

The non-rigid face motion are shown by projecting the 3D morphable model
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IMigure 3.15: Tracking with vary illumination
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Chapter 4 Video

Based Face Recognition

Figure 4.1: Tracking Results on YouTube
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Figure 5.2: Nonrigid Face Tracking Results
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Figure 5.3: Avatar animation by FAP values

of the FAP and the three dimensional motion factors of vertices within the
control region to convert the FAP into facial animation. Obviously. FDT play
an important role in an MPEG-4 based facial animation system. In onr thesis,

we use the predefined FDT for 3D face reconstruction in [42].

5.3.2 Transferring Expression Parameters

In order to model the expression variations from an animator, we assume
that a generic expressional face shape is the sum of an identity shape and an
expression deformation:S.,, = S,s + AS, where S,;; and AS hold respectively
the face shape with neutral expression and the displacements of the vertices due
to expression variation. In our work, S,; is obtained at the initialization stage
when the input neutral face is registered with a deformable 3D model described

in previous section. Meanwhile, AS is expressed as a linear combination of
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Figure 5.4: Animation Results





























































