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ABSTRACT 

This thesis investigates three problems in operations management, by using dif-

ferent concepts and techniques in Game Theory. The first problem is a two-

echelon supply chain problem involv ing wholesaling, t ranspor t ing and retai l ing 

of certain k ind of perishable product . A key characteristic of the problem is 

tha t the upstream supplier adopts a Group Buy ing Scheme (GBS) as his pr ic ing 

mechanism and the downstream retailers, tak ing into consideration of the sup-

plier's pr ic ing mechanism, their respective market demands and other retailers' 

l ikely reactions, compete w i t h each other to maximize their prof i t respectively. 

We model this problem as a Stackberg game where supplier is the leader and 

retailers are the followers. Furthermore, the retailers' op t imal ordering problem 

is solved by apply ing the solut ion concepts in Competition Game Theory and we 

prove that the Nash equi l ibr ium always exists. Moreover, the equi l ibr ium is the 

only Pareto op t ima l Nash equi l ibr ium and a strong equi l ibr ium as well. F ina l ly 

we show tha t the GBS pr ic ing mechanism, as compared w i t h the t rad i t iona l F lat 

Price scheme, can br ing the supplier and retailers to a w in-win si tuat ion. 

The second is a project management problem w i t h task subcontracting. The 

project owner (PO) outsources the tasks in his project to different subcontractors 

(SCs), w i t h contracts to govern the completions of the tasks and the associated 

costs and bonus. We model the subcontractors' task processing problem as a 

Cooperative Game so tha t subcontractors can benefit by resource sharing and 

execution t ime rescheduling. We prove tha t our cooperative game is balanced 

and propose a core al locat ion vector constructed f rom the opt imal dual solution. 



Meanwhile, the project owner's op t ima l strategy to design the contracts is also 

obtained by impl ic i t op t imizat ion skills. 

The t h i r d problem we consider concerns about manufactur ing outsourcing, 

where mul t ip le manufacturers outsource their jobs to a th i rd -par ty firm. The 

manufacturers book t ime windows f rom the th i rd-par ty to process their jobs 

whose processing times are stochastic. Due to the capacity l im i ta t ion of the th i rd-

par ty and the uncertainty in their processing times, i t may be beneficial for the 

manufacturers to cooperate, provided tha t a proper cooperative mechanism can 

be devised. We model this problem as a Cooperative Game. However, i t is more 

than a Sequencing Game commonly studied in the l i terature, because we consider 

the opt imal booking decisions and the random processing times, which make i t 

possible for the manufacturers to achieve a risk pool ing effect by col laborat ing 

and booking together. We prove that the outsourcing game is balanced in the 

s i tuat ion where the un i t booking cost for each t ime window is unique. We also 

construct a core al locat ion based on the core vector derived form a Permutation 

Game. A ma in breakthrough is tha t the connective admissible rearrangement 

assumption is removed for the stochastic sequencing/booking game, fol lowing 

Slikker's technique. 



苛要 

本论文运用博弃论中的相关概念和技术，研究了运筹管理学领域中的三个实 

际问题。第一个问题是一个包含批发，运输和零售的二级供应链问题。在这 

个问题中，一个上游供应商会利用“逢低买入” （G B S )这种价格机制向多 

个下游零售商出售某种易腐烂的食品。而每个下游零售商通过综合考虑供 

应商提供的价格机制，各自的市场需求以及其他零售商的可能策略来制定自 

己的决策，从而最大化自己的利润。我们用Stackberg博弃模型来研究这个问 

题，其中批发商是主导者，而零售商是跟随者。进一步地，我们将零售商的 

最优化问题建模为竞争博弈问题，并且证明该问题不仅存在纳什均衡（Nash 

equ i l ib r ium)，而且该均衡是唯一的帕累托最优 (Pare to Optimal)均衡和强均 

衡（strong equ i l ib r imn)。最后我们证明，对比传统的固定价格的机制，“逢 

低买入”这种价格机制可以为供应商和零售商带来共赢的结果。 

我们研究的第二个问题是一个涉及到项目外包的工程管理问题。在这个问 

题中，工程拥有者会将该工程中不同的项目外包给不同的承包商，并制定合 

约来规定项H的完成时间、经费、奖金等各项指标。我们将所有承包商的项 

H执行问题建模为一个合作博弃的问题，从而承包商可以通过资源共亨以及 

项H重新调度等方式来获取更多的利润。我们证明了这个合作博弈问题是平 

衡（balanced)的并且利用对偶问题的最优解构造了一组核心（core)分配 f f^J 

量。最后我们用隐优化的技巧找到了工程拥有者在合同制定问题上的最优决 

策。 

最后我们硏究了一个制造业外包问题。在该问题中，多个制造商会将各自 

的业务（可多于一个）外包给同一个第三方公司。各个制造商会向第三方公 

司预定日彳间窗口来制造他们的产品，似产品制造的时间是随机的。因为第三方 
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IV 

公司的产能是有限的，并且考虑到产品制造日彳间的随机性，制造商们或许能通 

过合作来降低各自的制造费用，伸前提是能设计出合理有效的合作机制。我 

们将这个问题建模为一个合作博弈问题。似我们这里的博弈问题并不是一些文 

献中所硏究的“排序博弈” （sequencing game)问题。因为在我们的问题中， 

由于制造日彳间是随机的，我们斋要额外考虑每个制造商预定时间窗口数量的问 

题。而这正式合作能为制造商带来的“聚集效应”（risk pooling effect) H前我 

们的研究结果还局限在一种特殊的情况下，即我们假设每个日彳间窗口的预定 

费用都是相同的。在这种情况下，我们可以证明制造商的合作博奔问题是平 

衡的。并且利用“排列博葬” (permutation game)问题核存在性的结果，我 

们可以建立一组核心分配向量。在以往的有关随机排序/日彳间预定博奔的文献 

中，“只有能连通的参^者才能合作”是一个基本的假设。我们的-个 t要的突 

破是，通过运用Shkker的技巧，我们能将这个假设去除。 
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C H A P T E R 

INTRODUCTION 

Operations Management (OM) is an area of business concerned w i t h managing 

the product ion of goods and services to ensure tha t the process is efficient in 

terms of using as l i t t le resource as needed, and effective in terms of meeting 

customer requirements. Research in Operat ions Management has been started 

in early nineteenth century and the a im is to advance bo th the theory and prac-

tice of operations management in varies indust ry areas, such as Supply Chain 

Managementand Project Management. 

Supply Chain Management(SCM) encompasses the planning and manage-

ment of a network of interconnected businesses which is involved in providing 

products and services to the end customers. I t always includes the crucial com-

ponents of coordinat ion and col laborat ion w i t h channel partners, which can be 

suppliers, intermediaries, th i rd -par ty service providers, and customers. The tra-

d i t iona l studies in th is area are main ly focused on the single channel management 

problem in which single par t ic ipant in each echelon of the supply chain is a pre-

assumption. In these studies, ra t ional prof i t sharing schemes are designed to mo-

t ivate cooperation among partners and to form centralized system, so that chain 

prof i t can be maximized and chain members can benefit. However in practice, 

a more popular s i tuat ion is tha t mul t ip le part ic ipants w i l l be involved in each 

echelon of the supply chain. These part ic ipants could be downstream companies 

who f ight for the contract f rom the upstream manufacturer, or they could be 
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the intermediate retailers who collaborate w i t h each othei to grasp more market 

sales 

Project Management (PM) involves the means, techniques and the concepts 

tha t are used to run a specific project and achieve its objectives subject to var-

ious const ra in ts / l imi ts on resources, schedules, and personnel The major com-

ponents in managing a typ ica l project includes project selection & organization, 

task analysis, project scheduling & budgeting, research management and project 

execution & control Research in project management usually w i l l focus on a 

single component as l isted above and the aim is to complete the project by usmg 

as l i t t le “resource” as possible, whi le al l the objectives can st i l l be achieved One 

major assumption in the t rad i t iona l research in this area is that the management 

work of the project is implemented by a single project owner/manager Hence the 

P M problem for the researchers usually become an opt imizat ion problem w i t h 

numbers of constraints on resources, schedules and so on A n d the objective of 

the opt imizat ion problem usually is to maximize the project owner/manager 's 

prof i t Bu t w i t h the indust ry development and specialization, a project , nowa-

days in most s i tuat ion, must be implemented by difFeient teams of workers f rom 

different departments, f irms or even industries Every team involved in this 

project has his own objectives by complet ing his part in this project and faces 

his own resource, schedule and personnel constraints The management of the 

project under such mul t i -par t ic ipant si tuat ions w i l l be more complicate than tra-

d i t iona l ones A n d how to balance the re turn of different project part ic ipants &o 

that everyone can be satisfied becomes the mam issue in these studieb 

As discussed in the two areas of operations management, d common and 

interesting s i tuat ion i n this f ield is tha t mul t ip le parties are now be involved in 

the same business whi le the target of each par ty is self-benefit maximizat ion 

Note tha t i n such situations, an indiv idual 's success in making choices depends 

on the choices of others Therefore to s tudy such problems we need to apply 

a new mathemat ica l too l Game Theory As we know, there are two major 

concepts in Game theory, which are Cooperative Game and Compehtion Game 
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Through th is thesis we plan to show some applications of bo th the two games in 

the study of SCM problem. 

A Competition Game is a game where a player, tak ing into consideration 

of other players' l ikely performance, works independently to achieve the opt imal 

payback. Hence the players never cooperate w i t h each other. "Nash equil ib-

r i u m " . which is named after J. Nash who proposed i t , is an impor tan t solut ion 

concept in compet i t ion game involv ing mul t ip le players, where each player is 

assumed to know the equi l ib r ium strategies of the other players, and no player 

has anyth ing to gain by changing only his or her own strategy unilateral ly. A 

set of strategy choices and the corresponding payoffs is said to const i tute a Nash 

equi l ibr ium when no player can benefit by changing his own strategy whi le other 

players keep theirs unchanged. 

A Cooperative Game is a game where groups of players (coalit ions) may 

enforce cooperative behavior, hence the game is a compet i t ion between coalit ions 

of players, rather than between ind iv idua l players. A cooperative game (TV, v) is 

given by specifying a value v(S) for any coal i t ion S C N, where N is called the 

grand coal i t ion and v is the characteristic funct ion defined as v : — R and 

v(0) = 0. Among numbers of solut ion concepts in cooperative game, the core 

is a most significant one which is a set of payoff (al location) vectors defined as 

follows 

Core{v) == [x eR^ i<)v{N),\/S C N^Y^cc、二 

i€S leN 

From the def in i t ion above we can observe tha t i f the core exists in a cooperative 

game, then the players w i l l fo rm the grand coal i t ion since no player can benefit 

by deviat ing f rom the grand coal i t ion and forming sub-coalitions. Bu t the core of 

a cooperative game may be empty: see the Bondareva-Shapley theorem in Bon-

dareva et al. [6] and Shapley et al. [43] where they showed tha t the cooperative 

game has a non-empty core i f and only i f the game is balanced. A coopera-

t ive game is called “ Convex" i f the characteristic funct ion v is supermodular 
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(submodular) 

”(5^UT) + ”(S^nT) > {<)v{S) + v{T)yS,TCN 

Shapley et al [44] proved tha t the convex games always have non-empty coies 

However, convexity is not a necessary condi t ion for a cooperative game to have a 

non-empty core The “ Linear Product ion Game introduced by Owen et al [37] 

and “ Permutat ion Games" presented m T i js et al [46], which are not necessaiily 

convex, are also proved to be cooperative games w i t h non-empty cores 

Based on the definit ions above and works have been done in the l i terature, 

i n this thesis we propose three problems which w i l l be modeled as different game 

problems Since detai l int roduct ions to this problems can be unfolded in the 

fol lowing chapters, here we just give a brief descript ion to the major pioblems 

and the approaches planed to exercise to solve these problems Generally, they 

are l isted as follows 

• The appl icat ion of Group-Buy ing Scheme(GBS) in a two-echelon supply 

chain w i t h perishable product I n th is problem, upstream supplier sells 

a k ind of perishable product to mul t ip le downstream retailers using the 

GBS pr ic ing mechanism Retailers order the products f rom the supplier 

and then sell the products in their markets respectively Regarding to the 

GBS pr ic ing mechanism, retailers w i l l compete w i t h each other to maximize 

their own prof i t and the supplier, tak ing into consideration of the letailerh' 

order actions, maximize his prof i t th rough adjust ing the price curve in 

GBS We t r y to s tudy the supplier and retailers' performance assuming 

tha t retailers' market demand are independent f rom each other so tha t 

extra effort should only be made dur ing the ordering procedure Further 

more we want to veri fy whether the GBS can coordinate the two parties 

by br inging them a win~wm si tuat ion compared w i t h the t rad i t iona l flat 

price mechanism Solut ion concepts in Competition Game w i l l be ut i l ized 

to find the retailers' op t ima l ordering strategies 

• The appl icat ion of Linear Programming Game I n th is pi oblem, a Project 
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Owner (PO) outsource the tasks in his project to mul t ip le Subcontractors 

(SCs) and sign contracts w i t h them specifying the clauses on complet ing 

the tasks, e.g., the required s tar t ing and f inishing t ime of each task, the 

normal payment a SC can receive by complet ing the task and so on. A 

t r i cky issue is tha t the PO gives the subcontractors incentives to finish the 

tasks earlier than normal schedule so tha t he can receive a cost saving on 

tasks' complet ion times. Therefore the SCs have another opt ion to perform 

task crashings to cut down the tasks' processing times to generate more 

profits. Since task crashing consumes resources and there are resource ca-

pacity restr ict ions, the SCs w i l l cooperate w i t h each other to achieve higer 

prof i t th rough sharing resources and rescheduling the project. To study 

the interact ions among the SCs and the op t ima l strategy of PO on design-

ing the contracts, we model the problem as a Linear Programming Game 

(Owen et al. [37] ’s Linear Production Game is a typical linear program-

ming game). We are interested in whether this game is balanced and how 

to find the core or how to construct an al locat ion vector that lies in the 

core. 

• The appl icat ion of "Sequencing Game" in a manufactur ing outsourcing 

problem. In fact, the idea comes f rom the above project subcontract ing 

problem when we t r ied to investigate the mul t i -pro ject case and realized 

tha t the problem in which mul t ip le players outsource jobs to the same 

th i rd -par ty firm is qui te common in practice. Generally in this problem, 

we have a single th i rd -par ty firm who can process some types of jobs but 

the product ion capacity is l imi ted. The th i rd -par ty wil】 announce his avail-

able product ion t ime windows and associated booking cost for each t ime 

window. The manufacturers then w i l l reserve these t ime windows for pro-

cessing their jobs, w i t h a f irst come first book (FCFB) policy. Besides the 

booking cost, we assume each manufacturer also bears a weighted flow t ime 

cost on his jobs. Therefore in order to reduce the to ta l cost, the manu-

facturers w i l l cooperate w i t h each other to achieve a cost saving generated 
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f rom job sequence opt imizat ion. In order to study the cooperation behav-

iors of the manufacturers, we w i l l apply the cooperative game theory. The 

solut ion approach is largely inspired by the "Sequencing Games". B u t our 

game model is more complicated since we consider a stochastic job process-

ing t ime, which leads to new issues on opt imal booking quant i ty of t ime 

windows. I t can be seen tha t w i t h stochastic job processing t ime, man-

ufacturers are more wi l l ing to cooperate because they can achieve a risk 

pool ing effect by booking t ime windows together. Again we are interested 

in finding the core of these cooperative game. 

Through the studies on the above problems, we can observe the power of 

game theory in solving operations management problems w i t h mul t ip le part ic-

ipants. In fact in the recent l i terature, we can also find a number of studies 

focusing on this area. Therefore we can conclude that Game Theory appl icat ion 

in O M is an interesting and promising research area and i t w i l l a t t ract more 

scholars to jo in in. The rest of this thesis is organized as follows: in Chapter 2, 

we introduce the SCM problem w i t h perishable product and use solut ion con-

cepts in compet i t ion game to study the op t ima l strategies of the chain members. 

Then we introduce our "Linear Project Game" (LPG) in Chapter 3 to solve the 

project subcontract ing problem. A n d the last problem regarding to manufactur-

ing outsourcing game is investigated in Chapter 4. F ina l ly we w i l l make a general 

conclusion in Chapter 5 on the results we obtained so far on the applications of 

games theory in O M problems. We w i l l also propose some future directions of 

this research area and discuss the diff icult ies. 



CHAPTER 2 

G R O U P - B U Y I N G SCHEME IN SUPPLY 
CHAIN WITH PERISHABLE PRODUCT 

In this chapter, we focus on a supply chain problem in which some retailers 

procures f rom the supplier a type of perishable products whose qual i ty is decaying 

on t ime. A n d the retailers create their revenue f rom selling these products to 

the downstream markets. We t r y to study the supplier and retailers' opt imal 

performances under the Group-Buy ing Scheme(GBS). We apply Competition 

Game Theory t o solve this two-echelon supply chain problem and obta in some 

valuable results, including the different part ies' op t ima l performances under GBS 

and the comparison of prof i ts they obtained under t rad i t iona l flat price and GBS. 

The results indicate tha t bo th the supplier and retailers w i l l benefit f rom the GBS 

pr ic ing mechanism. 

2.1. Introduction 

Perishabi l i ty is a common characteristic of many products such as f ru i t , veg-

etable, meat, flowers or even more abstract objects like air tickets. In most 

cases, th is characteristic is unfavorable because i t means the product w i l l decay 

in qual i ty or quant i ty and its market w i l l decline. Therefore, how to arrange the 

product ion, d is t r ibu t ion and selling of such products to achieve their best value is 

always an impor tan t but challenging problem in bo th industry and academic such 

7 
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as supply chain management. As known, pr ic ing is one of the key issues in sup-

ply chain management even when the products are not perishable. By adding 

the deter iorat ing factor, this issue becomes more complex. Meanwhile, i f the 

supply chain involves mul t ip le members, cooperation and compet i t ion are also 

two impor tant factors to be studied. Our model, basically a two-echelon supply 

chain model w i t h perishable products, consists all these issues to be studied. The 

supplier who owns certain amount of products needs to set his wholesale price 

scheme and the retailers' objectives are to decide their order times, order quan-

tit ies and prices respectively according to the wholesale price scheme released, 

tak ing account of the uncertain market demands as well as the l ikely actions of 

the other retailers. In part icular, we want to veri fy whether the Group-Buying 

Scheme(GBS) can benefit both the two parties of supplier and retailers, so that 

the supplier w i l l prefer i t over the t rad i t ional Fiat Pr ic ing Scherne(FPS). 

Whi le we are studying a new model characterized by a supply chain that 

involves perishable products and GBS, our model and approaches have been 

largely inspired by many early works in the research areas of perishable product 

supply chain management and Group-Buying. We next give a brief review to 

the related l i terature below. 

Studies on the supply chain management of perishable products was started 

w i th the concerns about inventory management of such products, which is to 

analyze and determine the replenishment policies for inventory. Early works can 

be found in Nahmias et al. [35] who provides a comprehensive survey of research 

published before the 1980s. More recent studies on the deteriorat ing inventory 

models can be referred to Raafat et al. [40] and Goyal and G i r i et al. [26], which 

review the relevant l i terature published in 1980s and 1990s respectively. The 

main difference between our model and al l the models appeared in the l i terature is 

that our model studies a mult i -retai ler problem instead of single-retailer problem. 

Therefore our solution approaches require knowledge and techniques in Game 

Theory, which is fundamental ly different f rom the above works in the l i terature. 

Among others, our model is greatly inspired by Cai，Chen and X u et al. [16 
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which considers a fresh product supply chain management problem involving long 

distance t ransportat ion. We use a similar demand funct ion in our model and 

ut i l ize their solut ion approach and techniques when we study the decentralized 

system. The main difference is that their model allows only one retailer who just 

considers the prof i t maximizat ion problem regarding to the relevant informat ion 

on wholesale price scheme and market demand, where as in our model deal 

w i t h mul t ip le retailers whose prof i t can be affected by other retailers' ordering 

performance. As a result, we have to use competi t ive game theory to solve out 

problem. 

GBS is a type of pr ic ing mechanism under which a buyer is guaranteed to 

get the product at the present price，and can further get a fund at the end of 

the selling per iod i f the to ta l accumulated order volume received by the supplier 

exceeds a pre-specified level. Usually supply chain problems w i t h such pricing 

mechanism are modeled as a Stackelberg game (see Gibbons et al. [25]) and 

the supplier acts like the leader to determine the parameters of GBS. Essentially 

this novel scheme is designed to faci l i tate the coordinat ion between suppliers 

and retailers. There are some famous pr ic ing mechanisms in the l i terature which 

help the chain members to coordinate w i t h each other and obtain more profits, 

such as the revenue sharing in Cachon et al. [14], backup agreements in Eppen 

et al. [24], buy back or re turn pol icy in Pasternack et al. [38] and quant i ty 

f lexib i l i ty in Tsay et al. [47]. The difference between GBS and the mechanisms 

mentioned above is that under GBS, a downstream buyer can get benefit f rom the 

mechanism not only by adjust ing his own market decisions, but also by promot ing 

other buyers to make new decisions. Studies on GBS started a few years ago, 

but in the retai l industry there already had been a lot of applications, such as 

e W i n W i n , MobShop.com and so on. Some impor tant works in this field are l isted 

as follows： Chen et al. [20] builds a dynamic game model for the GBS and prove 

that GBS is incentively compatible for bidders under IPV(independent private 

values) assumption. KaufTman and Wang et al. [31] conduct an experimental 

study and find the three efforts: "positive par t ic ipat ion external i ty effort"，"price 
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drop effort" and "ending effort" . Our model in a certain sense is an extension of 

the model in Cai, Chen and Song et al. [15]. In their paper, GBS is proved to be 

better than the t rad i t iona l flat wholesale price scheme and can br ing the supplier 

and retailers a w in-win situation. The main difference between our model and 

theirs is that in their model, " t ime" is not an impor tant factor to be studied 

since the product is not perishable and retailers' ordering sequence just follows 

a first-come-first-order policy. In our model the other hand, the products are 

deter iorat ing over t ime and extra management on the " t ime" factor is required. 

For example, the ordering t ime now becomes a decision variable which should be 

carefully investigated. Hence, how to construct the opt imal strategy on " t ime" 

for all the chain members also becomes a cr i t ical issue. 

The rest of this chapter is organized as follows： in Section 2.2, we w i l l 

detai l the problem and introduce our models, and we w i l l show some impor tant 

assumptions in our models. Then we derive the opt imal strategies of supplier 

and retailers under two pr ic ing mechanisms： F lat Price (FP) in Section 2.3 and 

Group-Buying Scheme (GBS) in Section 2.4. Furthermore in Section 2.5, we 

compare the opt imal payoffs of all the supply chain members under bo th FP and 

GBS. Finally, we summarize all the results obtained in this chapter and propose 

some possible extensions in Section 2.6. 

2.2. Model and Assumptions 

We study the fol lowing supply chain problem. I t is a two-echelon supply chain 

w i t h one supplier selling perishable products to N retailers. The retailers receive 

the product immediately after they place orders and they need to delivery these 

products to their markets. The products are assumed to be to ta l ly fresh in 

the supplier's faci l i ty but start to deteriorate continuously in qual i ty f rom the 

moment they are transported. The supplier endures a remarkable holding cost 

to keep the products fresh which is stated as /io(i) per uni t product for a t ime 

period t. We assume that the retailers' t ransportat ion times are determinist ic and 
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denoted by a^, i G 1 , N . We also assume that each market has an open t ime 

which represents the deadline for the products to reach the market. Specifically 

for retailer i , products should arrive at market i no later than the open t ime 

b” i 6 1 , N . I f the products arrive at market i before b” the retailer i has 

to undertake extra holding cost, w i th h人t) per i tem for t ime length t. But late 

delivery after b̂  is forbidden. The retailers generate their revenue from selling 

the products in their markets respectively where the demand in each market is 

affected by the retai l price and the quali ty of the products. Here we use a similar 

demand funct ion as in Cai et al. [15] and assume that all the retailers' market 

demands are independent from each other. We model this problem as Stackelberg 

game(Gibbons et al. [25]). The supplier and retailers are independent parties, 

and each party has the objective to maximize its own profit. The supplier is 

the leader of the game and sets the wholesale price scheme W in the first stage. 

The retailers are the followers, each of them places order in the second stage 

according to W , the market demand and other retailers' l ikely order actions. 

The following assumptions are necessary for our model: 

• A l l the members in this supply chain are "greedy" win the sense that each 

member only makes decision to maximize his own profit . 

• A l l the informat ion is publ ic ly available, which implies that all the members 

in the supply chain knows everything about the selling prices, transporta-

t ion times and demand distr ibutions in all markets. 

• A l l the retailers are rational. Therefore when the Nash equil ibr ium is not 

unique, they w i l l select the Pareto-optimal equil ibrium. 

• For each retailer, i f there exist two kinds of ordering strategies which bring 

h im the same prof i t , then he wi l l choose the strategy w i th larger order 

quant i ty since his service level can be raised if he possesses more products. 

• > ttj Vz — 1,..., A^, which is a necessary condit ion for retailers to be able 

to deliver the products to the market in t ime. 
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• The products of the supplier are sufficient to satisfy the orders f rom the 

retailers. Unsold products have no salvage value. 

W i t h the assumptions above, we can star t our analysis on the supplier and 

retailers op t ima l strategies under pr ic ing mechanisms FP and GBS. 

2.3. Modeling with FP 

In this section we w i l l discuss the chain members' strategies under FP. Suppose 

tha t the supplier sets the wholesale price as w at t ime 0 and we start the analysis 

by formulat ing the expected prof i t of each retailer under FP. Suppose the market 

demand of retai ler i is 

Di[U,pi) 二 yiplkiG[U)e” ki > 1， （2.1) 

where Pi is the retai l price and t i denotes the deter iorat ion t ime of the products 

before they arrive at the market. Simi lar ly as in [15], yi is a constant represents 

the potent ia l size of the market, fq is the price-elasticity index, 6{ t i ) is the level 

of freshness of the product after deter iorat ing by t ime ti and £j is a random 

variable w i t h d is t r ibu t ion funct ion F i { x ) and probabi l i ty funct ion f t { x ) . Then 

TTi, the expected prof i t for retailer i , becomes 

7ri(ii，札 p j w) = PiB{mm(Di(p^, hi - U), qi)} -qi(w + h,[hi - a^ -1^ ) ) , U <bi-a, 

(2.2) 

where qi is the order quant i ty . W i t h o u t loss of generality we arrange the retailers 

on an increasing order of — a^, which can be regarded as the latest order t ime of 

retailer i. Hence we have bi—ai < 6 2 — a 。 • ' " , < 〜—^Uv. In order to maximize 

the expected prof i t , retailer i should find the opt imal strategy ( t* , g*, p*). Since 

Di{p, t) is a decreasing funct ion of t and hi{t) is an increasing funct ion of t, we 

can conclude tha t 7Ti{ti, qi,Pi\ w) is an increasing funct ion of U. Therefore in 

order to maximize retai ler i,s prof i t , we should set t* ~ hi — ai and then find 

the op t ima l order quant i ty q* and retailer price p*. We can apply the backwards 
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approach to obta in them. Specifically, let 

A 二 她 — 仇 ) 六 … N (2.3) 

and note that and > 0 are one-to-one correspondence. Hence the problem 

left is to find the op t ima l z* and q*. Given the order quant i ty q” we can obtain 

z*{qi) by sett ing the f irst derivat ive of — a^.w) equals to 0，that is 

机 ⑷ q = - 、 ) e T - ^ d x + 厂 AWc^x ] = 0 

dZi Qi Ki Zi J 

Therefore z* > 0 should satisfy the fol lowing equation 

[k ~ 1) r xMx)dx = zM^r) = (2.4) 
Jo 

Note tha t equation (2.4) is similar to the formula obtained in Lemma 1 of Cai et 

al. [15]. A n d using the same method in their paper, we can easily prove that z* 

has unique posit ive value if Si has a generalized increasing fai lure rate (G IFR) 

and lima;^oo ^F^(x) = 0. 

Based on the op t ima l z* above, we can rewri te the expected prof i t funct ion 

of retailer i as 

MQ^\ b f a ” w ) = 7r(<| q u k — c w w ) - 没 走 只 ( 么 ( 切 

I (2.5) 

Set the f irst derivat ive equal to 0 and we can obta in the opt imal q* as 

= V 綱 气 魏 ) (2.6) 
w紀、 

The next theorem summarizes the op t ima l strategy of retailer i under FP: 

T h e o r e m 2 , 1 . Under FP with wholesale price w, in order to maximize the 

expected profit，retailer i will set his optimal strategy on ordering time, ordering 

quantity and retail price as 

wA ’ F,{z：) 

The maximum expected profit therefore is 

( C C K ) = - (2.7) 

兀 “ 切 ) = ( k 广 (2.8) 
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Next we consider the supplier's strategy on the wholesale price w. Let 

c denote the un i t cost of the product and assume there are always sufficient 

products to satisfy the retailers' orders. Then the supplier's prof i t is 

N 

TTsiw) = Yy扣-c - ho(k - (2.9) 

The first derivat ive of 7rs{w) is 

dTTsjw) = y iKjc + hoik - a^) — {K — \)w]y,d{a^)z：F^^(z：) 

dw uijkt+i 
1=1 

Therefore the op t ima l wholesale price that maximizes supplier's prof i t should be 

“ 、 a r g j 勢 = 0 } (2.10) 

Furthermore f rom the first derivative of we can conclude tha t 

* . /cz(c+ - a,)) k,{c + hQ(h, - a^)) 
w e ( m m —,max ^ —) 

I k^ — I 1 — I 

T h e o r e m 2 . 2 . Under FP, the supplier, in order to maximize his profit, should 

set the optimal wholesale price as w* which satisfies 

dTTsjw) = A - gQ - ik - l)w*]y^e{a,)z:Fl'^(z：) 

and his maximum profit ts 

% = — C 一 — a^)) ^ 

Remarks: 

• Suppose tha t the price-elasticity index k ” i = 1 ， … , N are qui te similar 

w i t h each other, then the difference between … + ^ 广 = 1, w i l l 

ma in ly depend on - a^. I f we arrange the retailers in an ascending order 

on hi — a ” we roughly have 

. / i o ( 6 i - ai)) kpj{c-\-ho{bN — flyy))、 (。、 

“ kT^l ‘ kT^l ) (丄丄」) 

since — a^ is increasing on i . Note tha t condi t ion (2.12) is necessary in 

our analysis in Section 1.4. 
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• Note that w — — 2 c is a necessary condition for the supplier to 

sell the product to retailer i. Therefore we assume 

maxc + — at) S m m — (2.13) 
i 1 K - I 

which ensures that the opt imal wholesale price wi l l bring positive profit to 

the supplier in any trade w i th the retailers. 

Theorems 2.1 and 2.2 provide the opt imal strategies of supplier and retailers 

under FP pricing mechanism. Obviously, since the wholesale price is fixed and 

the market demands are independent, i t is not necessary for a retailer to consider 

other retailers possible ordering strategies when he makes his opt imal ordering 

decision. The supplier can maximize his profi t by adjusting the wholesale price 
N 

w according to the to ta l ordering quantit ies ^ f rom the retailers. A n interesting 
1二 1 

question is that if Q, the amount of products on supplier's hand, is greater than 

the to ta l order quant i ty from the retailers, then whether the supplier can use 

any pricing mechanism to motivate the retailers to order more so that his profit 

can further increase. In the next section, we w i l l answer this question. 

2.4. Modeling with GBS 

In this section we focus on the supplier and retailers' performances under GBS 

which means the wholesale price scheme provided by the supplier becomes wq = 

( W i , W 2 j , T ) W2 < w i . This scheme represents that a retailer is guaranteed to 

get the product w i t h wholesale price w i and if the accumulated order quanti ty 

dur ing period [0,T] exceeds I, the supplier repays the retailers who ordered on 

or before t ime T w i th (wi — W2) for each uni t of product they ordered. In other 

words, the wholesale price for these retailers becomes W2- But the wholesale 

price for retailers who order after the expiry t ime T is always Wi- The rationale 

of this scheme is that supplier can use a lower wholesale price to motivate the 

retailers to put earlier orders (before T) and meanwhile to order more so that 

the threshold I can be reached. In this way, the supplier can hopefully save 
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the holding cost and generate more prof i t through selling more products to the 

retailers. On the other side, GBS is also attract ive to the retailers. Because i t 

offers them another opt ion to place orders while most important ly, they can at 

least receive the same prof i t as they d id under FP if their original strategies are 

unchanged. 

2.4.1. The retailers' strategy 

Given the GBS wc , each retailer should consider whether to retain his opt imal 

order strategy under FP or to modi fy i t to possibly achieve higher profi t . I t is 

not dif f icult to verify that retailer z's expected profi t under GBS is 

7U、t” 仏，AI t-” q—” WG) 二 A E { m i n ( £ > “ p ” t_” g—” 力J) 

(2.14) 

where 

W2 I f U < T, E qj > 1 
t—”q—”T、= J^W t,<T,k=i, ,iV} (2.15) 

Wi Otherwise. 

Here the decision variables are order t ime t ” order quant i ty q̂  and retai l price 

p ” Other retailers' decision variables are 

t - i = {^1, ...，ti-i, tt-fi,…，力iv} and = {gi, •••,^z+i, ^tv} 

Using backwards approach, we can simpl i fy this three decision variables problem 

into one decision variable problem. We first study the opt imal retai l price p* 

condit ion on 仏 and t ” Since is determined when U and are given, we 

can observe that retailer z's expected prof i t can be rewri t ten as 

"Wg) 二 jhE{min(jj於0(brt》’。•>)}-q八w(lt” q扣 

(2.16) 

Similar ly as in Section 3，we can define p , = ( 滩 广 V ? = l , . . . , iV and 

obtain the opt imal z* condit ion on U and Note that z* again is given by 
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equation (2.4). Therefore we can easily obta in p* accordingly. Furthermore, 

given the order t ime t “ the expected prof i t of retailer i now becomes 

力”“，g-n WG) 

=兀!(A*(亡1’ 仏)1 ti,q”“,q-i,WG) 

=I^to利~ - 力 々 < ) 是 只 ( < ) — q 純 u q t " ) + K(b, t,)) 
(2.17) 

Since the wholesale price g j depends on t^ and q” in order to find the 

opt imal order quant i ty q*{ t i ) , we should consider the fol lowing situations: 

1. > T . In this s i tuat ion, the wholesale price for the retailer is Wi and the 

opt imal order quant i ty is easily obtained by taking first derivative of the 

expected prof i t funct ion. We can ver i fy tha t 

仏 (A ’WI ) = 7 — r n r r y r r (』•化） 

2. t^ < T. I n this s i tuat ion, the wholesale price can be W2 i f Qj ^ 
J€{K\ tk<T] 

Otherwise, the wholesale price remains Wi and the opt imal order quant i ty 

is also given by equation (2.18). Denote t^, w i ) and ⑷ t ” W2) 

as retailer I 's expected prof i t condi t ion on order t ime t^ together w i t h whole-

sale price w i and W2 respectively. Note that the opt imal order quant i ty for 

7T̂ (q̂ \ 力 i s given by equation (2.18) and the opt imal order quant i ty 

q*{U,W2) for 力 w i l l be 

购 严 二 诚 乂 ( 2 . 1 9 ) 

W2 + - Cli-力I)严 

Obviously q*(t^,W2) > q l iU , u*!) and we can verify that 

兀,fe卞”叨2)1 t ” 川2) - T r r n S S ^ ^ 

> m二二 ; : ^ ) ! ^ ; - 、 i 、 - i = 兀棘’彷 2 ) 1 川 1) 

Hence, there must exist 仏 > W2) such that 

MQI I ft，切2) = 7T^{q*{t^,Wl)\ 
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Figure 2.1: The i l lust rat ion of different order quant i ty 

r r … / r j ) 

\ 、 
r r … / r j ) 

\ 
r 

r r … / r j ) 

\ 1 
1—1 1 + \ • 1 1 \ 务 

(f‘.《’j) 

Denote this 仏 as qi{U,W2, n八 t ” w i ) ) and Figure 2.1 shows a simple example 

to i l lustrate the meaning of QiiU, W2)-

In Figure 2.1, the upper curve represents retailer Vs prof i t i f he orders 

at t ime t i w i t h wholesale price W2 and the lower curve states his prof i t 

i f the wholesale price is w i . I t is obvious that retailer i w i l l never order 

more than qi{t i , W2), otherwise his expected prof i t w i l l be even less than 

the prof i t obtained w i t h wholesale price w i . Hence qi{t i , W2,7Ti{ti, Wi)) is a 

upper bound of the ordering quant i ty at t ime t i given that retailer f s prof i t 

is at least 7ri(q*(ti, u;i)| U, w i ) . So the opt imal strategy on order quant i ty 

in this si tuat ion is 

qKU)= 

I f qi it i ,W2) < I - E Qi 
je{k\ tk<Tjc#i} 

lfq:(U,W2)>l- E qi 
je{k\ tk<T,k^i} 

Y^ Qi Otherwise. 

(2.20) 

Basing on the above analysis, we can derive the opt imal order t ime t*. Let 
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q 从 T ) — I — % denote the necessary order quant i ty to reach the 

threshold set by the supplier. The result is summarized in the fol lowing lemma: 

Lemma 2.3. In order to maximize the profit, retailer i should order at time 

tl = hi ~ cii if T > — CLi. Otherwise if T < b^ — a^, he should consider the 

following two cases: 

1. If W2,— < q^(l,T), the optimal order time for retailer i is 

t j = 6 广 a” 

忍.If W2,TT(h — a" If；!)) > qAhT), denote q, = max(g;"(T，W2),g“Z’r)). 

If the following inequality (2.21) holds, the optimal order time is t* 二 T• 

Otherwise, retailer i should set t* = b厂 cii. 

k I , 1 1 _ 7/ f)(a、z* F^-" 

— i 一 \)Wi 
(2.21) 

Proof When T > bi — a^, since retailer i cannot order after t ime b^ — a” the 

op t ima l order t ime t; < T. Hence the wholesale price w i l l be W2 i f the cumulated 

order quant i t y reaches the threshold I. Otherwise, the wholesale price for retailer 

I remains wi. Accord ing to Theorem 2.1, retailer i should order at t ime bi — a^ i f 

the wholesale price is Wi. Furthermore, i f the wholesale price is W2, the opt imal 

order t ime should be h^ — a^ again. Otherwise i f t* < lii — a” according to equation 

(2.19), the op t ima l order quant i t y of retailer i w i l l be less than the opt imal one 

at ordering t ime 6 厂 c^ This implies tha t i f retailer》，by placing opt imal order 

quant i ty at t ime b广 a ” can not enjoy the lower wholesale price w) , then he can 

neither enjoy w〗with op t ima l ordering at t ime t* < b^ — a” Combin ing w i t h 

Theorem 2.1，which implies tha t the prof i t retailer i can obta in by ordering at 

t ime t* w i l l be less than order ing at t ime — a ” we know the opt imal ordering 

t ime should be t : = b广 a ” 

However, when T < b广 a” retailer i should consider whether to order no 

later than T and hopeful ly enjoy a lower wholesale price W2 or just to remain the 

or ig inal op t ima l order strategy w i t h wholesale price w i . Note tha t qi{ti,W2,7r(6j — 
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ai,Wi)) is increasing in U when ti < T (See Append ix [1]). Hence if W2,7r{bi— 

ai, Wi)) > qi{ l , T ) , which implies tha t the lower wholesale price has chance to be 

obtained, the retailer w i l l consider to order dur ing per iod [0, T] and the expected 

prof i t for h im is (U < T) 

M 丄 、 f T^Sh qKU, qtiu, t - i A - u ^ i ) If > qS) 

[ q i { l , T ) , p l { t i , qi{ l , r ) ) | q- i ,W2) Otherwise. 

I t is not d i f f icu l t to ver i fy tha t 7r i { t^,q*{ t i ,W2),pl i t i ,q*{U,W2))\ t-i，q—i,W2), 

7T i { t i , q i { l ,T ) ,p* { t i ,q i { l ,T ) ) \ t—i,q_i,W2) and q*(U,W2) are increasing on U when 

ti < T , thus we know 7Ti(ti\ t—i, q—” W2) is also increasing in U when ti < T. (See 

details in Append ix [1].) In other words, retailer i w i l l order at t ime T i f he 

decides to pu t earlier order between t ime interval [0, T]. Hence we have 

Meanwhi le the m a x i m u m prof i t retailer i can obta in i f he orders at t ime bi — a^ 

w i t h wholesale price Wi should be 7r*(wi) as in equation (2.8). Thus i f inequal i ty 

(2.21) holds, retailer i w i l l order at t ime T. Otherwise, he w i l l s t i l l put order at 

t ime bi — cii. 

When T < bi — ai and qi{T, W2,7r(bi — ai, Wi)) < 仍(/，T), retailer i never has 

chance to enjoy a lower wholesale price w~2. So he w i l l order at t ime bi — a^ w i t h 

wholesale price w i . • 

Remarks: 

• The left hand side of inequal i ty (2.21) has two possible values when 么 

equals to q*iT, W2) and qi{l, T) separately. According to the def in i t ion of 

W2), we know the left hand side of inequal i ty (2.21) w i l l have a larger 

value when qi = q*(T, W2). Therefore i f there is a chance tha t inequal i ty 

(2.21) holds, then 

i t r i y 她 - - q 双,W2KW2 + - a , - T)) 
〉y讽a狀广 t 
- ( fc「 l— 
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equivalently 

ih 一 1 ) K + Kipi ~ {k, — 1—?广 1 

Since h^ — T > a^ and 0{t) is decreasing on t, a necessary condi t ion for the 

above inequal i ty to hold is 

W2 + - a ^ - T ) < w i (2.22) 

This condi t ion is easy to understand and i t actual ly implies tha t retailer i 

w i l l only pu t earlier order when his saving on the wholesale price can cover 

the ext ra hold ing cost. 

• From the above observation we can conclude tha t retailer i w i l l order at 

t ime h-i — a^ liT < h^ — a^ — — W2) 

W i t h the above analysis, we introduce the first main result of this chapter 

as follows： 

T h e o r e m 2 . 4 . Given the supplier's wholesale price scheme wq 二 {W\,W2,UT), 

and other retailers, order strategies {t—”q—“’ retailer i 's optimal strategy 

{t*, q*,p*) should be 

(rp 力(z。 u,2 \ 

- a” ；;;̂  ， ^ 

Ifbr - a, < T,q:(lH — a^,W2) > (h[“T) 

Ifbi - a, < J\ q脉—(h,W2) < qt{l,T) < 互t(bi ~ (h,W2,Th、lh _ 

IfK -a, > > q^{l,T),W2 + KiW - a, - T) < wi 

I f K — a, > T,q:{T,W2) < q从 T) < g,(T, 一 

Otherwise 

(2.23) 

And the relevant maximum profit of retailer i is 

(fe,-l)(i«2+、(6「a,-:r)h-i 

l^AyAk — 力 ， j y — 户 , ( < ) 一 q 綱 + - a , - T)) 

I 比 1)) 
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Theorem 2.4 can be verif ied st ra ight forwardly f rom Lemma 2.3 and i t gives 

the opt imal strategy of retailer i under GBS given al l the other retailers' order 

in format ion. W h e n al l the retailers place orders, a stat ic procurement game is 

formed and their order t imes and order quanti t ies are their strategies in this 

game. We are t r y i ng to find the equi l ibr ium ordering vector ( i f , t t ^ , q^, ^ I j for 

all retailers which satisfy 

T T . i f ^ . t ^ q ^ q ^ W o ) > 7 r “ t ” 力 二 ’ f o r al l feasible 力 z = 1,2’ ..、N 

(2.24) 

Before we construct the op t ima l ordering strategies for all the retailers, we first 

introduce some notat ions which w i l l be used in the rest of this chapter. Define 

the set S{T) = — a^ > T , z ~ 1,..., iV } which represents the set of retailers 

who can order later than the expiry t ime T. Fur thermore let 

Si{T) = 01 7r,(T,q:(T,W2),p:(T,q:(T,W2)))lw2) > <(购G S(T)} 

We can veri fy tha t Si(T) C S(T). We can also observe f rom the def in i t ion of 

Si(T) tha t i f z € S(T) \ Si(T), retailer i w i l l always order at t ime b^ — a, w i t h 

wholesale price Wi. The fol lowing Theorem 2.5 describes the retailers' opt imal 

order strategies. 

T h e o r e m 2 . 5 . Under GBS pricing mechanism wq = (wi,W2j,T), the Nash 

equilibrium of retailer % ,s order strategy on order time and order quantity is 

1) If E q：{b^-a,,W2)+ E q:(T,W2)>l, 

(t:,q:、= 

If i ^ S{T) 

{bi — ai,q*{bi — ai^Wi)) Otherwise. 

(2.25) 

2) If E Qtibt — cLt,W2) + E (IziT, W2) < I < E Qii^i “ -
喊 S[T) leSiiT) 
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^eSi(r) 

(T,q々,T)) I f i e S . i T ) 

(b-i — — Otherwise. 

where 

(2.26) 

胁I — — a。Wi)) > q从 T} > q*(k - a^,W2) If i 0 S{T) 

丞(7；?/；2,兀1 (氏 - C L ” w 。 ) > qJJ,T) > q*{T, W2) 

3) Otherwise, if I > 丞（氏 _ 购 ， 兀 — Wi)) + YL 豆i(T,W2,7h(Jh 
T^SIT) I€SI (T) 

= (k - — ar,Wi)) (2.27) 

Proof. Case I: E — a” W2) + E W2) > I 

Sub-Case I-a: i ^ S(T) 

I n this case ĥ  — a, < T and according to Theorem 2.4，the op t ima l order t ime 

t* = bj ~ (Li. Suppose tha t the order strategy of other retailers [tt” is given 

by equation (2.25). Then we need to prove that retailer i can not benefit by 

changing his strategy (b^ — — a,, W2)) whi le g ^ J remains unchanged. 

Recall the def in i t ion of — W2), we know tt乂b广a” — g ^ ) ) achieves 

the m a x i m u m value at q*{b^ — ai, W2). Hence changing qf to other values w i l l never 

benefit the retai ler. Therefore (t®, q^) = ( — a^, g* -- a^, )) is retailer ？'s Nash 

equ i l ib r ium point . 

Sub-Case I-b: t e 5i(T) 

In this case bi — cl^ > T and according to Theorem 2.4, the opt imal order t ime 

t* can be either 氏—a^ or T. B y the def in i t ion of Si{T), we can conclude that 

i f retai ler i face a wholesale price W2, he w i l l benefit by ordering at T. Suppose 

tha t the order strategy of other retailers ( t ^n Q-^) is given by equation (2.25). I f 

= (b^ — ttj,— ch’W2))’ then the cumulated order quant i ty exceeds the 
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threshold I, which brings the wholesale price down to W2- Thus t^ — T. Then 

using the similar approach in Sub-Case I-a, we can prove that q*(bi — a^, W2) 

brings the retailer maximum profit. Therefore q^) = — a^, q*{bi — W2)) 

is retailer z's Nash equi l ibr ium point. 

Sub-Case I-c: i e S(T) \ Si(T) 

In this case b^ — a^ > T and according to the definit ion of 5 ' i (T) , the maximum 

profit retailer i can obtain by ordering before T w i th wholesale price W2 is less 

than the maximum profit he can achieve by ordering at t ime ĥ  — a^. Hence 

( t l . q l ) = (Jh — — a^, Wi)) is retailer 2，s Nash equi l ibr ium point. 

Case II: Ŷ  E q*{T,W2) < I < E 秘i - (h,W2,7h(Jh — 
i^S{T) I€5I(T) t^S{T) 

E 豕(T,W2,7r“6i — a^i iJ i)) 
t€Si{T) 

Sub-Case II-a:z 车 S{T) 

In this case, h^ — a^ < T and according to Theorem 2.4, the opt imal order t ime 

t : = bt — a^. Suppose that the order strategy of other retailers (Jf—” is given 

by equation (2.26). Then we need to prove that retailer i w i l l not benefit by 

setting ql) + 一 a^, q^il^T)). I f q; > T ) , then the wholesale price is 

st i l l W2- Since 7T^{q^\t^,W2) is decreasing on q̂  when q̂  > we know for 

qe々 q从 T ) 〉 

Therefore retailer i should not set gf > q ^ T ) . 

Furthermore, i f q; < q人l,T), then the threshold w i l l not be reached and the 

wholesale price for retailer i becomes Wi. A n d we can verify that 

兀 舰 • 切 1 ) < 

S T T“力“⑶識 , g“/，T ) ) M 

where the last inequality is due to the decreasing of W2) on q̂  > q*{ti,W2). 

Hence, the retailer i w i l l not benefit by sett ing qf < Meanwhile due 

to the four th assumption in Section 1.2, retailer's Nash equi l ibr ium point is 
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Sub-Case Il-b： i G Si(T) 

I n th is case b厂〉T and according to Theorem 2.4，the op t ima l order t ime t* 

can be either — a^ or T. Suppose the order strategy of other retailers ( t l , , g l j 

is given by equat ion (2.26) and retailer i sets gf > qJJ,T丫 Then the wholesale 

price is w) and according to the def in i t ion of 5 i ( T ) and Theorem 2.4, the opt imal 

ordering t ime is T. Hence t^ 二 T. Using the same approach in Sub-Case I l -a , 

we can prove tha t retai ler i can not benefit by sett ing gf > qi{l, T). 

I f retailer i sets q; < q从 T), then the wholesale price becomes Wi. Again w i t h 

the method appl ied in Sub-Case I l -a , we can prove tha t the prof i t of retailer i 

w i l l be less. Therefore we can conclude in th is case that the Nash equi l ibr ium 

point of retai ler i is (t®, gf) = (T, 

Sub-Case II-c: t G S(T) \ Si(T) 

Simi lar ly as proved in Sub-Case I-c, retailer i always place order at t ime 一 a^ 

w i t h wholesale price lu!. Hence the Nash equi l ibr ium point is given by (2.26). 

Case III: I > Yj 丞 (�—叫，w^2，—a” wi)) + Y1 , — a” wiy) 
喊 SIX) i^Si{T) 

In this case, retailers w i l l give up pursuing the lower wholesale price W2 since the 

threshold is too large. A l l of them w i l l face the normal wholesale price Wi and 

they just maximize their prof i t independently. Therefore the Nash equi l ibr ium 

po in t for retai ler i is (t^, q^) = {h^ - a,, — a ” Wi)). • 

Theorem 2.5 gives us a Nash equi l ib r ium strategy, and a spontaneous ques-

t ion follows is tha t whether there exists another equi l ibr ium which can improve 

all retailers' profits. Moreover, have the retailers any incentive to bu i ld a sub-

coal i t ion to move away f rom the equi l ibr ium? Theorem 2.6 gives the answers. 

T h e o r e m 2 . 6 . ( i ) The equilibrium m Theorem 2.5 is the only Pareto optimal 

Nash eqmhbnum. ( i i ) The equilibrium m Theorem 2.5 is a strong eqmhbnum. 

Proof, ( i ) I n order to prove the Nash equi l ib r ium {t^, q^) obta in in Theorem 

2.5 is the only Pareto op t ima l Nash equi l ibr ium, we should ver i fy tha t i f there 

exists another Nash equi l ib r ium w i t h the ith component as { t [ , q[), which satisfies 

兀人t'”‘jf入t'”《Y) > T T 力 仏 仏 ” ) ， t h e n there must exist j ^ i , so that 
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< q^)). In other words, non of the retailers can 

improve his own prof i t whi le not harming others' profi ts by deviat ing f rom the 

equi l ibr ium in Theorem 2.5. Aga in we consider the three si tuat ions discussed in 

Theorem 2.5 one by one 

Case I: ^ q*(k — a” W2) + E 仏*(厂'̂ 2) > I 

In this case we can observe tha t al l the retailers profi ts have already been max-

imized fol lowing the Nash equ i l ib r ium point in Theorem 2.5. Hence, none of 

the retailers can benefit by deviat ing f rom the or iginal equ i l ib r ium and ( i f , gf) 

certainly is the unique Pareto op t ima l Nash equi l ibr ium in this case. 

Case II: Y. Q*iT,vj2) < I < X] - W J 2 , -
i^s{r) ieSi{T) 

In this case for retailer z, i f z G S{T)\Si{T), then his prof i t is already maximized 

w i t h t f , q^. Hence he has no incentive to deviate f rom this equi l ib r ium point . I f 

I € Si{t) or i e /S⑷，we know (t【，gf) = (T,q(l.T). I n order to achieve more 

prof i t , retailer i must set q[ < q:. Otherwise i f q[ > qf, 

7^^(t：,q：,p：(t：,q：)lw2) < tt 双，《,p:(7； 2) < 暴 2) 

A n d the equal i ty holds when and only when ( t [ , q[) = (if，gf). Meanwhile, since 

q[ + ^ q[ = I we know there must exist q'” ] ^ t so that q'^ < q^. Again 
leSiiT) t^S{T) 
we can prove 

Therefore, retailer j w i l l be less prof i table i f retailer i obtains more. In other 

words, (t®, ql) is the unique Pareto op t ima l Nash equi l ibr ium for retailer i in this 

case. 

Case III: I > 豕 切 2 ， 7 r “ 6 t —ft” � 1))+ E 切2, ^hipi 一 a” vji^j 
傳 S[T) (T) 

I n this case since retailers can not benefit f rom lower wholesale price W2, their 

profits are maximized at the or ig inal Nash equi l ibr ium point given in Theorem 

2.5. Hence, (i®, gf) obviously is the unique Pareto op t ima l Nash equ i l ib r ium in 

this case. 
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( i i ) In order to prove the Nash equi l ibr ium is a strong equi l ibr ium, we need to 

veri fy tha t for any coal i t ion C, i f t rans-payments among retailers are not allowed, 

there always exists a retailer i e C who cannot improve his prof i t by placing order 

at t[ + t^ or w i t h quant i t y q[ • q^. 

Case I: q:(k-a”W2)+ 川2) 2 Z or Z � 

I^S(T) ieSi(T) I宅 S〈T) 
a” 切 1))+ - a,,wi)) 

»€Si{T) 
In th is case, since every retailer's prof i t is maximized ( w i t h wholesale price 

equals to either Wi or w�）, none of them can obta in more prof i t by forming a 

group. Hence, (t^, q^) is a strong equi l ib r ium point . 
Case II: - a „ W 2 ) + E < K E 互 人 b 厂 — 

i^S{T) i€Si{T) 诚 SiX) 

必 I(T) 

For any coal i t ion C , i f C C S(T) \ Si (T ) , then al l the retailers profits in C 

are already maximized w i t h (t®, gf), non of them can benefit by forming this 

coali t ion. Thus we next assume C % S{T) \ Si (T ) , which implies that there 

exists subset C C C and C n {S{T) \ = 0. Regarding to the to ta l order 

quant i ty of the coal i t ion C we have two sub-cases. 

Sub-Case Ila: Qt 
i£C leC 

I n th is case, there must exists one retai ler i whose order quant i ty q[ > gf and 

obviously i E C'. S imi lar ly as examined in Case I I of ( i) , retailer 2's prof i t w i l l 

decrease. Hence, retai ler i is wor th off in this coal i t ion. 

Sub-Case l ib : E 么 < E Q: 

Since E E t = ^ and C ^ S{T) \ 5 i ( T ) , we have 
( T ) 

E � + E E 
i£C ieSi{T)\C I^S(T)\C 

Thus the wholesale price is w i and the prof i t of retailer ？ e C" is 

=兀,屯(fi,切2,冗— (h, Wi)), j f j i f ” 豆0、 
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Meanwhi le the prof i t of retailer i in C \ C' can not be larger. Thus, none of the 

retailers in this coal i t ion C can be better off. 

Combin ing w i t h the above analysis, i t shows that ( t^ j t t i； q^, <?1J is strong 

equi l ibr ium. • 

Theorem 2.6 implies tha t there does not exist another Nash equi l ib r ium 

which can improve al l retailers' profits. Meanwhile, i f t rans-payments is not 

allowed, none of the retailers w i l l move away f rom the equi l ib r ium and form a 

coalit ion. 

2.4.2. The Supplier's Strategy 

Above we discussed the retailer's op t ima l reactions to wg = ( w i , W 2 , / , T ) de-

signed by the supplier. We can observe tha t w i t h different parameter sett ing of 

Wg, retailers' strategies may have huge differences. Hence a natura l question is 

tha t how should the supplier set wg SO tha t his prof i t can be maximized. Fur-

thermore, how much more prof i t w i l l GBS br ing to the supplier compared w i t h 

FP w i l l also be an interest ing issue for us to investigate. 

Assume the supplier has sufficient product to sell and his prof i t funct ion can 

be wr i t t en as 

1- I f E — a ” — + E q : ( T , W 2 ) > l 
確 SiX) i€5i{T) 

^ E (w2-c- hoik — — (h 聊)+ E (^2 - c - hQ{T))q*{T, W2) 
谁 <S(T) ieSi{T) 

+ E { w i - c - ho(K - - a - i , W i ) 
ieS{T)\Si{T) 

2. I f E q 脉 — 〜 购 ） + E q : i T , w 2 ) < i < E 財 〜 — 〜 + 
谁 s(r) leSiiT) i^s{T) 

E豆人T,W2) 
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7TS(WI,W2,1,T) 

= E (w2-c-ho(b,-a^))q,{l,T)-{- J： (w2 - c - ho{T))q,{l,T) 

+ E [ w i - c - ho(k - a^))q*(br - a - i , Wi) 
TES(T)\5I(R) 

3. Otherwise 

N 

ns(wi,uP2山 T) = — c — ho(k 一 - (h,wi) 

•？ =RL 

As we can see, in order to determine the op t ima l parameters Wi,W2,1 and 

T , we have to solve this 4-parameter opt imizat ion problem, which can be very 

di f f icul t . B u t according to the def in i t ion of the model and together w i t h the 

st ructure of the above prof i t funct ion, we can actual ly reduce the problem in to 

two parameters only. F i rs t , w i thou t loss of generality we can set w i = w* 

given by equation (2.10). I n fact, i f W2,1 and T are appropr iately set, such a 

mechanism ensures tha t the supplier can at least obta in the same prof i t as he does 

by prov id ing FP. Second, we can determine I by s tudy ing the relations between 

the three cases above. We can observe tha t given W\^W2 and T , 7Ts{1\ wi,w2, T) 

is increasing on I i n the second case and remains unchanged in first and th i r d 

case. Moreover, supplier's prof i t in the first case is always less than or equal to 

the prof i t he can obta in in the second case since T) > q*{T, 102), V? G Si{T) 

or z ^ S(T). Therefore we jus t need to compare the prof i t the supplier can obtain 

by sett ing I* = ^ Qi{T) + Y1 豆lijh — a j in the second case w i t h the prof i t 
teSi(T) t0S(T) 

the supplier can obta in in the t h i r d case. I f 

E (w2-c-ho(b,-a,))q,(r,T)+ E (^2 - c - ho(T))g^(r ,T) 
t^S(T) leSi(T) 

> E (wi-c - - — (h’m) 
J^S{T), or je5:(T)} 

(2.28) 

the supplier should set 1 = 1*. Otherwise, I can be set as any constant which 

is larger then I*. A n d i t also implies tha t in this s i tuat ion, retailers w i l l place 

orders the same as under FP. 
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W i t h the above analysis, we have the fol lowing Theorem for the supplier's 

op t ima l strategy w i t h GBS. 

T h e o r e m 2 . 7 . When the supplier chooses the GBS as the pricing mechanism, 

( l u * , T * , l { w l , T * ) ) is his optimal price curve decision, where w* is given by 

equation (2.10), 

r ( w ; ’ T , = ^ (2.29) 
i^S(T*) i€Si(T*) 

while W2 and T* can be obtained by solving the following optimization problem 

TT 如 T) 
= max { {w2- c - ho(bi - ai))qi(b, ~ a “ W2) 

+ E (W2 — c - ho(ti))电(T,W2) + E (w* - c - hoik - ai))q*{bi - a - i, w;*)} 
ieSiiT) i£S{T)\Si{T) 

(2.30) 

Proof. The supplier w i l l set GBS price curve parameters wg to provide the dis-

count based on the op t ima l FP price w*. Hence we have wi 二 and W2 < w*. 

According to Theorem 2.1，if the wholesale price is w*, the retailer i 's op t ima l 

order strategy is (bi - ai, q*{hi — a^, w*) ) . A n d the to ta l order quant i ty f rom the 
N 

retailers are 一 <^ i，切Otherw ise , i f the wholesale price is W2 and the ex-
i=l 

pi ry t ime is T*, according to Theorem 2.5, the Nash equi l ibr ium of the retailers' 

order strategies can be derived. A n d i t is suffices to show tha t 

TTs < E (wg — c — ho(bi — cii))屯(bt — ai,W2) + (wg — c _ ho(ti))电(T*, W2) 
i^S{T*) ieSi (T*) 

+ (w* - c - ho{bi ~ ai))q*(k - a - i, w*) 
i€S{T*)\Si (T*) 

and furthermore, 

N 

兀s < y^jw* — c — ho(bi — ai))q-{bi — a .w 

(2.31) 

(2.32) 

Note that when w^ = w* and T* = h^ — CiNy Qiih — ai, W2) = — a-i, ) and 

Si(T*) = 0, hence the r ight hand side of the above two inequalit ies becomes the 
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same. Therefore equat ion (2.30) holds. In other words, by sett ing w^ = w* and 

T* = bN — cln under GBS, the supplier at least can receive the same prof i t as 

he does under FP. A n d by solving opt imizat ion problem (2.30), we always find 

op t ima l W2 and T* wh ich br ing the supplier more prof i t than FP. Final ly, in order 

to mot ivate the retailers to order up to — a^, W2) or ic^), according to 

Theorem 2.5, the supplier should set 

Thus, (w*,W2,T*^1*{w2,T*)) is the op t ima l price curve when the supplier choose 

the GBS as the pr ic ing mechanism. • 

Theorem 2.7 provides the supplier's op t ima l strategy on GBS sett ing and 

a natura l question is how the retailers w i l l respond to the supplier's strategy. 

Theorem 2.8 gives the answer to this question. 

T h e o r e m 2 . 8 . Under GBS •pricing mechanism, the supplier's optimal strategy 

on setting the price curve is wq — (w*, , T * , T {w^, T * ) ) . And there exists a 

unique Nash equilibrium which provides the optimal ordering strategies of the 

retailers, which is indicated as follows 

(Jh — a』JA - — Ch，w*y).) If I ^ S(T*) 

(T^UT^wl^n.ih, - If i G 5 i ( T * ) (2.33) 

— — a” w*)) Otherwise. 

Proof. This theorem follows st ra ight forwardly f rom Theorem 2.5 and Theorem 

2.7. • 

Theorem 2.8 ensures tha t a sub-game perfect equi l ibr ium of the Stackberg 

Game always exists and fur ther more is unique. Supplier, as the leader of this 

game, can set wq appropr ia te ly to generate a most prof i table ordering equi l ibr ium 

for h im whi le none of retailers w i l l deviate f rom this equi l ibr ium. In the next 
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section, we w i l l compare the returns of supplier and retailers under FP w i t h their 

returns under GBS. Through the comparison we can observe which of the two 

pr ic ing mechanisms w i l l be more favorable. 

2.5. Comparison of Supplier Chain Member's 

profits under GBS and FP 

2.5.1. Profit comparison under GBS and flat price 

scheme 

I n th is section, we compare the profits the supplier and retailers obtained under 

two different pr ic ing scheme: GBS and FP. From the def in i t ion of 丞(力，W2) and 

Theorem 2.8, i t is obvious that the the retailers' profi ts are always the same 

under bo th pr ic ing mechanisms. Bu t retailers' order quanti t ies increase under 

GBS and they can use the extra inventories to raise their service levels. Th is 

implies the GBS w i l l benefit the retailers. On the other side, we can also conclude 

f rom Theorem 2.7 tha t the supplier w i l l receive more prof i t under GBS pr ic ing 

mechanism than he does under FP. Generally we have the fol lowing theorem: 

T h e o r e m 2 . 9 . The GBS pricing mechanism can bring win-win situation to the 

supplier and retailers. The improvements are higher profit for the supplier and 

advanced service levels for the retailers. 

2.5.2. Numerical study 

In this section, we w i l l use some numerical example to show the improvements 

of GBS can br ing to the supplier and retailers. As mentioned in Theorem 2.9, 

the improvement for the supplier is higher prof i t whi le for the retailers is more 

products (advanced service levels). A n d we w i l l also examine the impacts of 

different parameters in our model. These impacts can not be obviously derived 
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f rom our theoretical results bu t using the numerical experiments, we can observe 

some insights. The fol lowing parameters are included: 

• The different price-elasticity index in the market, k”i — 1, 

• The f luctuat ion of the uni t holding cost, ho and the deteriorat ing rate of 

the product ; 

• The different t ranspor tat ion t ime a^ and due t ime b”i 二 1，...，iV; 

I n our numerical s tudy we consider a model w i t h five retailers and one supplier. 

Each retailer faces a newsvendor demand w i t h a random variable g:̂ , which follows 

a un i fo rm d is t r ibu t ion f / ( 0 ,1 ) . We evaluated in different situations the supplier's 

expected prof i t and the retailers' service level, which can be indicated f rom the 

retailers' order quantit ies. First we ini t ial ize the base parameters as follows: 

• For the product , the deter iorat ion follows exponential d is t r ibut ion and the 

deter iorat ing rate a = 0.05. Hence the degree of freshness of the product 

at t ime t should be where t。is the order (transported) t ime. 

• For the supplier, the product ion cost c = 5 and uni t holding cost ho — 1.2; 

• For the retailers, uni t holding cost h^ = 0.2 and t ransportat ion t ime a^ = 2 

i = 1，...，5. The market open t ime is b = [2.5,3.5,4.5,5.5,6.5]; 

• For the market demands, the price-elasticity index k^ follows uni form dis-

t r i bu t i on [7(1.5,2.5). 

We first check the impact of price-elasticity index. In i t ia l ly we w i l l 

generate a group of price-elasticity index k = (/ci, ...fcs), each of whose 

components follow un i fo rm d is t r ibut ion ^7(1.5,2.5). Hence we obta in k = 

[1.71’ 1.90，1.96, 2.29, 2.32] randomly. Then we vary the value of k form k - 0.3 

to k + 0.2 by adding 0.05 each t ime. This implies that the market demands now 

are more and more sensitive to the retailer prices. The opt imal results of differ-

ent parties under FP and GBS are listed in Table 4.1. The first column k is the 
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average price-elasticity index. The columns w* and w; are the opt imal two-level 

wholesale prices. The four th column states the higher prof i t supplier can achieve 

under GBS. And for each retailer, the new opt imal order t ime and increase in 

order quant i ty are listed. (Order t ime under FP for retailer i is b^ — a^. Hence, 

the original order times are [0.5,1.5’ 2.5,3.5，4.5].) From Table 2.1 we have the 

fol lowing observations: 

Table 2.1: Comparison under varied price-elasticity indexes 

k w* W2 

Supplier Retailer 1 

GBS 

Retailer2 

GBS 

Retailers 

GBS 

Retailer4 

GBS , 

Retailers 

GBS k w* W2 F P GBS 

Retailer 1 

GBS 

Retailer2 

GBS 

Retailers 

GBS 

Retailer4 

GBS , 

Retailers 

GBS k w* W2 

T* Inc% t Inc% t Inc% t Inc% t Inc% t Inc% 

1.89 16.9 10.6 7990 3.5 43 0.5 414 1.5 126 2.5 133 3.5 171 3.5 60 

1.94 16.4 10.1 6976 3.4 41.9 0.5 451 1.5 139 2.5 146 3.4 174 3.4 61 

1.99 15.4 9.5 6087 2.4 35.9 0.5 465 1.5 144 2.4 138 2.4 62 4.5 0 

2.04 15.4 9.1 5310 2.3 34.5 0.5 536 1.5 172 2.3 152 2.3 72 4.5 0 

2.09 14.9 8.7 4633 2.2 31.5 0.5 579 1.5 186 2.2 150 2.2 72 4.5 0 

2.14 14.4 8.3 4042 1.4 26-3 0.5 624 1.4 185 1.4 70 3.5 0 4.5 0 

2.19 13.9 7.9 3526 1.4 18.7 0.5 672 1.4 201 1.4 79 3.5 0 4.5 〇 

2.24 13.9 7.6 3077 1.2 15.5 0.5 772 1.2 201 1.2 79 3.5 0 4.5 0 

• As k̂  increases, the suppliers' prof i t w i l l decrease under both FP and GBS. 

Meanwhile the improvement under GBS compared w i th FP is decreasing 

from 43% to 15.5%. Furthermore, the t ime of expiry of the GBS pricing 

mechanism becomes earlier. Thus GBS is more efficient for the supplier 

when the market becomes less sensitive to the retai l price. 

• A l though in all cases the service levels of retailers w i l l be advanced under 

GBS, the improvement rates are different. Basically, for retailer i , i f his 

original order t ime b^ 一 is earlier than T, then the improvement of his 

service level under GBS wi l l keep increasing on k. Otherwise, the improve-

ment w i l l becomes less. The reason is that the retailer in this case has to 
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place earlier orders which brings h im extra loss from holding cost and more 

deteriorated products to be sold at the market. Hence he should order less 

to avoid such loss. 

• I n each replication of A; = (k i , we can observe that if k^ is larger, 

the improvement of service levels for retailer i is greater. Hence, when 

the market demand is more sensitive to the retailer price compared w i th 

other markets demands, then the GBS pricing mechanism can improve the 

retailer's service level more. 

Secondly, we would like to check the impact of the supplier's uni t holding 

cost ho and the deteriorating rate of the product a. We first vary ho from 1 to 

1.7 w i th fixed a = 0.5. W i t h each value of ho, we find the opt imal strategies of 

supplier and retailers under both FP and GBS. Then we compare their opt imal 

performances under two pricing mechanism and the result is summarized in Table 

2.2. And then we fix ho and change a from 0.35 to 0.7 by adding 0.05 each time. 

Again we calculate the opt imal values for each members both under FP and 

GBS. The results are summarized in Table 2.3. 

Table 2.2: Comparison under different un i t holding cost of supplier, ho 
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Supplier Retailer 1 Retailer2 Retailers Retailer4 Retailers 

ho w* W2 FP GBS GBS GBS GBS GBS GBS 

T Inc% t Inc% t Inc% t Inc% t Inc% t Inc% 

1 14.5 8.9 5542 3.3 32.3 0.5 483 1.5 153 2.5 160 3.3 174 3.3 60 

1.1 15 9 5423 2.3 34.9 0.5 507 1.5 160 2.3 140 2.3 63 4.5 0 

1.2 15.4 9.1 5310 2.3 34.5 0.5 536 1.5 172 2.3 152 2.3 72 4.5 0 

1.3 15.4 9.2 5204 2.3 34 0.5 531 1.5 167 2.3 147 2.3 69 4.5 0 

1.4 15.8 9.2 5103 2.2 34.2 0.5 560 1.5 179 2.2 145 2.2 69 4.5 0 

1.5 16.3 9.4 5006 2.2 37.4 0.5 585 1.5 186 2.2 151 2.2 74 4.5 0 

1.6 16.7 9.4 4913 2.1 37.9 0.5 616 1.5 198 2.1 148 2.1 73 4.5 0 

1.7 17.2 9.5 4825 1.4 38.7 0.5 646 1.4 194 1.4 77 3.5 0 4.5 0 

Table 2.3: Comparison under different deteriorating rate, a 

a w* W2 

Supplier Retailer 1 

GBS 

Retailer2 

GBS 

Retailers 

GBS 

Retailer4 

GBS 

Retailers 

GBS a w* W2 FP GBS 

Retailer 1 

GBS 

Retailer2 

GBS 

Retailers 

GBS 

Retailer4 

GBS 

Retailers 

GBS a w* W2 

r Inc% t Inc% t Inc% t Inc% t Inc% t Inc% 

0.35 15.4 10.2 7168 3.1 47.3 0.5 392 1.5 119 2.5 124 3.1 119 3.1 50 

0.4 15.4 9.8 6486 3.2 43.1 0.5 436 1.5 136 2.5 143 3.2 146 3.2 60 

0.45 15.4 9.5 5869 2.2 40.8 0.5 482 1.5 150 2.2 122 2.2 58 4.5 0 

0.5 15.4 9.1 5310 2.3 34.5 0.5 536 1.5 172 2.3 152 2.3 72 4.5 0 

0.55 15.4 8.8 4805 2.3 30.4 0.5 592 1.5 190 2.3 166 2.3 75 4.5 0 

0.6 15.4 8.5 4348 2.3 25.1 0-5 653 1.5 209 2.3 182 2.3 78 4.5 0 

0.65 15.4 8.1 3934 1.6 14.7 0.5 727 1.5 239 1.6 88 3.5 0 4.5 0 

0.7 15.4 7.8 3560 1.6 6.8 0.5 803 1.5: 264 1.6 93 3.5 0 4.5 0 

From Table 2.2 and Table 2.3, we can conclude that: 

• For the supplier, as ho increases, his profits obtained under both FP and 

GBS are decreasing. Bu t the improvement of GBS generally becomes 
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greater. But when a increases, the improvement of GBS becomes less. 

Therefore, GBS wi l l bring more improvement when the supplier's hold-

ing cost to keep the product fresh is high. Because in this situation, the 

supplier w i l l set the expiry t ime T earlier so that his holding cost can be 

reduced. A n d when product is easy to go bad, the improvement turns 

out to be less. A n important reason for such a situation is that when the 

products deteriorate very fast, the retailers are not wi l l ing to place earlier 

orders, which may br ing them losses from selling less fresh products. So 

under GBS the supplier's saving on holding cost becomes less. 

• For the retailers, when /IQ and a increase, the improvements of GBS are 

quite different. For retailers who original ly order later than others, the 

improvements even become 0. This is because the expiry t ime set by the 

supplier is too early and i t w i l l be unwise for them to place order before T. 

But for the retailers who originally order earlier than others, their improve-

ments increase a lot. The reason is the expiry t ime is st i l l comfortable for 

them. They can st i l l order enough products to enjoy the price reduction. 

Final ly we focus on the impact of the different transportat ion times and 

market open times b^ i 二 1 , 5 . We wi l l first hx a ~ 2 and vary b from b — 0.5 

to 6 + 0.25 by adding 0.25 each t ime. In this way, we actually delay the retailers' 

original order times under FP. But since the transportat ion times are fixed, the 

freshness of the products when they arrive at the markets remains unchanged. 

The result is summarized in Table 4.4 where the column 1 represents the average 

of bi, I ~ 1,..., 5. Then in Table 2.5 we fix 6 ~ a = [0.5,1.5,2.5,3.5,4.5] and 

change a f rom 1.7 to 2.4. Hence the transportat ion times become longer while 

the order times under FP keep the same. The purpose is to examine the impact 

of t ransportat ion t ime to the efficiency of GBS compared w i th FP, and the result 

is listed in Table 2.5. From these two tables, we have the following observations: 

Table 2.4: Comparison under different market open t ime b 
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6 w* W2 

Supplier Retai ler l 

GBS 

Retailer2 

GBS 

Retailer3 

GBS 

Retailer4 

GBS 

Retailer5 

GBS 6 w* W2 FP GBS 

Retai ler l 

GBS 

Retailer2 

GBS 

Retailer3 

GBS 

Retailer4 

GBS 

Retailer5 

GBS 6 w* W2 

T Inc% t Inc% t丨 Inc% t Inc%: t lnc% t Inc% 

4 13.8 8.8 5735 2 41.3 0 440 1 135 2 142 2 61 4 0 

4.25 14.6 8.9 5515 2.1 36.8 0.3 490 1.3 156 2.1 137 2.1 60 4.3 0 

4.5 15.4 9.1 5310 2.3 34.5 0.5 536 1.5 172 i 2.3 152 2.3 72 4.5 0 

4.75 15.7 9.2 5123 2.4 28.9 0.8 553 1.8 176 2.4 142 2.4 67 4.8 0 

5 16.5 9.4 4948 2.7 26.2 1 601 2 191 ： 2.7 156 2.7 78 5 0 

5.25 16.8 9.4 4785 2.8 16.1 1.3 623 2.3 201 2.8 151 2.8 76 5.3 0 

5.5 17.6 9.6 4634 3.1 12.9 1.5 673 2.5 216 3.1 164 3.1 86 5.5 0 

5.75 18.4 9.7 4492 2.7 6 1.8 728 2.7 220 2.7 94 4.8 0 5.8 0 

Table 2.5: Comparison under different transportat ion t ime a 

Supplier Retai ler l Retailer2 Retailers Retailer4 Retailer 5 

a w* W2 FP GBS GBS GBS GBS GBS GBS 

T Inc% t Inc% t Inc% t Inc% t Inc% t Inc% 

1.8 15.4 9.5 5869 3.3 40.3 0.5 482 1.5 150 2.5 158 3.3 171 3.3 59 

1.9 15.4 9.3 5582 2.3 37.7 0.5 508 1.5 161 2.3 141 2.3 64 4.5 0 

2 15.4 9.1 5310 2.3 34.5 0.5 536 1.5 172 2.3 152 2.3 72 4.5 0 

2.1 15.4 9 5051 2.2 34.9 0.5 561 1.5 177 2.2 143 2.2 67 4.5 0 

2.2 15.4 8.8 4805 2.2 31.1 0.5 592 1.5 190 2.2 154 2.2 76 4.5 0 

2.3 15.4 8.6 4571 2.1 27.2 0.5 625 1.5 203 2.1 152 2.1 75 4.5 0 

2.4 15.4 8.5 4348 2.1 26.6 0.5 653 1.5 209 2.1 158 2.1 80 4.5 0 

2.5 15.4 8.3 4136 2 22 0.5 689 1.5 224 2 155 2 79 4.5 0 

• When 6, the average of b” increases from 4 to 5.75, the supplier's whole-

sale prices also rise due to the increasing holding cost. But his profits 

under both FP and GBS drop. Meanwhile the improvement of GBS to the 

supplier becomes less. This implies that GBS wi l l be more efficient i f the 



Chapter 2. Group-Buying Scheme in Supply Chain with Perishable Product 39 

or ig inal order t imes of the retailers are earlier. B u t for the retailers, the 

improvement of GBS is greater when is larger. 

• W h e n a, the average t ranspor ta t ion t ime of retailers, increases f rom 1.8 to 

2.5，the or ig inal wholesale price w* remains the same because b — ais fixed. 

B u t the reduced wholesale price wg drops and so do the supplier's prof i t 

under bo th FP and GBS. The reason is tha t due to the long t ransportat ion, 

products are less fresh which leads to smaller demand. Furthermore, the 

GBS also becomes less efficient. 

2.6. Conclusions and Future work 

We study a two-echelon supply chain, where one supplier sells a k ind of perishable 

product to N retailers. We derive the op t ima l strategies of all the chain members 

under bo th FP and the GBS pr ic ing mechanisms. We proved tha t GBS w i l l 

always br ing a w in -w in s i tuat ion to all the chain members in the sense that 

suppliers can receive more prof i t and retailers can advance their service levels. 

So far we have assumed tha t supplier's products are always sufficient to satisfy 

the market demands. A na tura l question is tha t i f there is a capacity restr ict ion 

of the product , Q, then what w i l l be the op t ima l strategies of the chain members? 

Note tha t in such case, supplier may set / — Q i f Q is not sufficient to satisfy 

the max imum demands under GBS pr ic ing mechanism. Then retailers' problem 

on determine the order t ime and order quant i ty under GBS requires further 

consideration. Another extension can be the cooperation-retailers scenario, in 

which inside trans-payment among the retailers is allowed. In this s i tuat ion, 

retailers may fo rm coali t ions to pursue more prof i t and the problem needs to 

be solved by apply ing the Cooperative Game Theory. So far in our model, we 

assume the in fo rmat ion of each retailer is publ ic to al l the chain members. This 

is a necessary assumption and w i thou t i t the Nash equi l ib r ium w i l l be di f f icul t 

to achieve. B u t i n practice, sometimes i t is d i f f icu l t to persuade all the retailers 

to share their in format ion. Bu t i f we consider the s i tuat ion tha t retailers can 
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cooperate w i t h each other, then in format ion w i l l automat ical ly be shared among 

retailers who belong to the same coalit ion. Therefore the model may become 

more convinced. 

As mentioned above, due to the in format ion sharing restr ict ion in pract i -

cal problems, models constructed w i t h Compehhon Game Theory may not be 

appropriate for analyzing some mult i -p layer problems where in format ion is not 

publ ic. I n the next chapter, we move our at tent ion to another impor tan t topic 

in Game Theory: Cooperative Game Theory. W i t h solut ion concepts and theo-

crat ical results in Cooperative Game Theory, we can solve a group of problems 

in which in format ion is not shared unless coalit ions are formed. In par t icu lar ly 

we want to check whether the Cooperative Game Theory can also be applied to 

model and solve problems in the S C M area. 

2.7. Appendix 

Supplement to the proof of Lemma 2.3 

• According to equat ion (2.19), q:(U,W2) = 二 二 ： ： 二 之 . S i n c e e ( b , ~ U ) 

is increasing on t^ and hi{bi — a^ — t i ) is decreasing on t ” we know ⑴2) 

is increasing on 

• According to equation (2.19) and (2.17), we have 

[K — 1 ) — + K{Ox - a, - Qf^ 

Since 0(6劣一艺文)is increasing on t^ and hi^b^ — a^ — U) is decreasing on t ” we 

know T T , , q * , W2))| L 。 知” 1^2) is increasing on t,. 

According to equation (2.17), we know ^i), 1^2) is increasing 

on t j . Therefore q^il^ q i { l ,T ) ) \ t_”q—i,W2、is increasing on t i . 

W i t h the def in i t ion of — a ” 10。）, we have 

[h — 1— 
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According to equat ion (2.17), we know ThiMquP I {^ t , qt), W2) is increasing 

on t i . Therefore, given VtJ > we have 

= - a„wl)),p*(tl,q^)\w2) 

which implies tha t q i { t f ,W2,n{b i - a ” W i ) ) < Qiit],W2,7r(b^ _ a^, w i ) ) . In 

other words, _ is increasing on 



CHAPTER 3 

LINEAR P R O J E C T G A M E 
SUBCONTRACTING AND 
COOPERATION 

I n the previous chapter, we s tudy an appl icat ion of Competitive Game Theory 

in a two-echelon supply chain problem. The result shows tha t the new pr ic ing 

mechanism (GBS) w i l l benefit al l the chain members. I n this chapter, we continue 

our study on a two-echelon project management problem which is different f rom 

the t rad i t iona l project scheduling problems. Specifically, in this problem we 

have a Project Owner (PO) and numbers of Subcontractors (SCs). The PO who 

has secured a project w i l l subcontract al l the tasks in the project network to 

different SCs. Get t ing r id of the processing costs, SCs gain profi ts f rom P〇,s 

payments on complet ing the tasks. A n d PO's prof i t comes f rom the entire re turn 

of the project complet ion deducted by the to ta l payments to the SCs. In fact 

this problem is qui te simi lar as the supply chain problem we discussed in the 

last chapter, where we also have an "Upstream Supplier" (PO) and numbers of 

"Downstream Retai lers" (SCs). The "Suppl ier" provides certain k ind of product 

(task) to each "Retai ler" w i t h "wholesale price" (cost to f inish the task). A n d 

the payment f rom PO, wh ich is the ”cost ” of PO, can be regarded as the "retai l 

price" for the retailer. Therefore, each member of this "supply chain" should 

find out his op t ima l strategy to maximize his own prof i t . 

42 
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However, in this chapter we model the downstream SCs’ problem as a Co-

operative Game. App l y i ng the solut ion concepts and advanced techniques in 

Cooperative Game Theory, we can prove tha t SCs w i l l always be better off by 

cooperat ing w i t h each other and forming a grand coalit ion. 

3.1. Introduction 

The use of project management as a methodology for p lanning and implement ing 

business act ivi t ies has increased great ly in recent years. As evidence, membership 

in the Project Management Ins t i tu te has increased f rom 50,000 i n 1996 to over 

500,000 today. There appear to be several reasons for this trend. The first reason 

is mot iva t ion provided by newly developing applications, for example in format ion 

technology, tha t have substant ial fur ther growth potent ial . A second reason is the 

use of shorter life cycles for products and services (Value Based Management.net 

2009), which motivates the use of project management methodology to br ing new 

products and services to market more quickly. A t h i r d reason is the usefulness 

of pro ject management in effectively implement ing organizat ional change, as a 

response to new technologies, more intense compet i t ion, and more demanding 

and less predictable customers (1000ventures.com 2009). 

Our work considers several issues in connection w i t h the scheduling of re-

source constrained projects. Recent overviews of the related research l i terature 

are provided by Herroelen et al. (1998) and Brucker et al. (1999). These works 

document the in t rac tab i l i t y of the resource constrained project scheduling prob-

lem, and discuss many at tempts to solve i t . Most of this l i terature considers the 

project owner as a single decision maker who owns all the necessary resources 

and controls al l the tasks. For example, scheduling decisions tha t involve expe-

d i t i ng or "crashing" the ind iv idua l tasks are made by the project owner w i t h a 

view to op t im iz ing some overall t ime and cost objective for the project. How-

ever, this perspective ignores the role of outsourcing, which is the procurement 

of products or services f rom external source providers. In al l bu t the smallest 
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of projects the project owner has to use the services of other suppliers (Turner 

2003). Outsourcing is major business act iv i ty w i th a value of about $530 bi l l ion 

in business processes and informat ion technology alone, and a predicted annual 

growth rate of 8-10% (Garib 2009). 

In order to focus on the role of outsourcing in projects, we consider a project 

in which all the tasks are outsourced. However, our results are also applicable 

to projects where only some of the tasks are outsourced, and others are man-

aged directly by the project owner. The subcontractors can process their tasks 

independently. However, due to precedence relationships between the tasks and 

their l imi ted resources, the subcontractors can also cooperate w i th each other. 

I f they cooperate, then they share their resources and also the resulting profit . 

A n important issue is how to allocate the profit in such a way that all the sub-

contractors cooperate. We model this problem as a cooperative game (Peleg 

and Sudholter 2003). Related works on cooperative games include Owen (1975), 

Granot (1986), and Samet and Zemel (1984). 

Several previous studies apply cooperative game concepts to project man-

agement. Bergantinos and s'anchez (2002a) consider a project that experiences 

a delay in completion time. As a result of lost revenue, addit ional cost incurred, 

or contract penalties, the client may be entit led to compensation. A natural 

question is which tasks, and which task operators, are responsible for the delay. 

Moreover, the answer to this question may suggest how the cost of compensation 

may be divided among the task owners. They propose a cost sharing rule based 

on cooperative game theory, under the assumption that the project is delayed. 

Branzei et al. (2002) provide two alternative game theory approaches to this 

problem. The first approach is based on an optimist ic and a pessimistic game, 

and the second approach is based on a game between paths and a serial cost 

sharing rule. The latter approach is extended to a weighted serial cost sharing 

rule by Castro et al. (2008). In all three of the above studies, i t is assumed that 

the project is delayed and no incentives are available for expedit ing the tasks. 

Our work focuses on a more general si tuat ion where the project is not nec-
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essarily delayed, due to the avai labi l i ty of incentives for expedit ing the tasks and 

the impos i t ion of penalties for late complet ion of the tasks. Th is problem is stud-

ied by Estevez-Fernandez et al. (2005) using an expedited project game where 

tasks cannot be delayed. Th is game is shown to be convex. The authors also 

consider a project game where some tasks are delayed and other are expedited. 

Th is environment is also the focus of our work. However, Estevez-Fernandez et 

al (2005) make a s impl i fy ing assumption. I n defining the value of a coali t ion, i t 

is assumed that the delayable tasks are indeed delayed and the expeditable tasks 

outside the coal i t ion are completed ontime. Under this condit ion, the game is 

convex. Castro et al. (2007) also consider a project game, where the charac-

ter ist ic funct ion for a given set of act iv i t ies represents the amount of expedit ing 

tha t these act iv i t ies induce in the project . Using various concepts of slack f rom 

classical project management, the authors show tha t the game is balanced. 

However, the problem we consider is more general, in tha t we measure cost 

rather t han t ime. Tha t is, different tasks may have different per t ime uni t 

incentives for expediting，and different per t ime un i t penalties for late completion. 

Th is general ization is na tura l in a set t ing where there is an overall project owner 

besides the various subcontractors. Moreover, we allow the subcontractors to 

have different crashing costs, which is representative of actual practice when 

their tasks are not necessarily similar. We show tha t this more general game is 

balanced, and provide a closed form expression for a core solution. 

Since the subcontractors process their tasks according to the requirements 

specified by the project owner, we consider the issue of contract design f rom 

the perspective of the project owner. This problem is modeled as a Stackelberg 

game, where the project owner is the leader of the game who specifies the con-

t rac t , and the subcontractors are followers who cooperate w i t h each other to 

achieve m a x i m u m prof i t . T w o al ternat ive si tuat ions are considered. In the first 

s i tuat ion, bo th parties have fu l l in format ion. I n the second si tuat ion, the project 

owner does not have in format ion about the crash cost or resource usage of the 

subcontractors. We study how the project owner should design the contract to 
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maximize its prof i t . Also, we study to what extent and how the subcontractors 

should cooperate. 

The rest of this chapter is arranged as follows: We first elaborate the project 

subcontract ing problem and model set t ing in Section 3.2; Then we introduce our 

"Linear Project Game" in Section 3.3 and show that the game is balanced. 

In section 3.4 and 3.5，we w i l l fur ther discuss the PO's op t ima l strategy on 

designing the contracts according to the SCs' reactions. Basically in Section 3.4 

we investigate the s i tuat ion where crashing in format ion is freely shared and in 

Section 3.5, we focus on the cases when in format ion is asymmetr ic between PO 

and SCs. Af terwards in Section 3.6, we introduce another problem associated 

w i t h project subcontract ing. In stead of single project subcontract ing, we s tudy 

a mul t ip le project subcontract ing problem in this section. Again we prove the 

new cooperative game is balanced. F ina l ly in Section 3.7, we generally conclude 

al l the results obtained in this chapter and discuss the future work. 

3.2. Preliminaries 

We star t w i t h a project which a project owner has contracted w i t h a client. 

The project contains several tasks w i t h precedence relations between them, which 

can be characterized as an acyclic network. However, the project owner has no 

resources for per forming the tasks; hence, al l the tasks w i l l be outsourced to 

subcontractors w i t h the necessary facil it ies and expertise to execute them. For 

ease of exposit ion, we assume tha t each task is undertaken by one subcontrac-

tor , selected for tha t task by a tendering process. The subcontractor offers to 

complete the task at a primary complet ion t ime in exchange for for a pr imary 

agreed payment f rom the project owner. Together, these const i tute the pr imary 

part of the contract between the project owner and the subcontractors. 

Based on its contract w i t h the cl ient, the project owner has a cost associated 

w i t h the complet ion t ime of each task in the project. This complet ion t ime cost 

is a nondecreasing funct ion of the complet ion t ime. A task may be crashed so 
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as to reduce its completion cost; however, this incurs an extra crashing cost and 

requires addit ional resources at the relevant subcontractor. The project owner's 

objective is to maximize its to ta l prof i t of completing the project. Given a fixed 

price contract w i th the client, this is equivalent to minimizing the total project 

cost. To achieve this, the project owner signs a two part contract w i th each 

subcontractor. The contract specifies: 

(a) Pr imary completion t ime and payment. 

(b) A secondary opt ion of crashing, including: 

i) a linear bonus rate payable by the project owner to the subcontractor 

for task completion before the pr imary completion time, 

i i ) a linear cost rate for crashing the task below its normal duration, 

payable by the project owner to the subcontractor, and 

i i i ) the ranges of allowable amount of crashing and task completion time. 

In specifying the contract, the project owner needs to know the normal task 

duration. We assume that this informat ion is provided by the subcontractor as 

part of the original tender, by the subcontractor. Whi le the project owner does 

not necessarily know some other parameters, such as the subcontractor's crashing 

cost and resource availability, these are not necessary for contract specification 

s described above. Also, we may later allow the crashing to be negative, to 

allow the subcontractor to lengthen the durat ion of the task, thereby releasing 

resources that can be shared by other cooperating subcontractors. 

Let J\f — { 1 , . . . , 7i} denote the set of subcontractors, or equivalently tasks. 

W i thou t loss of generality, we assume that task 1 is a dummy start task wi thout 

predecessors, and n is a dummy end task wi thout successors. We define the 

fol lowing notation: 
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 ̂

 

Normal durat ion of task i 

Number of t ime units to crash task i 

Cost for subcontractor i i f task i is crashed one uni t of t ime 

Cost for the project owner i f task i is crashed one uni t of t ime 

Uni t crashing cost of task i; Q^ = 0{ + j 

Set of all types of resources 

Number of resource types(|7^|) 

Uni t resource j consumed by crashing task i 

Max imum number of t ime units that task i can be crashed 

Upper bound of the resource j available to subcontractor i 

Nomal completion t ime of task i 

Expedited completion t ime of task i, w i th U < t j 

Upper bound of U 

Normal payment to subcontractor i i f task i is completed no later than t^ 

Bonus to subcontractor i i f task i is completed one uni t of t ime earlier than 

Cost incurred to the project owner i f task i is completed at t ime U 

Set of tasks that are immediate predecessors of task i 

Set of tasks that are immediate successors of task i 

Deadline of the project 

Max imum tota l profit i f all subcontractors in coalit ion S act opt imal ly 

M in im ium tota l cost i f all subcontractors in coalit ion S act opt imal ly 

3.2.1. Subcontractor's problem 

After signing the contract w i th the project owner, a subcontractor can either 

work independently, or jo in a coalit ion and cooperate w i th other subcontractors. 

I f he works alone, his problem is to find the opt imal crashing amounts . . . , a:* 

and completion times t ^ , . . . , t* tha t maximize his tota l profi t : 



S - t * tZ-j I ^ % 

ti - di-\- Xi 

>力？’ V j e V' 

<力？ 

= 0 = 1 

< D \ii = n 

< 〒i3. V j G7^ 

< 无t 

< U 

r 

Denote this problem as P I ⑷ . L e t the feasible set of P l ( i ) be denoted as 

A coal i t ion S of subcontractors solves the fol lowing opt imizat ion problem: 

A S ) = max — t o — + 7 J 

U < tl \ / i € S , j e A'\S 
f 

0, i f 1 G 5 

0, i f 1 G 5 

in < D , i f n E 5 

o<x,< Vies 

(3.1) 

(3.1.1) 

0<t^< Vies 

( 3 . 1 . 2 ) 

(3.1.3) 

(3.1.4) 

(3.1.5) 
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0<t 
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Similar ly, denote th is problem as P l ( 5 ) . Let the feasible set of P l ( 5 ) be 

^ ( S ) . Note tha t constraints (3.1.1) represent the precedence relations among 

tasks whereas constraints (3.1.2) state the project s tar t t ime and complet ion 

t ime restrictions. 

Le t xa t == (;ri，X2，...，x„)T, t j ^ = ( t i , t 2 , • • • t ^ 二 （亡？，均，…，《)丁， 

rAf j = ( r i j , r 2 j , • • • V j G 7^, R ^ ( r^A, …， i ^ m ) , 〒 A f = 

( E ) E 尹口，…，E XAT = {Xi,X2, • • •,王 n) 丁，W 二 (h,飞 2,…JnV, 
i€M ieAf i£Af 

(3j\f = • • •，/3„)丁’ Ox = {91,02,. •. A ) T , and 7a/- = (71,72, •..，7n). Define 

0 = (0,0, • . . , 0)丁，1 = (1,1,...，1)丁，and I as an ident i ty ma t r i x of appropriate 

dimension. Then, the problem for the grand coali t ion, P I (AO, can be rewr i t ten 

in the ma t r i x fo rm as follows: 

m a x 、 f t j ^ t l — t^O — 松 XAT + 1丁7_̂ /" (3.2) 
{XAR.TA/-} 

S.t. 

A ^ x ^ + A 》 # < b j^ (3.2.1) 

B j ^ x y + B^TA/- < b ^ (3.2.2) 

RA/'Xat < 〒Ar (3.2.3) 

I x ^ < xat (3.2.4) 

I w < w (3.2.5) 

X A / - > 0 ； W > 0 (3.2.6) 

where A}^ , B^ f , and b }^⑷， i = 1,2, are appropr iately defined matrices and 

vectors to represent the constraints (3.1.1) and (3.1.2), which are shown in the 

Append ix A [ l ] . See Example 3.2 in Append ix B for an i l lus t ra t ion of these 

matrices. 

For any coal i t ion «5, we can also appropr iately define the corresponding 

matrices and vectors similar to those for the grand coal i t ion, so tha t P l ( 5 ) can 

be rewr i t ten in the ma t r i x fo rm as follows: 
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s.t. 

7r(<S) = max - t ^ ) - ^ J x ^ + 1^75 

+ Alts < h's 

+ B%ts < hi 

R5X5 < f ^ 

I X5 < X5 

I t 5 < t 5 

X 5 > 0 ； t 5 > 0 

(3.3) 

(3.3.1) 

(3.3.2) 

(3.3.3) 

(3.3.4) 

(3.3.5) 

(3.3.6) 

Remarks: 

• I f A > 0 Vi G M, then % can be s imply set as t j . The reason is that in this 

case, subcontractors w i l l never complete their jobs later than the normal 

complet ion t imes i n order to avoid penalties. I f we allow the task i to be 

lengthened so tha t ext ra resource can be released to share w i t h other tasks, 

then we may set > t^. 

• Two types of benefits can be achieved by members in a coal i t ion to cooper-

ate: ( i) they can share resources, to achieve a better crashing solution; and 

(i i) they can coordinate their complet ion times, to achieve a better t im ing 

solution. 

• We should consider the possibi l i ty tha t an subcontractor may want to 

lengthen the dura t ion of his task so as to release more resource to achieve 

better resource sharing. B u t the model above has not considered this op-

t ion. 

Append ix B contains an example tha t is used repeatedly throughout the 

paper. 
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3.2.2. The problem for the project owner 

The problem for the project owner is that how to design the contracts w i th 

subcontractors so that his total cost can be minimized. The project owner faces 

the following costs; (i) the completion cost (pit” (ii) the normal payment 7j to an 

subcontractor if the task is successfully completed no later than《，(ii i) the unit 

bonus jS^i if task i is expedited (i.e., t^ < and (iv) the share of the unit crashing 

cost, that the project owner promises to undertake for crashing task i. The 

first two types of costs are unavoidable and we assume that is a fixed constant, 

and should also be a fixed constant (which is the usual price to perform such 

a task in the marketplace). The last two types of costs are "opt ional" because 

and i^t are decision variables for the project owner when he designs his contracts 

w i th the subcontractors. I f project owner sets = = 0 NA G jV", then all 

the tasks wi l l be completed normally wi thout any crashing. In such situation, 

project owner just undertakes the first two types of costs. However, in order to 

minimize the to ta l cost, project owner should determine the values of i^” as 

well as and more carefully. Generally project owner needs the following 

steps to minimize his total cost: 

1. Collect parameter information of crashing and resource from the subcon-

tractors, e.g., r … 〒 ” and Q ” project owner can directly ask the sub-

contractors for these information if subcontractors are wi l l ing to provide. 

However, he can also estimate these parameters according to his prior ex-

perience, i f subcontractors don't sharing information or if the information 

the subcontractors provide can not convince the project owner. 

2. W i t h available information, project owner solve the following optimiza-

t ion problem which show the min imum cost project owner can possibly 

obtained. 

^ = min ^ I f t ^ + eJ-XAA (3.4) 

S.t. 

(3.2.1) — (3.2.3), (3.2.6) 
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where W 二、中中2,…’ '^nY and © ^ ^ (©1,02, • • • , B^ )^ . Suppose the 

opt imal solution for the above optimization problem is ( t ^ , x ^ ) , then we 

can set t / / = m a x ( t ^ , and x；̂  — x ^ . 

3. Determine A , carefully (optimally) so as to achieve the effect that the 

subcontractors are motivated appropriately (they affect x^ and t^). Define 

以AT =(礼，礼，，•.,以n)T. Note that for a given group of 

subcontractors wi l l solve problem PI(JV) accordingly. Assume the optimal 

solution set is The problem for the project owner 

is therefore to determine the optimal values of {/?_a/"，〜} so that his total 

cost is minimized: 

P C 二 min {ipJrt^J' + - W ) + i^JfX^ + I^TAA} (3.5) 

s.t. 

{ X A T，W} e 

Denote this problem as P2. 

Since x^r and t ^ are impl ici t functions of {/？̂/-, problem P2 is not a 

linear optimization problem. Clearly, PC > C + The project owner 

faces the problem of f inding 仏 s u c h that PC — + I'^Iat- Whether the 

subcontractors are cooperative or not affects the project owner's decisions. Also, 

the quality of the project owner's decisions depends in part on the accuracy of 

information known about the subcontractors. We study these issues in Section 4. 

3.3. Subcontractors' Cooperative Game 

In this section, we study the issue of cooperation among the subcontractors. 

Since the project owner needs to design an opt imal contract wi th the subcon-

tractors, an understanding of this issue is also essential to the project owner. 
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For any coalition S C JV, its characteristic function v(S) is defined as the 

maximum total gain of the problem P l ( 5 ) . That is, v(S) = 7r(5), where 7r(5) is 

the opt imal solution of (2). A cooperative game (A/‘, v) is thus defined. 

3.3.1. Nonconvexity 

We first study the convexity of the game. Convexity is equivalent to super-

modulari ty of the characteristic function. For any coalition S, T C A/‘, the 

supermodularity of the characteristic function is defined as 

v { s u r ) + v { s n r ) > v i s ) + V{T) (3.6) 

. T h e following example shows that equation (3.6) does not hold, and hence the 

cooperative game is not convex. 

E x a m p l e 3 .1 . Consider the project shown in Figure 3.1, where N = 

{1 ,2 ,3 ,4 ,5 } . Tasks 2,3 and 4 are the immediate successors of task 1, and immedi-

ate predecessors of task 5. The processing times of the tasks are 2. Therefore, the 

normal completion times of the tasks are t j y — (2,4,4,4,6) , respectively. Sup-

pose that there is no crashing cost for any task. The maximum crashing t ime 

allowed for each task is Xi — 1, and no task lengthening is allowed. Assume there 

is only one type of resource and let the resource consumption rate of each subcon-

tractor be 1, i.e., r n = 1, i = 1 , . . . , 5. Also, assume that the maximum resources 

which the subcontractors can use are f n = F51 = 2, f2 i = F31 = 0.5, f4 i = 1.5, 

respectively. Finally, let A = 1 and = 72 ~ 1，...，5. Consider coalitions 

S = {2 ,4 } and T = {3 ,4 } . Since both of them have enough resources for 

optimal crashing, we have 

= v(T) - 2[7 + 1 • (4 - 3)1 = 27 + 2 

And task 4 also has enough resource to do crashing by himself, thus 

v{S n = v ( {4 } ) - 7 + 1 - ( 4 - 3 ) = 7 + 1 

But for the coalition S u T , since they only share 2.5 units of resource, the value 



Chapter 3. Linear Project Game: Subcontracting and Cooperation 55 

Task 2 

Task Task 3 T a s k s 

funct ion is 

Task 4 

Figure 3.1: Simple Example 

v{S U r) = ^;({2，3,4}) = 2[7 + 1 • (4 — 3)] + 7 + 1, (4 — 3.5) = 3 7 + 2.5. 

Hence, 

v{S U T ) + v{S n r ) = 47 + 3.5 < 47 + 4 = v{S) + v{T) 

which contradicts supermodular i ty (3.6). This shows that the game is not convex. 

3.3.2. Balancedness and The Core 

Since the problem we formulate is an L P model, i t is natura l to see if the results 

of Owen (1975) can be generalized to study balancedness. Our subcontractors' 

cooperative game is more general than Owen's problem in two ways： 

• In Owen's problem, every agent can invest in all products. Therefore, for 

any coal i t ion S C N, the resource consumption rate mat r i x A is the same. 

On ly the r ight hand side vectors 65, which represent the tota l resource 

owned by coal i t ion S, differs when S changes. Bu t in our problem, both 

the left side coefficient ma t r i x and the r ight hand side resource vector 

change w i t h the coal i t ion S] 

• The available "resources" and "resource consumption rates" are sometimes 

negative in our problem. Therefore when adding in a new player, the 

"resources" may decrease. 
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Let the dual variables corresponding to constraints (3.2.1) be denoted 

pj\f — {• • • , Aj，. • • z 6 N、 j € P \ Also, let the dual variables corresponding to 

constraints (3.2.2) be denoted TJ^ 二（Ti，T2,T3) and (3.2.3) as u = (cji, • • •，〜 ) . 

Finally, let the dual variables corresponding to constraints (3.2.4)-(3.2.5)be de-

noted f i j f and (Jf respectively. (For i l lustrat ion of these dual variables, refer to 

constraints (3.36.1)-(3.36.5) of Example 3.2.) Denote z j f = {pj f , r j f , c j^, / i ^ , (Jf). 

W i t h these definitions, i t is not diff icult to verify that the dual of problem P I (AO 

can be wr i t ten as: 

m m (b》)Tp_^ + ( h l f f r j ^ + v j r u + x^/^at + ^ I fC^ + (5jft% + 、 (3.7) 

(AJ^)T RT I 0 

(A l^ )T ( B j , y 0 0 I 

ZÂ  > 0 

We denote this dual problem by D1(A0 and let 

UJ 

Mat 

Caa 

> (3.8) 

(3.9) 

z ^ denote its opt imal solution. 

Similarly we formulate the dual problem, D1(»S), of P1((S) as 

min (h 'sVps + ( h l ^ r s + r j a ; + x j / / ^ + iJCs + P j t s + (3.10) 

\
—
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R J I 0 、 

0 0 I y 

Z 5 > 0 

Ps 

TS 

U) 

P^S 

Cs 

> (3.11) 

(3.12) 

Observe that and zs have different dimensions. For notational conve-

nience, we expand zs to the same dimension as zj^ by adding in dummy variables. 
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We denote the expanded vector by z^. Furthermore, in order to make sure the 

above nota t ion of problem D l ( 5 ) is st i l l feasible, we also add some 0 vectors 

in to equation (3.10) and (3.11) accordingly. I f we denote the coefficient vector 

in object ive funct ion of D l ( 5 ) as b ^ , then we have 

= (3.13) 

We rewr i te problem D l ( 5 ) using the fo l lowing steps: 

1. Expand b ^ to b ^ by adding in 0, according to the dummy variables which 

are added in to z_s. Make sure b j z ^ = b j z ^ . 

2. Add ing 0 vectors in to the left hand side coefficient ma t r i x of equation (3.11) 

according to the dummy variables which are added into z^. Make sure tha t 

the product of the revised coefficient ma t r i x and z^ st i l l equals to the r ight 

hand side vector. 

Henceforth, we use the nota t ion of D1(<S), as in (3.10)-(3.12). Bu t note tha t 

the dimension of the variables have already been expanded appropriately. A n d 

the b5 defined in equation (3.13) is also augmented to the same dimension as 

The example i n Append ix C i l lustrates these changes. 

In order to s tudy the balancedness of the subcontractors' game, we first 

establish the fo l lowing lemma about the relat ionship between D1(M) and D l ( 5 ) . 

Lemma 3.1. The optimal solution z^ of Dl (M) is a feasible solution of Dl(S). 

Proof. F i rs t , consider the ma t r i x ( (A )^ ) ^ l (B jy ) " ' ' ) in the dual problem Dl{J\f). 

Row I corresponds to a p r ima l variable x^ in the p r ima l problem P1(A0 . Thus, 

i f task I does not belong to the coal i t ion S, then does not con-

ta in row I of ( ( A j v ) T | ( B j ^ ) T ) . Similar ly, row i of the ma t r i x 

corresponds to the p r ima l variable t ” I f task ？ does not belong to the coal i t ion 

then ( ( A ! ) T | ( B | ) t ) does not contain row i of A similar 

relat ionship exists between r j ^ and r ^ . 

Second, any nonzero column of the matrices ( (AJ )T | (B》 ) t)，k = 1,2 must 

correspond to a constraint in the p r ima l problem P I (AT) tha t includes at least 
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one of the p r ima l variables x^ and 力，of task t £ S. Moreover, those columns in 

( ( A 》 ) T | ( B t ) T ) tha t correspond to constraints involv ing no p r ima l variables in 

S w i l l appear in as zero columns. A similar observation can be 

found for the ident i ty matrices and I5 

Let E jv and E5 denote the LHS matrices of constraints (3.8) and (3.11) of the 

dual problems Dl{Af) and D1(«S), respectively. I t follows f rom the observations 

above tha t , by 

( i) delet ing those rows i of E^r tha t correspond to the tasks i 朱 S、and 

( i i ) changing those columns j of E jv that correspond to the constraints which do 

not involve p r ima l variables in the coal i t ion S in to zero columns, 

then we ob ta in E5. Furthermore, after delet ing all the zth variables of 0 j f and 

p j f , z 0 we can get and 

The analysis above implies tha t the constraints of D l ( 5 ) are a subset of the 

constraints of D l ( j V ) . Therefore, any solut ion zj\f satisfying the constraints of 

D1(A/") also satisfies the constraints of D l ( 5 ) . Hence the op t ima l solut ion z)^ of 

D 1 ( A 0 also satisfies al l the constraints of D1{S). • 

A n i l lus t ra t ion is given by Example 3.2, where the mat r i x of D1(<S) is made 

up of rows 2,3,4,7,8 and 9 of tha t of Dl{J\f), and thus any solut ion zj\f tha t 

satisfies the constraints of D1(A/") also satisfies the constraints of D l ( 5 ) . 

From Lemma 3.1, we conclude that 

b j z j < bjz；,, (3.14) 

where z^ is the op t ima l solut ion of D l ( 5 ) . 

Next , we construct an al locat ion vector A based on zj^. By using the in-

equal i ty above, we show tha t A lies in the core of the game (Af, v). 

Note tha t b ; can be regarded as the resource bundle of the coal i t ion S. Let 

b{ i } be the resources owned by subcontractor i as prescribed by the problem 

P l (z ) . N o t e tha t aga in we a s s u m e has the same dimension as b^ and b ^ , 

after augment ing the vector b^^} w i t h elements zero. Then we can prove the 

fol lowing Lemma which states the relat ion between b ^ and b{ i } , t G S. 
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Lemma 3.2. For any coalition S, 

(3.15) 
leS 

Proof. F rom (3.13) and the def in i t ion of i t is not di f f icul t to see that , to 

prove (3.15), we need only to show tha t 

= b ! = (3.16) 
i^S I&S 

because the equal i ty in other elements between b s and ^ bj^} is straightforward. 
lES 

Let us first examine the kth. component of b^ . Assume tha t i t corresponds 

to the precedence relat ion between tasks i and j , i € 5 . Then we know 

(1) I f j E 7^'n<S，then this component of b ^ should equal to —d” On the other 

hand, 

E H} = H} + = - t j ) + = 
leS 

(2) I f J G \ then this component of b ^ should equal to — t^. A n d 

leS 

(3) I f j e A^ D S, then this component of b ^ should equal to - d j . A n d 

L = H} + H } = � + - O = 
i£S 

(4) I f J G ^ ^ \ «S, then this component of b ^ should equal to A n d 

les 

I f follows f rom cases ( l ) - (4 ) tha t the first equal i ty of (3.16) holds. 

Since b ^ 二 ⑷’ —di,Dy, we can easily ver i fy the second equali ty of (3.16) 

according to whether task 1 or task n belongs to the coal i t ion S. 

• 

We can now establish the fol lowing theorem which indicates that the game 

(A/‘, v) is balanced and provides a core al locat ion vector. 
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Theorem 3.3. Let A = (Ai , . . . , where 

\ = + A 《 + 7 ” 

Then A constitutes a core allocation of the game (Af, v). 

(3.17) 

Proof. Let t j ^ and x j ^ be the op t ima l solut ion of P I (A/*) and 7r*(Af) be the 

corresponding op t ima l object ive value. For the grand coal i t ion, we have 

- - t j ^ ) - 吸 + 1 丁7" 

= 7 r 观 

where the second equal i ty follows f rom (3.15) and the t h i r d equal i ty follows f rom 

strong dual i ty. Similar ly, let t ^ and x j be the op t ima l solut ion of P l ( 5 ) and 

7r*{S) be the corresponding op t ima l object ive value. For any coal i t ion S C J\f, 

we have 

- — t 》 ) —昭X 》 + 1 ^ 7 5 

= 兀 m 

where the inequal i ty follows f rom (3.14) and the t h i r d equal i ty follows f rom 

strong duali ty. To summarize, we know tha t A = (Ai，...，A^) lies in the core of 

the game (A/‘, f ) . • 

Theorem 3.3 implies tha t the game is balanced, and the subcontractors 

should always cooperate. 

Remarks: 
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• The specific fo rm of equat ion (3.17) is stated as follow 

巧 E P l x - d M ^ r i ) 

jeV' 

nj 

2, ...n 

=n 

Append ix D provides an example of the payoff d is t r ibut ion. 

3.3.3. Task Lengthening 

We consider an extension of the model above, where tasks can be lengthened to 

release ext ra resources for use in crashing. 

Define y ^ = . V n Y and y ^ = ®i’巩，…，双„)丁，where y, denotes 

the number of t ime uni ts tha t task i is lengthened and y^ denotes the max imum 

amount tha t task i can be lengthened. Problem Pl{Af) can be rewr i t ten as 

7r(A0 = max — t^f) - Oj^x^ + 1丁7" (3.18) 

A J U X " - YN) + A ^ V < H f (3.18.1) 

- ym) + B^ tAT < b ^ (3.18.2) 

RA^XA/" — YAT) < rA/- (3.18.3) 

I S ; I ya^ < y^r (3.18.4) 

I t y “ A ^ (3.18.5) 

XM > 0; YM > 0; w > 0 (3.18.6) 

The dual problem D l ( A ^ ) is 

m in { h \ f f p M + ( b ^ ) ^ r A r + fJfUj + x ^ w + y^-^AT + t ^ C ^ + + 1 丁 I a t 

(3.19) 
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( A i r , ^Jf 

- ( A W T - 叫 ) 丁 - R j ^ 

(A i^ ) 丁 0 0 0 1 

zat > 0, 

PN 

TJ^ 
(-OM (-OM 

UJ > 0 
_ 

〈 
\ 

CM ) 

(3.20) 

(3.21) 

Uj^ corresponding 

verify that all the 

where zj^ is the vector ẑ v" augmented w i th the dual variables 

to the constraints y j ^ < y ^ in primal problem (3.19). We can 

results obtained above on zj^ can be extended to zj^ by appropriate modification 

w i th respect to ujsf. The allocation scheme in Theorem 3.3 is now adjusted to 

A = ( A i , . . . , A„), where 

= + + (3.22) 
/V 丁 丁 

where b{j} is the vector augmented w i th ( 0 , . . . , y , . . . , 0 ) . 

Appendix E provides an example of task lengthening. 

3.4. Contract Design 

In this section, we investigate the optimal design of the project owner's 

contracts w i th the subcontractors' problem P2. Recall that t? is the normal 

completion t ime of task i and is the corresponding completion time cost. If 

task i is completed earlier, at t ime t^ < t j , then the saving in the completion cost 

is: (^欣-ti). The project owner may share this saving wi th the subcontractor 

by offering h im a bonus — t^), then /？̂  = a^vV Consequently, the saving 

the project owner retains is (1 — — t^). The project owner may also share 

a port ion of the crashing cost w i th the subcontractor. I f the per unit crashing 

cost for task i is then the project owner shares £ 凡 . I n this case, a?! — e^G^ 

and 召厂（1 — e:)©^. However, the project owner may not know the crashing cost 
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information To resolve this problem, we assume project owner can follow 

two different schemes separately: 

1. By request, the subcontractors provide their crashing cost information Q^ 

Vz G M . However, subcontractors may provide an exaggerated number 

Then, B j < Vi G Af, and the crashing cost of task i that project owner 

actually shares is (1 — 

2. After subcontractors provide the information, the project owner further 

estimates the unit crashing cost for each task, based on experience. Suppose 

the estimated unit crashing cost of task i is Gi, where < Then the 

project owner establishes a cost sharing mechanism basing on the estimated 

value B^. W i t h this scheme, the project owner can avoid overcompensating 

subcontractors who request prohibit ive crashing cost but may incur a loss 

due to poor estimation. 

We study the project owner's outcomes under the second scheme in the next 

section, using sensitivity analysis. Here, we focus on the project owner's payoff 

under the first scheme. The project owner shares £•底 of the crashing cost of 

task z, and rewards subcontractor i w i th on很 for completing his task one time 

unit earlier. We also assume in this scheme that other information provided 

by the subcontractors, besides is true. We wi l l investigate the impact of 

misleading information to the project owner in the next section. In this section 

we wi l l show that i f project owner sets the decision variables appropriately, then 

he wi l l always obtain the maximum profit as he has expected. 

According to the analysis in Section 2.2, we know after the project owner re-

ceive all the information from the subcontractors, he needs to solve optimization 

problem (3.4) first. Denote the opt imal solution by and Then, 

and can be determined according to the optimal solution. 
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3.4.1. Uniform contracts 

We first study the project owner's payoff for the special case of uni form contracts. 

That is, we let a i = a and £i = hence the project owner offers uni form 

contracts to all the subcontractors. Furthermore, we let a = 1 — which implies 

that the proport ion of earlier completion benefit and the proport ion of crashing 

cost shared by the project owner are always the same. This specification is 

administrat ively simple, and avoids concerns about discriminatory pricing. The 

problem for the grand coalit ion of the subcontractors: P I (AO, and the problem 

for the project owner: P2, can be stated as follows: 

7 r ( A 0 = max + I ^ t a t + [(1 - - G^Jxat - a ^ J f t j ^ (3.23) 
{XA/"’W} 

+ A ^ W < b j^ (3.2 ！.1) 

B j ^ x ^ + B^tAT (3.2 ！.2) 

(3.2 ！.3) 

I xat < x j^(SAr) (3.2 .4') 

I t^f < (3.2 .5') 

xat > 0; tA^ > 0 (3.2 !.6) 

and for P2 we have 

PC = + 1 丁 7 " 十 , m i n [(1 — + (1 — a)if iJft^f]} (3.24) 
« {XAT.TAR} 

(3.2.1) - (3.2.3), (3.2.4')’ (3.2.5'), (3.2.6) 

First, we show that the opt imal solution of problem (3.23) is just 

and 
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Lemma 3.4. The optimal solution of problem (34), 访 

also the optimal solution of problem (3 23) 

Proof Define ix'(N、as fol low 

7r'(A0 = max acpj^t^ + 1了、— aGj^xy^ — a^Jfij^ (3 25) 
{ x " tu} 

S t 

(3 2 1 ) - ( 3 2 3), (3 2 4'), (3 2 5 ' ) , (3 2 6) 

From the def in i t ion of 7T'(Af) and C , we can easily veri fy tha t w i t h the 

same problems (3 25) and (3 4) have the same opt imal solut ion {tĵ (•；î )， 

A n d 

Suppose tha t the op t ima l solut ion of problem (3 23) is 

which IS different f rom { t 认 台 T h e n we have 

[(1 - - 0 训 x；^ - x V ) - - t V ) < 0 

Since x ^ = x^r, we know x ; < x j ^ f rom constraints (3 2 4，）Hence, we have 

- ( ^ ^ J i i ^ M - x V ) < [(1 - - - x V ) 

Therefore, 

7r'(A0 - —JftQj^ + I'lM — a B j ^ x V — —Jft'J 

= - o ^ ^ I K x V - x W - — 抓 - t V ) 

< [(1 - a)Ql - e J ^ K x V - x V ) - - t ^ ) 

< 0 

which contradicts the def in i t ion of TT'^JST) Hence, the op t ima l solut ion of problem 

(3 23) IS also { t j ^ ( ^ _ v ) ’ x ^ ( G ^ ) } • 

From Lemma 3 4 and the def in i t ion of problem (3 24)，we can construct 

the project owner's op t ima l strategy under un i form contracts Note that m 

practise, there usual ly exists a lower bound for o；, which prevents the upstream 
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project owner f rom sharing too less prof i t w i t h downstream subcontractors. More 

specifically, for each oc”t G M there should be a lower bound a^ € (0’ 1) which 

depends on the market power of project owner against subcontractor i . Hence, 

w i t h the un i fo rm contract, we must set a — m a x ^ { « J G (0,1). 

T h e o r e m 3 . 5 . With uniform contracts, the project owner should set = 

W = max{t^(0A/'),t^} and a = a，where is 

the optimal solution of problem (3.4) hy replacing with ©j^. 

Proof. W i t h Lemma 3.4, we can rewri te problem (3.24) as 

PC = mm{a<pj^tl + + ( 1 - a)C} 
a 

= - Q} + l、^f + C) OC 

Note tha t C < Tha t is, the to ta l task complet ion t ime cost should not be 

greater than tha t in the normal schedule. Hence PC is an increasing funct ion of 

a , which implies tha t the project owner should set a = a to achieve a m i n i m u m 

cost. • 

Theorem 3.5 implies tha t the project owner, deducted by normal payment, 

can always receive 1 — a propor t ion of the to ta l system benefit. I f project owner 

is a monopoly enterprise or has huge power in market, then he can enjoy a small 

a which br ing h i m most par t of the benefit. Th is un i fo rm contract appears qui te 

fair since we set al l the sharing rate the same to all the subcontractors. However, 

as we mentioned, subcontractors can complete their tasks earlier either by self-

crashing or mot iva t ing his predecessors to crash. Hence, i t seems to be more fair 

for the project owner to set different a ! and ê  so tha t subcontractors w i l l feel 

more conformable to accept the contracts, especially for those subcontractors 

who do plenty of crashings. 
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3.4.2. Nonuniform contracts 

We now consider a situation where the project owner has the administrative and 

legal flexibility to use different values of a^ and £i for each subcontractor i. The 

project owner sets these incentives such that the subcontractors are motivated to 

crash their task optimally, and moreover, the project owner maximizes its profit. 

As discussed above, task i can complete one time unit earlier in two ways. 

The first way is that task i is crashed. The second way is that the predecessors 

of task I crash their tasks, so that task i can start one t ime unit earlier. In 

both cases, subcontractor i receives an early completion incentive per unit 

time. However, the subcontractor incurs a unit crashing cost (1 — in the 

first case only. Therefore, the problem for the project owner is to set (aAT, ^at) 

appropriately so that each unit of crashing is compensated, and that its profit is 

maximized. We propose Algor i thm A E below to solve this problem. 

Algorithm AE 

I n p u t : Ojs/, f j \ f , d；^ and the precedence network of the project. 

S t e p 1: Solve the following linear program: 

s.t. 

Q! = r min + 台tXi + a 爪 ~ ti)] 

(3.2.1) —(3.2.6) 

Set x f = x^ = = t? 二 t 

(3.26) 

Let the optimal solution to problem (3.26) be denoted x* = (a；!,…,x] 

W，• • • ’ Ki). 

n, XL = XU = 论N Q = 0 and 

S t e p 2: Set X — \{XL + X [ / ) / 2 ] . Solve the following linear program: 

C ' = min + + a 冲 - U)] (3.27) 
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s.t. 
(3.2.1) — (3.2.3), (3.2.5), (3.2.6) 

工；< < ’ Vz e A/‘ 

< > <，V z G C丄， 

and let C = {i\x[ > }. 

I f X < Xu, then go to Step 4. Otherwise, set x^ = = i = 1,..., n. 

Step 3: Set g = q + 1, C(q) = > x f } and C^ - > 0}. Let 

A' = = i f } and A{q) = ( U ^ c ⑷义” \ A'. Set xf = x f , = 

I f X l = Y n G N 《 , t h e n go to Step 5; otherwise, set X L 二 X u , X j j = 础工I, 

and go to Step 2. 

S t e p 4: I f C = 0, then set Xl = X, and go to Step 2; otherwise, set x f : 

X： = t”i = l: n and Xu 二 X, and go to Step 2. 

S t e p 5: Solve the fol lowing linear program: 

r m a x , 冗 ( 1 - a 加 欣 — K ) - 也 

{。仏明} ^ 
(3.28) 

E ( f ^ i — a j 外 + E ( t t t -这 E (1 - V j = 
eCO) 

{a , - < (1 -

么 S < 1，0 < < 1 

^leAf 

where a^ G (0,1) is defined in the un i fo rm contract case above. 

O u t p u t : ai’£：” VS e Af and C ( l ) , . . . , C(q). 

We prove below tha t the a ^ , e^ found by A lgo r i t hm A E represent the op-

t ima l contract design for the project owner. The proof requires the fol lowing 

pre l iminary result. 

Lemma 3.6. LP problem (3.28) has a feasible solution. 

Proof. B y construct ion, there are at most n of the first constraints, and they are 

l inearly independent equations of the variables o；̂, e ” t 二 1 , . . . , n. Simi lar ly, the 
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upper and lower bounds on and e! introduce 4n l inearly independent equations 

in 4n slack variables. • 

We now provide the main result of this section. 

T h e o r e m 3 , 7 . Given the crashing cost information Q/^ provided by the sub-

contractors and all other necessary information, the project owner specifies the 

contract incentives from Algorithm AE. Then doing so mimmizes the 

project owner's total cost + Moreover, the time complexity of Algorithm 

AE IS 0 ( n x : ) L P ( 2 n ) ) . 

Proof. From Lemma 3.6, we know A lgo r i t hm A E provides a feasible solut ion 

o^Afi I t remains to show tha t (a) the subcontractors perform an opt ima l 

crashing schedule (x j^ , t j ^ ) , and (b) the project owner's to ta l cost is C' + 

Firs t , due to the st ructure of L P we observe tha t i f there exists a solut ion 

to (3.27) w i t h ^ ^ ^ x[ < X where x[ = a” then there exists a solut ion to (3.27) 

w i t h 工 ( — X ' where x[> a^, i f X' > X. Th is justif ies the last constraint in 

(3 27). 

Second, we check tha t each subcontractor receives sufficient compensation 

for crashing. I f we let C { j ) denote the crashing set in step j , then this requires 

y ^ Oiz'-Px + ^ > (1 一 已狗” J = 1’ • •.，g 
^ec(j) ieA{j) i£C{j) 

where A { j ) is are the successors of tasks in set S that have been brought forward 

by one t ime un i t in step j . The op t ima l solut ion, a j^ and e仏 of problem (3.28) 

satisfies this inequal i ty since 

leAij) 

= E (1 - eQQz + E 这 + E 这 
^€CU) t€C(j) t^A(j) 

> E ( 1 - 谈 ， 
lecij) 

where the last inequal i ty holds because a^ > 0. Therefore, a j^ and e^r f rom 

A l g o r i t h m A E provide sufficient compensation to ensure at least opt imal crashing 
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by the subcontractors. Moreover, by construct ion, no subcontractor can crash 

more than the op t ima l amount . 

Next , we consider the op t ima l i t y of CXN^EN- The project owner's benefit 

f rom the crashing of tasks in set C ( j ) is 

E (1 一 -卜 E (1 -- -

tec⑴ iGAij) 

E (1 一 外 -卜 E (1 -- O L 〉队 -f- (1 - • 
tec⑴ 

E (1 —Quypr 卜 E (1 -- -
- e , 

where the second equal i ty follows f rom the first group of constraints in problem 

(3.28). The to ta l benefit obtained by the project owner is the sum of the benefit 

f rom crashing each task, or Y1 [(1 一 这 ( 巧 - 1 * ) — O^x*]. Therefore, the project 
leN 

owner's to ta l cost is 

E + 7 . ] - E [(1 一 这J抖(力？ — t:) - ©ẑ ：] 

leAf 

= + l^TAT 

The second equal i ty holds since (x*, t*) , V^ G J\f is the op t ima l solut ion of LP 

problem (3.26). Therefore, the project owner's to ta l cost is minimized. 

Final ly, we consider the t ime complexi ty of A lgo r i t hm AE . In Step 1, we 

solve a l inear program w i t h t ime complexi ty 0{LP{2n)). The b inary search 

procedure in Steps 2 th rough 4 identifies q < n nested subsets C(q) of tasks 

tha t are being crashed. The ident i f icat ion of each subset requires searching 

0{J2teN ^i) values of X which requires a:*)) b inary search itera-

tions; each i tera t ion requires the solut ion of a linear program w i t h t ime complex-

i t y 0{LP{2n)). Step 5 also requires the solut ion of a linear program w i t h t ime 

complexi ty 0{LP{2n)). Therefore, the overall t ime complexi ty of A l go r i t hm A E 

We observe tha t , due to the lower bound constraints a ” \ l i € A/‘, only a 

por t ion of the bonus paid by the project owner is used to cover the necessary 
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crashing cost. The extra profit obtained by the subcontractors is ^ — 

t*). Appendix F provides an example of A lgor i thm AE. This analysis of this 

section assumes that the project owner has ful l and precise information from the 

subcontractors. The following section relaxes this assumption. 

3.5. Imprecise Information 

In this section, we study the problem where the project owner does not have the 

precise informat ion that is needed for opt imal contract design. This may lead 

the project owner to a contract design that fails to minimize his cost. We now 

focus on the outcome to the project owner when various types of information 

are unavailable. In such situation, the project owner needs to estimate various 

parameters related to crashing. I f the project owner makes any inaccurate esti-

mation, then the project may not be implemented by the subcontractors in the 

way that the project owner expects. We show that the project owner can either 

benefit or lose as a result of different k ind of estimations. We wi l l also show that 

the subcontractors may lose by providing imprecise information, for example by 

exaggerating their crashing costs. 

3.5.1. Unit crashing cost 

I f the project owner asks a subcontractor for uni t crashing cost information, the 

subcontractor may either refuse to tel l the project owner or exaggerate the cost. 

I f the subcontractors do not share uni t crashing cost information, project owner 

has to estimate parameter I f the subcontractors ask for a high price S j ^ that 

exceeds the project owner's valuation based on his prior experience, the project 

owner may estimate the parameters by himself instead of using © ^ directly to 

design his contracts. We assume that subcontractors are always wi l l ing to offer a 

uni t crashing cost parameter else we just regard the zth component of ©j\r 

as GO. Suppose the project owner's estimation is < The theorem below 

shows that if the project owner overestimates the unit crash cost, then the closer 
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and ©yv" are, the lower the cost tha t the project owner can achieve. 

T h e o r e m 3 . 8 . Given all information except the unit crashing cost ©_/v，suppose 

the project owner has two different estimations Q]^ and Q%- on the crashing cost 

parameters which satisfy S\F > > If we denote CLS the optimal 

value of LP problem (3.26) by substituting Qj^ for Sj^, then > 

Proof. Suppose now the est imat ion of the project owner is © j ^ . The project 

owner w i l l solve problem (3.26) f irst to find the op t ima l crashing schedule. As-

sume the op t ima l solut ion obtained by solving L P (3.26) is {xj^(e)/)， 

and the m i n i m u m cost is The project owner then sets x^v = x ^ ( B j y - ) 

and t j ^ = m a x ( t J y - ( 0 ^ ) , t ^ ) . Moreover, fol lowing the procedures in Algo-

r i t h m A E , the project owner can determine the parameter a \ f and which 

satisfy al l the constraints of L P problem {3.28). T h a t is 

E W — E E ( i - ^ J ) © ! ! , . . . , ( ? 
仗 ⑴ 以 ⑴ ieC(j) 

a < a ! < 1, 0 < £\ < 
(3.29) 

The purpose is to mot ivate the subcontractors to crash as project owner expects. 

Since the cost est imat ion ©J^ is great than or equal to the real crashing cost 

SM, w i t h the above a ) / and subcontractors are w i l l ing to do crashings 

since the bonus received w i l l be great than the crashing cost. Therefore, the 

op t ima l crashing schedule expected by the project owner is achieved. According 

to Theorem 3.7, the cost for the project owner w i l l be + 

Suppose now the est imat ion becomes then again project owner w i l l 

solve the L P (3.26) to obta in the op t ima l crashing schedule for himself. Sup-

pose now the op t ima l solut ion is and the m i n i m u m cost is 

C ' ( 0 ^ ) ) . Compare the op t ima l solut ion w i t h the previous one we have two pos-

sible si tuat ions to discuss: 1) the two opt ima l solutions are the same; and 2) the 

two op t ima l solutions are different. 

I f { x > ( 0 j ^ ) , t > ( © V ) } = then we can s imi lar ly verify 
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that project owner's min imum cost w i th estimation © ^ wi l l be + 

Furthermore, we can easily verify that < since the opt imal 

solutions are the same and < Gjyy. 

I f { x V ( e j ^ ) , t V ( e V ) } + then we know 

is a feasible solution in L P (3.26) w i th Then 

basing on this feasible schedule, project owner can examine whether there exists 

OL^.ZM which satisfy al l the constraints in (3.29) by subst i tut ing © ^ for 

Since there always exists a solution {aj^,Ej\f} = { c ^ , 1 } , we know this feasible 

schedule can always be achieved when project owner's estimation is © j^ . And 

w i t h this feasible schedule, the objective value of LP (3.26) is just 

Hence the opt imal value should satisfy < • 

Theorem 3.8 implies that i f project owner does not believe the unit crashing 

cost informat ion (•a/*) provided by the subcontractor and prefers to establish 

contracts based on his own estimations, then the closer his estimations and the 

real value are, the lower to ta l cost he can achieve. In this sense, the project owner 

should set Qj\r as small as possible. However, i f the project owner's estimation is 

too small, which leads to underestimation of 0_a/"，the project owner may incur 

a huge loss i f the compensation offered by the project owner is insufficient to 

induce crashing. 

We conduct a computat ional experiment to evaluate the effects of the esti-

mat ion of ©A/". The experiment is based on Example 3.2 and is designed as 

follows. The resource that subcontractor 5 owns is changed to 3 units and 

other subcontractors' resource remain the same, i.e., r ^ = (1,1,1，2,3). The 

uni t crashing cost is ©^r 二（1,1,3,1,1)，but the information provided by the 

subcontractors is 100% more than the real cost, i.e., S^ f = (2, 2,6,2,2) . The 

project owner, based on experience, believes that the information is true except 

that 03 == 6 is too high. Hence, he establishes his contracts based on information 

provided by subcontractor 1, subcontractor 2，subcontractor 4 and subcontractor 

5, together w i th his own estimate of subcontractor 3，s uni t crashing cost. Thus, 
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Q^f 二（2，2，白3, 2，2). We also assume the lower bound condi t ion for sett ing 

in this example does not exist. Hence a^ = 0,Vi G N . 

I n Table 3.1, we vary the project owner's estimate G3 f rom 4 to 1 in 0.5 

decrements. For each est imation, we derive the max imum prof i t of the subcon-

tractors and the m in imum to ta l variable cost of the project owner. We also show 

the opt imal schedule used by the subcontractors. 

Table 3.1: project owner and subcontractors' paybacks w i th different est imation 

on 07 

63 

project owner's expected 

cost saving 

SC's schedule project owner's real 

cost saving 

SCs' extra 

Prof i t 63 

project owner's expected 

cost saving 工: 

project owner's real 

cost saving 

SCs' extra 

Prof i t 

6.0 12 1 2 0 0 1 6 12 4 

4.0 12 1 2 0 0 1 6 12 4 

3.5 12 1 2 0 0 1 6 12 4 

3.0 12 1 2 2 2 1 4 12 6 

2.5 13 1 2 2 2 1 4 13 5 

2.0 14 1 2 2 2 1 4 14 4 

1.5 15 1 2 0 0 1 6 8 6 

1.0 16 1 2 0 0 1 6 8 6 

Observation I: 

I f B3 > 3, i t is not worthwhi le for the project owner to crash tasks 3 and 

4 together by 1 t ime un i t since O3 + B4 > Hence, he designs the same 

contracts and achieves the expected cost saving. I f 63 < 3, i t is worthwhi le 

for the project owner to crash tasks 3 and 4. Therefore, he designs contracts 

which compensate subcontractors 3 and 4 for crashing. The result is that 

his cost saving keeps increasing unt i l 63 reduces to 2. When 83 is below 

2，the project owner underestimates 63, leading to insufficient sharing of 

crashing cost for tasks 3 and 4. As a result, the subcontractors' schedule 
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becomes different f rom what the project owner expects, which reduces the 

project owner's cost saving. A n d we can observe that the to ta l cost of the 

project owner w i l l be lower i f his est imat ion is closer to the real value as 

long as project owner s t i l l overestimates the crashing cost. 

• Prov id ing overstated crashing cost in format ion is not always a wise decision 

for the subcontractors. From the Table 3.1 we can see tha t if subcontractor 

3 announces his cost greater than 3 and the project owner believes this 

in format ion, then the extra prof i t t ha t subcontractors can obtain is only 

4. B u t i f he jus t provides the t rue informat ion, e.g., B3 = 3，then the 

subcontractors can possibly receive 6 f rom the project owner. The reason 

is tha t overstated crashing cost may mislead the project owner in to th ink ing 

i t is not worthwhi le to crash the task. However, bo th the subcontractor 

and project owner can benefit f rom task crashing, i f the cost informat ion is 

well stated. Another observation is that subcontractors may benefit when 

the project owner makes wrong estimations. As we can see, subcontractors' 

extra prof i t increases to 6 when project owner underestimates ©3. 

• When 2 < G3 < 3, the project owner underestimates the uni t crashing cost 

of task 3. B u t i t is interesting to see tha t the project owner's cost saving 

st i l l increases as 83 declines. The reason is that al though the project 

owner underestimates task 3's un i t crashing cost, he overestimates the uni t 

crashing cost of task 4. Through cooperation between the subcontractors, 

the effects of these imprecise estimations offset each other, and the schedule 

is as expected by the project owner. Th is result occurs when there are 

parallel crashing tasks in the opt imal schedule, which generates a “r isk 

pool ing" effect. 
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3.5.2. Resource availability 

The subcontractors' resources play an impor tan t role in their coordinat ion. Re-

source sharing enables the subcontractors to do more task crashing than is pos-

sible using their own resources, and thereby increases their prof i t . In order to 

design contracts w i t h subcontractors to encourage crashing, the project owner 

needs to know the resource amount owned by al l the subcontractors. Since re-

sources w i l l have no value if unused, subcontractors are typ ica l ly w i l l ing to share 

their resource amount in format ion w i t h the project owner. However, some sub-

contractors may have conf ident ial i ty concerns. I n tha t case, the project owner 

needs to estimate the to ta l amount of resource that all the subcontractors own. 

I t is not necessary for the project owner to estimate the resource amount owned 

by each subcontractor, since the subcontractors game is balanced. This reduces 

the project owner's risk of imprecise est imat ion on the resource amount. 

Let fj^j- denote the project owner's estimate of the to ta l resource owned by al l 

the subcontractors which actual ly is r j ^ . Before we introduce the computat ional 

experiment, we first state a proposi t ion which implies that project owner should 

not estimate too much amount of resources. 

Proposition 3.9. If project owner overestimate the amount of resources owned 

by the subcontractors, then the project may not implemented as he expects and 

his total cost may increase. 

The insight of Proposi t ion 3.9 is tha t when project owner believes tha t the 

subcontractors own much resources, he w i l l expect more crashings which leads to 

more cost savings on task complet ion t ime. Moreover, in his contract he sets the 

upper bounds of crashing qui te high and these large upper bounds give SCs more 

flexibility to do crashing. A n d the op t ima l crashing schedule to subcontractors 

may be different f rom the schedule tha t project owner expects, which leads a huge 

loss to project owner. Next we w i l l introduce a computat ional experiment which 

examines the impact of imprecise est imat ion i j ^ to the max imum cost saving of 

project owner and prof i t of subcontractors. The observation in Proposi t ion 3.9 
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can also be verified in this numerical example. 

The experiment again is based on Example 3.2, w i t h the fol lowing modif i -

cations. The real un i t crashing cost is = (1,1, 2 ,1,1) , but the informat ion 

provided by the subcontractors is Qjs/ = (2,1.5,2.5,2,1.5). The project owner 

designs the contracts according to Sj\f and we assume a^ = 0, Vz G Af. The 

resources tha t subcontractors own are f j ^ — (1，1,1，1,2). Bu t this t ime sub-

contractors refuse to te l l the project owner their resource on hand. Thus, the 

project owner has to estimate the to ta l resource amount. Suppose the estimated 

value is r and we change i t f rom 3 to 9. For each f , we derive the real schedule 

performed by the subcontractors, the max imum variable prof i t which subcon-

tractors can receive and the cost saving of the project owner. The results are 

summarized in Table 3.2. 

Table 3.2: project owner and subcontractors' paybacks w i t h different est imation 

on f j ^ 

r 

PO's expected 

cost saving 

SC's schedule PO's real 

cost saving 

SCs' extra 

Prof i t r 

PO's expected 

cost saving 工2 工: tt 

PO's real 

cost saving 

SCs' extra 

Prof i t 

3 10 1 0 0 1 7 10 2 

4 13.5 2 0 0 1 6 13.5 2.5 

5 13.5 2 0 0 1 6 13.5 2.5 

6 14 2 1 1 1 5 14 4 

7 14 2 1 1 1 5 14 4 

8 14.5 1 2 1 1 5 

9 14.5 1 2 1 1 5 12全 4 | 

Observation II: 

• When the project owner underestimate the subcontractors' resources, his 

cost saving is qui te low, al though the project is implemented as he expects 

since he sets the crashing upper bounds. As his est imation becomes closer 

to the real value, his cost saving increases. However, when the project 
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owner overestimate the resource amount, the project may not be imple-

mented as he plans and his cost saving may reduce. This phenomenon 

also verifies our Proposit ion 3.9. The reason is that overestimation brings 

larger crashing upper bound which gives subcontractors more flexibility to 

do crashings. Due to insufficient resource constraint, they just choose the 

most profitable crashing to process, which may lead to unexpected project 

schedule. 

• The subcontractors' profit in this experiment keeps increasing when project 

owner's estimation becomes greater. The increase when r changes from 

3 to 6 is easy to understand, because as f increases, the project owner 

also sets x ^ larger, so that the subcontractors can perform more task 

crashing to receive more compensation from the project owner. But the 

increase when r changes f rom 6 to 9 is unusual. Since the project owner has 

overestimated the crashing cost of tasks 3 and 4, the subcontractors crash 

task 3 instead of task 2, which increases their compensation. Generally, i f 

the project owner overestimates the subcontractors' resource amount, the 

subcontractor receives at least the same profit as when the project owner's 

estimation is exactly correct. 

3.6. Multiple Projects 

In this section we consider another type of problems in project scheduling. Gen-

erally in such problems we have numbers of POs, each of whom owns an entire 

project to be carried out. Each project consists of several tasks and the durat ion 

times of these tasks are deterministic. POs can use addit ional resources to crash 

their tasks and complete their project at earlier times. But meanwhile they also 

encounter costs on crashing tasks. Therefore Cost /T ime Tradeoff exists in each 

project. Furthermore, task crashing consumes resources which are assumed to 

be l imi ted for each PO. Thus when the POs make project scheduling decisions, 

they should also take such resource constraints into consideration. In our model, 
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we assume that POs can either subcontract their tasks to subcontractors or com-

plete these tasks by themselves. Of course subcontractors are more professional 

on specific tasks and the cost to complete these tasks wi l l be less i f the tasks are 

processed by these professional SCs. Hence POs are wi l l ing to do the subcon-

t ract ing and sometimes one SC who w i th special expertise wi l l be subcontracted 

similar tasks from different POs. Bu t the si tuat ion a PO may face is that the SC 

has already been booked by other POs dur ing the t ime window the PO would 

like to process his task. In this case the PO has to process the task by himself or 

subcontract i t to other less professional SCs, in the event that he wants the task 

to be completed as scheduled. The result is that the cost to process this task 

wi l l be higher. Another choice for the PO is to postpone the start t ime of this 

task so that the most professional SC (wi th least cost) w i l l be available then. 

Again the PO faces a Cost /T ime tradeoff here. Therefore i f POs collaborate w i th 

each other, they can benefit not only because resource sharing can provide them 

w i t h the oppor tuni ty to do extra crashing that can not be performed if working 

independently, but also because the cost to process some similar tasks can be 

reduced from better scheduling by the professional SC in charge of these tasks. 

Again cooperation game theory wi l l be applied to establish fair cost allocation 

scheme in a coalit ion, so that POs wi l l perform cooperations automatically. 

Below are some variable notations in our linear mult i -project game problem. 
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We just l ist the variables which are not defined in the single project game case. 

K ： Set of Projects(POs) 

Afc : Set of tasks belong to Project k 

Number of tasks in project k. Assume 1 is the start task and rik is the finish one rik 

( t ” o 

d知 

n 

V’ 

A ' 

o 

s 

fl^ ... 

{ t ' l f r 

t l - " • 

4 ，… 

矜 广 • 

Desired 

i l v . . 
…ik 

，工; 

•'rik/ 

d!'、 

Number of t ime uni ts to crash tasks in project k 

叫 ” Complet ion t imes of tasks in project k 

• ’（亡‘)0), Earl iest in t ia l complet ion t imes of tasks in project k 

tt,), Upper bound of t ^ 

Dura t ion times of tasks in project k 

. T h e max imum t ime uni ts that tasks in project k can be crashed 

makespan in t ime uni ts (Deadline) for project k 

f ^ ) T o t a l amount of different resource on P O m's hand 

,r二)，Amount of different types of resource consumed if we crash task i 

in project k by one t ime un i t 

Set of tasks tha t are immediate predecessors of task i in project k 

Set of tasks tha t are immediate successors of task i in project k 

( 6 { , • • • , 0 ^ ^ ) U n i t crashing costs of tasks in project k 

Tota l cost incurred to FOk i f tasks are completed at t ime t知 

Set of professional SCs 

Set of tasks tha t can be processed by professional SC j 

Un i t cost saving on task t in project k i f the task is processed by professional SC j 

A r b i t a r y coalt ion in AT, 5 C /C 

C{S) : M i n i m u m to ta l cost of projects(POs) in coal i t ion S 

In i t ia l ly , each PO w i l l per form op t ima l scheduling independently according 

to the tasks' fore-and-aft relations, the tasks' normal dura t ion times, the resource 

they own for crashing and the available t ime window at the professional SCs, side 

to subcontract tasks, so tha t they can obta in the op t ima l start and complet ion 

times of al l his tasks. For example for P O k, suppose the op t ima l start and 

complet ion t imes of task i to be s* and t*. I f SC j G O can process task i E A 4 
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( in other words, i G O^) ’ P O k can subcontract this task to SC j , requir ing that 

the task should be star ted at t ime 5* and finished at t ime t*. I f SC j is available 

dur ing t ime window [s*,^*], this task w i l l be processed and P O k can achieve a 

cost saving as — 5*). B u t i f the t ime window is already booked or par t ia l ly 

booked by other POs, then P O k can only subcontract a propor t ion of the task 

to the SC. General ly we have the fo l lowing assumptions to specify the disciplines 

of task subcontract ing in our mode】， 

• SCs w i l l process the tasks tha t POs subcontract to them in a ETFS (Ear-

liest star t T i m e Fi rs t Serve) pol icy whi le preempt ion is not allowed. Tha t 

is they w i l l process the task w i t h the earliest start t ime first un t i l the task 

is finished. 

• PO can out source any par t ia l tasks to the SCs in case tha t SCs are not 

available to process the whole tasks. I f PO k subcontracts a propor t ion of 

task i to SC j, then the cost saving he can achieve is acffj^d!^. 

• Once the SC j O receives al l the subcontract ing requests f rom POs, the 

sequence to process the tasks is f ixed and queue j ump ing is not allowed. 

In other words, each P O fc's task i i E O^ or iginal has a posit ion cr-^(i) to 

be processed. I t w i l l not be started un t i l his predecessor, which positions 

at — 1, is finished. Note tha t such queue-jumping forbiddenness is 

qui te common in practise. The purpose is to protect the pr io r i ty of POs 

who place earlier orders and should be promised to be served dur ing the 

booked t ime windows. Therefore we assume tha t for each SC j , there is 

an in i t i a l sequence to per form the tasks f rom different PO. This sequence 

depends on the in i t i a l pro ject scheduling of POs. 

Define y^ 二 ( y f , • • • the t ime length of tasks that P O wants to sub-

contract to SCs. I f P O k works independently, he has to solve the fol lowing 

opt imizat ion problem to obta in the m i n i m u m cost 

C{{k}) = m in 勺丁t* + <f>fy'； (3.30) 
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X 

t 卜 0 ’ 

< n, 

E r f x f < f f , 
ieAT/c 

4 < 4 - 4 

4 < t^ - {4'r 

Vi > 

0 < < 无f, 

\/i en 

Vi e 

V j e (9’\/< e A 4 n (Dj , t ' e M l ' . n + l = 

\fieMk 

"iieUk 

"iieMk 

Similar to in the single project case, the first three constraints of opt imiza-

t i on problem (3.30) denote the task fore-and-aft relations whi le the four th con-

stra int is the resource l im i ta t i on faced by the PO. The f i f th to seventh constraints 

together w i t h the last constraint demonstrate the rules tha t task subcontract ing 

should follow. Basically, y》should satisfy 

y f = max{0 , m m { d ^ - x ' ^ V z G A / ^ n O V ' ^ A ^ ' n C ^ a 卞 ' ) + l -

(3.31) 

which implies tha t the t ime length that task i can be subcontracted to SC j 

should not be greater than the entire processing t ime and the available t ime 

window exists at SC's side. Meanwhile, i f task i is scheduled to be completed 

earlier than its in i t ia l predecessor i n subcontract ing, then the task should be 

finished by PO himself and the cost saving PO can achieve is always 0. 

Since a task can at most be subcontracted to one SC, for notat ion conve-

nience, we next consider 好 as (f)认 and hence = 左 ’ ’ ‘ ‘ ,叙”.F u r t h e r m o r e , 

denote the subcontract ing predecessor of task i as i~ in project k~. Also denote 

the subcontract ing successor of task i as in project I f a set of P O S coop-

erate w i t h each other, then S should solve the opt imiza ton problem as follows: 
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s.t. 

C { 5 ) = m i n + - ( 0 ” 丁 / } (3.32) 

t卜0, 

tt < n, 

ykeS 

\/keS 

E E r f x ^ < E i , v ' e 尺 
[kGS i£Nk keS 

zf ykeS,k- es 

z b 卜 祀 " ^ k e s ^ k - ^s 

z^ < d? -x^ ykeS,k+ es 

Z^ < (t^r — + d f ) , 

y' > z^, 

< xt V. G Afk 

(32.1) 

(32.2) 

(32.3) 

(32.4) 

(32.5) 

(32.6) 

Simi lar to the single pro ject problem, we can derive the ma t r i x form of the 

mul t i -pro jec t grand coal i t ion problem as follows 

C(/C) = m i n + — (3.33) 

s.t. 

+ VkeJC 

Bj^k ⑷ x ^ B ^ ⑷ t、l4，Vke/C 

k€fc fce/c 

-k 

c IC 

t ” V / \ z 
— + z勺 > — \ f k t K 

K 

> 0 

(33.1) 

(33.2) 

(33.3) 

(33.4) 

(33.5) 
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y^ - z^ > 0, \ / keK： 

一X" > \/keJC 

(33.6) 

(33.7) 

x^ > > > 0, M k e K (33.8) 

where z = 1,2 and C^; are appropr iately defined ma-

trices and vectors to represent constraints (32.1) and (32.3), which are shown in 

Append ix B[2 

Simi lar ly w i t h appropr iate ly defined corresponding matrices and vectors, we 

can rewri te the op t im iza t ion problem for any coal i t ion S in to mat r i x form: 

Remarks: 

C(S) = , m in + — 

+ V k e s 

B j ^ “ f c ) x 〜 B ^ ⑷ 鳴 ， V k e s 

kes keS 

-K 

Wi 

fx^ + zM > - d ^ 

(3.34) 

(34.1) 

(34.2) 

(34.3) 

\ 
卜 1 

> D 5 

< ( t i )o 、 

(34.4) 

V K J I ” ) 
- ( ( t ” o + d ” , 

ykeJC,k+ eic 

ykeic,k+ ^K： 
(34.5) 

> 0 , \fkeS (34.6) 

\/keS (34.7) 

> 0 , ykes (34.8) 

• The differences of constraints between problem (3.33) and (3.34) are: i) 

constraints (34.1),(34.2) and (34.6)-(34.8) are included in problem (3.33). 
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i i ) bo th the left hand side (LHS) matrices and r ight hand side (RHS) vec-

tors in constraints (34.3)-(34.5) are different. In fact the second type of 

difference is the reason why grand coal i t ion can achieve the POs less cost. 

• The detai l fo rm of C5 and D ^ are provided in Appendix[2 . 

3.6.1. Linear Multi-Project Game and the Core 

We next define the cooperative game, which we call Linear Mu l t i -P ro jec t Game 

(/C,v). In this game, the grand coal i t ion is the set of the PO fC. For each 

subset S C K, the characterist ic funct ion is — C{S), which is defined by 

the opt imiza t ion problem (3.34). Use the dua l i ty property and similar method 

as appl ied in l inear single pro ject game problem, we can prove the fol lowing 

theorem, which states tha t the l inear mul t i -p ro jec t game is also balanced and 

there is a core d is t r ibu t ion which is constructed on the op t ima l solut ion to the 

dual problem of grand coal i t ion. 

T h e o r e m 3 . 1 0 . Let b^ denote the RHS vector in the constraints of prohlem 

(3.30) and Z*^ the optimal solution of the dual problem of (3.33). The A = 

(Ai , • • • , XK) constitutes a core allocation of {JC^v), where 

Afc = ( b ” T Z [ (3.35) 

The proof w i l l fol low the simi lar approach as we applied in Section 3. We w i l l 

f irst ver i fy tha t according to the special s t ructure of our problems, the opt imal 

dual solut ion of problem (3.33) w i l l be a feasible solut ion in the dual problem 

of (3.34). Then due to the op t ima i i t y of dual solution, we can further conclude 

tha t 

C(/C)= E(b 竹 t 

Therefore A lies in the core of l inar mul t i -p ro jec t game {JC, v). 
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3.7. Conclusions 

In this chapter we study different project scheduling and subcontract ing prob-

lems modeled as "Linear Project Games". I n the single project case, we solve 

a Stackberg game problem between the PO and SCs first and find the op t ima l 

strategy of P O on designing the contracts w i t h SCs. Then we use linear pro-

gramming dua l i ty to analyze SCs' cooperative game problem and show tha t there 

exists an al locat ion in the core, which can be formulated w i t h the op t ima l dual 

solut ion of the grand coal i t ion. In the mul t i -pro ject case, we model the problem 

as a piece-wise l inear program and then transfer i t to the linear case. Therefore 

by apply ing the simi lar approach in the single project case, we also proved the 

balancedness of the cooperative game and find the core al locat ion which benefit 

al l the POs. 

Since we expect this is the first work on the appl icat ion of Cooperative Game 

Theory i n the project scheduling problem w i t h task subcontract ing, the model 

we established is s t i l l qui te basic and the approach is st i l l generally based on 

dua l i ty property. A n interest ing question is whether more s t ructura l properties 

of the core al locat ion obtained f rom linear programming game can be discovered 

to uncover insights per ta in ing to the project management problem. More specif-

ically, what are the d is t r ibut ions to be given to the cr i t ica l tasks and non-cr i t ical 

tasks ？ How much the SC can be al located by giv ing one un i t of resource to 

other SCs ？ By solving these questions, we can have a better understanding on 

the core. Moreover, whether i t is necessary to constraint our model sett ing as 

linear form also needs fur ther consideration. 

There are also other directions for fu ture research. Fi rst , a l though we can 

construct an al locat ion in the core w i t h the op t ima l dual solution, the problem of 

checking whether a given al locat ion is in the core or not is st i l l open. Moreover, 

besides the core there are several other impor tan t concepts in the cooperative 

games such as the Shapley value [42] and the nucleolus (Maschler et al. [34]). 

Whether we can design efficient a lgor i thm to compute them needs further dis-
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cussion. 

F ina l l y in the mul t i -p ro jec t case, due to technical issue, we have to assume 

the task processing sequence at the professional SC's fac i l i ty can not be changed 

after being in i t i a l l y set. Th is assumption certainly should be relaxed i f consider-

ing the pract ical s i tuat ion. Hence, whether we can remodel the problem wi thout 

this assumption and the or ig inal approach is st i l l applicable is an interesting 

question to be discussed later. In fact in the next chapter we w i l l discuss a prob-

lem related to manufactur ing outsourcing. A n d in that problem we allow the 

job processor to change the processing sequence of the jobs to achieve the mini -

m u m cost. The techniques appl ied in the next chapter may inspire the solut ion 

approach of the question we leave here. 

Appendix A: 

1], Detail form of A} ,̂ B f̂ and b^, ？ = 1,2 

Let ri i = I p i I which denotes the number of immediate predecessors of task 

i = 1, ...,n. Assume the j t h task in is task kl € j — 1,… r i i . 

• A V = 

A ) 

where A } = = 2 , n is a n, X n ma t r i x and 

\ A " \ - � 
is a n-dimension un i t row vector w i t h the zth component equals to 1. 

• A2 •M 

A: 

where 戊 = 

+ e" 

• B 

el 

- e ] 

0 

where 0 is a n-dimension zero row vector. B ^ = 
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b i 

al l components 

{du-duD^. 

where b | = (—«(”...，一(ij丁 is a n^-dimension vector w i t h 

equal to —d^ (di is the normal durat ion of task i). b ^ = 

2], Detail form of A ^ 队 , b ‘ i = 1,2 and Cic, Qs, D5 

W i t h the def in i t ion of A)^、B\f and b}^, i 二 1，2, we know A^j^^ has the same 

form as A)^ i f replace n i n w i t h n^. A n d the same relat ion can be derived 

between and B \ f , as well as bj^^ and h)^. 

The detai l fo rm of Ĉ ：, C5 and D 5 are l isted as follows: 

Iat, 

E 

Eat. 

where E^^ is a n^ x 

Tik matrices w i t h the zth row vector equals to e^ , i G A4 . Here e^ is 
k€lC 
a ^ rifc-dimension un i t vector w i t h the component corresponding to task 

keic 
i~ equals to 1. 

• C 5 is the same as Ca： after 1)replacing e^ w i t h 0 i f task 

coal i t ion «5; 2) replacing w i t h Ojy^ ii k ^ S 

is not in 

Dc = - w h e r e = 
lATfe likes 
OjV'fc Otherwise 
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Figure 3.2: Normal Schedule 

Appendix B: Example Problem 

E x a m p l e 3 .2 . Suppose tha t we have a project of 5 tasks. Task 1 is the first 

which has immediate successors 2 and 4, whi le task 5 is the last w i t h immediate 

predecessors 3 and 4. Task 2 is the immediate predecessor of 3. See Figure 2, 

We assume there is only one type of resource, i.e., 71 — { 1 } and the related data 

of the tasks are l isted in Table 1. 

parameters Ta^k 1 Task 2 Task 3 Task 4 Task 5 

d-i 

Til 

Til 

氏 

2 

1 

1 

1 

3 

1 

1 

1 

3 

1 

1 

2 

1 

1 

1 

1 

2 

0 

1 

1 

Table 3.3: Da ta of the tasks/subcontractors 

Under the normal schedule, the project w i l l be implemented as shown in 

Figure 3.2 and the complet ion t ime for the project w i l l be 10. 

Suppose tha t the project owner can save 5x dollars i f the project (last task) 

can be finished x ( > 0) t ime uni ts earlier, which implies tha t (pj^ = (0,0，0,0，5)丁. 

Assume tha t the project owner signs contracts w i t h the subcontractors w i t h 

parameters as shown in Table 3.2. 
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variables Task 1 Task 2 Task 3 Task 4 Task 5 

Pi 

A 

力？ 

0 

0 

2 

0 

0 

5 

0 

0 

8 

0 

0 

8 

5 

0 

10 

I 2 5 8 8 10 

工t 0 2 2 0 1 

Table 3.4: Da ta of contracts 

I t is not di f f icul t to ver i fy tha t Fl{Af) now becomes 

5 

max 7r(A/') = —xi — X2 - — X4 — x^ — 5亡5 + ^ + 50 (3.36) 

0 0 0 ， M - 1 0 0 0 ， ‘ - 3 

- 1 0 0 0 1 - 1 0 0 - 3 

0 - 1 0 xat + 1 0 0 - 1 0 tAf< - 1 (3.36.1) 

0 0 - 1 

0 0 - 1 i 

0 0 1 0 - 1 

, 0 0 0 1 —1 J 

- 2 

, - 2 i 

1 0 0 0 0 ^ 1 0 ( ) 0 0、 ( 2 \ 

-1 0 0 0 0 XA/- + -1 0 ( ) 0 0 -2 

0 0 0 0 0； , 0 0 ( ) 0 1 ； 、10 } 

)^A^ < 

(3 36.2) 

(3.36.3) 

1 0 0 

0 1 0 

0 0 1 

0 0 0 

0 0 0 

< (3.36.4) 
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W< 

0 0 

0 0 

0 0 

1 0 

0 1 

XA/-,tAr > 0 

2 

5 

8 

8 
10 

(3.36.5) 

(3.36.6) 

The matrices and vectors A \ f , BJ^, and i = 1,2，are clearly shown in 

the expressions (3.36.1) and (3.36.2) above. 

Now consider the coal i t ion S = { 2 , 3 , 4 } . We can veri fy that problem P1{»S) 

can be wr i t t en as follows： 

max 7r(5) 二 -X2 - 2x3 —工4 + 72 + 73 + 74 (3.37) 

X5 + 

— 1 0 0 
1 - 1 0 

0 0 - 1 

0 1 0 

0 0 1 

) x 5 < 3 

ts< (3.37.1) 

(3.37.3) 

< 

ts< 

(3.37.4) 

(3.37.5) 

X5,t5 > 0 (3.37.6) 
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The matrices A ^ , i = 1,2, and the vector b ^ are also clearly shown in the 

expression (3.37.1). Note that B ^ , i = 1,2, and are al l zero because constraint 

(3.1.2) does not exist for the coal i t ion S (so there is no constraint (3.37.2)). 

Appendix C: Dual of the Example Problem 

Consider the problem introduced in Appendix B. We obtain the dual problem 

D 1 ( A 0 as follows. 

rain ( - 3 , - 1 , - 3 , —2, -2)(p2i ,P32, P4i,P53, P u V + (2, —2,10)rAr + M + (0 ,2 ,2 ,0 , l ) f i M 

+ ( 2 , 5 , 8 , 8 , 1 0 ) C A r + E 7 ^ + 5 0 
i=l 

0 0 

- 1 0 

0 —1 

0 0 

0 0 

1 0 

- 1 1 

0 - 1 

0 0 

1 0 0 

0 0 0 

0 1 0 

—1 0 1 

0 0 0 - : 

1 - 1 0 

0 0 0 

0 0 0 

0 0 0 

0 0 0 

1 - 1 0 

0 0 0 

0 0 0 

0 0 0 

0 0 1 

1 0 0 0 0 

0 1 0 0 0 

0 0 1 0 0 

0 0 0 1 0 

0 0 0 0 1 

0 0 0 0 0 

0 0 0 0 0 

0 0 0 0 0 

0 0 0 0 0 

0 0 0 0 0 

0 0 0 0 0 

0 0 0 0 0 

0 0 0 0 0 

0 0 0 0 0 

0 0 0 0 0 

1 0 0 0 0 

0 1 0 0 0 

0 0 1 0 0 

0 0 0 1 0 

0 0 0 0 1 

Pat 

CM 

- 2 

- 1 

— 1 

0 

0 

0 

0 

- 5 

ZA^ > 0 

Also, or iginal ly w i thou t expansion, D l ( 5 ) can be wr i t ten as follows; 

m in (—5，一3, -3 ,8 ,8) ( ;02 i , p32, PAI，"53,广54)丁+30；1+(2’ 2, 0)/as+(5，8, 
1=2 

S.t. 
0 0 0 

0 0 0 

- 1 0 0 

0 0 0 

0 1 0 

—1 0 1 

1 0 0 

0 1 0 

0 0 1 

0 0 0 

0 0 0 

0 0 0 

0 0 0 

0 0 0 

0 0 0 

1 0 0 

0 1 0 

0 0 1 

PS 

Cs 

> 

- 2 

- 1 

0 

0 

0 
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Z 5 > 0 

In order for zs and z y to have the same dimension, we rewrite the above D l ( 5 ) 

as follow 

m in (-5，—3’ —3’ 8,8)(/92i，/O32，/^ii, /O53，"54广 + (0 ,0 , 0 ) t s + 3a;i + (0,2，2，0, 0)ms 

+ ( 0 , 5 , 8 , 8 , 0 ) ( s + ^：7^ 
2=2 

— 1 0 0 

0 - 1 0 

0 0 - 1 

- 1 1 0 

0 - 1 0 

0 0 - 1 

0 0 0 0 0 1 0 1 ( ) 0 0 0 0 0 0 0 1 / „ \ - 1 
0 0 0 0 0 1 0 0 ] L 0 0 0 0 0 0 0 PS —2 
0 0 0 0 0 1 0 0 ( ) 1 0 0 0 0 0 0 

0；1 
- 1 

0 0 0 0 0 0 0 0 ( ) 0 0 0 1 0 0 0 
0；1 0 

1 0 
0 1 

0 0 0 
0 0 0 

0 
0 

0 0 ( 
0 0 ( 

) 0 0 
) 0 0 

0 0 1 0 0 
0 0 0 1 0 y 

f^s 

\ ^^ ) 
0 

I 0 ) 

Z5 > 0 

Note that the mat r i x in problem D1(S) consists of rows 2,3,4,7,8 and 9 of 

that in problem D1(A^). 

Appendix D: Payoff Distribution for the 

Example 

Consider the example in Appendix B. Given the contracts w i t h the project owner, 

the grand coalition's maximum profit can be obtained by solving problem P1(A/"). 

A n opt imal solut ion is 

z l f = (5,5,0,5,0，5 ,0,0,3,1,1,0,0,1,0,0，0，0’ 0) 

T h a t is, r； = 5，"^ = 5’ /?^ = = = = = pg 二 1 and 
5 

other variables equal to zero. Hence, the opt imal value is 7r(A/') = X) + 15 . 
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Task 2 T a s k 3 

- 3 = 5 
X Task 4 \ r、\ Task 1 乂、 Task 4 ’ 、 Task 5 ,、、 

、」_�)""”口~"J “ 

Figure 3.3: Crashing Schedule 

Meanwhile, f rom Theorem 3.3, we have 

Ai = 7 i + a；!* + — 2 r i + 0 * Mt = 7 i + 3 

A2 = 72 + 0；!* + 5/9^2 - (3 + + 2 * M2 == 72 + 5 

A3 = 73+^1* + — (3 + = 73 + 3 

入4 = 74 + 74 + 3 

As = 7 5 + St? - (2 + + W = + 1 
、 

and the new schedule is shown in Figure 3.3. 

W i t h o u t cooperation, each subcontractor's max imum profi t is: 

(71’72,73,74，75). W i t h cooperation and after d is t r ibut ion f rom the grand 

coali t ion, their profi ts become (71 + 8,72 + 6,73 + 8,74 + 8,75 + 1). Hence, 

no coal i t ion can make more prof i t outside the grand coali t ion, and A is a core 

solution, cooperative game. 

Appendix E: Task Lengthening in the Example 

Consider Example 3.2 again. Now let f j = 0, i — 1，…，5，which implies that 

no subcontractors own any resource for crashing. Thus, in order to do crashing, 

some tasks should be lengthened to release resource. 

Solving the problem P I (AT), we can get the opt imal p r ima l solution: t l — 

2,^2 = 3,^3 = 6, = = 7, which indicates that task 4 is lengthened by 3 

t ime units (to release 3 units of resource), task 2 is crashed 2 t ime units and task 

5 is crashed 1 t ime un i t . 
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By solving the problem D1(A0，we can get the optimal dual solution: 

p21 = 3, p32 = 3, p41 = 2，/f?53 = 3, P54 = 2, Ti = 5，OJi = 2 , jiii = 2, = 2 

whi le other variables are 0. Accord ing to (3.22) we can compute the core distr i-

b u t i o n ; 

‘ A i = = 7 i --Xi^l — diTi + t?p21 + 力?All = 7 i - 2 * 5 + 2 * 3 + 2 * 2 = 7 i 

入2 = : 7 2 -- ( i ? + d2)p2l + 二 72 - (2 + 3) * 3 - 5 * 3 = 72 

< Aa = --73 ’ - ( 均 + 4 ) ^ 3 2 + ^3^53 二 73 — (5 + 3) * 3 - 8 * 3 = 73 

A4 = - - ( t ? + (i4)P41 + t》32 = 74 - (2 + 1)* 2 - 8 * 2 = 74 + 10 

A5 = : 7 5 + 5^5 + - ( 均 + 4 ) P 5 3 — . ( t S + ^5)P54 = 75 + 50 + 2 - 10: 

The d is t r ibu t ion above indicates tha t task 4 is awarded $10 for the resource 

i t released, task 5 is awarded an ext ra of $2. (Bu t task 2 gets noth ing al though 

i t was crashed; This is a b i t surprising; We are s t i l l considering why.) 

Appendix F: Nonuniform Contracts for the 

Example 

E x a m p l e 3 . 3 . Recall example 3.2 in Append ix B , now we remain the structure 

of the project network the same bu t make some changes on the data of the tasks 

as follows 

parameters Task 1 Task 2 Task 3 Task 4 Task 5 

(k 

〒ii 

2 

0 

3 

1 

3 

1 

1 

0 

2 

0 

1 1 1 1 1 

0 0 5 2 0 0 0 0 

Table 3.5: * D a t a of the tasks/subcontractors 

Suppose ipj^ = (0 ,6 ,4 ,0 , 0) which implies that project owner can benefit 

only by the earlier complet ion of task 2 or 3, A n d we assume both task 2 and 3 
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can at most be crashed by 1 t ime un i t . The lower bounds of task 2 and task 3 

are set as — 0-2 and 这3 = 0.1. Next we check how A l g o r i t h m A E works on 

this example. 

Fi rst w i t h Step 1，we can solve L P problem (3.26) and obta in the opt imal 

crashing schedule as — (0，1,1,0,0) and t ^ = (2,4,6,8，10). Moreover, the 

op t ima l object ive value is C ' 二 57. So we can set Xl = 0, Xy : 2, ajf = x^ — 

0, t ^ - 力 f = V i € A/‘, C ^ = 0 and q - 0 . Then we go to Step 2. 

Then in Step 2 we set X 二「(义乙 + = 1. The we solve L P problem 

(3.28) and the op t ima l solut ion is x ^ (0 ,1 ,0 ,0 ,0 ) and t ^ = (2 ,4 ,7 ,8 ,10) . 

Hence, C = { 2 } . Since X < Xu, we move to Step 4. 

I n Step 4, Since C + 0，we set 毋=(0,1,0,0,0), t 义 = ( 2 , 4 , 7 , 8 , 1 0 ) and 

Xcf = 1. Go to Step 2. 

I n Step 2, we set X — \ { X L + Xu)l2\ = 1. The we again need to solve LP 

problem (3.28) w i t h X = 1. However, this t ime since X = X(j = 1, we move to 

Step 3. 

I n Step 3, we set q = 1, C ( l ) = { 2 } and C ^ = { 2 } . Since A' 二 { 1 , 4 , 5 } and 

A^ = { 3 , 5 } , we have 成 1) = { 4 } . Then we set x ^ = x ^ - (0 ,1 ,0 ,0 , 0), X ^ = 1 

and X u = 2，and go to Step 2, 

I n Step 2, we set X = \(XL + X f / ) / 2 ] = 2. The we solve L P problem 

(3.28) and the op t ima l solut ion is x ; - (0,1 ,1 ,0 ,0 ) and = (2 ,4 ,6 ,8 ,10) . 

We can ver i fy tha t C = { 3 } and since X = Xu, we set x义 二（•, 1,1,0,0)， 

t义= ( 2，4 , 6 , 8 , 1 0 ) and move to Step 3. 

I n Step 3, we let q = 2, C(2) = { 3 } and C^ - { 2 , 3 } . Since A' = { 1 , 2 , 4 , 5 } 

and 乂3 = { 5 } , we have A(2) 二 0. Set = x^-, t、二 t义.Since X 二 T^ieAf^i, 

we move to Step 5 

I n Step 5，we should solve the L P problem (3.28) which now becomes 

max 6(1 - «2) + 8(1 — as) — 5^2 — 2幻 
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6(^2 - 0 . 2 ) 

4(^3 - 0 . 1 ) 

6(a2 —0.2) 

4(a3 - 0 . 1 ) 

0.1 < «2 < 

We can veri fy tha t ^3) = (0.4,0.5,0.44,0.2) is one opt imal solu-

t ion. We next check i f the project owner can achieve a m i n i m u m cost as 

5 7 + by designing the contract w i t h («2? «3, £2： ^3) = (0.4, 0.5,0.44,0.2). 

For subcontractor 3， i f he crashes one t ime un i t , then his benefit w i l l be 

CW3 ~ (1 — £3)63 = 0.4. Hence, subcontractor 3 w i l l do the crashing. For 

subcontractor 2，if he crashes one t ime un i t , his cost w i l l be 62 = 5. B u t he 

can receive a bonus 0L2中2 + 幻©2 二 4.6 f rom the project owner. Furthermore, he 

can also receive a transfer payment f rom subcontractor 3 because subcontractor 

3 can enjoy an earlier complet ion bonus 0^3(̂ 3 = 2 due to the crashing of task 2. 

A n d the amount of transfer payment depends on the bargaining power between 

subcontractor 2 and 3. Suppose the amount is TP and we know TP G (0.4,2). 

So the to ta l benefit received w i l l be 4.6 + TP > 4.6 + 0.4 = 5. Hence, subcon-

t ractor 2 w i l l also do the crashing. W i t h the above analysis, we know the project 

w i l l be implemented as pro ject owner has expected. The to ta l cost for h im then 

becomes 

仍tl + ^^t； + £262 + ^3©3 + C,2Mt2 ~ ^2) + — ̂ s) + = 5 7 + 1、M 

Therefore, we can conclude tha t w i t h the otjsf and sj^ obtained f rom A lgo r i t hm 

A E , project owner can achieve the m i n i m u m cost he can expect. 



CHAPTER 4 

COOPERATIVE G A M E IN AN 
OUTSOURCING PROBLEM WITH 
STOCHASTIC PROCESSING TIMES 

I n the previous chapter, we study a project scheduling problem w i t h subcon-

t rac t ing behaviors. We model the SCs，problem as a cooperative game which 

we called "Linear Project Game". A n d then solve the opt imizat ion problem 

for PO based on the SCs’ reactions to his subcontract ing contracts. In the last 

part of the previous chapter, we int roduced a Linear Mu l t i -P ro jec t Game where 

tasks belong to different project owners can be subcontracted to the same SC. 

Note that such subcontract ing behavior is also qui te common in practice, espe-

cial ly in the manufactur ing industry. Tak ing into consideration of efficiency and 

economy, many manufactur ing companies w i l l outsource (subcontract) a certain 

part of their manufactur ing work (other t han the internal core business) to some 

th i rd -par ty processing enterprises. A n d some professional th i rd -par ty compa-

nies w i l l be in charge of the jobs f rom different manufactur ing companies. In 

this chapter, we w i l l investigate whether Cooperative Game theory can again be 

applied in the these job-outsourcing problems. Note tha t in these problems, we 

should allow outsoured jobs to be re-sequenced by the processor i f they belong to 

manufacturers in the same coali t ion. So especially we want to examine whether 

the cooperative games basing on these problems is st i l l balanced. 

98 
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4.1. Introduction and Literature Review 

In this chapter we study a. business model where a number of manufacturers 

are provided w i t h outsourcing service by a single outside f irm. Nowadays this 

problems are becoming more and more popular due to the industry division. 

Large manufacturers, in order to focus on the internal core competencies, prefer 

to outsource the non-core operations to th i rd-par ty companies w i th specialized 

facilities. According to the survey constructed in Cai et al. [17], we can find a 

lot of practical cases related to these outsourcing behaviors. And in this chapter 

we wi l l focus on a similar model as studied in [17]. Specifically，we assume the 

external th i rd-par ty firm w i l l first announce his available t ime slots for production 

and associated price for each t ime slot. Each manufacturer then places order, in 

a First Come First Book (FCFB) discipline, on t ime slots needed for his jobs' 

productions (operations). Note that in the model of Cai et al. [17], the job's 

product ion t ime is assumed to be deterministic. Hence when a manufacturer 

books the t ime slots for processing one of his job, the booking quant i ty is fixed 

and i t is exactly the same as the product ion t ime of this job. Bu t in our problem, 

we assume the product ion times are stochastic and independent from each other. 

Therefore, when booking the t ime slots, manufacturers should also taking the 

booking quant i ty into consideration. Besides the cost spent on booking t ime 

slots, the manufacturers also need to undertake weighted costs related to their 

jobs' completion times. Such cost can roughly be understood as the flow t ime cost 

occurred at the th i rd-par ty side. The cause of such cost is that manufacturers 

have their own measures on the completion(delivery) t ime of their products. 

Because the products might sequentially be used in directly selling to customers, 

assembling and packaging or re-machining. Thus a corresponding cost wi l l be 

charged job's completion t ime, which can be interpreted as manufacturer's lost 

on t ime delay of his whole project. Recently Ayd in l i y im and Variaktarakis et al. 

[2] studied a product ion planning sett ing similar to ours, where the cost criterion 

for each manufacturer is job flow t ime cost plus the booking costs. But again 
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the job product ion t ime in their study was assumed to be fixed. 

Since the product ion t ime is random for each job, there wi l l be chances that 

the job can not be finished w i th in the t ime slots originally booked by the manu-

facturer. To handle such fail-to-complete problem, we propose two mechanisms 

as follows: 

1. Semi-finished job is acceptable. That is the job that can not be finished 

w i th in the reserved t ime slots wi l l be immediately removed off the pro-

duct ion line at the th i rd-par ty faci l i ty and be delivered to the associated 

manufacturer. The flow t ime of this job is calculated as the t ime that 

the manufacturer receive this job. And this job is st i l l valuable in the 

sense that manufacturer can sell the finished part of the job (products) 

to the customers. However the manufacturer has to undertake a penalty 

fee charged on the unfinished part of this job. Hence in this mechanism 

the manufacturer should balance the cost saving, which is generated from 

booking fewer t ime slots, w i th the risk to suffer huge penalty fees. 

2. Semi-finished job is forbidden. Based on this assumption, manufacturers 

need to make spot purchasing on extra t ime slots to process his jobs. The 

price for spot purchasing is greater than regular booking price and overtime 

work by the th i rd-par ty w i l l be arranged unt i l the production is completed. 

Note that the over t ime production can only be implemented when the 

product ion line is free and wi thout affecting the regular production. Hence 

the flow t ime of these jobs may be delayed. In this case, manufacturers' 

costs contain booking costs, job flow t ime costs, and the spot purchasing 

costs. 

The main objective of this chapter is to study how the manufacturers could 

be coordinated so that al l the manufacturers wi l l benefit. Hence, we wi l l model 

the manufacturers' interactions as a cooperative sequencing game. Sequencing 

games are at the interface of sequencing and scheduling of operations and coop-

erative game theory. Therefore they always involve two types of problems. The 
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first type includes a series of opt imizat ion problems, where the opt imal schedule 

tha t can min imize a certain cost object ive w i l l be derived for any given subset 

of players. A n d the second type is a game theoretic problem that models the 

interactions of the players as a cooperative game. To ensure the coordination 

of al l the players, an incentive cost al location scheme needs to be constructed 

so tha t any subset of players can not be better off by deviat ing f rom the grand 

coalit ion. 

Sequencing games were introduced by Cur ie l et al. [21]. They considered 

a simple machine problem w i t h cost cr i ter ion as the weighted flow time. They 

show tha t the associated sequencing game is convex so tha t the core is guaranteed 

to be non-empty; see Shapley et al. [44] for the core allocations of such convex 

games. For more general cost cr i ter ion and a special class of games (referred to as 

(Jo-component addit ive games), Cur ie l et al. [22] provide a core al location which 

is named as /3-rule. Hamers et al. [28] considered single machine games for jobs 

w i t h release times and weighted flow t ime cost cr i ter ion and showed tha t the core 

of these games are not convex except when all the jobs have un i t processing t ime 

or un i t weights. Bo rm et al. [7] studied the case w i t h due dates and they showed 

that for three different due date related cost cr i ter ia the core is nonempty and 

the convexity was proven for only a special subclass. I n 2002, Curiel et al. [23] 

presented a survey of sequencing games from 1989. The first work where each 

player may have more than one job to be processed is presented in Calleja et 

al. [18]. They showed tha t the core is non-empty i f the cost funct ion is addit ive 

w i t h respect to the in i t ia l order of jobs. Hamers et al. [29] consider the game 

w i th mul t ip le machines for the f irst t ime and they also proved the balacedness 

of the associated m paral lel machine sequencing game. Another model using the 

mul t ip le machines is investigated in Calleja et al. [19] where a two-machine and 

two operations of each player problem is studied. They proved tha t al though the 

game is not convex, the core exists. 

The rest of this chapter w i l l be organized as follows: We start the next 

section w i t h formal notat ions of our model and some support ing assumptions. 
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In Section 4.3，we discusse the coordinat ion results under the s i tuat ion tha t 

the booking costs for all the t ime slots are the same. We w i l l show tha t the 

cooperative game is balanced and the core can be derived based on the core 

al locat ion vector of a permuta t ion game. F ina l ly in Section 4.4, we w i l l conclude 

our results obtained so far and propose some interesting extensions of our model. 

4.2. Notations and Models 

The problem can be stated as follows. Let M denote the set of manufacturers 

and P the single t h i r d party. Each manufacturer m e M has a set of Nm jobs 

to be operated by P. The outsourcing procedure follows the protocol l ike this: 

th i rd -par ty P announce Wt, the available t ime window for product ion each day 

and the booking cost ht, t = 1,2, Each manufacturer m then w i l l book 

a set of t ime windows Wm Q 1,2,. . . , K to implement his jobs' product ion. The 

object ive for each manufacturer is to minimize his to ta l expected cost, which 

includes booking cost ht paid to P to reserve |>^爪| days of product ion 

on P's faci l i ty, the jobs' complet ion t ime cost and the unfinished penal ty(spot 

purchasing cost). Here we also al low par t ia l - t ime-window order, hence booking 

cost can be stated as YlteWm where Ot G [0,1]. 

W i t h o u t loss of generality, we assume that dur ing a small t ime per iod T, P 

announces the t ime window in format ion at t ime 0 and afterwards, the manufac-

turers place orders in a f i rst-come-f irst-book (FCFB) policy. Th is indicates 

W 爪 印 ， 2 , … ， i C } - W i -…W爪‘1 

for m £ M. A n d w i thou t loss of generali ty we assume al l these act ivi t ies happen 

simultaneously at t ime 0 and the product ion at the faci l i ty of P also starts at 

t ime 0. 

Each job j £ N takes a stochastic processing t ime Pj w i t h c.d.f Fj{-) and 

p.d.f f j ( - ) . Let I A y = n-m and denote the jth job of manufacturer m as the /c^th 

job in N. Assume the processing t ime of this job to be jp^ and manufacturer m 
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wi l l reserve t ime slot W ^ G Wm to process i t . Completed jobs wi l l be delivered 

back to the manufacturer and the shipping t ime here is ignored. I f jobs cannot 

be finished w i th in the booked t ime slots, they w i l l be immediately unloaded from 

the product ion line so that latter jobs can get started wi thout any delay. We also 

use off-line setups to ensure that there are no setup delays between consecutive 

jobs. I f spot purchasing is allowed, the overtime work for the unfinished jobs 

wi l l be carried out in the earliest available t ime slots on the th i rd-party 's hand 

(original ly booked t ime slots by other manufacturers can not be occupied). 

Since the t ransportat ion t ime is ignored in this work, the finish t ime C ^ 

for manufacturer m's job j is marked as the job flow t ime at the third-party. 

We assume that manufacturer m has an evaluation index hP^ on the finish t ime 

of the j t h job. Therefore the expected cost related to the jobs' finish times for 

manufacturer m is EjsJV^ 

As mentioned above, jobs' product ion times are stochastic and there wi l l 

be chances that some jobs cannot be completed w i th in booked t ime slots. We 

propose two models to handle such semi-finished products. The idea for the 

first model is "compensation", which means the manufacturer w i l l not ask the 

th i rd-par ty P to go on finishing the entire jobs. Instead the manufacturer m w i l l 

pay a penalty fee to the unfinished part of job j at a uni t price And the 

completion t ime C ^ equals to the t ime when the job is moved off the product ion 

line. However in the second model, manufacturer m can make "spot purchasing" 

and use the purchased t ime slots to finish his jobs. Note that such spot purchasing 

behaviors can only order those t ime slots tha t are not previously reserved by 

the other jobs. In this case the manufacturer does not have to undertake the 

compensation cost, but an overtime product ion cost w i l l be charged w i th a higher 

uni t price h。and the job's completion t ime w i l l also be put off. The first model 

is suitable when manufacturer's jobs are contracted in the quantit ies of products, 

e.g., the whole job is to produce 1,000 automobile tires, and w i th in the booked 

t ime slots, only 800 tires are produced. Then the manufacturer can pay penalty 

fees to the 200 tires to represent his loss. The second model are more appropriate 
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when the manufacturer ' j ob is indivis ible, e.g., the spray-paint of a car. The 

manufacturer cannot sell the par t ia l ly spray-painted cars to the customers w i t h 

a discount for the unfinished paint part . So the manufacturer have to make spot 

purchasing and wai t un t i l the j ob is ent irely completed to make prof i t . 

I n th is chapter we jus t focus on the first model and we leave the s tudy of the 

second model as fu ture work. Fol lowing are some impor tan t model assumptions 

we required in th is chapter: 

1. A l l the t ime windows Wt = [at, h] has the same length L, i.e., bt = at -{- L 

for t = l , 2 , . . . ,K . Therefore, each t ime window can div ided in to L t ime slots. 

Since par t ia l t ime window booking is allowed, in the fol lowing par t of this 

chapter we prefer to use one t ime slot as a uni t , instead of one t ime window; 

2. The booking cost for every t ime windows takes two values: JIR for regular 

demand days and hp for peak demand days. In other words, to order one 

un i t t ime slot, the cost for the manufacturer should be either h j i / L or hp/L. 

Obviously we should set hn/L < hp/L < HQ. A n d fur thermore the un i t 

booking cost should also satisfy hii/L(hp/L) + < /？̂  V m e M,j e N, 

otherwise there is no incentive for manufacturer to book any t ime slot to 

process job j . 

3. Preempt ion is allowed i n our model. Furthermore, we assume tha t i f job 

j , after processing for a t ime per iod t, is preempted by another job and 

thereby be moved off the product ion line, then i t can be continued again 

later. The remain ing t ime to finish this job w i l l be pj — t, which is s t i l l 

random. 
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4.3. Optimal Strategies in a Special Case: 

hji ^ hp = h 

In this section we begins our study on the first model we proposed in the last 

section, that is manufacturers pay compensations when jobs are not finished 

w i th in t ime windows which are booked originally. We also constrain our study 

on a special case in this model, that is we assume hn = hp = h, which implies 

that all the t ime windows have the same booking cost. The reason we focus 

on this special case is that the approaches applied and results obtained in this 

special case wi l l be very instructive. The study of the general case should be 

greatly inspired f rom the approaches applied and results obtained in this special 

case. Since each manufacturer can own more than one job, we first study the 

opt imal booking strategy of each manufacturer who work independently w i th 

each other. Then we allow the manufacturers to collaborate and use cooperative 

game (especially sequencing game) theory to study the interactions among the 

manufacturers. 

4.3.1. Manufacturers' Booking Strategy: Without 

Cooperation 

When the booking costs for al l the t ime windows are equal, i t is not diff icult to 

verify that manufacturers wi l l book the earliest available t ime slots exists on the 

th i rd-par ty P's hand. The problems left for the manufacturers are: l )determine 

the opt imal quantit ies of t ime slots to reserve for processing their jobs and 2)find 

the opt imal sequence to process his jobs. Suppose the first t ime window the 

manufacturer m books is W ^ and the last one is W ^ . Then the booking cost 

for the manufacturer should be 

BCm = r m - \ - e l + ( \ W m \ - 2 ) ] h (4.1) 
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where G (0，1] and their values depend on how much propor t ion the man-

ufacturer books in his f irst and last t ime windows. A n d the to ta l t ime he can 

used for product ion is 

了 = + 陶 - 2 ) 1 L (4.2) 

Define TECm to be the to ta l expected cost of manufacturer m and let TEC^ 

be the expected to ta l cost related to his jth. job. Also define T^ as the max imum 

t ime reserved for the jth job. In other words, i f the j t h job starts at t ime Sj 

and finishes product ion at t ime Cj before Sj + T ^ , then its fol lowing job w i l l be 

started immediate ly at t ime Cj. B u t i f the jth j ob fails to be completed w i t h i n 

t ime per iod T ^ , i t has to be removed off f rom the product ion line at t ime 

and the succeeded job w i l l be started w i thou t any delay. A n d natura l ly f rom the 

def ini t ion, we have 

E U 二 
jeNyn 

The expected to ta l cost of manufacturer m can be stated as follows: 

TECm= Y^TECPm: E (4.3) 

3&Nm jeNm 

where is the expected complet ion t ime of the j t h job, which is actual ly 

condi t ion on the complet ion t ime of his preceding job. Specifically we have 
# ^d F r^. (^) + / t 1 T^dF^^ ( x ) + (‘句 

“ \ + lo^ xdFm,(x) + T^dF饥 1 (x) J = 1 . 

where S ^ is the earliest s tar t t ime of manufacturer m's jobs. Combin ing equa-

tions 4.4 and 4.3’ we have 

h 广 “！" fT^ foo 
TECrn - Y1 / / xdF饥脚 TidFrn^{x)]} 

L JEN^ JO JTL 

(4.5) 

W i t h the expected cost given in equation (4.5), manufacturers m has to 

determine the op t ima l booking quant i ty = { T丄 * , T二 and op t ima l 

sequence a ^ so that 

二 < ) = j n i n T E C m (4.6) 
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Notice tha t (4.6) is a two-variable min imiza t ion problem where T ^ and cr^ 

are dependent. So next we w i l l apply the Backwards Approach to find some 

s t ruc tura l properties of the op t ima l solut ion(s). Basically we want to investigate 

the op t ima l solut ion of one parameter when the other one is f ixed (given). For 

example we assume now an arb i t ra ry booking t ime quant i ty vector T m is given. 

Let 

爪 爪 hin 

Then we have the fol lowing Lemma which states the opt imal sequence to pro-

cessing the jobs condi t ion on T ^ = [ T ^ , • •. , T^ ' " ) . 

Lemma 4.1. If the time slot booked by manufacturer m is T^ = 

.,.,T二），the optimal sequence CJT^ to process his jobs should follow an 

ascending order of that is 

P M ) < P M ) < … s P b i T t r ) (4-7) 

where k^ is the ith component of cjTm？ ^ ̂  {1,..., rim}-

Proof. We w i l l use the interchange argument approach to veri fy (4.7). Let <7爪 

an arb i t ra ry sequence other t han CTX .̂ Then there must exist i € Nm so tha t 

Km(、T二( '、) > 尸二 “ + i ) ( r，“+ i ) ) . Exchange the posit ions of these two jobs 

and keep the other jobs' posit ions unchanged. Suppose the new sequence we 

obtained is 心，and for nota t iona l convenience we jus t denote the 2th component 

of am as I. Then we have 

TECUam,T爪、-TECU<7. m? rn. 

= + f T : T ^ d x ] - h ^ J / f - ‘ + f ; T^'dx] 

> 0 

Therefore 心 can br ing the manufacturer less cost and i t is better than cr^. 

We can repeat the above exchanging procedure unt i l we can not find any job % 

which satisfies > Pm^i '^m^)- Obviously the final op t ima l sequence we 

obtained w i l l fol low the ascending order of P ^ ( T ^ ) . • 

1+1 
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On the other hand, i f the sequence is given as a動 then by tak ing derivatives 

to T E C m on T ^ j G Nm respectively, we can obta in the op t ima l booking quant i ty 

for each job. The result is concluded in Lemma (4.2) 

Lemma 4.2. Given arbitrary sequence dm, without loss of generality we denote 

the jth job as job j G Nm- The manufacturer m，s optimal strategy on hooking 

time slot for the jth job is 

NM pL-JLhl^-h/L nn, 
“ ) 仏 - E h t - h k O . 

Phi-E ^m J = 1, 2, ...rim 

0 otherwise 
(4.8) 

Proof. Tak ing first and second derivatives of equation (4.5) on T ^ , we have 

k二 3 

Since Pm人m e [0’ 1], if 爪一 E —全 < 0, t h e va lue of ^ ^ will a lways 

be nonnegative. Hence manufacturer m should set T^* : 0. Otherwise i f — 

^ h^ - h > 二二?》w i l l always be posit ive and there is a unique m i n i m u m 
k=j 从T饥、 

point T f which should satisfy 

^
 I
L
 

nm 

E " 》 - 舶 = 0 

pL-^f h'm-h/L 
or equivaiently = ^ ^ ) • 

‘ pL- E 
k—j 

Remark: 

• I n Lemma 4.1, P ^ can be considered as the weighted expected processing 

t ime of the jth job condi t ioned on an upper bound T^. I f preempt ion is 
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not allowed or i f we consider T ^ = oo, then P ^ jus t becomes E \p j ] / h l ^ , 

which implies tha t the manufacturer should sequence his jobs by weighted 

shortest expected processing t ime ( W S E P T ) rule. 

Tim 
• p^^— ^ h^ — h/L < 0 in equat ion (4.8) actual ly implies tha t the penal ty 

cost for each uncompleted un i t of the jth job is smaller than the to ta l cost 

generated to the manufacturer i f he reserves one more t ime un i t to process 

i t . In such s i tuat ion, the jth. j ob w i l l never be processed. To make the 

model more reasonable, we assume such s i tuat ion should be avoided in our 

model. T h a t is we assume for any job j G N-m, pj should satisfy 
Um 

(4.9) 

k=\ 

W i t h th is assumption, we can remove the case 二 0 in equation 

(4 8). 

• From equation (4.8) in Lemma 4.2 we can observe tha t the opt imal pro-

cessing t ime of the j t h j ob of manufacturer m in fact just depends on what 

its successors are. The op t ima l processing t ime of the j t h job w i l l not be 

affected by the sequence of his successors. We conclude this observation in 

the corol lary below. 

Corollary 4.3. For job j of manufacturer m, let this job be sequenced at the 

kjth position and the successors of this job be fixed. Denote Sr] = > k j } 

which represents the job set that includes job j and all its successors. Then 

manufacturer m ,s optimal booking time strategy for job j should be 

T广（⑶ i Fin'广 芸 

[Sr-') — ^ "衍 m J — 1^2, . . . T l r 

3 otherwise 
(4.10) 

Lemma 4.1 and 4.2 show two characteristics of the opt imal solution(s). The 

question is tha t how to find the op t ima l solut ion so that these two characteristics 
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can be satisfied simultaneously. We w i l l use "back to f ront" dynamic program-

ming a lgor i thm to find the op t ima l strategy. Tha t is we begin w i t h the selection 

of the last job tha t manufacturer m should process and derive the op t ima l se-

quence f rom back to front. Meanwhi le the op t ima l booking quanti t ies w i l l be 

calculated once their posi t ion in the sequence is determined. Before we show 

the detai led a lgor i thm to obta in the op t ima l solut ion for problem (4.6), we f irst 

int roduce a simple example to i l lustrate the idea of our approach. 

E x a m p l e 4 . 1 . Suppose tha t the manufacturer m has three jobs to process la-

beled as jobs 1, 2 and 3. Accord ing to Lemma 4.2, i f j ob i , i — 1 ,2,3, is the 

last job in the op t ima l sequence, then the booking t ime for this job should be 

T二 * = A n d i f j ob j is the second one to be processed, then the 

op t ima l booking t ime for j is T ^ * = ‘ 二 7 / y / 。 , ^ • i . Furthermore, 

according to Lemma 4.1, job i and j should satisfy 

— ^ ( ) 

Therefore we should sequence job i as the last job if the above inequal i ty can be 

satisfied w i t h al l j e { 1 , 2 , 3 } \ {2}. A n d we can prove by contradict ion that there 

exists at least one such job. The details of the contradict ion method is provided 

as follows: 

Denote j ob i,s op t ima l booking t ime as /c = 1 ,2 ,3 i f H s sequenced 

at the kth. posit ion. Then we have 

Pin - h / L - J ： ^m n L - M — hJ 
^ r ( l ) = < = T ; * ( 2 ) , y G { 1 , 2 , 3 } ) ¥ j 

and s imi lar ly < Furthermore form the def in i t ion of P 乂 T ^ ) in 

Lemma 4.1 and the relat ion among and we have 

尸二 < P ^ j t m < 户二 o r ⑶） （4.12) 
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Suppose there is no job i that can satisfy inequal i ty (4.11) for all j G {1,2，3}\{z} . 

Then equivalently we have 

尸丄 ( 7 r ( 2 ) ) > 尸二 ( 7 r (3 ) ) (4.13) 

P二 ( I T ( 2 ) ) > P ^ ( T r ( 3 ) ) (4.14) 

i t ( 7 r ( 2 ) ) > 尸二 (7^(3) ) (4.15) 

Note that equation (4.13)-(4.15) can not be satisfied simultaneously. Otherwise 

i i o r (2)) > 尸二 ( r r ( 3 ) ) > 尸二 P T ⑵） > i t i r r ⑶ ) > P W ⑵ ) > p丄 p r ⑶ ) 

which is a contradict ion to inequal i ty (4.12). Hence there exists at least one job 

that can satisfy inequal i ty (4.11) for al l j G (1, 2, 3} \ { i } . A n d we can sequence 

this job as the last job. 

W i t h o u t loss of generality, we assume the last job to be 3. Then next we 

can select the second job f rom {1, 2} . The procedure is quite similar. We first 

calculate and T二*(2) respectively. Then we compare 

P 丄 w i t h 尸二 ( I T ⑵ ) . I f 尸丄 ( T r ( l ) ) < P K M we choose job 2 as 

the second job to be processed. Otherwise if > then we 

must have 尸 二 < (similar proof by contradict ion as above). 

So we choose job 1 the second job to be processed. 

W i t h the above backward approach, we can find the opt imal strategy of 

manufacturer m on bo th the booking quantit ies and the sequence. 

From Example 4.1, we can have a more clear view about the backward 

approach we are going to apply to search the opt imal solution for problem (4.6). 

The procedure is summarized in D P O P T I M A L where S j ) is defined as 

the min imum expected to ta l cost of manufacturer m if he sequences his jobs in 

Sj C Nm in the first j positions. 

D P O P T I M A L : Opt ima l Booking Strategy for manufacture m 
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Recursive relation: 

= 想 n | ( [ htWrnKXiTinSr”、+ Z J j { z } ) \ 

for j = 1 ， … ’ 打 爪 ， S j C Nm- A n d Sr^ follows the def in i t ion in Corol lary 4.3. 

Boundary conditions: Zm(0,0) — 0. 

Optimal value: TEC^ — TV饥). 

4.3.2. Manufacturers' Booking Strategy: With 

Cooperation 

I n the above section we discussed the op t ima l strategy of each manufacturer 

when he work independently. As we may observe, the to ta l expected cost of each 

manufacturer is signif icant ly affected by his arr ival t ime at the t h i r d par ty P , 

since al l the early t ime windows w i l l be booked by manufacturers who arrive at 

P before h im. I f the manufacturers can cooperate w i t h each other, then the jobs 

required to be processed at P can be rescheduled and the to ta l expected cost of 

the manufacturers can be reduced due to two possible reasons 

1. A n overall op t ima l sequence w i l l be derived so tha t the to ta l cost can be 

fur ther minimized; 

2. Fewer t ime slots w i l l be reserved to process certain jobs, because reducing 

the booking t ime of a j ob can increase the saving on its successors' com-

plet ion t ime cost, which may be greater than the possible penal ty cost on 

incomplete job. Therefore the booking cost can be fur ther reduced. 

Therefore i f the manufacturers form a coal i t ion S C M, the to ta l expected 

cost of the coal i t ion TECs w i l l be less than Yh^s TEQ. A n d the problem left 

is whether we can find a cost al locat ion scheme so tha t al l members in S w i l l 

not deviate f rom coal i t ion S. To study the cost al locat ion problem, we model i t 
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as a cooperative game denoted by (M,v). Here M is the grand coal i t ion of the 

manufacturers and any subset S C M is a, small coalit ion. The characteristic 

funct ion v(S) ~ m i n TECs where TECs is to ta l expected cost achieved by 

coal i t ion S. Recall t ha t the booking procedure obeys the F C F B protocol. For 

this reason we assume tha t i f manufacturer m is not in coal i t ion 5"，then the t ime 

slots he booked can not be occupied by manufacturers in coal i t ion S. We denote 

the star t t ime and f inish t ime of manufacturer m's booking t ime slots as a ^ and 

hm respectively. I f the sequence to process the jobs is crs, then TECs can be 

stated as follows 

U fOO 

TECs-EE TECPm-EE { j T i + P L / {x-Ti)dFm,ix)+hlE[Ci,]] 
m&S J EN J, meS JeN„ TL 

(4.16) 

Here we suppose the j t h j ob of manufacture m to be sequenced at the k^th 

posi t ion in as, G {1, ••• lYlm^s ^m}- A n d we assume its predecessor is the 

j ' t h job of manufacturer m'. Hence 

‘ E [ c C ] + fo^ xdFm,⑷ + f ^ T^dF^^(x) + E hi^mT^m 
E[CU = 

诛s 

mm 〜+ i f ^ xdF饥 3 {x) + J : T^dF,^^ {x) + g H,{E[Ci,]，h^P狐肌 les 

where G M is an indicator funct ion and 

H人:= 
1 if X < a^ < X + y 

0 otherwise 

Simi lar ly as discussed in Cai et al. [17], we can transfer this manufacturer 

game problem in to the job game { N j , v j ) , where Nj = UmeM^m is the grand 

coal i t ion of ai l the jobs and v j { N j ) = m in ^ J ] TEC^. I f the cost allocated 
m&M jeNm 

to j ob J in jV is 工” then the cost al located to manufacturer m is jus t ^r 

Hence in the rest of this chapter, we jus t consider the al location scheme in the 

job game ( N j , V j ) . We w i l l show tha t the game { N j , v j ) is balanced and a core 

al locat ion vector can be found. Note tha t in A y d i n l i y i m et al. [2] and Cai et 

al. [17], s imi lar manufacturer( job) game problems were discussed. Bu t in their 

i f 

otherwise 
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models, a major assumption is tha t al l the coalit ions must be "contiguous". More 

specifically, in their models the or ig inal booking order of the manufacturers is 

a and w i thou t loss of general i ty we assume a{i) — E M. For any coal i t ion 

5" C M , i f i,j E S and i < k < j , then k E S. In other words, "queue jump ing" 

in thei r models is not allowed. B u t in our model, this restr ic t ion is relaxed. We 

allow different manufacturers to cooperate w i t h each other even i f they are not 

"contiguous". The only constraint for coal i t ion S is that the or iginal booking 

t ime of manufacturers who are outside S can not be occupied or affected. Our 

approach is inspired f rom the techniques applied in Slikker et al. [45], where 

he discussed a sequencing game w i t h f ixed job processing t ime. We extend his 

approach in to a stochastic processing t ime case. 

For the grand coal i t ion N j , suppose tha t the or iginal booking strategy is 

ao and = {T^, • • • , Here w i thou t loss of generality we assume the 

processing t ime of the jth j ob in i V j is 巧，the complet ion t ime cost index is hj 

and the penal ty cost index is Pj. Hence the expected processing t ime of job j 

condi t ion on the upper bound T j is 

Pf - r xdFj(x) +「TfdFj[x、J e Nj 
Jo JT^ 

Furthermore, define P 。 — ( P f ’ - . . , 巧 D , h = ( / i i , • • • , and p = 

(p i , • • • , p|iVy|)- A f te r solving the min imiza t ion problem v j ( N j ) using the al-

gor i thm provided in the above section, we can obta in the op t ima l sequence a* 

and booking quant i ty T * = (Tj*, • • • , Simi lar ly we can define the expected 

processing t ime of j ob j condi t ion on the upper bound T* as P* = (P^ ,…，P \M J \ ) 

where 

p； = r x d F j i x ) + 「 T ; d 稱 ： ! G NJ 
Jo JT* 

Let S denote the set of sequencing si tuat ions and (iVj，a。，P*,h) G <S be a se-

quencing s i tuat ion. We define the associated sequencing s i tuat ion {NJ^OQ, P*, h) 

by 

• Nj = iV i U i V 2 u … . U i V l 〜I w i t h 二 { i y , . . . € Nj 
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• M k i ) 二 J + E；：! e N j , ] e {1， 

I n fact in such associated sequencing s i tuat ion, we spl i t the or ig inal jobs into 

a number of uni t - jobs which have un i ta ry processing t ime. A n d the weight 

(complet ion t ime cost index) h is spl i t over the uni t - jobs as well. The new uni t -

job sequence d^ respects the or ig inal job sequence CTQ in the sense tha t al l the 

uni t - jobs tha t belong to one job w i l l be processed dur ing the same t ime span as 

the or ig inal job. B u t since all the uni t - jobs of a job are the same, the intra-order 

of these uni t - jobs is not impor tan t . 

Remark: 

• Note tha t P* may not be integer and hence our statement on j G {1，...，尸:} 

is not well defined. In fact, the idea here is to spl i t the original job into 

numbers of sub-jobs which have equal un i t processing times. I f the smallest 

t ime un i t in our model is considered as tu, then ^ must be integer. Hence 

we can spl i t the or iginal j ob in to pieces, each of which has a processing 

t ime tu. Then the rest of the analysis w i l l be the same. In our model 

for convenience, we jus t consider 1 as the smallest t ime uni t . Hence P* is 

always an integer. 

Since { N P * , h ) is a sequencing s i tuat ion, we can fur ther consider its 

associated sequencing game, which we denote as { N j , w j ) . The characteristic 

function wj{S) for any coalition S C Nj is stated as follows 

wj(S) 二 m in ^ K ^ k l 

where C ^ is the complet ion t ime of the un i t - job k^. 

Since al l processing t imes in P , h ) are equal ( to 1), the associated 

sequencing game coincides w i t h a permuta t ion game, which is balanced as already 
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argued by T i j s et al. [46]. Therefore we state the fol lowing lemma w i thou t a 

proof. 

Lemma 4.4. Let (iVj, do, P*, h) E S be a sequencing situation. Then its associ-

ated unit sequencing game {N j , w j ) is balanced. 

Lemma 4.4 shows the balancedness of the associated sequencing game 

{ N j , w). Next we w i l l derive the relat ion between the or ig inal sequencing game 

and the associated one. We conclude the result in Lemma 4.5. Note tha t based 

on the relat ion we derive in Lemma 4.5 and the balancedeness of the associated 

sequencing game, we can fur ther prove the balancedness of the or iginal sequenc-

ing game ( iV j , (JQ, P * , h) G 5 . 

Lemma 4.5. Let { N j , ao, P*, h) E S be a sequencing situation and S G Nj 

an arbitrary sub-coalition. Denote S as the associated unit-job set of S‘ Then 

—ere 

A. = A 厂 (工 - T : ) d F 八工 ) + 手 + KP：—亡 

And the equahty holds if and only if S = N j . 

Proof. Let a E H^-' be an sequence of the jobs, then for any job t G Nj we have 

TEa{a) 芸(x — T:)dF丄 x) +早+ E 
‘ k a{k)<ai 

= A - T:)dF,(x) + ^ + KP： + K E Pk 
‘ k cr{k)<ai 

=八 i + + E Pk) 

J = 1 k=l I k aik]<(7i 

户1 I 

Therefore we know for al l 5' C iV j 

T B C s ( a ) = Y ^ {o) + = TEC-^^a) + 二 A , 
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I f the op t ima l sequence for coal i t ion S is as and its associated un i t - job sequence 

is as, then we know d^ is admissible for S. W i t h the op t ima l sequence (j-g for 

we have 

MS) TECsias) 

< T E C 郝 

= T E C s i a s ) - E A , 

F ina l ly consider the grand coal i t ion N j . Since the op t ima l sequence is stated 

as cr*, we can define the associated un i t - job sequence as For any job t i and 

i2 G N j , we have the associated uni t - jobs as , k^^ G Nj,力=1，• • • , P*^, j2 = 

1，...二. I f ( a * ) - i ( z i ) < ( a * ) - i f e ) ’ or equivalent ly (？尸闲；）< 

then 一 _ 

^ - IhL < Ihl (A ]7) 
-pji —〜1 — p * ^ p* ~ 〜2 一 -pi2 (夺.丄 U 

where the inequal i ty follows by the op t ima l i t y of a* stated in Lemma 4.1. Mean-

whi le in the op t ima l sequence of N j , we can ver i fy tha t inequal i ty (4.17) should 

also be satisfied i f un i t - job fc二 is processed before un i t - job fc;二. Hence, ^ is the 

op t ima l sequence for N j , which leads to 

-TECNACT*)- E A^ 

= v j ( N j ) - E \ 
i&Nj 

This completes the proof. 

Combin ing Lemma 4.4 and Lemma 4.5，we can prove the first main result 

in this chapter. 

T h e o r e m 4 , 6 . Let (iVj, CTQ, P*, H) £ S be a sequencing situation, then its asso-

ciated sequencing game { N j , v j ) is balanced. 

Proof. Accord ing to Lemma 4.4, we know the un i t - job sequencing game [ N j , w j ) 

is balanced. Let (y i ) i ^N j , i< j<p* be a core al locat ion vector of ( N j , w j ) . Then 



where A^ was in t roduced in Lemma 4.5. According to 4.5 we have 

P： 

E 工一 E ( E + A,) Wj(s) < vj{S),\/S C Nj 
tes IGS J二1 t€S 

and 
P: 一 

+ = wj{NJ) = v j ( N j ) 
i€Nj leNj j = l i€S 

Therefore is a core al locat ion vector and the sequencing game { N j , v j ) 

is balanced. • 

Theorem 4.6 actual ly shows tha t when the booking t ime reserved for pro-

cessing each job is fixed, then associated sequencing game w i l l be balanced. B u t 

f rom Lemma 4.2 and Corol lary 4.3 we know the op t ima l t ime slots reserved for 

processing a job is affected by its successors' schedule. Hence the opt imal book-

ing t ime for th is job w i l l be different when i t belongs to different coal i t ion w i t h 

different successors. Specifically, we should model our job game as a cooperative 

game { N j , u) where Nj is the grand coal i t ion consists of all jobs and u{Nj) is 

the characteristic funct ion. For any coal i t ion S G N j , we have 

u{S) = m i n Y J E C 人 C Nj 

where T 5 is the t ime slots reserved for processing jobs in S and as is the sequence 

to fol low. The differences between u(S) and vj{S) include 1) the lat ter one does 

not take booking t ime opt imiza t ion into consideration; 2) the processing t imes 

of jobs outside the coal i t ion S are different in the two cases, which also affect the 

values of u{S) and vj{S). B u t we can also easily ver i fy tha t u(Nj) = v j { N j ) . 

Since we are interested in the balancedness of the job game { N j , w) whi le we 

already proved the balancedness of job sequencing game ( N j , v j ) , a natura l idea 

is to ut i l ize the re lat ion between u(S) and vj(S). We next introduce a simple 
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P： 

工1 = 1 ] 《 + 么 ' 

et 
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example, which can help us to bet ter understand the relat ion between these two 

characterist ic functions. 

E x a m p l e 4,2. Suppose now we have 3 manufacturers each of whom has one job 

to be processed by t h i r d par ty P. Hence we have M = Nj = { 1 , 2 , 3 } . Or ig inal ly 

the manufacturers' booking strategies are T 二（7\，7"2，7"3) and the expected 

processing t imes are (Pi,P2，P3). The in i t ia l sequence ao — {1, 2 ,3 } . Suppose now 

w i t h cooperat ion, the op t ima l strategy of the grand coal i t ion is a* = (2 ,1 ,3) and 

T * 二（7Y,打，了3*). Therefore the expected processing times of al l the jobs can 

be calculated and we denote them as P = {P^, P^, P^). According to Theorem 

4.6, we know for a given sequencing s i tuat ion (N j ^ao , P* , h ) , the associated 

sequencing game ( N j , v j ) is balanced. Let {xi,x2, x^) a core al locat ion vector of 

th is game and we have 

< HPL + X2 < H2{P^ 十 + P2{T；)- X^ < + P； + 尸3*) + P3{T3*); 

+ < 尸r + P；) + h^P^ + Pl (7T) + 

hiP； + h[P* + P* + 尸3*) + 灼(77) + psiTi); 

+ h2(Pi* + F ^ + h3(Pi* + P; + P；) + P2(m + ^3(^3*)； 

+ 0；2 + X3 - hi{Pl + P^) + h2P^ + /l3(尸 1* + 尸2* + P^) + Pl{Tl) + P2{T^) + P^^)-、 

where Pi{T*) is defined as p^ / ^ ( x — T*)dF*{x) + jT*. Meanwhi le i f we want to 

show tha t our job game ( N j , u) is balanced, then we have to find a core al location 

vector (Ai , A2, A3) which satisfies 

Al < fhPl + Pl(Ti)； A2 < / l2(Fl + 尸2) + P2{T2); A3 < / l3(Pl + 尸2 + 尸3) + PsiTs) 

Ai + A2 < u { { l , 2 } ) ; A2 + A3 < u{{2,3}); Al + A3 < 3 } ) 

Al + + 入3 = + + X3 

According to the last equation, a nature idea to construct (Ai , A2, A3) is to re-

d is t r ibute the cost basing on (xi,3:2,2:3). Specifically, denote Sij as the cost that 

job I throws to j ob j , then we have, for example to job 1, Ai — Xi + (̂ 21 4 - 知 . I n 



- ^ ( { 1 , 3 } ) 

th is example we let 

(521 = + 
Ssi = - Pi) 

S32 = /i3(尸2* — A ) -

where e ( { l , 3 } ) = {h, + - A ) + P i P ? ) - < 0 and A n ( { l , 3 } ) = 

u { { l , 3 } ) — n ( { l } ) — i i ( { 3 } ) < 0. Note tha t <521 can be rewr i t ten as 

(521 = - <̂ 31 + w ( { l } ) 

Then we know 

Ai - a；! + ^21 + <̂31 = ^ ( { 1 } ) < h i P i + p i ( T i ) 

A3 = (̂ 31 - 如 2 < h3(Pi + P2 + P3) + PsK) + 3} ) < hsiPl + P 2 + P3) + P3(T3) 

入2 = + S32 - (̂ 21 = 3:2 + :r i + + 尸2*) — " i P l — Pl(Tl) — "3尸 1 - "3尸2 - A ^ l , 3 } ) 

< h 识 + P*) + h^P^ + PiiT*) + + h^iP,* + P,* + P * ) + 

- h i P i — p i ( T i ) — 尸 1 + 户2 + P3) — P 3 ( n ) — A u { { l , 3 } ) 

二 A i i ( { l , 2 , 3 } ) — Au{{l,3}) + / i 2 (A + P2) + P2(T2) 

< h2(Pi + P2) + P2(T2) 

where the last equal i ty of A3 holds because P^ — P3 (recall Lemma 4.2)and the 

last inequal i ty of 入2 holds since the cost saving generated by 3 jobs w i l l always 
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be greater than the saving generated by 2 jobs. Furthermore, we can check 

A 1 + A 2 二 0：1+：1；2 + /13(尸1* + 戶2*)—"3(尸1+尸2) 

= + + h3(P{ + Pi + 尸3*) — 尸 1 + 户2 + Ps) + P3(Ti) - pzin) 

< ^ { 1 , 2 , 3 } ) - ^ ( { 3 } ) 

< ^ ( { 1 , 2 } ) 

Ai + A3 = 工 1 + 工3 + ^21 — <̂32 

< A ^ ( { 1 , 3 } ) + ^ { 1 } ) + /^3(A + P2 + 尸3*) + P ^ M 

= u { { l , 3 } ) - u { { 3 } ) + u m ) 

= ^ ( { 1 , 3 } ) 

A2 + A3 = X2 + X3 — S21 - ^31 

= X i -h X2 + X3 - u ( { l } ) 

< ^ ( { 2 , 3 } ) 

A n d obviously we can ver i fy tha t 

Ai -I- A2 + A3 = a：! + 2；2 + 0；3 = ~ ( { 1，2 ’ 3 } ) = ？ 2 ， 3 } ) 

Hence, we constructed a core al locat ion vector (Ai , A2, A3) based on 

Accord ing to the example above, we can derive the relat ion between u{S) 

and vj{S). The result is concluded in Lemma 4.7. For notat ional convenience, 

we again use Sr^cx) to denote the set of succeeding jobs of job i in a given 

sequence a. Simi lar ly, denote Pr^(a) a set of preceding jobs of job i in sequence 

cr. T h a t is Pr'{a) = {k : (cr)~^(A:) < ( a ) ] ⑴ } . W i t h o u t loss of generality, in 

the rest of th is chapter we assume the in i t ia l sequence CTQ to satisfy the condi t ion 

ao(k) = kyk e N j . 
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Lemma 4.7. Define (^ij)%,jeNj,j<i o,s follows: for all i E Nj 

^ij = 

K[P； — p；) - If J e n 5； 

+ h j P j + p A T j ) - E K I f i ^ T ' U ) = + 1 ; 
k£Sr3 {<T*),k>3 

0 Otherwise. 
(4.18) 

where a* is the optimal sequence in the grand coalition and S = > j , s.t.i G 

Pr^(a*)}. Then E A + E{E ‘ 一 E、} S w(S') for all S C N j . Especially 
leS i£S j>t 3<1 

when S = N j , E 而 + E (E ‘ — E = u(Nj). 
LENJ I€NJ J>T J<1 

Proof. Let as be the op t ima l sequence of coal i t ion S in j ob game problem ( N j , u). 

Hence i t is an admissible sequence of coal i t ion S i n sequencing game problem 

(NJ, VJ). Note tha t in problem ( N j , v j ) , the booking t ime for j ob J is f ixed as 

T； whi le in problem { N j , u), the booking t ime is T f i f j € S, or i f j 0 S. We 

can first prove the fol lowing inequal i ty 

+ 厂 E M 
tes les j>i j<i 

二 + E E 
leS t&S 3>h3^S 3<1,J^S 

二 E [工 J E Mp:-P^)] 

+ E 而 - 工 广 hjP； — p;{T；) + s { { j } U Sr^ia^)) + A u ( { j } U 
tes-

where S- = { j \ j 车 SJ < i 3i e S, (a*)-\i) + 1 = { ( t T ' U ) } - Th rough 

simpl i f icat ion, we can fur ther rewr i te the inequal i ty as 

i€S leS 3>i 3<t 

< m i u { u ( N j ) - u ( N j \ S ) , u { { S } ) ] 

< u[S) 
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where UkSk = N j \ S . W h e n S = N j , we have 

E E { E ‘ - E ^ } 
iENj leNj j>% 3<i 

= E 
i^Nj 

= V j ( N j ) 

= u { N j ) 

The first equal i ty holds due to the symmetr ic relation. Hence we proved the 

lemma. • 

Based on the Lemma 4.7, we can derive the second main result in this 

chapter which states tha t our j ob game ( iV j , u) is balanced. 

T h e o r e m 4 . 8 . The job game ( N j , u) is balanced. Let z^ = x ^ ^ — 18” 
J>I 3<I 

for all % G Nj where、工i)ieNj is the core allocation vector defined in Theorem 4-6 

and is given by equation 4-18. Then allocation vector hes m the core of 

{Nj,u). 

Proof. For any coal i t ion S C N j , we have 

t£S leS t&S 

where the inequal i ty follows by Lemma 4.7. A n d when S = Nj, we have 

VJ{NJ) = u { N j ) 

t&Nj leNj leNj 

Hence (XXejVj is a core al locat ion vector of job game { N j , u). A n d the job game 

{Nj,u) is balanced. • 

Theorem 4.8 shows tha t the j ob game is balanced and provides a core alloca-

t ion vector Recall the relat ion between the manufacturer game ( M , v) 

and the job game N j , u, we can easily prove the next theorem which states that 

the the manufacturer game ( M , v) is also balanced. Hence the grand coal i t ion 

w i l l always be formed in which al l the manufacturers can benefit. 
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T h e o r e m 4 . 9 . The manufacturer game (M, v) is balanced. 

Proof. Let A ^ = 之” then for any coal i t ion T C M we can prove 
leNm 

^(UmeriVm) 二 

m€T meT i£Nm 

and 

E X > = 侧 = 剩 
meM meM i&Nm 

Hence \ consists of a core al locat ion and the manufacturer game ( M , v) is bal-

anced. • 

Theorem 4.9 is s t ra ight forward f rom the discussion in the early par t of this 

chapter. Therefore we just give i t w i thou t proof. 

4.4. Numerical study 

I n this section, we w i l l construct some numerical experiments to examine the 

benefit of cooperation. Basically we w i l l compare the manufacturers' to ta l ex-

pected cost w i thou t col laborat ing w i t h each other and their to ta l expected cost i f 

he grand coal i t ion is formed. Tha t is to compare ETCm and ETCM- Mean-
m€M 

while, we w i l l compare different parameter settings so tha t we can also observe 

the impacts of these factors. These impacts can not be obviously derived f rom 

our theoret ical results bu t using the numerical experiments, we can gain some 

insights. General ly the fo l lowing parameters w i l l be examined: 

• The different complet ion t ime evaluation index / i ^ , V(m， j) : m e M,j e 
pj . 

• The different un i t penal ty cost : m e M,j E iY^n; 

• The f luc tuat ion of the numbers of manufacturers | M | and the numbers of 

jobs they own |iV爪|,Vm G M ; 
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Before we show our numerical experiments, we first introduce some basic pa-

rameter settings. We w i l l consider a basic model which includes 10 manufactures, 

each of w h o m owns 20 jobs to be processed by the t h i r d party. We assume all 

the jobs fol low a same un i fo rm d is t r ibu t ion [(1 — r)P, (1 -\-r)P]. Hence the mean 

processing t ime is P and the range is 2rP. The basic value of P is set to be 4. 

Meanwhi le, we let the window booking cost h = 10 and the un i t window length 

L = 10 which impl ies tha t the un i t booking cost for a t ime slot is 1. Furthermore 

we let all the h?爪 fol low a un i fo rm d is t r ibu t ion t / [0.5,1.5]. Note that the mean of 

the evaluat ion index / i ^ is also 1 and recall equation (4.9) in the second remark 

of section 4.3.1, we let the un i t penal ty cost satisfy > + h j L . 

More specially in this section, we make an impor tan t assumption tha t al l the un i t 

penal ty costs are equal to each other. The reason is tha t under such a si tuat ion, 

we can prove tha t the op t ima l sequence of the jobs w i l l follow a descending order 

of hp爪(see Append ix I ) . In this way, we can speed up our a lgor i thm to find the 

op t ima l booking and sequencing solut ion. Hence we let the basic value of p̂爪 be 

- ^ [ / ^ ' J + + 1 = 2 * | M | * + 2 
neNm,Tn€M 

Note tha t in such a sett ing, jobs have no chance to be removed f rom the process-

ing l ine w i thou t any product ion because we can veri fy tha t the inequal i ty (4.9) 

w i l l be satisfied w i t h such settings. A n d later we w i l l vary the value of 

and B u t we w i l l s t i l l make sure tha t the inequal i ty (4.9) w i l l be satisfied. 

We f i rst check the impact of different to the relat ion between to ta l 

expected cost w i t h cooperat ion and w i thou t cooperation. We w i l l vary 五[“么] 

f rom 0.6 to 1,5 bu t the range of hP^ w i l l be f ixed as 1. Tha t is the d is t r ibu t ion 

of h?爪 w i l l change f rom [0.1,1.1] to [1, 2]. The fol lowing Table 4.1 summarizes 

the result of our comparison. The first co lumn denotes the changing indexes 

Co lumn 2 to 4 include the cost in format ion of the manufacturers in bo th 

cooperat ion s i tuat ion and non-cooperated si tuat ion. The benefits of cooperation 

are l isted in co lumn 4. A n d the last 3 columns summarize the to ta l booking 

cost in fo rmat ion of al l the manufacturers. We also compare the costs in the two 
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situations and show the improvements in the last column. 

Table 4.1: Comparison under varied completion t ime evaluation indexes 

E[hL] 

Total Expected Cost Total Booking Cost 

E[hL] E TEOn 
meM 

TECm Improvement (%) BCm 
meM 

BCM Improvement (%) 

0.6 47126 35177 25.36 299 299 0.11 

0.7 55343 43416 21.55 299 299 0.16 

0.8 63450 51434 18.94 299 298 0.23 

0.9 71354 59377 16.78 299 298 0.36 

1 79565 67515 15.14 299 295 1.22 

1.1 87212 75223 13.74 299 283 5.19 

1.2 94333 82555 12.48 299 272 9.03 

1.3 101010 89586 11.3 299 261 12.58 

1.4 107297 96085 10.45 299 252 15.73 

1.5 113272 102524 9.49 299 243 18.7 

From Table 4.1, we have the following observation: 

• As increases, the to ta l expected cost under both situations become 

larger since the completion t ime cost increases. However, the booking cost 

reduces, since some jobs are not worthy to be reserved w i th long processing 

t ime which wi l l delay the successors' processing. 

• The expected to ta l cost is smaller in the cooperation situation. Basically 

the benefit is around 20% when the uni t completion t ime cost is smaller 

and i t moves to around 10% when the unit completion cost is larger. The 

reason is that when E[hi^] becomes larger, manufacturers w i l l consider 

reducing the booking quantities. They would rather pay the penalty fees 

in case the jobs are not completed w i th in the reserved t ime window to avoid 

huge completion t ime cost. Hence the benefit is reduced by the increase of 

penalty fees. 
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• The quant i ty of t ime window reserved in the cooperation situation is 

smaller than that in the non-cooperated situation. The reason is simi-

lar as what is discussed above, that is the manufacturers wi l l book fewer 

t ime window to process their jobs so that the completion times of the jobs 

can be reduced, although sometimes penalty fees are required. 

Next we look at the fluctuation of the uni t penalty cost, As spoken, 

we have fixed the value of fP爪 is our numerical experiments and the basic value 

is set as ( y j o = + " / L + 1 = 1.6 * |M | * |iV| + 2. Hence we 

next change i t f rom (yo^)o to + 90 by adding 10 each time. And in order 

to make the value of smaller, we let = 0.6. The result is concluded in 

Table 4.2: 

Table 4.2: Comparison under varied uni t penalty cost on unfinished jobs 

Pin 

Total Expected Cost Total Booking Cost 

Pin E TECm 
MEA/ 

TECM Improvement (%) E BCm 
m£M 

BCM Improvement (%) 

211 46923 34961 25.5 300 300 0.16 

221 50177 38123 24.02 291 288 0.89 

231 53276 41273 22.53 283 279 1.45 

241 56876 44814 21.21 277 272 1.83 

251 60501 48312 20.14 271 265 2.07 

261 64119 51976 18.93 266 260 2.24 

271 67743 55597 17.92 262 256 2.34 

281 71526 59366 16.99 258 252 2.4 

291 75261 63027 16.25 255 249 2.43 

301 78941 66746 15.44 252 246 2.44 

From Table 4.2, we can conclude that 

> As fp爪 becomes larger, the expected tota l cost of manufacturers increase 

under both the situations which is easy to understand. Furthermore, the 
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benefit of cooperation becomes less since t ime windows reserved for pro-

cessing jobs can not be reduced too much (Otherwise, i t is too risky to suffer 

a heavy penalty fee). Therefore, the manufacturers can only earn benefit 

f rom opt imal re-sequencing of their jobs when p^^ increases. This is also 

the reason why we can observe that the booking cost improvement almost 

remains the same level. Because the penalty cost already stays at a high 

level compared w i t h the hP^ and h. The booking times are close to the up-

per bounds of the processing times even in the non-cooperated situation, 

Hence, under the cooperation situation, windows reserved for production 

should not be reduced too much. Otherwise the penalty fees of unfinished 

jobs wi l l cost the manufacturers a lot. 

Final ly we want to check the impact of different numbers of manufacturers 

as well as the impact of different numbers of jobs. In Table 4.3 we first change 

the number of manufacturers from 5 to 50 while the number of jobs that each 

manufacturer owns is fixed as 20. A n d then we use Table 4.4 to represent the 

impact of number of jobs. Generally we fix the number of manufacturers as 10 

and then very the number of jobs that each manufacturer owns from 10 to 100. 

From these two tables we can have the following observations: 

Table 4.3: Comparison under varied number of manufacturers 
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m 

Tota l Expected Cost Tota l Booking Cost 

m E TEOn 
meM 

TECM Improvement (%) BCm 
meM 

BCm Improvement (%) 

5 30036 27175 9.52 102 96 5.5 

10 81042 68640 15.3 237 225 4.9 

15 155389 126851 18.36 380 364 4.12 

20 252928 201635 20.28 526 508 3.49 

25 374669 293933 21.55 673 653 3.03 

30 520589 403929 22.41 821 799 2.67 

40 882477 673703 23.66 1119 1095 2.14 

50 1341491 1013675 24.44 1417 1392 1.79 

• From the above two tables we can clearly see that the benefit of cooperation 

on the to ta l expected cost w i l l become larger when there are more manu-

facturers or more jobs. However, the booking cost reduct ion becomes less 

when the grand coal i t ion becomes greater. I n other words, when there are 

plenty of manufacturers (jobs), the benefit of the cooperation is generally 

resulted f rom op t ima l re-sequencing rather than booking t ime opt imizat ion. 

• Compare the corresponding rows of two tables, we can find tha t in each 

corresponding row, the to ta l numbers of jobs owned by the manufacturers 

are the same. Hence we can see tha t when the number of jobs are the 

same, i f these jobs belongs to more manufacturers, then the cooperation 

can br ing more benefit. Th is observation is consistent w i t h common sense. 

Table 4.4: Compar ison under varied number of jobs owned by each manufacturer 
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|7V| 

Total Expected Cost Total Booking Cost 

|7V| E TECm TECM Improvement (%) E BCm 
RA^M 

BCM Improvement (%) 

10 30378 27152 10.61 102 96 6.01 

20 81149 68756 15.27 237 225 4.92 

30 154230 126660 17.87 380 364 4.01 

40 250187 201524 19.45 525 508 3.36 

50 369404 293621 20.51 672 653 2.89 

60 511232 402300 21.31 820 800 2.53 

80 866413 673584 22.26 1118 1095 2.03 

100 1312946 1012494 22.88 1416 1392 1.69 

4.5. Conclusions and Future work 

In this chapter we model a manufacturing outsourcing problem as a cooperative 

game where the players are manufacturers who own numbers of jobs to be out-

sourced. Unlike the tradi t ional sequencing game problems, we bring stochastic 

job processing t ime into our model. Therefore, in addit ion to job sequencing 

issue we also need to consider the booking quantity problem, which makes the 

scheduling problem much more complicated. We have proved that when the unit 

booking cost for each t ime slot is unique, the manufacturer game ( M , v) is bal-

anced and a core allocation vector can be constructed based on the core vector 

obtained in the permutat ion game. When the unit booking costs for t ime win-

dows are not unique, the booking problem for the manufacturers becomes more 

complicated. I f they book the earliest t ime windows to process their jobs, then 

they can reduce the completion t ime costs but meanwhile their booking costs 

increase since some of these windows may be peak ones. But i f they skip these 

peak windows and book later regular t ime windows to process their jobs, higher 

completion t ime costs w i l l probably be generated. Therefore, the key point for 

each manufacture is to find a crit ical t ime slot, after which only regular t ime 
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windows w i l l be booked for processing jobs. A n interesting question is tha t after 

the manufacturers' booking strategies are determined, whether we can apply the 

similar approaches in the above section to prove the balancedness of the manu-

facturer game? A n d whether the th i rd -par ty F can act as the coordinator of this 

game so tha t peak t ime slots tha t have not been reserved can also be uti l ized, 

w i t h appropriate charge, to process the jobs. 

As mentioned, there is another mechanism to handle the unfinished jobs 

w i t h i n reserved t ime slots, tha t is "spot purchasing". W i t h such scheme, the 

model w i l l be different f rom the one we studied in this chapter. New issues 

on overt ime product ion and rescheduling of the regular product ion should be 

considered. A natura l idea is to transfer this "spot purchasing" model to the 

"penal ty" model we studied in this chapter. A n d i t is interesting to investigate 

whether a stat ionary relat ion between the cost functions in these two models can 

be derived. 

4.6. Appendix 

1], Details of the optimal sequencing rule 

In the numerical study section above, we assume the jobs' processing times fol-

lows a un i form d is t r ibut ion [(1 — r ) F , (1 + r)P] and they all have the same uni t 

penal ty cost /？̂  = /?，Vj € N j n , m £ M . We claimed that w i t h such settings, the 

opt imal sequence of the jobs w i l l just follow a descending order of the evaluation 

indexes h^^, V j £ Nm, m ^ M. We next show the detai l proof of this proposit ion. 

For state convenience, in the rest of this par t , we just refer hP饥 as hj. Suppose 

the opt ima l sequence is a* and w i thou t generality we label these jobs from 1 to 

|iV| according their posit ion in a*. Suppose job i is the last job in the sequence 

tha t does satisfy h^ < = i I . Just change the posit ion of this two jobs 

and let a be the new sequence obtained. Then we want to compare the expected 

to ta l cost w i t h sequence a* and sequence a. 

According to Lemma 4.2, we know once the sequence is fixed, the opt imal 
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booking times for each job w i l l be determined too. Compare a and a* we can 

easily ver i fy tha t 

现 ) = … ， J 

Recall the def in i t ion of in Section 4.3.1, we denote 

J o " ( 〜 + / 『 ； ” 7 > * ) 啡 ） 
PMl 二 hi 

Since we assume the jobs follows un i fo rm d is t r ibu t ion on [(1 - r)P, (1 + r)P], we 

can calculate the op t ima l booking t ime for job % according to Lemma 4.2. 

Suppose tha t the set of successors of j ob j in a* is S and hs ~ Yh ^fc- Then we 
k£S 

can prove 

Via' 
^ p — h^ — h. — hs — h!L m“ *、 ， ^ p — h. — hs — h/L , 

——,〕， 1 I - l - r + 2 * r - — — , , = z+1 
p — h^ — hj — h. p — hj — hi 

Furthermore we can ob ta in the relevant 尸 “a* ) and Pj{(y*) as follows 

Pil _ ri ^ Y) P(1 - r ( ^ - ~ 
PM ) = 1 ， 厂 ) = K hn 

Therefore 

E TEC^ia^) — E TECmia: 
m£M meM 

= ( K + "J + + h/L)P — r h/L 

-hi — hj—hs—h • + 
、p—hi — hj—hs — h 
h/L 、21 

2] + + h/L)P - r 

-hj —hs — h, 

= i ^ J - 训 + " 例 2 二、广 

=Vh _ +、p—h、_hs-h/L)、p-h广hs-h/L)) 

> 0 

h/L 、2 
-hj —hs—h 

h/L 
-hi —hs—h 

The last inequal i ty holds since we assume yo^ > Y1 in (4.9). Bu t th is is a 
jeNm,meM 

contradict ion since J2 TECm((^*) should be the m i n i m u m cost. Hence we can 
meM 

claim tha t in the op t ima l sequence a* , the jobs fol low a descending order of h^. 



CHAPTER 5 

CONCLUSION 

I n th is thesis we discussed the appl icat ions of bo th Competition Game Theory 

and Cooperative Game Theory i n the Operations Management problems involve 

mul t ip le part ic ipants. I n Chapter 2 we model the retailers' ordering problem as 

a compet i t ion game and find the Nash equ i l ib r ium of op t ima l ordering t imes and 

op t ima l order ing quant i t ies for al l the retailers and fur ther more show tha t the 

equ i l ib r ium is not only a strong equ i l ib r ium but also the only Pareto opt imal 

Nash equi l ibr ium. A n d we also find the op t ima l strategy for the supplier by 

tak ing in to consideration of retailers l ikely act ion w i t h respected to the GBS 

pr ic ing mechanism. A n impor tan t conclusion is tha t all the chain members can 

benefit f rom the GBS pr ic ing mechanism compared w i t h the the t rad i t iona l flat 

price scheme. The supplier can achieve a higher prof i t by selling more products 

and the retailers, a l though the prof i t remains the same, the quanti t ies of product 

received f rom the supplier increase, which improve their service to the customers. 

The d i f f icu l ty in implement ing such GBS pr ic ing mechanism in the practice is 

tha t the market demand in format ion of each retai ler in our model is assumed 

to be publ ic known whi le in practice such in format ion should be private. Thus 

bo th the supplier and retailers should figure out ways to acquire the informat ion. 

For example they can pay for the in format ion. The retailers may also consider 

col laborat ion, so tha t the in format ion can be shared automat ical ly by retailers 

in the same coal i t ion. Hence i t is interest ing to investigate we can model the 

133 
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retailers' order ing problem as a cooperative game. 

In Chapter 3, we studied the project subcontract ing problem by model ing 

i t as a l inear programming game. Using the dua l i ty proper ty we proved the 

balancedness of our “L inear Project Game" and we also construct a core al-

locat ion vector by ut i l iz ing the op t ima l dual solution. A n d the P〇，s op t ima l 

strategy in designing the contracts is also discussed. The results imp ly tha t the 

project owner can receive al l the benefit i f SCs’ crashing in format ion is known 

or precisely estimated. A n d the benefit may become less when the SCs provide 

incorrect in format ion on crashing. A n d in the end of Chapter 3, we fur ther in-

t roduce a mul t i -p ro jec t problem where tasks f rom different project owner may 

be subcontracted to the same SC. We model this mul t i -pro jec t problem as linear 

programming game again w i t h an impor tan t assumption, tha t is the sequence 

to process the tasks by the same subcontractor cannot be changed. Bu t w i t h 

the s tudy in Chapter 4 on a manufactur ing outsourcing problem, we may relax 

th is constraint so tha t the problem sett ing becomes more reasonable. B u t how 

to combine the solut ion concepts in these two different cooperative games st i l l 

needs fur ther consideration. 

F ina l ly in Chapter 4, we construct a cooperative game to model the manu-

facturers' j ob outsourcing problem. So far we just proved the game balancedness 

i n a special case where al l the t ime slot booking costs are the same. A n d ob-

viously we st i l l have a lot of work to be carried out in the future. A n urgent 

topic is to investigate the balancedness of the manufacturer game (M,v) when 

the booking costs for t ime slots are di f ferent iated by peak t ime and regular t ime. 

As discussed in Chapter 4，in this s i tuat ion the op t ima l j ob sequencing prob-

lem may become NP-hard. A n d another question is tha t since the booking cost 

is not unique, we should investigate whether we can continue to apply the job 

sp l i t t ing method to construct a permuta t ion game and find the core al locat ion 

vector basing on the core of this permuta t ion game. 

As we can observe, Game Theory can be a powerful too l to s tudy the op-

erations management problems when mul t ip le players are involved in. So far in 
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this thesis we just studied three problems using a small section of the solution 

concepts in Game Theory, e.g., Nash equilibrium, linear programming game as 

well as its duality, and the sequencing game. There are certainly a lot more prob-

lems in the operations management area that can be solved applying different 

solution concepts in game theory. And we believe that more scholar's attention 

will be attracted to this research area in the near future. 



BIBLIOGRAPHY 

[1] Anand, K . and R. Aron , ” GBS on the web: A comparison of price discovery 

mechanism", Management Science, 48: 1546-1562, 2003. 

[2] T . Ayd in l i y im , G. Vairaktarakis. (2010). “Coord ina t ion of Outsourced Op-

erations to Min imize Weighted F low T ime and Capacity Bokk ing Costs". 

Manufacturing & Service Operations Management, 12(2): p. 236-255 

3] Bergantmos, G., E. Sanchez. 2002a. " N T U P E R T games". Operations Re-

search Letters, 30: p. 130-140. 

4] Bergantif ios, G.，E. Sanchez. 2002b. “ The propor t iona l rule for problems 

w i t h constraints and claims". Mathematical Social Sciences 43: p. 225-249. 

5] Bergantinos, G., E. Sanchez. 2002c. “ H o w to d is t r ibute costs associated w i t h 

a delayed pro jec t " . Annals of Operations Research 109: p. 159-174. 

[6] N‘ BondarevaN, (1963). "Some applications of linear programming methods 

to the theory of cooperative games". Prohlemy Kyhernetiki 10: p. 119 - 139. 

7] P. Borm, G. Fiestras-Janerio, H. Hamers, E. Sanchez, M. Voorneveld, (2002) 

“ O n the convexity of games corresponding to sequencing situations w i t h due 

dates". European Journal of Operational Research, 136: p. 616-634 

8] Branzei, R., G. Ferrari, V . Fragnell i , S. T i js . 2002. " T w o approaches to 

the problem of sharing delay costs in jo in t projects". Annals of Operations 

Research 109: p. 359-374. 

136 



Bibliography 151 

9] Castro, J., D. Gomez, J. Tejada. 2007. " A project game for P E R T networks". 

Operations Research Letters 35： p. 791-798. 

10] Castro, J., D. Gomez, J. Tejada. 2008a. ” A rule for slack al locat ion propor-

t iona l to the dura t ion in a P E R T network" . European Journal of Operational 

Research. 187: p. 556-570. 

11] Castro, J., D. Gomez, J. Tejada. 2008b. ” A polynomial rule for the prob-

lem of sharing delay costs in P E R T networks". Computers & Operations 

Research 35: p. 2376-2387. 

12] Estevez-Fernaandez, A . , P. Born, H. Hamers. 2005. "Pro jec t games". Work-

ing paper, CentER and Depar tment of Econometrics and Operations Re-

search, T i l b u r g University, T i lbu rg , Netherlands. 

[13] P. Brucker, A . Drexel, R. H. Mohr ing , K . Neumann, and E. Pesch, 1999. 

“Resource-constrained project scheduling: Notat ion, classification, models, 

and methods". European Journal of Operational Research, 112(1): p. 3-41. 

14] Cachon, G.P.，M.a. Larivere. 2001. Supply chain coordinat ion w i t h revenue-

sharing contracts: strengths and l imi tat ions. Management Science. 51 30-44. 

[15] X . Cai, J. Chen, Y . X iao, X . X u , G. Yu, 2006. " O p t i m a l Decision of the 

Producer and D is t r ibu to r in a Fresh Product Supply Chain Involv ing Long 

Distance Transpor ta t ion" . 

16] X . Cai, J. Chen, X.P. Song, 2006. " T h e supplier and Retai ler 's Op t ima l 

Strategies in a Supply Cha in under the Group-Buy ing Pr ic ing Mechanism". 

[17] X . Cai, G. Vairaktarakis, 2007. “Cooperat ive strategies for manufacturer ing 

p lanning w i t h negotiable th i rd -pa r t y capaci ty" . Working Paper TM-820, 

Whetherhead School of Management, Case Western Reserve University. 

[18] P. Calleja, A. Estevez-Fernandez, P. Borm, H. Hamers, (2006) "Job scedul-

ing, cooperat ion, and contro l " . Operations Research Letters, 134(1): p. 22-28 



Bibliography 152 

19] P. Calleja, H‘ Hamers, F. K l i j i n , M . Slikker. (2002) " O n a new class of paral-

lel sequencing si tuat ions and related games". Annals of Operations Research, 

109: p. 263-276 

20] J. Chen., X .L . Chen and X.P. Song, "B idd ing 's strategy under GBS auct ion 

on the In ternet " . IEEE Transaction on System, Man and Cybernetics Part 

A , 32： 680-690, 2002. 

21] I. Cur ie l , G. Pederzoli, S. T i js , B. Ve l tman (1989). “Sequencing games". 

Europen Journal of Operations Research, 40(3): p. 344-351 

22] I. Curiel , J. Potters, V . Prasad, S. T i js , B. Ve l tman (1994). "Sequencing 

and cooperat ion". Operations Research, 42: p. 566-568 

23] 1. Curiel , H. Hamers, F. K l i j i n , (2002) “Sequencing Games: a Survey" in 

Chapters m Game Theory: In Honor of Stef Tijs^ K luwer Academic Pub-

lishers (eds P. B o r m and H. Peters), Boston p. 27-50 

24] G. Eppen and A. Iyer. 1997. "Backup agreements in fashion buy ing - the 

value of upstream flexibility". Management Science. 43(11): p. 1469-1484. 

[25] R. Gibbons, 1992. " A Pr imer i n Game Theory " , Harvester Wheatsheaf 

26] S. Goyal and B. Gir i . 2001. "Recent Trends in Model ing of Deter iorat ing 

Inventory" . European Journal of Operational Research. 134: p. 1-16. 

[27] Granot , D. (1986).，，A generalized linear product ion model: A un i fy ing 

model" . Mathematical Programming, 34(2): p. 212-222 

28] H. Hamers, P. Borm, S. T i js , (1995) " O n games cooresponding to sequencing 

si tuat ions w i t h ready t imes". Mathematical Programming, 70: p. 1-13 

[29] H. Hamers, F. K l i j i n , J. Suijs, (1999) " O n the balancedness of mul t i -machine 

sequencing games". European Journal of Operational Research, 119(3): p. 

678-691 



Bibliography 153 

30j W Herroelen, B De Reyck, and E Demeulemeester 1998 "Resource-

constrained project scheduling A survey of recent developments" Com-

puters & Operations Research, 25(4) p 279-302 

[31] R Kau f fman and B Wang, "New Buyers' A r r i va l under Dynamic Pr ic ing 

Market Micros t ruc ture The Case of GBS Discounts on the Internet"，Jour-

nal of Management Informatwn Systems, 18 157-188, 2002a 

32] R Kau f fman and B Wang, " B i d Together, Buy together On the Efficacy 

of GBS Business Models in Internet-Based Selling"，Handbook of Electronic 

Commerce in Business and Society, Boca Raton, F L CRC Press, 2002b 

33] Ka la i , E , Zemel, E (1982) "To ta l l y Balanced Games and Games of Flows" 

Mathematics of Operations Research, 7(3) p 476-478 

34] M Maschler, B Peleg, L Shapley (1979), "Geometr ic properties of the 

kernel, nucleolus, and related solut ion concepts", Mathematics of Operations 

Research 4 p 303 - 338 

[35] B Pasternack, 1985 “ Op t ima l Pr ic ing and Returns for Perishable Com-

modi t ies" Marketing Science 4(2) p 166-176 

36] 1000ventures com 2009 Change management Avai lable at 

h t t p // lOOOventures com/business_guide/crosscuttmgs/change-inanagement h t m l 

[37j Owen, G (1975) " O n the core of l inear product ion games" Mathematical 

Programming, 9(1) p 358-370 

38] S Nahmias, 1982 “ Perishable Inventory Theory a Review" Operations 

Research 30(4) p 680-708 

[39] Peleg, B , P Sudholter 2003 Introduction to the Theory of Cooperative 

Games K luwer , Boston, M A 

40] F Raafat , 1991 “ Survey of l i terature on continuously deter iorat ing inven-

to ry models" Journal of the Operational Research Society 42 p 27-37 



Bibliography 140 

41] Samet, D.,Zemel, E. (1984). " O n the core and Dua l Set of Linear Program-

ming Games". Mathematics of Operations Research, 9(2): p. 309-316 

[42] L. Shapley (1953). " A Value for n-person Games". Annals of Mathematical 

Studies 28: p. 307 _ 317. 

[43] L. Shapley (1967). " O n balanced sets and cores". Naval Research Logistics 

Quarterly 14: p. 453 - 460. 

44] L. Shapley (1971). “Cores of convex games". International Journal of Game 

Theory, 1: p. 11-26 

45] M . Slikker, (2006). “Relaxed sequencing games have a nonempty core". 

Naval Research Logistics, 53(4): p. 235-242 

46] S. T i js , T.Parthasarathy, J.Potters, V . Prasad (1984). “Permuta t ion games: 

another class of to ta l l y balanced games". OR Spectrum, 6(2): p. 119-123 

47] A . Tsay, 1999. The Quant i t y F lex ib i l i t y Contract and Supplier-Customer 

Incentives. Management Science. 45(10): p. 1339-1358. 

48] Turner, J.R. (ed.) 2003. Contracting for Project Management, Gower Pub-

lishing, Aldershot , U .K . 

[49] Value Based Management.net. 2009. Product l ife cycle - Indust ry ma tu r i t y 

stages. Avai lable at: 

ht tp: / /www.valuebasedmanagement.net /methods_product_ l i fe_cycle.html 

http://www.valuebasedmanagement.net/methods_product_life_cycle.html

