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Abstract of thesis entitled: 

A Study of Genetic Fuzzy Trading Modeling, Intraday Pre-

diction and Modeling 

Submitted by NG, Hoi Shing Raymond 

for the degree of Doctor of Philosophy 

. a t The Chiriese^University of Hong Kong in February 2010 

This thesis consists of three parts: a genetic fuzzy trading model 

for stock trading, incremental intraday information for financial 

time series forecasting, and intraday effects in conditional vari-

ance estimation. Part A investigates a genetic fuzzy trading 

model for stock trading. This part contributes to use a fuzzy 

trading model to eliminate undesirable discontinuities, incorpo-

rate vague trading rules into the trading model and use genetic 

algorithm to select an optimal trading ruleset. Technical indi-

cators are used to monitor the stock price movement and assist-

practitioners to set up trading rules to make buy-sell decision. 

Although some trading rules have a clear buy-sell signal, the sig-

nals are always detected with 'hard' logical. These trigger the 

undesirable discontinuities due to the jumps of the Boolean vari-

ables that may occur for small changes of the technical indicator. 

,Some trading rules are vague and conflicting. They are difficult 

to incorporate into the trading system while they possess sig-

nificant market information. Various performance comparisons 

such as total return, maximum drawdown and profit-loss ra-

tios among different trading strategies were examined. Genetic 

fuzzy trading model always gave moderate performance. Part 

B studies and contributes to the literature that focuses on the 
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forecasting of daily financial time series using intraday informa-

tion. Conventional daily forecast always focuses on the use of 

lagged daily information up to the last market close while ne-

glecting intraday information from the last market close to cur-

rent time. Such intraday information are referred to incremen-

tal intraday information. They can improve prediction accuracy 

not only at a.particular instant but also with the intraday time 

when an appropriate predictor is derived from such information. 

These are demonstrated in two forecasting examples, predictions 

of daily high and range-based volatility, using linear regression 

and Neural Network forecasters. Neural Network forecaster pos-

sesses a stronger causal effect of incremental intraday informa-

tion on the predictand. Predictability can be estimated by a cor-

relation without conducting any forecast.Part C explores intra-

day effects in conditional variance estimation. This contributes 

to the literature that focuses on conditional variance estimation 

with the intraday effects. Conventional GARCH volatility is for-

mulated with an additive-error mean equation for daily return 

and an autoregressive moving-average specification for its con-

ditional variance. However, the intra-daily information doesn't 

include in the conditional variance while it should has implica-

、 tion on the daily variance. Using Engle's multiplicative-error 

model formulation, range-based volatility is proposed as an in-

traday proxy for several GARCH fratneworks. The impact of 

significant changes in intraday data is reflected in the MEM-

GARCH variance. For some frameworks, it is possible to use 

lagged values of range-based volatility to delay the intraday ef-

fects in the conditional variance equation. 
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本論文的摘要： 
& _ 

這篇論文包含了三個部分：第一部份是爲股票交易而設計的遺傳模糊交易模式， 

•第二部份是將曰內增量信息（Incremental工ntraday Information)應用 

於金融時間序列預測上，第三部份是研究在估計條件變異數中的日內效應。 

第一部份探討爲股票交易而設針的遺傳模糊交易模式。這部份的貢獻是使用模糊 

交易模式，去消除不理想的間斷’將含糊的交易法則用於交易模式，以及使用遣 

傳算法來選擇 佳的交易法則集。技術指標用於監測股價運動，稱助從業人員設 

立交易法則，以便作出買賣的決定。雖然有些交易法則集，擁有明確的買賣信號’ 

可是這些信號的檢測，總是利用邏輯上的〔是〕和〔非〕，當投資決定由這些交 

易法則集和布爾變數（Boolean variables)組成時’只要其中一個技術指標 

出現微小轉變‘就引發了意想不到的間斷。另外’有些交易法則含糊和矛盾’很 

難納入現存的交易系統內’可是他們亦擁有有效的市場信息，能夠幫助交易系統 

作出準確的決定。同時，爲了更廣泛研究交易模式的各項性能’我亦探討和比較 

不同交易系統的總回報’ 大跌幅’以及損失和盈利率。總括而言’遺傳模糊交 

易模式的表現是 平穩。 

第二部部份的研究和貢獻，側‘重利用日內信息於每日財務時間序列預測上。傳統， 

的每曰預測常常著眼於如何使用滯後的每日信息（Lagged Daily 
Information)，而忽略了日內信息的使用。這種日內信息被稱日內增量信息。 

它們不但可以提高某個特定時間的預測準確性’而且預測準確性亦跟隨日內時間 

向前而增加。從兩個預測例子中，可探之一二 ’第一個是每日 高値的預測’第 

二個是极差波動（Range-based Volatility)的預測’在預測時’分別使用 

了線性回歸和神經網絡的模式。結果發現’神經網絡預測具有較強的因果增量曰 

內信息效應。同時’可預測性（Predictability)是可以透過日內增量信息和 

預測者的相關値來估計。• 

第三部份，探討在估計條件變異數中的日內效應。這方面的貢獻’側重於如何將 ： 

曰內效應加於估計的條件變異數上。傳統非對稱一般化自我迴歸條件異質變異數 

(GARCH )的波動是由兩條方程式組成，第一條是每日回報相等於其平均値加 

誤差的方程式’第二條是自我迴歸移動平均規範（autoregressive moving-average 

specification)的條件變異數所制定。然而’現存的條件變異數並沒有包含日常的 

曰內信息’但是這些信息對每日的變異數是有影響的。因此’這部份提出了利 

用恩格爾(Engle)乘法誤差模式(MEM)的方案’將极差變異數替代日內信息’加於 

, 不同的非對稱一般化自我迴歸條件異質變異數的框架上。對於日內數據的正面影 

m，亦同詩反映在乘法誤差模式的非對稱一般化自我迴歸條件異質變異數 
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(MEM-GARCH)的變異數上。另外，亦可以使用滯後极差的波動’以拖延日內效 

‘應的形式加上有條件變異數方程。 
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Chapter 1 

Introduction 

1.1 Motivation 

This thesis consists of three parts. Their motivations are de-

scribed in the following three paragraphs. 

Genetic Programming is recently applied to the trading sys-

tem to select the optimal technical trading rules. Its structure 

is reducdant and complex. The indicator-based trading rules 

are combined with Boolean operators to form a profitable two-

way trading strategy. However, the Boolean operations perform 

with a，hard，logic. Any small change of technical indicator may 

result in unexpected jumps of Boolean variables. This triggers 

the undesirable discontinuities due to the jumps. Furthermore, 

vague trading rules are difficult to embrace in the trading sys-

tem while they contain useful information for a trading decision. 

These motivate to extend the existing work. 

Most of daily financial time series forecasts rely on the in-

formation set including and up to day t - 1. Normally, these 

forecast problems are formulated by a forecast model given the 

past i n f o rma t i o n卜 i ) . By uncovering the dynamic path of a 

daily time series, the predictable components of the series can be 

extrapolated into the future and it thus improves forecasts [17 . 

Recently, the availability of high frequency data initiates some 

active researches in finance [10]. Significant intraday inforrna-
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lion is very useful in the modelling of daily information {y{t)) 

such as realized volatility [3] and stochastic jump [55]. Conven-

tional forecast of y{t) often focuses on the use of lagged daily 

information while neglecting intraday information between ^ — 1 

and t. This motivates to use such intraday information in the 

prediction. Such intraday information is referred to as “ incre-

mental intraday information" and has been largely neglected in 

current forecasting research. 

Volatility has very important implications or a wide range of 

applications in financial forecasting and risk management [2 . 

There is no consensus on its "true" or “best” measure [19. 

It only classify volatility either latent such as implied volatil-

ity [41] [7] or historical like realized volatility [3]. The simplest 

volatility measure is probably the squared daily return. This 

unbiased estimator is highly inefficient as a measure capturing 

the intra-daily price variation in the trading day [23]. When all 

daily close prices are shifted to same reference value, its volatil-

ity is zero but the intra-daily prices may have variation. There 

exists a risk to measure the volatility solely on the close price. 

Conventional daily conditional variance is formulated with an 

additive-error mean equation for daily return and an autoregres-

sive moving-average specification for its conditional variance. 

However, the intra-daily information doesn't include in the con-

ditional variance while it should has implication on the daily 

variance. This motivates to explore the possible method to in-

clude the intra-daily information to the conditional variance. 

1.2 Thesis Contributions 

This thesis introduces genetic fuzzy trading modeling, a daily 

prediction, and intraday modeling. The first model is a trading 

model which models the relationship between a market state 

and an action using a trading strategy. The daily prediction 

2 



is conducted using incremental intraday information and daily 

past information. The second model is to embed the intraday 

fluctration in a daily conditional variance. 

For the genetic fuzzy trading modeling, a fuzzy expert trad-

ing model is derived to map the market state to action. Owing 

to the natural of fuzzy, a vague trading rule like other trading 

rules can be easily embraced in the trading model as one of fuzzy 

rules in the trading system. As the trading action is determined 

based on an aggregated output, it minimizes the impact of any 

small change of a single technical indicator on the action. Sub-

sequently, the action becomes less volatile. An undesirable and 

sudden discontinuity due to the jump of the Boolean variables 

will vanish. This trading model also identifies the optimal trad-

ing ruleset by genetic algorithm and eliminate the conflicting 

information from different trading rules by fuzzy system. 

For the incremental intraday prediction, incremental intra-

day information is applied to the daily forecast problem. Vari-

ous incremental intraday measures are derived to extract useful 

information from incremental intraday information. Such useful 

information acts as a predictor in the prediction and is very use-

ful to improve the prediction accuracy. By modifying the error 

correction model, I apply its forecast equation in the incremen-

tal intraday prediction. Selection of an appropriate incremental 

measure is crucial to the prediction. When the formulation of 

incremental measure is close to the formulation of predictand, 

the prediction accuracy will gradually increase with intraday 

time. It is further discovered that the prediction accuracy can 

be estimated by the correlation between the predictand and the 

predictor. 

For the intraday modeling, conventional GARCH modeling 

formulates an additive-error mean equation for daily return and 

an autoregressive moving-average specification for its conditional 

variance, without much consideration on the effects of intra-

3 



daily data. Using Engles multiplicative-error model formula-

tion, range-based volatility is proposed as an intraday proxy for 

several GARCH frameworks. To evaluate the intra-daily cffect 

on the conditional variance, different approaches for two 8-year 

market data sets: the S&P 500 and the NASDAQ composite 

index, are studied and compared. The impact of significant 

changes in intraday data has been found to reflect in the MEM-

GARCH volatility. Besides, it is also possible to use lagged 

values of range-based volatility to delay the intraday effects in 

the conditional variance estimation for some frameworks. 

1.3 Thesis Organization 

This thesis is organized as follows: Chapter 2 gives the related 

work for the Genetic Fuzzy Expert Trading System, Intraday 

Prediction and Modelling. Chapter 3 defines the stock trading 

problem, describes the use of fuzzy trading system in trading and 

explains the selection the optimal fuzzy trading rules by genetic 

algorithm. Two training approaches for performance improve-

ment are further evaluated. Chapter 4 defines the incremental 

intraday prediction problem and describes the use of incremen-

tal intraday information for different daily predictions. Chapter 

5 revises the GARCH models and studies the intra-daily effect 

on the conditional variance. The conclusions and the future di-

rections are presented in Chapter 6. For the ease of reference, 

the formula of technical indicators is included in Appendix A. 

36 trading rules are listed in Appendix B. 

1.4 List of Papers 

This thesis is based on theoretical and experimental research 

which has previously been written up in 10 papers. They have 

been passed the peer-review process and have been accepted for 
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publication in the proceedings of various international confer-

ences and journal with high academic standards. Much of the 

same work is currently being written up or under review for 

archival publication in journals. 

On problem with basing on a doctoral thesis on 10 papers 

is that the amount of research to describe threatens to make 

the thesis too long and lose focus. I have therefore selected 5 

best papers to form the central arguments of this thesis. They 

are extensively discussed in this thesis. This means that the 

experiments in those papers may be described in rather more 

details in the thesis. The rest will be not be discussed in details. 

However, they may share same theory or related work and these 

will be included in the background chapter. The following are 

the ten papers: 

• H.S. Ng and K.R Lam (2006): "Incremental Intraday Pre-

diction of Extreme Values and Range-based Volatility", In 

Proceedings of The Third lASTED International Confer-

ence on Financial Engineering and Applications. [46 

• H.S. Ng and K.P. Lam (2006): "How does Sample Size 

affect GARCH model?", In Proceedings of 5th Interna-

tional Conference on Computational Intelligence in Eco-

nomics and Finance in conjunction with 9th JCIS. [47 

• H.S. Ng, S.S. Lam and K.P. Lam (2003): "Incremental Ge-

netic Fuzzy Expert Trading System for stock market tim-

ing" ，In Proceedings of 2003 IEEE International Conference 

on CIFEr, pp.421-428. [49； 

• H.S. Ng and K.P. Lam (2001): ”Stock prediction using 

NASDAQ-GEM model"，In Proceedings of the 5th World 

Multi-Conference on Systemics, Cybernetics and Informat-

ics (SCI2001). [53 
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• H. S. Ng and K. P. Lam (2000): "Modeling of NASDAQ-

GEM Stock Price Relationship using Neural Network", In 

Proceedings of the 2000 IEEE International Conference on 

Management of Innovation and Technology. [54 

• K.P.Lam and H.S. Ng (2006)Intra-daily information of 

Range-based Volatility in MEM-GARCH", To appear in 

Mathematics and Computers in Simulation. [31 

• K.P.Lam and H.S. Ng (2006): "Intra-daily information of 

Range-based Volatility in MEM-GARCH", In Proc. of Int. 

Conf. on Time Series Econometrics, Finance and Risk, 

Perth. [32 

• K.P. Lam and H.S. Ng (2001): ”Non-linear News model-

ing of NASDAQ indices", In Proceedings of the 5th World 

Multi-Conference on Systemics, Cybernetics and Informat-

ics (SCI2001). [34 

• S.S. Lam, H.S. Ng and K.P. Lam (2003): ” Application of 

Dynamic GFETS in a Declining Stock Market", In Pro-

‘ ceedings of FEA'2003, pp.327-30, Gary, North Carolina. 

36 

• S.S. Lam, H.S. Ng and K.P. Lam (2002): "Genetic Fuzzy 

Expert Trading System for NASDAQ Stock Market Tim-

ing" ,Contributed a book chapter to Genetic Algorithms 

and Genetic Programming in Computation Finance. [37 

In addition, the following papers were published during my 

PhD but not included in this thesis. 

• H.S. Ng and K.P. Lam (2003): “Analog and FPGA Im-

plementation of BRIN for optimization problems”，IEEE 

Transactions on Neural Network, Vol. 14，No. 5, pp.1413-

25. [50] 
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. • U.S. Ng，S.T. Mak and K.P.Lam (2003): "Field Program-

mable Gates Arrays and Analog Implementation of BRIN 

for Optimization Problems”，In Proc. of IEEE ISCAS’03, 

Vol. V, pp73-76. [51: 

• H.S. Ng and K.P. Lam (2002): "Analog Implementation 

of BRIN for optimization problems", In Proc.. of IEEE 

TENCON'03, vol. 1，pp. 637 - 640. [52 

• Y.T. Yan, H.S. Ng, K. P. Lam (2003): “ Advanced Trading 

Strategy Using Neuro-Candlestick", In、Proc. of CIEF'2003, 

pp.1120-1123. [67； 

• Terrence Mak, K.P. Lam, H.S. Ng, C.S. Poon, G. Rach-

muth (2007): ”A Current-Mode Analog Circuit for Rein-

forcement Learning Problems"，In Proceedings of 2007 IS-

CAS. [40 

• RY . Mok, K.P. Lam and H.S. Ng (2004): "An ICA De-

sign of Intraday Stock Prediction Models with Automatic 

Variable Selection", In Proceedings of IJCNN'04. [42 

• P.Y. Mok, K.P. Lam and H.S. Ng (2004): ” Correlation-

Predictability Analysis for Intraday Predictions”，In Proc. 

of the 2nd lASTED Int. Conf. on FEA 2004. [43； 

• End of chapter. 
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Chapter 2 

Literature Review 

This chapter presents a brief review on the related work for 

Genetic Fuzzy Expert Trading System, Intraday Prediction and 

Modelling. 

2.1 Related Work on Genetic Fuzzy Expert 

Trading System 

Technical analysis is originated with the work of Mr. Charles 

Dow in the late 1800s. Mr. Dow is the founder and the first edi-

tor of the Wall Street Journal. Technical analysis is now widely 

used by investments professionals as input for trading decisions. 

Technical analysts argue that their approach can assist them to 

profit from changes in the psychology of the market. This view 

is clearly expressed in Pring's statement (in page 2-4 of [58]): 

The technical approach to investment is essentially a reflec-

tion of the idea that prices move in trends which are determined 

by the changing attitudes of investors toward a variety of eco-

nomic, monetary，political, and psychological forces. ... Since 

the technical approach is based on the theory that the price is 

a reflection of mass psychology ("the crowd，，) in action, it at-

tempts to forecast future price movements on the assumption 

that crowd psychology moves between panic, fear, and pessimism 

8 



on one hand and confidence, excessive optimism, and graced on 

the other. 

Technical indicators are used in technical analysis. They do 

not analyze any part of the fundamental business such as earn-

ing, revenue or profit margins. Most of technical indicators 

are derived from price. They look at the price from different 

aspects such as price trend and movements. Practitioners be-

lieve that the technical trading rules, which are derived from the 

technical indicators, can generate substantial profit while some 

researchers swear only by the efficient market hypothesis. Sub-

sequently, these researchers believe that the technical trading 

rule can't beat the market only referring to the historical price 

information. 

Over the years, there has been a large literature on the ef-

fectiveness of different technical trading rules. However, there 

are' a lot of significant results on the application of technical 

trading rules in stock trading system. In 1992, Brock et al. [8 

considered the performance of various simple moving average 

rules for Dow Jones Industrial Average Index in the absence of 

transaction costs. They identified periods to be in the market 

when returns were high and volatility was low and out when 

the reverse was true. They also found that the simple techni-

cal trading rules had predictive power and suggested that the 

conclusions of earlier studies, that technical trading rules didn't 

have such power, were，，pre-mature，’. 

In 1997，Neely [44] used genetic programming to find techni-

cal trading rules in different foreign exchanges. They selected 

the trading rules based on the price and simple functions like 

maximum, minimum, average, greater-than, addition, subtrac-

tion, multiplication and etc. They discovered a profitable trad-

ing rule in the context of investment. 

In 1999，Allen and Karjalainen [1] used genetic programming 

to learn the best technical trading rules for the daily S&P 500 
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index. Similar to Neely's work, they selected the trading rules 

based on the stock price and the simple functions. The trad-

ing rules didn't earn excess returns over simple buy-and-hold 

strategy after transaction costs and using out-of-sample data. 

In 2001, Dempster et. al [12] [11] developed a trading system 

using genetic programming and technical indicators. They aim 

to construct a trading system based on the overall performance. 

They allowed genetic programming to construct strategies from 

a selection of indicators instead of a simple function. These 

indicator-based trading rules can be combined with boolean op-

erators to form profitable two-way trading strategies. 

Genetic Programming (GP) [30] is an evolutionary optimiza-

tion algorithm. They resolve the problems by mimicking the 

process of evolution. GP considers the solution as non-recombining 

decision tree with non-terminal nodes as functions and the root 

as the funciton of output. It provides flexibility on the size of ‘ 

tree. On the other hand, some tree structures are highly redun-

dant and complex due to the recursive operation. They are hard 

to understand by human although they can be simplified man-

ually [1]. Dempster adopted GP to construct a buy/sell trading 

rule by combining the indicator-based trading rules with the 

boolean variables. The boolean operations work in ‘hard’ logic. 

Any small changes of indicator may change the buy/sell deci-

sion. Thus, these trigger undesirable discontinuities due to the 

jumps of the boolean variables. 

In 2007, P. Lin and J. Chen [9] further enhanced the GP 

model. They discovered that a subtree crossover operator usu-

ally destroys building blocks due to the random and blindly 

choosing crossover points. Many researchers proposed different 

crossover methods to obtain more effective building blocks by 

reserving crucial schemata. However, These crossover operators 

only exchanged constant schemata for all individuals in the pop-

ulation. No new genotype was generated even when swapping 
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partial trees in the dedicated population. It initialized the explo-

ration of a new crossover operator in fuzzy genetic programming. 

FuzzyTree crossover is more effective than a subtree crossover in 

terms of complexity and run time. In 2001，Tay and Linn [64 

expressed that the actual financial market environment was usu-

ally much more ill-defined. Under the ill-defined environment, 

it was impossible for practitioners to form precise and objective 

price expectation. The participants thus should rely on some 

alternative form of reasoning to guide their decision making. 

An inductive reasoning model at best relied on fuzzy decision 

making rules under ill-defined environment. The study of fuzzy 

system in evolutionary algorithm becomes a new direction for 

the study of the ill-defined environment. 

In this thesis, I extend Dempster's study on the application 

of the technical indicator and evoluationary algorithm to the 

trading system. However, the other evoluationary algorithm, 

Genetic Algorithm (GA) [26], is used as GA's solution has a 

simple structure and GA only considers a fixed solution length. 

The introduction of fuzzy trading system can reduce the discon-

tinuities by considering the weight average of the output signal 

of each indicator-based trading rules. The output signal is a 

degree of signal instead of one or zero. By taking the advantage 

of fuzzy system, some vague trading rules can also be embe-

ded in the trading system. These trading rules are always come 

from the ill-defined market environment. Thus, the genetic fuzzy 

trading model is proposed. 

It is well-known that the stock market is dynamic. Without 

any re-learning approach, the same set of fuzzy trading rules 

are unable to time the market. The importance of time hori-

zons in models of learning in finance has been discussed in 2001 

by LeBaron [38]. He also explored the convergence properties of 

learning with heterogeneous horizons. In 1999，Lanquillon [35 

also examined the learning in irregular intervals. These research 
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work demonstrated the importance of re-training approach dur-

ing a dynamic stock market. It also provides the ground to fur-

ther extend the genetic fuzzy trading model using two different 

training approaches to tackle with the dynamic stock market. 

2.2 Related Work on Incremental Intraday 

Information for Time Series Forecasting 

Most of daily financial time series forecasts (y⑴ ’ t is the day 

index) rely on the information set including and up to day 亡一 1 

{Tt-i)' Normally, these forecast problems are formulated by a 

forecast model given the past information(J^卜i). By uncover-

ing the dynamic path of a series, the predictable components 

of the series can be extrapolated into the future and it thus im-

proves forecasts [17]. Recently, the availability of high frequeucy 

data initiates some active researches in finance [10]. Significant 

intraday information is very useful in the modelling of daily 

information {y{t)) such as realized volatility [3] and stochastic 

jump [55]. Conventional forecast of y{t) often focuses on the 

use of lagged daily information while neglecting intraday infor-

mation between t — I and t. In this thesis, I focus on the use 

of such intraday information, referred to as "incremental intra-

day information", which have been largely neglected in current 

forecasting research. 

Suppose that a daily predictand is determined only at the 

time of the market close. Incremental intraday information 

varies with current time. The current time refers to a time 

point when a daily forecast is required to be just conducted. 

In an extreme case, when the forecast event occurs at the time 

of market close, the predictand can be calculated directly from 

all intraday data on current day. The prediction error variance 

is zero. The prediction problem doesn't exist. Furthermore, 

incremental intraday information contains all intraday data on 
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current day. Suppose the forecast event occurs within a time pe-

riod between market open and close. The incremental intraday 

information refers to the group of intraday data from the time 

of market open to current time. Given incremental intraday in-

formation at current time and the past information set up to 

former day. There exists a unique prediction problem. I called 

it an incremental intraday prediction problem. The number of 

intraday prediction problem depends on the number of forecast 

events. In another extreme case, the forecast event occurs be-

fore the time of market open. Only the past information set up 

to former day is available. The incremental intraday prediction 

problem reduces to conventional forecast problem. The use of 

incremental intraday information is crucial to the incremental 

intraday prediction. If it is used effectively, it will reduce the 

prediction error variance gradually with intraday time. 

The incremental intraday predictions of daily high, range-

based volatility and realized volatility are studied using Nasdaq 

Composition Index. The daily high is the highest price on a trad-

ing day. Different forecasters can be extracted from incremental 

intraday information by an incremental intraday measure. The 

most effective forecaster should give the lowest prediction error 

variances at different events. The similar approach is used to 

select the effective forecaster for the prediction of range-based 

volatility. The range-based volatility have a long history and 

it estimates historical volatility from intraday data. In 1980, 

Parkinson [56] developed a daily volatility estimator based on 

daily extreme values, open and close which followed a Brownian 

motion process. At the same period, Garman and Klass defined 

an efficiency ratio to evaluate the efficiency of volatility estima-

tors and further proposed a number of more efficient volatility 

estimators [23]. The range-based volatility is further modified 

by Beckers [6], Roger and Satchell [59] and Yang and Zhang[68 . 

Nowadays, the extreme values, open and close are reported in 
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many business newspapers in form of candlestick, which is a pop-

ular indicator [16]. The most representative range-based volatil-

ity estimator, which is derived in Gar man and Klass [23], is used 

to evaluate the causal effect of forecaster on the predictand. 

2.3 Related Work on Intra-daily Effect on Con-

ditional Variance 

The volatility has very important implications for a wide range 

of financial applications such as financial forecasting and risk 

management [2]. However, there is no consensus on its “true” or 

"best" measure [19]. Generally, the volatility is classified as la-

tent or historical. The latent volatility refers to non-measurable 

and model-based volatility like implied volatility [28]. The his-

torical volatility is measurable and can be determined empiri-

cally like realized volatility [3]. The most simple volatility mea-

sure should be the squared daily return = p{t) — p{t — 1)) 

where p{t) refers to the logarithmic close price of day t. This 

, estimator is highly inefficient as a measure for capturing the 

intra-daily price variation in the trading day [23]. Consider an il-

lustrative example in Fig. 2.1a. The intra-daily data (referenced 

against the open price of each day) show significant variations. 

These variations remain unchange when the daily close are all 

shifted to the same fixed reference. However, the squared daily 

return equals to zero. Although it is unlikely for real financial 

data to resemble Fig. 2.1b, it demonstrates the risk in relying 

solely on close prices to measure volatility. 

Range-based volatility based on extreme values have been 

proposed and proved to be more efficient than the squared daily 

return. Its historical have been briefed in Section 2.2. Among 

the various range-based volatility estimators, the two represen-

tative ones derived by Garman and Klass are used for my further 

investigation. The first relied on the daily high, low and close 
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Figure 2.1: (a) Intra-daily data with reference to open(left), (b) Shifted data 

to a fixed close price(right) 
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with reference to the open. The second considers a more com-

plete form using a weighting factors to accomodatc the variation 

between the previous close and the present day open. 

In this thesis, I consider the use of both types of range-based 

volatility estimator as intraday proxies for conditional volatili-

ties derived from GARCH modeling. Several interesting issues 

motivate this research: (i) The highly succesfully GARCH(1,1) 

provides good estimates for conditional volatilities using only 

daily close price, but it is not clear how additional intraday 

information should be embedded and their effects on these es-

timates; (ii) the recently proposed multiplicative-error model 

(MEM) provides very effective means for including intraday data 

within the GARCH framework; and (iii) knowing the effects of 

readily available but limited intraday data {open, high, low, 

and close } on GARCH should help in understanding the use of 

more extensive and precise intraday information, such as real-

ized volatility, in the future work. 

• End of chapter. 

16 



Chapter 3 

Genetic Fuzzy Expect Trading 

Model for Stock Trading 

This chapter starts with a description of the stock trading prob-

lem in Section 3.1. A Genetic Fuzzy Expert Trading (GFET) 

Model is proposed to resolve the stock trading problem in Sec-

tion 3.2. To tackle with a time-evolving market>, two training 

approaches, an incremental and a dynamic approaches, are in-

troduced in Section 3.4. Empirical results for a GFET system 

and both approaches are presented in Section 3.5. 

3.1 Stock Trading Problem 

The stock trading problem is to find the optimal trading strat-

egy among various trading strategies. Suppose that a trad-

ing strategy w (like Fig. 3.1) is a function zu : T x A ^ A, 

{tVi, at-i) —• at. trt 6 T is a market state on day t. It represents 

all output signals of i trading rules. The state space (T 二（0’ 1)” 

is defined as the set of all possible market states, a e A is a,n 

action. The value of a is equal to 0 (i.e. holding 'CASH') or 

1 ( holding 'ASSET'). w{trt,at-i) tells us whether we should 

hold CASH or ASSET. Various trading strategies are formed by 

considering different combinations of trading rules. The optimal 

trading strategy is a trading strategy with the maximum return 

17 



Trodmt RxiU Technical Indicator Oulput Si^n^ 

/ “ 、 (如 
(i) dmaS - 299 dma5m20 - -149 ema5m20 - 328 rsi - 60 4 (*»"> 

‘ • • • • 

/ \ 

7 ̂ ^^^ — ‘ holding 
I I I 1 I ‘ 1 I I •CASH, 

4 E 口 国 口 口 口 •。’ 
/

I holding 

_ _ 」 U 'ASSET 
r^ F ⑷ 

6 .. ：‘ 

^ J l! 
\ ‘ 

‘ = 」 I I I I y u I__ii 
8 口 口 口 四 • • ^ • • • [23 • J 

-1000 1000 -1000 1000 -1000 1000 0 100 

Figure 3.1: An Example of Trading Strategy 

after transaction costs to some horizon tf. 

tf-i 们（f I 1 

r{tf) 二 n 、 , 、 ” ( 1 一 口("、)-口(…-1)1 (3.1) 

t=i P ⑴ 

where t̂ is a proportional transaction cost. 

3.1.1 Trading Strategy (w) 

Each trading strategy is used to determine an action under dif-

ferent market states. Suppose that an action on day t — 1 and a 

trading recommendation on day t are known, and short selling 

is forbiddei). The action on day t is easy to determine and is 
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Action on day t — 1 Trading Recommendation on day t Action on day t 

Asset Buy Asset 

Asset Hold Asset 

Asset Sell Cash 

Cash Buy Asset 

Ca^h Hold Cash 

Cash Sell Cash 

Table 3.1: Next Action 

depleted in Table 3.1.1. For the ease of representation, Eq. 3.2 

is formulated to represent the the relationship in Table 3.1.1. 

at = f (R t ^a t-uO) (3.2) 

where /(x, y) is a step function. If x ^ y, /(.) — 1. Otherwise, 

/(.) = 0. at-i is the action on day ^ — 1. Rt e { — 1, 0,1} is the 

trading recomendation on day t. —1,0 and 1 represent sell, hold 

and buy actions respectively. 

“ In reality, the trading recommendation Rt is unknown but 

can be derived from the current market state trt. For example, 

Eq. 3.3 is formulated to classify an aggregate signal into buy, 

sell and hold recommendations based on the aggregate signal 

and threshold value r. The aggregate signal (in Eq. 3.3) is the 

weighted average of market state (i.e. trt). 

Rt 二 /(|tD|，T) * •分n(iD) (3.3) 

w 二 (3.4) 

where sign{x) is the sign of x. Wi, Wj and Wk reler to the buy, 

sell and hold signal strengths of these trading rules respectively. 

w“ Wj or Wk is rated on a scale of 0 to 1. { w i , W j , w ^ } is 

the market state. 
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3.1.2 Optimal Trading Strategy 

The optimal trading strategy under the time horizon i/ is a trad-

ing strategy vo which maximizes the return r{tj) after transac-

tion cost in Eq. 3.1. Suppose that only n trading rules are 

considered as the whole ruleset. Each trading rule has a signif-

icant impact on the return. If a subset of these trading rules is 

used to construct a trading strategy 口。it will give another re-

turn r八tf). Totally, there are trading strategies. The optimal 

trading strategy refers to one of them and defined by 

w = {wi \ maxr^{tf)} (3.5) 

When n is small, all trading strategies can be tested to iden-

tify the optimal trading strategy. On the other hand, when n is 

large, it is impossible to test all trading strategies. Therefore, 

an efficient searching alogrithm is necessary. 

3.1.3 Performance Measures 

The return in Eq. 3.1 is of our great interest in the trading 

problem. On the other hand, maximum drawdown (in Eq. 3.8) 

and a profit-and-lose ratio (in Eqs. 3.9 and 3.10) are commonly 

used to measure the performance of different trading strategies. 

They are defined as follows. 

Maximum DrawDown 

The Maximum Drawdown (MDD) measures the maximum po-

tential loss during the trading period (亡o，亡/)• It is calculated 

by 

M(t) — max log[r{i)\ (3.6) 

D{t) = M{t) - log[T[t)] (3.7) 

mdd(力/) = max [0, D{i)] (3.8) 

ie(to々 ） 
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Profit and Loss Ratios 

The profit and loss ratios measure the pecentage of positive and 

negative transactions respectively. Suppose the number of pos-

itive or negative return up to the current day tj is Pret{to,亡/) or 

�t i M h t f ) respectively. The total number of transaction is tr 

Pret + riret)• The profit and loss ratios are calculated by 

PosR = ^ (3.9) 
tr ^ 》 

NegR 二 (3.10) 

If PosR {NegR) is greater than 0.5, it will imply that profitable 

transactions are more (smaller) than loss transactions. 

3.2 Genetic Fuzzy Expert Trading Model 

A genetic fuzzy exxpert trading (GFET) model is proposed 

to resolve the stock trading problem. This model consists of 

two major parts - formulation of various trading strategies and 

search for an optimal trading strategy. Each trading strategy 

is formed by a fuzzy expert trading system. Various trading 

strategies are constructed with different trading rulesets. The 

optimal trading strategy is found by a genetic algorithm (GA). 

3.2.1 Fuzzy Expert Trading System 

A fuzzy expert trading system is a fuzzy expert system which 

performs approximate reasoning. It applies a set of if-then 

rules in the canonical form to map the input space to output 

space [14]. The input space is specified as fuzzy concept or lin-

guistic variable and is defined by a membership function. The 

membership function is a curve that maps each point in the in-

put space to a degree of membership function with the scale 

of 0 to 1 (i.e. fuzzification). Interpreting an if-then involves 
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, evaluating the antecedent using the fuzzification and applying 

that result to the consequent (i.e. Implication). The outputs 

of all rules are combined to give a crisp value (i.e. Aggregation 

and defuzzification). If the antecedent has several parts, fuzzy 

operators are applied to obtain a single number. The process 

- of formulating the mapping from an input to an output using 

‘ fuzzy logic is called fuzzy inference. 

The fuzzy expert trading system adopts Sugeno-type infer-

ence method [61]. This method uses a constant or linear output 

membership function. The constant output membership func-

tion matches the crisp nature of the buy, sell or hold signal of 

fuzzy trading rules. For example, a zero-order Sugeno fuzzy 

trading system is depicted in Fig. 3.2. 

Suppose that each trading rule has the following form. 

If input A = Xi, then Output is Zi 二 c^. 

where q refers to the buy, hold or sell signal (i.e. 1，0 and—1 re-

spectively). The output level Zi of each trading rule is weighted 

by the firing strength Wi of the trading rule. The firing strength 

is measured by a membership function in Eq.3.11. 

Wi = MF{x^) (3.11) 

On the other hand, the antecedent of the trading rule has sev-

eral parts as follows: 

If input 1 = Xi AND input 2 = y” then Output is 二 c!. 

The fuzzy operator is AND and the firing strength of the fuzzy 

trading rule will be Wi = min[MF\{xi), as in Fig. 3.3. 

The final output of fuzzy trading system is the weighted average 
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Rule 1: If closing price crosses below 5-day simple moving average, 
decision is sell. 

Rule 2: If closing price crosses above 5-day exponential moving average, 
decision is buy. 

\ Fr野re 3.2: Sugeno-Type Fuzzy Trading Rule 
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Figure 3.3: Fuzzy AND Operation 

of all outputs as follows: 

Output = (3.12) 

Wi 、) 
If the rules are re-grouped with the similar output signal, 

Eq. 3.12 is reformated as 
Output =⑶“1) + 時 1) +⑶“ 0 ) (3.13) 

It is the same as tD in Eq. 3.4. The firing strength is considered 

to be the same as the signal strength. ‘ 

A simple example can be found in Fig.3.2. Suppose there are . 

two trading rules as follows. 

Rule 1: If closing price crosses below 5-day simple moving av-

erage^ decision is sell Rule 2: If closing price crosses above 5-

day exponential moving average, decision is buy 

^ We can rewrite the above trading rule to the fuzzy trading rules 

with the linguistic term NEGATIVE and POSITIVE. The 

‘ input of the membership function NEGATIVE is the closing 

price minus the 5-day simple moving average while the input of 
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the membership function POSITIVE is the closing price minus 

the 5-day exponential moving average. The fuzzy trading rules 

are formed like the following. 

Rule 1: If input A = NEGATIVE, then output is decision 二 

sell If input B = POSITIVE, then Output is decision = 

buy. 

For the first trading rule, if the value of A is equal to —0.1’ 

the firing strength is 0.2 and the output level of sell is 0.2. For 

the second trading rule, if the value is equal to 0.2, the firing 

strength is 0.8 and the output level of buy is 0.8. Then, the final 

output is equal to the weight average of all outputs as follows: 

0.2 * ( - l ) + 0 . 8 ( 1 ) = 0 . 6 (3.14) 
0 . 2 + 0.8 \ 

Based on the final output of fuzzy system (i.e aggregate sig-

nal), the threshold and Eq. 3.3, the series of action during the 

time horizon tj is determined. The corresponding return can be 

found with the series of action. 

3.2.2 Opt imal Trading Strategy by Genetic Algorithm 

Genetic Algorithms (GAs) are a well-known efficient searching 

algorithm. A GA performs population initialization, selection, 

crossover, mutation and replacement until the goal or the max-

imum number of generation is reached. The objective of GA is 

to maximize the return. The fitness function thus is the return 

in Eq. 3.1. 

Population Initialization 

The initial population contains u chromosomes or individuals. 

Each chromosome consists of n genes and represents a trading 
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• 
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\ n genes z 

Figure 3.4: Initial Population 

Strategy voi such as Fig. 3.4 or 3.5. The value of each genes, 

being either 1 or 0, is randomly generated. Citing an example 

of Fig. 3.5，the value of and genes are zero. It represents 

that the trading strategy doesn't use these fuzzy trading rules. 

A fuzzy trading system is built using the selected fuzzy trading 

rules. The fitness value is thus determined by this fuzzy trading 

system. 

Selection 

The selection of trading strategies (i.e. chromsomes) to pro-

duce successive generations plays an important role in the GA. 

A probabilitistic selection is performed based on the return of 

trading strategy. The better trading strategies have a higher 

chance to be selected. A ranking model is adopted to assign the 

probabilities to each trading strategy i. Each trading strategy 

is ranked in order of fitness value. A probability {Pi in Eq. 3.15) 
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is defined by normalized geometric ranking [29] and is assigned 

to each trading strategy. 

P, = s { l-qy- ' (3.15) 

where q is the probability of selecting the best , i is the ranking 

of trading strategy, s is iz^fz^- The cumulative probability of 

trading strategy i is calculated by C! : u generated ran-

dom numbers are sorted and compared against the cumulative 

probability. If the cumulative probability of trading strategy i is 

greater than the random number, it will be selected. Then, the 

cumulative probability is again compared with the next random 

number. Otherwise, the cumulative probability of next trading 

strategy is compared with the current random number. Some 

trading strategy can be selected more than one and reproduce 

into the next generation. 

Crossover 

The reproduced population is used to conduct crossover. Crossover 

takes two trading strategies and produces two new trading strate-

gies. Suppose trading strategies U and V are randomly selected 

from the population with the probability of 0.8. They are rep-

resented by a n-bit string. Simple crossover generates n random 

numbers (ki) from a uniform distribution and creates two new 

trading strategies U, and V' by 

, : ki < 0.5 
u^ = 

Vi^ : otherwise 

/ ) • /ĉ  ^ 0.5 
v^ = 一 

u” : otherwise 
V 

The new trading strategies replace the original trading strategies 

in the population. 
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Mutation 

The generated population is further processed by binary muta-

tion. Binary mutation flips each bit in every trading strategies 

in the population with probability 0.1 according to the following 

equation. 

, 1 - iXi, : < 0 . 1 
u^ 二 

lij, : otherwise 

where is a random number U(0,1). The fitness value of each 

trading strategies in the mutated population is re-calculated 

again. 

Replacement 

In order to ensure the profitable trading strategy is not lost due 

to the stochastic character of the genetic operators, we have 

selected the Elitist strategy. The best trading strategy from the 

current population will pass to the next generation without any 

modification. 

Termination Condition ‘ 

For each generation, the above process, excluding the population 

initialization stage, is repeated lintil a chosen maximum number 

of generations is reached. 

3.3 36-Rule Genetic Fuzzy Expert Trading 

System 

A 36-rule genetic fuzzy expert trading system (GFETS) was 

built using the GFET model. Totally 68719476736 trading strate-

gies can be formed with these 36 trading rules. These rules are 

listed in Appendix B. The GA is used to select the pptimal 

trading rulset to build various trading strategies and find the 
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optimal trading strategy among them. Each trading strategy is 

built with the fuzzy expert trading system (FETS). This sys-

tem provides the trading decisions for each trading strategy. It 

consists of five parts: fuzzification of technical indicators, appli-

cation of the fuzzy operator in the antecedant, implication from 

the antecedent to the consequent, aggregation of consequences 

across the rules and determination of trading decision. Their 

details are given in the following subsections. 

3.3.1 Fuzzification of Technical Indicators 

Fuzzification involves the conversion of the technical indicator 

to the degree of membership in the qualifying linguistic set. All 

technical indicators and their corresponding linguistic terms are 

described in the following paragraphs. 

Technical indicators can be classified into trend, momentum 

and volatility analyses. Trend analysis indicates whether a new 

trend has appeared in the data or an existing trend has finished. 

Momentum analysis measures the rate of change of data as op-

posed to the actual levels. Volatility analysis measures the rate 

of random change in market prices. For the completeness of the 

universal fuzzy ruleset, technical indicators in each analysis can 

be found in the universal ruleset. Totally, 11 technical indicators 

have been used to built 36 fuzzy trading rules. They are listed 

according to these analyses. 

Trend Analysis : Daily Moving Average (DMA), Weighted 

Moving Average (WMA), Exponential Moving Average (EMA), 

and Directional Movement Index (DMI) 

Momentum Analysis : Relative Strength Index (RSI), Mov-

ing Average Convergence-Divergence (MACD), Fast and 

Slow Stochastic (KD-line), Oscillator (OSC), Rate of Change 

(ROC), and Percent R (P-R) 

30 



Volatility Analysis : Volatility Indicator 

Their mathematical formulations are given in Section A. 

To fuzzify the inputs of fuzzy trading rules, it is necessary 

to define their linguistic terms. Some conventional trading rules 

are vague in natural. By the definition of linguistic terms, these 

trading rules can also be converted to fuzzy trading rule and 

embed in the fuzzy trading system. Table 3.3.1 summarized 

the linguistic terms of each trading rule. For the ease of refer-

ence, ”cross-above” and "cross-below" are replaced with "NEG-

ATIVE" and "POSITIVE" respectively. The membership func-

tions of ”SMALL” in RSI, %K or %D are different although 

they refer to the linguistic term ”SMALL”. For RSI, the small 

value always refers to the value smaller than 50 while the small 

value of %K or %D refers to the value smaller than 15. It 

is similar to the membership functions of ”LARGE”，”HIGH” 

and "LOW". To eliminate the duplicated definition of linguistic 

variables, the linguistic varaibles are grouped into NEGATIVE, 

POSITIVE, SMALLu MODERATE, LARGEu LESS-THAN-

35’ GREATER-THAN-65, SMALLER-THAN, GREATER-THAN， 

ZERO , SMALLi、LARGE:、LOWu HIGH2、DECLINE, IN-

CLINE, LOW2, HIGH2, SHORT and LONG. They are depicted 

in the following diagrams. 

3.3.2 Application of Fuzzy Operator in the antecedent 

In 36 trading rules, only rules 16 and 17 have mutliple parts. 

Both rules use the AND operation. 

3.3.3 Aggregation of Consequences 

After the truth values of antecedent of all trading rules are 

known, the output fuzzy set for buy, sell or hold is truncated 

using the minimum function (i.e. implication). The final output 

is the weight average of all rule outputs. 
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Item Variable Type Min Max Linguistic 

variable 

1 sina(5,.) - p{.) 
2 sma(20,.) - sma(5,.) 

3 wma(5,.) - p(.) input -1000 1000 NEGATIVE or POSITIVE 

4 wma(20,.) - wma(5,.) 

5 ema(5，.）- p(.) 

6 ema(20’.）- ema(5’.） 

7 rsi(5,.) h^t 0 100 SMALLu MODERATE 

or LARGEi 

~ 8 rsi(14,.) input 0 FEWER-THAN-35 or 

GREATER-THAN-65 

9 rsi(t’.）- m a r s i { 5 , 5 . ) ~ ~ i n p u t ~ ^ S M A L L E R - T H A N or 

GREATER-THAN 

10 macd(39,9,2) input -1000 1000 NEGATIVE, ZERO 

or POSITIVE 

~~n %K(5,.) i^t 0 SMALL2 or LARGE2 

12 %D(5,.) input 0 100 SMALL】 or LARGE) 

—13 %K(5,.) -%D(5,.) — input 100 "NEGATIVE or POSITIVE 

~14 osc(20,5,.) input -1000 1000 “ NEGATIVE or POSITIVE 

15 roc(5,‘） input -1000 1000 LOWi or HIGH、 

—16 mom(5,.) 一 input ~10Q0 1000 DECLINE or INCLINE 

—17 %R(4,.) input 0 100 “ LOW2 or HIGH2 

"Ts pdi(5,.) - ndi(5,.) input -1000 1000 " t ^ G A T I V E or POSITIVE 

—19 vi(.) — input -1 1 — SHORT or LONG 

Table 3.2: Linguistic Variables of Fuzzy Trading Rules 
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3.3.4 Determination of Trading Decision 

The threshold value r is assigned to be 0.1. When the aggre-

gated signal is higher than a buy recommendation is trig-

gered. If the aggregated signal is smaller than —r, a sell recom-

mendation is triggered. Otherwise, the system suggests to hold 

the current status. The trading decision is made by Eq. 3.2. 

3.4 Training Approaches 

Two type of training approaches, incremental and dynamic, are 

introduced to tackle with time evolving market. The market is 

dynamic and changing rapidly with time. A trading strategy 

works very well in the past but may perform poor in the future. 

A trading system is. necessary to be re-optimized from time-to-

time so that it maintains its performance. 

Both approaches are similar. They use the latest price in-

formation to train the trading system to ensure that the new 

fuzzy trading ruleset reflects the current market change. Each 

approach is briefly discussed in the following subsections. 
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Figure 3.15: Incremental Training Approach 

3.4.1 Incremental Training Approach 

The GFETS is trained with m daily data and then re-trained 

once n trading days as in Fig. 3.15. The GA is used to select 

an optimal fuzzy trading ruleset from the fuzzy trading rules 

knowledge base using the first m preceding training data. The 

trading ruleset is used to trade for the first n trading days. The 

trading system is then "re-initialized and is re-trained with the 

second m preceding daily data. The re-trained data set includes 

the first n daily data and the last m — n receding training data. 

The new fuzzy trading ruleset is used to trade for the second n 

trading days. This process is repeated again and again until the 

end of trading. 

The period of the training data and the interval to re-train 

the system are determined by the parameters (m, n). Generally, 

the value of the (m, n) pair directly affects the sensitivity and 

the responsiveness of GFETS to the market fluctuation. 
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Sensitivity (m) 

When m was small and the historical data is insufficient for 

the GFETS to select a good fuzzy trading rules. The selection 

process is ineffective. As m increases and the training data in-

creases, the selection process is more and more effective. Then, 

the larger the value of m, the more the historical data will be 

used for selecting the good fuzzy trading rules. This reduces the 

effect of short-term market fluctuation on the selection process 

and thus makes the GFETS less sensitive to the short-term fluc-

tuation. 

Responsiveness (n) 

When n is small and the trading system is re-trained frequently, 

the fuzzy trading rules will change accordingly. The GFETS 

always makes adjustment in the system. The adjustment is in-

effective. As n increase, the adjustment becomes more and more 

effective. When n is large, increase of the value of n results in 

increase of the re-training interval. It thus reduces the chance 

of making appropriate adjustment in the system in the evolving 

market. The responsiveness of GFETS will be reduced. 

Thus, the selection of paramters (m, n) is very important so 

that the selected fuzzy trading rules give a good performance. 

3.4.2 Dynamic Training Approach 

The GFETS is first trained using m preceding daily data. The 

selected fuzzy trading rules are used for trading. If the current 

return is dropped below a return threshold level, the GFETS 

will be re-trained. Citing an example in Fig. 3.16, the system 

is trained with the first m preceding daily data. At the end of 

each trading day, the optimal trading ruleset is assessed with m 

current daily data. The current m daily data includes the most 

current daily data(e.g i) and the last m - z preceding training 
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Figure 3.16: Dynamic Training Approach 

data. If the current profitable return is greater than the return 

threshold level (Rr), the current trading ruleset will be kept for 

trading. Otherwise, the trading system is re-trained again to 

select a new fuzzy trading rules. The assessment is repeated 

every trading day until the end of trading. 

The period of the training data and the return threshold level 

are determined by the parameters (m, Rr). Similar to the incre-

mental training approach, the value of m affects the sensitivity 

of GFETS and the value of Rr affects the responsiveness of 

GFETS. 

Sensitivity (m) 

It is similar to the sensitivity of incremental training approach. 

Responsiveness (Rt) 

When Rr is small, all tests of assessments are passed. The dy-

namic GFETS will not make any adjustment to the evolving 
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market. The increase of Rr increases the chance of making ap-

propriate adjustment in the system in the evolving market. The 

responsiveness of GFETS will be higher. When the value of Rr 

is large, the selected trading rules will be changed frequently. 

Therefore, the parameters (m，Rr) must be selected carefully 

in order to have good performance. 

3.5 Empirical Results 

Four sets of experiments were conducted. The first set of ex-

periments focused on the problem of four fuzzy trading rules. 

The second set of experiments examined a 36-rule GFETS. The 

third set of experiments studied the incremental training ap-

proach and the fourth set of experiments explored the dynamic 

training approach. 

3.5.1 Four Fuzzy Trading Rules 

You may argue that why a 36-rule trading system is built. Before 

I examine this question, it needs to know whether a trading 

strategy built by a single technical indicator is good enough to 

obtain a profitable return. If yes, we don't need to proceed 

to the study of 36-rule trading system. If not, it means that 

the best trading strategy always embraces different technical 

indicator. In this part, it demonstrate a good trading strategy 

needs different indicator-based fuzzy trading rules. For the ease 

of explanation, trading strategies built by different combination 

of four fuzzy trading rules were examined to answer the above 

query. ‘ 

For the four fuzzy trading rule, we can evaluate all possible 

trading strategies. When the number of trading rules increases, 

it is impossible to examine all trading stratgies. The second-

question is arised. Would "an efficient searching algorithm is 
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necessary to find the optimal trading strategy? 

Stock Data and Fuzzy Trading Rules 

Each trading strategy was tested with the daily Hang Seng Index 

from 10 April 2006 to 7 April 2008. Totally, there were 487 daily 

close, high, low or open index data. For the ease of reference, 

four fuzzy trading rules are listed as below. 

1. If (a close price minus a 5-day simple moving average is 

NEGATIVE), (a sell signal is initiated). 

2. If (a close price minus a 5-day simple moving average is 

POSITIVE), (a buy signal is initiated). 

3. If (a close price minus a 20-day simple moving average is 

NEGATIVE), (a sell signal is initiated). 

4. If (a close price minus a 20-day simple moving average is 

POSITIVE), (a buy signal is initiated). 

Implementation 

To implement these fuzzy trading rules, Matlab Fuzzy Logic 

Toolbox was used. Two ir”ut variables and two linguistic vari-

ables were defined. The input variables included ” a close price 

minus a 5-day SMA”，and "a close price minus a 20-day SMA". 

The linguistic terms included NEGATIVE and POSITIVE. The 

output was either a buy or sell signal. In Matlab Fuzzy Logic 

Toolbox, each rule was associated with a flag. It indicated the 

corresponding rule was selected or not. All trading strategies 

could be implemented easily by turning on or off the corre-

sponding flag. For the four trading rules, there are totally 

16(= 24 — 2 * (22 — 1)) trading strategies. After eliminating 

the trading strategy with buy or sell rules only, there are only 

10 strategies. 
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Results 

The overall performances of 10 trading strategies were tabulated 

in tables 3.3 and 3.3. The 1 对 column is used to represent the 

trading strategy. The to 5认 column represented the four 

trading rules. If the value of these columns was one, that rule 

would be selected. Otherwise, it would not. 

Good Trading Strategy Containing Different Technical Indicators 

Empirical results showed that the good trading strategy always 

consisted of different technical indicators. In table 3.3, based 

on the profitable return, the best trading strategy was strat-

egy 1，which included the advice from all trading rules. The 

second was trading strategy 6 and used the sell rule of 5-day 

simple moving average and the buy rule of 20-day simple mov-

iu、average. Based on the positive transactions, both strategies 

1 and 6 were the highest. Although their maximum drawdown 

was not the smallest, their values were moderate. After inclu-

sion of transaction costs, the results as shown in table 3.3 were 

similar to those without. On the other hand, the return of the 

worst strategy dropped to the negative return as they had high 

transaction volumns. Its maximum drawdown also dropped. 

The best strategy could reduce the loss under a fluctrated 

market. In Figs. 3.17 and 3.18，the combined output signal 

of the strategy 1 suggested to sell stock on day 243. Although 

the combined signal raised to zero in the following day, it was 

smaller than the threshold value r. Thus, the strategy suggested 

to hold CASH until day 290. It avoided trading in the declining 

market during day 260 to 290. However, strategy 4 was failed 

to do it. It trigged a lot of buy and sell signal in this period and 

caused a great loss. The trading strategy 9 suggested holding 

CASH during day 243 to 285. However, this strategy issued a 
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Strategy 1(S) | 2 (B) | 3 (S) | 4 (B) Profit Return (pr) mdd PosR Trans. 

1 1 1 1 1 0 . 2 7 0 . 2 3 7 

2 i 1 i 0 0 . 2 4 0 . 1 0 ^ ^ 

3 ~ T ~ 1 0 1 0.08 0.43 0.25 20 

4 1 1 0 0 0.09 0.30 0.36 33 

5 1 0 1 i ^ 0 . 2 3 9 

6 1 0 0 1 0 . 2 7 0 . 2 3 ^ 7 

7 0 1 1 1 0 . 2 3 ^ 8 

8 0 1 1 0 ^ ^ 8 
9 0 0 1 1 0.21 0.24 0.50 10 

1 0 Buy and Hold ^ 0.16 1 1 ~ ~ 

Table 3.3: Performances of Ten Trading Strategies Without Transaction Cost 

Cost = 0.1% Cost = 0.2% Cost= 0.5% 

pr mdd PosR pr mdd PosR pr mdd PosR 

丁 0.25 0 . ^ 0.57 —0.23 0.24 " 0.57 0.23 0,24 0.57 

2 0.19 0.10 0.50 0.15 0.11 0.50 0.15 0.11 0.50 

~3~ 0.04 0.46 0.25 0.00 0.49 0.25 0.00 0.49 0.25~ 

~4~ 0.02 0.33 0.36 -0.0^ 0.35 -0.05 0.35 0:36 

~ 0.20 0.24 0.44 0.18— 0.24 ""a44~ 0.18 0.24 0.44 

T " 0.25 " O ^ 0.57 0.23 0.24 “ 0.57 0.23 “ 0.24 0.57 

~7~ 0.24 0 . 2 4 ~ ~ ^ ^ ^ ~ ~ 0 . 5 0 

丁 0.23 0.24 —0.50 0.21 0.24 0.50~ 0.21 0.50 

0.19 0 . 2 5 0 4 0 O I T ^ 0 4 0 o l ? 0 . 2 5 0.40 

"1LO~ 0.19 0.16 1 0.19 0.16 ""“1 ~ 0.18 1 

Table 3.4: Performance of Ten Trading Strategies With Different Transaction 

Cost 
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early buy signal on day 285 and got a loss immediately. As the 

strategy 1 consider the aggregate signal, it could avoid the loss. 

Thus, it provided good advice among these strategies. 

Need for Efficient Searching Algorithm? 

A trading system doesn't need an efficient searching algorithm 

when the number of trading rules is small. Citing 4 fuzzy trad-

ing rules as an example, after eliminating the trading strategies 

with buy or sell rule only, there are 10 trading strategies. The 

optimal trading strategy can be easily identified after evaluating 

these strategies. However, the same method might not be ap-

plicable to the large number of trading rules. In Section 3.1.2, 

the number of trading strategies for n trading rules is n^. There-

fore, it is impossible to eliminate the trading strategies with only 

sell or buy rule and evaluate the remaining trading strategies. 

An efficient algorithm is definitely useful to identify the optimal 

trading strategy. 

3.5.2 36 Fuzzy Trading Rules 

Three experiments were conducted to evaluate a 36-nile GFETS 

with different data sets. 

The first experiment focused on the use of daily Hang Seng 

Index from 10 April 2006 to 7 April 2008 for training. The GA 

was used to select the optimal trading strategy. The overall 

performance between the GFETS strategy and other strategies 

are evaluated. 

The second and third experiments focused on the training of 

GFETS using two different data sets. As the market evolves 

with time, the optimal training strategy is changed accordingly. 

By examining the optimal trading rule during different period, 

it might discover the evolving market. The former data set was 

splitted into in-sample data set and out-of-sample data set. The 
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second experiment used only the in-sample data set for training 

and the out-of-sarnple data set for testing. The third experiment 

swapped these data sets for training and testing. 

Full Data Set 

The GFETS was trained and tested using the full set of data. 

Empirical results showed that the GFETS could learn a prof-

itable trading strategy. In Fig. 3.19，the dark black line was a 

cumulative return using the buy and hold strategy but the top 

curve was the cumulative return of the GFETS strategy. The 

dot lines and dash lines were the trading strategies which was 

built by a single technical indicator. The cumulative return for 

dash lines were higher than that of the buy and hold strategy 

but not for the dot lines. It implied that the GFETS strategy 

always ^rformed better than the other trading strategies. How-

ever, the trading strategies with a single technical indicator had 

only a moderate performance. 

The other performance measures were tabulated in Table 3.5.2. 

The profitable return of most trading strategies with a single 

technical indicator was worst then that of the buy and hold 

strategy. However, they generally had lower maximum draw-

down than the buy and hold strategy's. The profitable return of 

GFETS strategy was much higher than the other strategies. Its 

maximum drawdown was the smallest and its positive transac-

tion rate was high. It was hard to say that these trading strategy 

• performed better than the buy and hold strategy. 

The GFETS could select a good fuzzy trading rules. In order 

to explore the selected fuzzy trading rules more in depth, these 

rules are listed in the following. 

• If 5-days exponential moving average crosses above 20-day 

exponential moving average, buy signal is initiated. 

• If 5-days exponential moving average crosses below the 20-
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"Stra. Rule # Variables pr mdd PosR 

~ i ~ 1-2 p(.) h SMA(5,.) “ 0 . 0 1 —0.30 0.43 

~ T i 3 - 4 ~TMA(5,.) k SMA(2Q,.) 0.19 0.24 一0.40 

~~iii ^ p(.) k WMA(5’.）— -0.04 0.33 0.42 

^ WMA(5”）h WMA(20’.)— 0.15 0.31 0.33 

, V ^ p(.) k EMA(5’.） “ 0.02 0.33 0.37 

~ 11-12 EMA(5’.）k EMA(20，.）“ 0.31 0.19 0.44 

"Ti i 13-15 rsi(5,.) 一 0.09 0.25 0.68 

16-17 rsi(14，.）k marsi(5，5，.）一 0.02 0.25 0.86 

18-20 MACD(5,5,.) — 0.10 0.26 0.50 

X 21-22 k-line 一 -0.00 0.29 0.67 

xi 23-24 — %K(5,.)-%D(5,.) — 0.31 0.20 0.51 

25-26 oscillator — 0.00 0.26 0.67 

27-28 RoC(5’.） — 0.20 0.39 0.67 

, 29-30 mom(5’.) ~ 0.14 0.28 0.74 

31-32 %R — 0.13 0.26 0.72 

xvi 33-34 一 pdi(5,.)-ndi(5,.) 0.21 0.31 0.50 

xvii 35-36 vi 0.13 0.34 0.36 

11,12,14,15,17,23, GFETS 0.97 0.15 

25,27-30,32,34-36 

一 Benchmark Strategy Buy and Hold 0.20 0.34 1.00 一 

Table 3.5: Performance of Trading Strategy using a Single Technical Indica-

tor, GFETS and Benchmark Strategy 
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Figure 3.19: Cumulative return using the GFETS and individual technical 

indicators 

days exponential moving average, sell signal is initiated. 

• If 5-day rsi is moderate，hold signal initiated. 

• If 5-day rsi is large，sell signal is initiated. 

• If 14-day rsi is larger than 65 and 5-day rsi is smaller than 

5-day moving average of 5-day rsi, sell signal is initiated. 

• If kd-line is negative, sell signal is initiated. 

• If oscillator is negative, buy signal is initiated. 

• If rate of change is high, sell signal is initiated. 

• If rate of change is low, buy signal is initiated. 

• If momentum is declining, buy signal is initiated. 

• If momentum is inceasing, sell signal is initiated. 

• If %R is high，buy signal is initiated. 

• If pdi crosses above ndi, buy signal is initiated. 
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• If vi is long, buy signal is initiated. 

• If vi is short, sell signal is initiated. 

The fuzzy trading ruleset, which was selected by the GFETS, 

was consisted of different technical indicators. It was noted 

that the GFETS only selected some but not all trading rules 

from the same technical indicators. The trading rules of these 

technical indicators could form different strategies. They were 

strategies vi, xi, xiii and xvi in table 3.5.2. The GFETS's strat-

egy produced a higher profitable return and minimized the risk 

of potential loss (i.e. low maximum drawdown). However, if 

all trading rules of strategies vi^ jci, xiii and xvi were used to 

build a trading strategy, would this strategy also perform good? 

this trading strategy was used to trade during the same period. 

Its profit return, maximum drawdown and positive return were 

0.25, 0.23 and 0.46. Although this strategy performed worst 

than the GFETS's strategy, its return performance was better 

than most trading strategies and it had a low maximum draw-

down. 

In-sample and Out-of-sample data 

The GFETS strategy had a good overall performance while it 

was limited to the in-sample data. In this experiment, the out-

of-sample data was tested. The input data was splitted into two 

datasets. The first was in-sample data for training the GFETS. 

The second was out-of-sample data for testing the GFETS. The 

cumulative wealth was plotted in Fig. 3.20. The top solid line 

was the cumulative wealth of the GFETS's strategy. The second 

top solid line was the cumulative wealth of a simple buy and hold 

strategy. The dot lines were the cumulative wealth of strategy 

using a single technical indicator. In the in-sample period, the 

GFETS strategy performed better than the buy and hold strat-

egy. However, it performed worst than some trading strategies 
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Figure 3.20: First Half Dataset for In-sample Training and Second Half 

Dataset for Out-of-sample Testing 

using a single technical indicator in early stage. After that, it 

performed better than all strategies. In out-of-sample period, 

the performance of GFETS strategy was similar to in-sample 

period. However，some strategies using a single technical indi-

cator performed moderate in early stage but their performance 

was improved then. 

I 

Exchange Training and Testing samples 

As the trend of in-sample data was different from that of out-

of-sample data, the GFETS could be further test by exchang-

ing these samples. Empirical results showed that the maximum 

drawdown of GFETS strategy was much smaller than that of 

other strategies using a single indicator in both in-sample and 

out-of-sample periods. In Fig. 3.21, although the cumulative 
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Figure 3.21: Second Half Dataset for In-sample Training and First Half 

Dataset for Out-of-sample Testing 

wealth of GFETS strategy was lower than the buy and hold 

strategy in early stage, the cumulative wealth in later stage was 

higher than the buy and hold strategy. Also, it was higher than 

the other trading strategy. This was mainly due to the low max-

imum drawdown. The similar observation was reported during 

in-sample period. 

Although the GFETS strategy finally gave the highest prof-

itable return in both training and testing periods, the perfor-

mance in experiment two was much better than that in experi-

ment three. This was mainly due to the difference between the 

in-sample market and the out-of-sample market. This demon-

strated that the market was evolving with time. 

« 
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3.5.3 Incremental Training Approach 

Two sets of experiments were conducted. The first set of exper-

iments examined the effect of different input parameters (m, n) 

on the performance of incremental training approach. The sec-

ond set of experiments looked at the performance of incremental 

GFETS (i.e. The GFETS with incremental training approach) 

in H-share stocks. 

Different Input Parameters (m, n) 

Different input parameters had been tested with 487 Hang Seng 

Daily Indexes. Owing to the limited sample size, the sensitivity 

and the response of GFETS were difficult to observe. Therefore, 

the sample size increased from 487 to 2482. Ten years daily Hang 

Seng Indexes from 2 November 1998 to 29 October 2008 were 

used. 

Suppose that all incremental GFETSs started to trade on 

day 240. Their cumulative wealth was depicted in Fig. 3.22. 

Their performances were ranked as follows: the Buy-and-Hold 

strategy (i.e. dclose) and the incremental GFETSs using the in-

put parameters (240, 90), (240, 360)，(240, 120) and (240, 240). 

When n increased, the incremental GFETS could respond to 

the evolving market more promptly. The performance ‘ became 

better and better. However, as n became very larger (i.e 360)， 

the trained GFETS was used for long long time for each trad-

ing period but the market had evolved. The GFETS couldn't 

response to the market quickly in the later time of each trading 

period. Subsequently, the performance couldn't be maintained. 

Therefore, the performance for (240, 360) was dropped. 

On the other hand, the value of n was kept constant. The 

performance of each input pair was depicted in Fig. 3.23. m af-

fects the sensitivity of GFETS. The performances of each input 

parameters were ranked as follows: the buy-and-hold strategy 
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Figure 3.23: m is changing and n is fixed at 120 

(i.e. ddose)，and the incremental GFETSs using the input pa-

rameters (60，120), (90, 120)’ (420’ 120) and (240，120). As 

m increased, more historical data would be used to select the 

optimal trading strategy. The selected trading strategy for in-

put parameters (420,120) became less sensitive to the evolving 

market. The performance was dropped. 

Both empirical results implied that the selection of appropri-

ate input parameter (m，n) was also crucial to the performance 

of incremental GFETS. 

Application of Incremental G F E T S to H-Share Stocks 

HSCEI are also called H-shares Index. It tracks the performance 

of mainland China enterprises with H-share listings in Hong 

Kong. H-share companies tend to specialize in a single activity, 
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Stock % Return 

一 code T5O/IOO 100/60 100/90 90/60 60/30 30/10 

1055 120 151 139 75 100 

122 m 1 2 1 ~ ^ 7 8 86 

1122 88 ^ 4 3 60 85 80 

n ^ 146 ^ 5 6 76 75 60 

-1171 — 9 2 70 “ “ 77 一 88 103 19 

Average 114 99 90 91 83 6 9 _ 

Table 3.6: Percentage Return of GFETS with different (/n, n) values 

usually heavy industry or a major infrastructure project. Al-

though most countries reported a negative GDP growth follow-

ing the hi-tech bubble burst in 2000, China maintained around 

7% growth annually. Therefore, I used these stock data to eval-

uate the incremental GFETS. 

The stock prices from 27 May 1999 to 27 May 2002 of 25 

HSCEI stocks are used for the evaluation of the incremental 

GFETS (i.e., GFETS under the incremental training approach). 

Totally three different experiments were conducted. 

The first experiment was to find the best (m,n) values. Six 

pairs of values including (250, 100), (100, 60), (100,90)，(90, 

60), (60,30), and (30，10) were considered. These values were 

selected such that the system was varying from a low to a highly 

sensitive and responsive to the market fluctuation and changes. 

The results for five representative HSCEI stocks were selected 

and tabulated in Table 3.5.3. The results demonstrated that the 

ranking of the (m,n) values by their average percentage return 

were (250,100), (100,60), (90,60)’（100,90)，（60,30)，and (30,10). 

(250,100) always gave the best profitable return. The average 

annual return using (250,100) for 25 stocks was 89%. 

The second experiment was to find the highest percentage of 

positive transactions and the lowest risk of trading. Suppose 
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(m,n) No. of trans. % of -ve trans. % of +ve trans. Risk 

(250,100) 42.52 27.04 63.44 31.61 

(100,90) 51.92 — 30.58 58.45 40.01 

(100,60) 53.00 30.54 “ 57.76 38.82 

(90,60) — 30.15 56.90 39.99 

(60,30) — 60.58 35.77 59.04 "40.69 

(30,10) 一 64.7^ 一 35.92 55.52 "44.29 

Average [ 54,J9 一 31.67 58.52 |"39.23 

TablJ 3.7: Positive Transaction Rate and Risk 

that the risk ofwSaing is defined by the proportional to the 

investment time as follows. 

, No.o f Trading Days HoldingStock . i … 
Risk = — — — , (3.16) 

Total No.of Trading Days 

If the value of risk is 1, the devaluation of investment will be 

affected by the market fluctuation. If the value of risk is 0, the 

devaluation of investment will not be affected by the market 

fluctuation. For example, the risk of a simple buy-and-hold 

strategy is 1 while the risk of holding money strategy is 0. 

The same input parameters were used in this experiment. 

The average values of the respective performance measures were 

tabulated in Table 3.5.3. More than 50% of transactions were 

positive. The best (m,n) values was once again (250,100). Its 

average risk was about 31.63%. It always gave the lowest risk 

W 31.61%. 

The third experiment was to compare the performance of the -

incremental GFETS with the regular investment and the buy-

and-hold strategy. The input parameters (250,100) gave the best 

results and thus this experiment used this parameters. The reg-

ular investment assumed the investors bought the stocks every 

20 trading days. The buy-and-hold strategy assumed the in-

vestors bought the stocks at the first day of trading. 25 HKCEI 

stocks were tested. The results of five representative stocks were 
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Code GFETS Regular Investment Buy and Hold 

^ 118 ^ 66 
325 108 23 一 • -6 

358 129 fo 71 

576 180~~ 19 54 

n ^ 1 4 6 — 35 22 — 

All stocks I 89 13 36 

Table 3.8: Percentage of Profit Return using Incremental GFETS, Regular 

Investment and Benchmark Strategy 

tabulated in Table 3.5.3. The results demonstrated that the in-

cremental GFETS performed much better than both strategies. 

Without the transaction cost, the incremental GFETS had 89% 

profit return. Its profitable return was 6.3 times and 2.5 times 

higher than those of regular investment strategy and the buy-

and-hold strategy respectively. If the transaction cost was 0.3%, 

the average percentage of profitable return reduced by 3% to 

86%. This profitable return was much better than that of the 

common Great China funds. For instance, the best Great China 

Stock funds for last 3 years could only obtain 94.97%. The av-

erage return of common Great China Stock funds for last three 

years was -3.04% [15 . 

3.5.4 Dynamic Training Approach 

Similar to the incremental training approach, two sets of exper-

iments were conducted. The first set of experiments examined 

the effect of different input parameters (ni，Rr) on the GFETS. 

The second set of experiments focused on the use of dynamic 

training approach to GFETS in China B shares stocks. 
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Different Parameters (m, Rr) 

Different input parameters had been tested with 487 Hang Seng 

Daily Indexes. Owing to the limited samples, the result was 

distorted. Therefore, ten years daily Hang Seng Indexes from 2 

November 1998 to 29 October 2008 were used. The sample size 

increased to 2482. 

To examine the effect of the return threshold level, I set 

m = 120. The cumulative wealth was depicted in Fig. 3.24. 

Their performances were ranked as follows: the Buy-and-Hold 

strategy (i.e. dclose) and the dynamic GFETSs using the in-

put parameters (120，0.04)，(120, 0.05), (120，0.03), (120，0.02)， 

(120，0.01) and (120, 0.00). When Rr increased from 0.01 to 

0.04’ the time between two successive training periods decreased. 

The GFETS responded to the evolving market more and more 

promptly. Therefore, the performance was improved. When Rr 

was large (i.e. 0.05), the dynamic GFETS over-responded to the 

evolving market. The performance was dropped then. 

To examine the effect of m, the value of Rr was kept at 

0.01. The cumulative wealth of each dynamic GFETS was de-

picted in Fig. 3.23. Their performance was summarized as fol-

lows: the buy-and-hold strategy (i.e. dclose) and the dynamic 

GFETSs using the input parameters (30，0.01)，（90, 0.01)，（250, 

0.01) and (120，0.01). When m increased from 30 to 120, the 

dynamic GFETS could time the market fluctuation more ac-

curately. Therefore, the performance was improved. However, 

when m was large (i.e. 250)，the dynamic GFETS became less 

sensitive to the short-term fluctration. The performance was 

dropped. 

Application of Dynamic G F E T S to China B Shares Stocks 

China B shares market was established in 1991. B shares are 

shares issued by China companies for investors outside China. 
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B shares was first listed and traded on the Shanghai and Shen-

zhen Stock Exchanges in 1992. They are subscribed and traded 

in foreign currencies and are one of the major markets for for-

eign investors to play a role in the evolvement of China's se-

curities market. In the first few years, B shares market was 

in general well received by investors but many of the growth 

were attributed to illegal speculation by Chinese investors. But 

due to the lack of uniform guidelines, this enthusiasm had soon 

turned soared that led to price plummet. During 2Q01 to 2002, 

Shenzhen B share sub-index had plummeted by at^ut 22.37% 

from 265.67 to 206.25 [60]. Investing in the Shenzhen B share 

using the simply buy-and-hold strategy would result in a great 

lose in the capital. 

To evaluate the performance of the dynamic GFETS, 46 

Shenzhen B shares stocks for 1 year ended on 4 June 2002 was 

used. The system was trained with 90 trading days of market 

data (i.e., rri=90). The return threshold level Rr for re-training 

was 0.1. A regular investment strategy at the interval of 20 trad-

ing days and a buy-and-hold strategy were used for performance 

comparison. 

The empirical result showed that the profitable return of the 

dynamic GFETS ranged from -43.1% to 84.9% and was 17.8% on 

average. The 95% confidence interval of the average profitable 

return was equal to [13.0,22.6]. So, it was very likely that the 

average profitable return was more than 13.0%. However, the 

average return of regular investment and buy-and-hold strategies 

was -26.7% and -49.9% respectively. The performance of the 

dynamic GFETS is much better than both strategies. 

To better understand the performance of the dynamic GFETS, 

we plotted buy-sell signals generated by the dynamic GFETS for 

the best and the worst stock in Fig 3.26 and 3.27，respectively. 

The figures showed that most of the transactions occurred dur-

ing the short-term rebound. The dynamic GFETS could pick 
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Figure 3.26: Buy and Sell of Dynamic GFETS in stock 761 
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Figure 3.28: Profit of Dynamic GFETS against Profit of Buy and Hold 

Strategy 

the right time to buy low and then sell high iri the former but 

fail to do the same in the later. The stock price of stock codc 

570 was decreasing rapid tha,n that of stock code 761 making it 

hard to produce good market timing. Without exception, the 

performance of the dynamic GFETS would be constrained by 

the market situation. The dynamic GFETS could not guarantee 

making profit in a poorly performed market but it could reduce 

lose. The coefficient of correlation between the profit of the dy-

namic GFETS and the profit of buy-and-hold strategy is 0.61/ 

Prom Fig 3.28, we note that the dynamic GFETS has a very 

high resistance to lose even in a very poor market. 

If we assumed the transaction cost was about 0.3% per trans-

action, the average profit would be reduced by about 5.5% to 
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12.3%. The 95% confidence interval is equal to [7.6%, 16.9% . 
� 

Hence, the dynamic GFETS could give more than 7.6% profit 

in one year in Shenzhen B share market even though the market 

value had declined by almost 50%. In fact, the performance of 

the dynamic GFETS probably outperformed many stock funds 
V 

in the same period [15 . 

3.5.5 Compar ison of Stock Trading System between 

Genetic A lgor i thm and Genetic P rog ramming 

Genetic Programming (GP) is close to Genetic Algorithm (GA) 

but operates on a population of computer programming of vary- < 

ing sizes and shapes [3Q]. Since they are evolutionary algorithms 

(EAs), it is also interesting to compare the trading system built 

by them. Table 3.5.5 lists out the configuration of three EA 

trading systems. Three trading systems were tested and were 

compared using HangSeng Index from 2 Nov 1998 to 22 Dec 

2003. Totally, there were 1271 samples. The empirical results 

was tabulated in Table 3.5.5. In addition, the result of simple 

buy and hold stratgy was also tabulated in the same table for 

reference. 

The first EA trading system is similar to Allen's or Neely's 

trading systems. It adopted GP to search the optimal trad-

ing strategy. The trading strategy contains only one trading 

rule. The terminal nodes include the clbse, high/low and open 

prices, constants and random variables. The function nodes 

contain "MAXIMUM", ”MINIMUM”，”AND”，"OR", ”NOT”， 

” GREATERTHAN”, ” EQUAL’，，” LESSORJEQUALTHAN”，” ADD”， 

”MINUS” and ”PRODUCT”. The output of the trading rule 

represents the suggestion to hold ”CASH，，or ”ASSET”. As the 

constant of terminal nodes is assigned before conducting the ex-

periment, the selection of constants is crucial. To provide more 

options for the constant* terminal nodes, a random number is 
� » 
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Trading Systems One Two Three 

Inputs Stock Prices, Random Indicator 

Variable and Constants 

EA — GP I GA 一 

Individual Trading rule (Tree Structure Group of Fuzzy 

with maximum 28 nodes) Trading Rules 

(Binary String 

with 36 genes) 

Sampling Roulette 

Genetic Operator Crossover and Mutation 

function(s) arithmetic, maximum Boolean Operators N/A 

and minimum 

Survival elitism and fixed population size 

Fitness Value Profit Return in Eq. 3.1 > 

Output signal Discrete Continuous 

Table 3.9: Comparison among GP's stock trading and GFETS 

adopted. 

The second EA trading system is closed to Dempster's model. 

It uses Genetic Programming to search the optimal trading 

strategy. Similar to the first trading system, its optimal trad-

ing strategy has only one trading rule. Similar to Dempster's 

input, the terminal node contains the indicators only. The out-

put signal of each indicator is either 1 or 0. The function nodes 

contains the Boolean operators (i.e. ”AND”，”OR’’，”NOT，，， 

”XOR” or，，NAND”). The output of the trading rule repre-

sents the suggestion to hold ”CASH，，or ”ASSET，’. A trading 

rule is formed by the Boolean variables and different indicators. 

As this trading rule involves the Boolean operators, any small 

change of indicator will direct the change of decision. It is also 

called an undesirable jump. For example, when the strength 

of a particular indicator has a small change in a certain level, 

the indicator for that terminal note will change from 1 to 0. 
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It subsequently triggers the change of final output of the trad-

ing from holding ”CASH” to "ASSET" after going through the 

Boolean operation. If that indicator fluctuates around the level, 

the final output will be volatile. The number of transaction 

will increase. Empirical result showed that the percentage of 

transactions,which holding ” ASSET” for 1-day, were 24.8% and 

23.1% for in-sample and out-of-sample data. When comparing 

them with GFETS, GP was 5% higher than GFETS. 

The third EA trading system is the 36 trading rules' GFETS 

in Section 3.5.2. It uses the indicator as the input. The signal 

strength of each indicator is measured by the degree of member-

ship. The averaging strength of selected trading rules against 

the threshold level is used to determine the action (i.e. hold-

ing "CASH" or ” ASSET”）. As the aggregate signal is used, the 

trading decision won't mainly depend solely on a single indica-

tor. 

Owing to the difference of the chromosome, GP and GA have 

some unique features. For GP, some trees have redundant struc-

ture like Fig. 3.29 but this structure can be simplified to Fig. 3.30 

manually. On the other hand, the individual of GA doesn't have 

this problem. As the GP tree is evaluated in a recusive manner, 

many individuals can be formed by extending its branch. GA 

uses a fixed length and binary string as a chromosome. The to-

tal number of individuals is 2 � w h e r e n is the number of genes 

per chromosome. Thus, GP has infinite number of individuals 

while GA has a finite number of individuals. 

Some empirical results also tabulated in Table 3.5.5. It showed 

that the optimal GA trading strategy was profitable than the 

GP trading Strategies. It was also better than the simple buy-

and-hold strategy. By comparing their maximum drawn down, 

GA's trading strategy had a moderate value in both in-sample 

and out-of-sample data. GA's performance was consistent in 

both in-sample and out-of-sample data. 

67 



dma5>dma20 、 

• ^ 

率not 卑not 

v i i o 

rsi > 70 ema5>ema20 

Figure 3.29: Redundant Tree for the First Trading System 

Trading Systems 

Items One (GP+Stock Price) | Two (GP-findicator) | Three (GFE 

In-sample 

Weal t h (System) / Weal t h (G A) 0.9960 0.7500 1 ~ 

MDD 0.0005 0.1002 0.1162 

Profit Return 14,265 37,841 40,336 

Out-of-sample 

Wealth(System)/Wealth(GA) 0.9878 0.9878 1 

MDD — 0.0241 — 0.4114 0.2418 

Profit Return — 20,092 — 20,269 24,738 

1-day Buy-Sell 

Table 3.10: Comparison among GP's stock trading and GFETS 
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3.5.6 Chapter Summary 

‘ In summary, the genetic fuzzy expert trading system (GFETS) 

was proposed to resolve the trading problem. As it is a fuzzy 

expert system, it can embed the vague trading rules to the trad-

ing system. As this trading system used the aggregate signal as 

output, it didn't have the undesirable discontinuities due to the 

jump of Boolean variables that might occur for small changes of 

the technical indicator. 

GFETS could identify the optimal trading strategy and map 

the market state to action. By comparing the performance of 

different trading strategy using single technical indicator and 

the buy and hold strategy, it found that the GFETS was able 

to select the best trading rules so as to give the best profitable 

return, a low risk of potential loss and the highest positive trans-

action. 

By evaluating different samples with the GFETS, it found 

that the GFETS had to re-train to cope with the evolving mar-

ket. Incremental and dynamic training approaches were ex-

amined. The sensitivity and the responsiveness of incremcn-

-tal/dynamic GFETS controled their overall performance. If an 

appropriate parameter is selected, both training approaches will 

have similar overall performance. Furthermore, the incremental 

GFETS were further examined by the HSCEI stocks. Empir-

ical results showed that its profitable return, after eliminating 

the transaction cost, was even better than that for the common 

Great China stock funds. The dynamic GFETS was also tested 

with the Shenzhen B shares stocks. Empirical results showed 

that although the market had been declined by 50%, the system 

. could effectively catch the short-term rebound in the market and 

produce significant profit. However, it couldn't refrain from lose 

if the market was declining too fast and only re-bound for a very 

short period. 

By comparing the trading system using genetic programming 
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and genetic algorithm, it found that the formulation of genetic 

algorithm's trading system was simpler than that of genetic pro-

graming's trading system. The trading system built by GA per-

formed better than that by GP or simple buy-and-sell strategy. 

, � 
t 
t 
E 

• • 

( � 

• End of chapter. 
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Chapter 4 

Incremental Intraday 

Prediction 

This section is organized as follows. An incremental intraday 

prediction problem is described in Section 4.1. The forecast 

equations are defined in Section 4.2. Data Samples are de-

scribed in Section 4.3. Two models are examined for this pre-

diction. The first is linear regression model and is presented 

in Section 4.4. The second is nonlinear forecast model and is 

discussed in Section 4.5. The concluding remarks are given in 

Section 4.6. 

4.1 Incremental Intraday Prediction Problem 

4.1.1 Problem Definition 

An incremental intraday prediction problem is defined as follows: 

Given incremental intraday information at current time and an 

information set up to and including day t - 1, how can we con-

duct a prediction at current time? 

This problem contains two major parts. The first part is 

to derive a forecast function using an incremental intraday in-
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Figure 4.1: Conventional Forecast and IncTeincntal Intraday Prediction 

formation at current time. The second part is to examine the 

intraday trend of forecast accuracy. The intraday trend refers 

to the change of forecast accuracy with intraday time. 

To start the study of this problem, we look at conventional 

daily forecast (/i). J\ always uses the information set up to and 

including day ^ - 1 to forecast. 

fo::Ft—广 yt. (.4.1) 

where y{t) is the predictarid and is belonged to 乂. The infor-

mation set Tt-i includes — 1)，y(艺—2)，…）.However, the in-

cremental intraday information, which collect the intraday data 

from t - 1 to t — 1 + iA, as depicted in Fig. 4.1 are seldom to 

discuss in the daily forecast. This information ^̂ 卜卜―込 can be 

used with the information set J^t-i to conduct forecast ( 力 ） . 1 

called ail incremental intraday prediction. 

J\ ： {Tt-lU^t-l^rA} -^yt (4.2) 
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After ^t-i+iA incorporates into the forecast function, you may 

find that this prediction has some properties. When t — 1 -f zA = 

/ — 1, 卜i+iA is null. fi equals to /o. When t — I iA = /” 

Tt-i U^t-i-^iA ~ J^t' The predictand can be obtained dircctly 

from the information set JF卜 The prediction shouldn't exist. 

During the period of day ( — 1 to /。the in form at ion of …a 

becomes richer and richer with intraday time. The prediction 

should become more accurate over intraday time. 

To realize the merit of the incremental intraday information 

in forecast, we need to assume that the incremental intraday 

information is causally affectcd the predictand. An incremental 

intraday predictor x{t — 1 -h iA) at current time can be derived 

from this information. A unidirectional causal relationship be-

tween the predictand and the incremental intraday predictor in 

Eq. 4.3 is of particular interest. If the predictor is missing, it 

will reduce to conventional forecast in Eq. 4.4. 

y{t) = U[x{t - \ ^ i/^)\t - \) ^ e,{i) (4.3) 

y{t) = /o(《一 l) + eo(0 (4.4) 

where eo⑴ and e!⑴ are the the random noise process affect-

ing y{t). Suppose that both forecast functions are adequately 

modeled and estimated y{t) as follows. 

yo(0 = / o (卜 1) (4.5) 

Ut) = h{x{t - \ ^ i/\)\t - I) (4.6) 

The causal effect can be quantified by the reduction of error 

variances in Eq. 4.7. I called it predictability measure, (3{i). 

m = _ '产 • (4.7) 

《 
where a^ and are the prediction error variance of yo{t) and 

y j j ) respectively. The predictability operates between 0 and 1. 
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When it equals to 0, the incremental intraday prcdictor has no 

causal effect on the predictand. When it equals to 1, an exact 

prediction fully considers the causal cffect of the incremental 

intraday predictor. The predictability varies with intraday time 

t - 1 + iA. The intraday trend of forecast accuracy can be 

obtained by plotting the predictability with intraday time. 

Practically, a perfect model is not easy to find. An indicator 

without knowing the models J\ and J2 is very useful to study 

the causal relationship. The correlation (p(0) between y{t) 

and x{t — 1 + zA) is proposed as predictability indicator. It is 

proposed largely based on common sense. Under the hypothesis 

that "If the predictor correlates strongly with the predictand, it 

should affect the forecast value through a causal path，’. For an 

extreme ease, if the predictor equals to the predictand, 

m = 1 (4.8) 

p{i) = 1 (4.9) 

For the other extreme case, if the predictor iiiicorrelatcs with 

the predictand, p{i) = 0. However, it is difficult to prove that 

l3{i) 二 0. If tlic correlation is a good predictability indicator, the 

forecast accuracy can be estimated by the correlation without 

knowing the forecast function. The relationship between the 

predictability arid the correlation is also of particular interest. 

As an example, the incremental intraday predictions of daily 

high and Garman and Klass (GK) range-based volatility are 

examined in this section. Their mathematical forinulations are 

given in Eqs. 4.10 and 4.11 respectively. 

ma:r(/^ ⑴） (4.10) 

0.5\l[U{t) - 0.383C{ty - D{t)]'^ 

一 0.019[C ⑴[t/⑴ + D{t)] — 2U{t)D{t)] (4.11) 

where P{t) represents all stock prices, U{t), D{t) and C{t) are 

the daily high, low and close with respective to the daily open. 
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Figure 4.2: Intraday Time Index 

Throughout this section, "price" means “logarithm of original 

price,，. 

4.1.2 Notations 

Suppose that intraday data are available after market open, at 

even-sampled time instants where A is the sampling interval. 

For simplicity of representation without loss of generality, we 

treat ô = ^ - 1 + S{6 = 0) (Fig. 4.2). U t - I + iA) refers to 

the ?:-th interval after market open on day t. t\f 二 f — 1 + A,/A 

refers to t. The intraday index i refers to z-th interval after 

market open. The last interval is M and refers to the time of, 

market close. 

y{t) is a predictand. It is calculated directly from the intraday 

prices on day t. 

p{t — 1 + iA) (or p{ti)) is the intraday stock price which is 

measured at intraday index i of day t. 

Suppose that the forecast event occurs at t” An incremental 

intraday predictor x{ti) (or x{t - I -j- iA)) at current time t^ is 

derived from the incremental intraday information 卜 using 

an incremental intraday measure. 
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Figure 4.3: Increinoiital (High, Low) for Intraday Curves 

4.1.3 Incremental Intraday Measure 

Incremental intraday inforniation refers to all intraday prices (or 

a group of intraday prices if sample available or a single price) 

collected from the time of market open to the current time t” 

When the current time refers to t, a full set of intraday prices 

Xt on that day are available. The predictand y{t) on day t 

can be calculated directly from the information ^t- When the 

current time refers to t“ only the intraday prices up to the i — th 

interval arc available. Although y{t) can't be calculated using 

the available information A；,, it can still use the information 

with the mathematical formular to measure the value of this 

information x{ti) at current time. We call it an incremental 

intraday measure. For example, in Fig. 4.3, incremental (i.e 

current) high or low in Fig. 4.3 measure the value of daily high 

or low at current time respectively. When U 二 （a/ or U = t, 

incremental high or low are equal to daily high and low. The 

following are a list of incremental intraday measures. 

Incremental Close 

M (丄 12) 
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Incremental High 

rnax[P{t,i)] (4.13) 

Incremental Low 

rm7i[P(̂ ?：)] (4.14) 

where P{t, i) refers to a group of intraday prices {p{t — l)’p(/]), 

p ( f2 ) ,…MQ up to t” 

Following the same vein, more complex incremental intraday 

measures can be defined. They include incremental range, incre-

mental Parkinson (PK) range-based volatility, incremental GK 

range-based volatility and incremental realized volatility. 

Incremental Range 

二 u(ti) — d{U) (4.15) 

Incremental P K Range-based Volatility 

(4.16) 

Incremental G K Range-based Volatility 

一 0 383c(〜)2 

-0.019{c(“)[u(“）+ d{U)] - 2iL{ti)d{ti)] (4.17) 

Incremental Realized Volatility 

t r { t . k f (4.18) 
k=\ 

• where u{ti), d{t^) and c{ti) are the incremental high, low and 

close with reference to the open, and r{t, k) is the intraday return 

(i.e. p{ti) -p(tt-i)). 

78 



These incremental intraday measures can be used as an incre-

mental intraday predictor x{U) to forecast the predictand y{t). 

4.2 Forecast Functions 

Co-integration and error correction models are widely applied to 

many financial time series where a linear equilibrium relation-

ship exists among non-stationary variables [17]. Suppose that 

y⑴ and x{t^) are non-stationary variables and a linear equilib-

rium relationship exists between them. The long-run relation-

ship between y{t) and x{ti) can be expressed as 

y{t) = ao + bo:r(“）+ e“ （4.19) 

where Ct̂  is a zero-mean innovation process. 

When regression analysis is conducted on the differences of 

the non-stationary variables, the error correction term is omit-

ted. The error correction term in Eq. 4.20 usually refers to the 

residual estimates at i — 1. 

e^-i = y{t - 1) - ao - box{t — 10 (4.20) 

Engle and Granger [21] derived an equivalent error correction 

formulation to avoid the misspecification error. It also con-

tributes to the regression analysis of the difference equation as 

follows. 

m n 

Dy(t) = + + + 

. (4.21) 

where ê , is a white noise disturbance, D is the first-difference 

operator and a are the constant to be determined. 

When this model is used in our causal relationship between 

y{t) and x{ti), several useful interpretations based on Eqs. 4.19 

and 4.21 should be considered. First of all, a long-run linear 
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equilibrium relationship between y{t) and x{ti) implies that they 

are highly correlated. Secondly, if y{t) and x{ti) have unit roots 

and a non-stationary model estimation problem can reduce to 

a stationary model in Eq. 4.21, y{t) and x{ti) are co-integrated. 

Thirdly, x{ti) is known shortly in advance of y{t). The error 

correction term can be interpreted by considering it as the causal 

effect of x{ti) on y{t). By summarizing the above interpretation, 

the following linear and nonlinear forecast equations are derived. 

m n 

Dy{t) = a i + a2s{U) + Z as{j)Dy{t — j ) + E Mj)s{t 一 ji) + ê . 

(4.22) 

where s{ti) is the first-difference of x^ti). Similarly, the nonlinear 

equation is ‘ ‘ 

Dy{t) = G,{Dy{t-l), Dy{t-2),…’ s{t), s{ti), s{t-U), …） 

(4.23) 

where Gi{.) is a nonlinear function to be determined. 

For simplicity, a three-order autoregressive model (i.e m = 1) 

is adopted and and 0:4 are taken as zero. Eq. 4.21 reduces to 

Dy{t) = a2s{ti) + E a^{j)Dy{t - j) + e“ (4.24) 

j=i 

A third-order nonlinear model becomes 

Dy{t) = Gi{Dy{t 一 1)，Dy{t — 2), s{t)) (4.25) 

The forecast functions j\ and refer to Eqs. 4.24 and 4.25 

with and without s(t,i) respectively. y(t) can be recovered by 

4.3 Data Sample 

lO-minute NASDAQ composite intraday data, from 16 Aug 2005 

to 9 Jul 2007, were used in experiments. The total number of 
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trading minutes per trading day is 390 minutes. As the sampling 

interval is 10 minutes, A = 蟲 and M = 39. Totally, there are 

474 daily close prices and 18,960 intraday prices. 

4.4 Linear Forecast Model 

In this section, it is demonstrated how the linear forecast func-

tion is used for the prediction of daily high and how the fore-

cast accuracy varies with intraday time and incremental intraday 

measures. 

4.4.1 Testing of Condi t ions for Linear Forecast Equa-

tion 

In Section 4.2, the forecast function has been derived based on 

the predictand y{t) and the predictor x{ti). There are three 

important interpretations. They include that (i) y{t) and x{ti) 

are highly correlated; (ii) y{t) and x{ti) are co-integrated; and 

(iii) x{ti) is known shortly in advance of y{t). 

Suppose that a long-run equipment relationship between daily 

high and incremental high/close exists. Both incremental mea-

sures are known on tKe same day with daily high. To use this 

forecast function, we need to further check that both series y{t) 
» 

and x{ti) are unit root processes. The most common unit root 

test is the Dickey Puller (DF) test [13 . 

Dy{t) = eoeiy{t - I) ^ u[ (4.26) 

The null hypothesis is that there is a unit root, ei = 0. 

Under 5% significant level, the null hypothesis, that y{t) has 

a unit root, is accepted. Regarding the incremental close and 

high, all series of x{ti) for i = 1, ...,40 have a unit root under 5% 

significant level. The similar test is conducted on the difference 

of these series. The results show that under 5% significant level, 
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Figure 4.4: Correlation and Predictability using Incremental High and In-

cremental Close 
� 

the null hypothesis for a unit root is rejected. It implies that the 

series of and x{ti) fori = 1, ...,40 are integrated of order one. 

Thus, the forecast equation in Eq. 4.21 using the difference of 

series is also a stationary model. The spurious regression in the 

forecast equation using daily high and incremental high/close 

didn't exist. 

4.4.2 Empir ica l Results of Predict ion 

In Fig. 4.4, the upper figure plotted the correlation p{i) with 

intraday time U. All correlations were greater than 0.6. These 

supported the high correlation assumption. The lower figure 

plotted the predictability f3{i) with intraday time U. In general, 
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the predictability was higher than 0.5. These implied that the 

incremental intraday predictor x{U) had a positive causal effect 

on the predictand y{t). The incremental intraday information 

was useful in the improvement of prediction accuracy. 

At the same intraday index, the prediction accuracy using 

the incremental high as the predictor was different that using 

the incremental close although the same set of incremental in-

traday information was used. It indicates that the selection of 

incremental intraday measure plays an important role in the 

prediction. It directly affect the prediction accuracy at current 

time or with intraday time. 

The prediction accuracy for the forecast functions using an 

incremental high has a general upward trend. Both the daily 

high and the incremental high have a similar formulation. It 

indicates that if the predictand and the incremental intraday 

measure have a similar formulation, the predictability will in-

crease with intraday time. 

By comparing the upper figure with the lower figure, you 

might find that the predictability and the correlation for incre-

mental high or close have a similar trend. When I computed 

the correlation between them, a high linear relationship existed 

between them. 

4.5 Nonlinar Forecast Model 

In this section, it is demonstrated how the nonlinear forecast 

function is used for the prediction of Range-based Volatility and 

whether the same upward trend of predictability is observed in 

the incremental intraday prediction of Range-based volatility. 

Also, would the nonlinear model perform better than the linear 

model in this problem? 
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4.5.1 Testing of Condit ions for Linear Forecast Equa-

tion 

Similar to the prediction of daily high, testing on a unit root for 

the GK range-based volatility and incremental GK range-based 

volatility is necessary. Under 5% significant level, both range-

based volatility and incremental GK range-based volatility x{ti) 
for i = 1 , 2 , M didn't have root unit. It implied that the 

series of range-based volatility and incremental GK range-based 

volatility were stationary. 

Now, the question become whether the forecast model in 

Eq. 4.21 could be applied to the incremental intraday predic-

tion. It needs to re-consider three interpretations. They include 

that (i) y{t) and x{t) have a long-run equilibrium relationship; 

(ii) y{t) and x{ti) have a unit root and a non-stationary model 

estimation problem can reduce to a stationary model; and (iii) 

x{ti) is known shortly in advance of y{t). Both (i) and (iii) are 

the assumptions. Item (ii) is failed to be satisfied as y{t) and 

x{ti) don't have a unit root. However, y{t) and x{t) are station-

ary. The difference of these series are stationary. Therefore, the 

forecast model is still a stationary model. A spurious regression 

doesn't exist in the forecast equation in Eq. 4.21. However, since 

the original series is stationary, these series instead of their dif-

ference should be used in the forecast equation directly. Further 

study should be conducted to derive a forecast function using 

the original series. 

4.5.2 Empir ical Results of Prediction 

Similar to the prediction of daily high, a third-order autoregres-

sive model was used to the linear forecast function. For the non-

linear forecast function, 3-layer FeedForward Neural Neworks [18 

were used to the nonlinear forecast function. The number of 

neurons in each layer were (5，3，1) and the activation func-
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Figure 4.5: Predictability of Range-based Volatility using Linear and Non-

linear Models 

tions of each layer were (tansig, tansig, linear). In Fig. 4.5, the 

predictability using linear and nonlinear forecast functions was 

plotted with intraday time. Similar to the linear model, the pre-

dictability using Neural Networks increased with intraday time. 

By comparing the relationship between the correlation and the 

predictability, it further discovered that the nonlinear model had 

a higher relationship than the linear model. 

The predictability using Neural Networks forecast, as de-

picted in Fig. 4.5, was higher than that using linear model. The 

causal effect was represented by the reduction of error variance. 

Neural Networks forecast had a higher reduction of error vari-

ance. It thus implied that a stronger causal effect was captured 

85 



in the neural networks forecast. 

4.6 Chapter Summary 

In summary, I derived the linear and nonlinear forecast functions 

using incremental intraday information. The incremental intra-

day information is useful to improve the prediction accuracy. To 

‘max imum the benefit of use of incremental intraday information, 

selection of a proper measure is crucial. Citing the prediction 

of daily high and GK range-based volatility as examples, their 

results supported that the prediction accuracy increased with 

intraday time when a proper measure was used. However, this 

was applicable not only to the daily high or GK range-based 

volatility prediction but also to the other incremental intraday 

predictions. Besides, a high linear relationship between the cor-

relation and the predictability was found. It implied that cor-

relation was a good indicator of predictability. Similar findings 

were observed in the nonlinear model. It was further found that 

Neural Networks forecast had a stronger causal effect on the 

predictand. 

The existing linear forecast function is derived based on the 

non-stationary predictand and predictor. However, if the series 

are stationary, the difference of the series will not be necessary. 

A forecast function using original series for the incremental in-

traday prediction should be further explored. 

• End of chapter. 

86 

--< — 



Chapter 5 

Intra-daily Effect on 

Conditional Variance 
/ 

Conventional GARCH and the more recent MEM-GARCH mod-

eling is given in Section 5.1. Based on these modeling for re-

turn and absolute return for market data, the interpretation 

of GARCH volatilities is examined in Section 5.2. Section 5.3 

gives some salient features for using MEM-GARCH in captur-

ing intraday effects which are missing in conventional GARCH. 

Further study on a delayed control of intraday effects using ex-

ogenous input is given in Section 5.4. A summary is presented 

in Section 5.5, 

5.1 GARCH(1 ,1) and M E M - G A R C H model-
% 

ing 

GARCH(1,1) is probably the most widely used GARCH model 

in modeling conditional volatility a苟卜 i of the daily return n、 

based on the maximum-likelihood estimation of the parameter 

set 9 = /i,u;’a’/? for the tightly coupled mean equation and 

variance equation: 

Ti ^ /i + ê  (5.1) 
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= UJ ^ ae'^t - I + (5.2) 

et is a zero-mean additive error proc(.?s for Vt - fi which 

measures the innovation between Vt and the estimated mean 

/i, and can be interpreted as at^t^iZt where Zt is i.i.d (iden-

tical independent distributed), E{zt) 二 0, and Var{zt) 二 1. 

a; > 0,0： > > 0 are the required constraints in maximum 

likelihood estimation to ensure that ŝ positive in Eq. 5.2. 

However, the conventional GARCH framework (e.g. GARCH(1,1) 

in Eqs 5.1 and 5.2) is not well suited for handling non-negative 

time series Xt where > 0 for all t. Efficient estimation using 

maximum-likelihood is known to be difficult and requires very 

careful distribution specification for et (see discussion in [20]). 

A more appropriate multiplicative-error model (MEM) has been 

recently proposed ( [19], [20]); and three relevant cases for such 

non-negative Xt, including rf, a j and al 

a j = 0.511(1/— d)2-0.019[c(ii + cO — 2ud]- 0.383c2(5.3) 

cri = a- + (1 - a)- (5.4) 
J 丄一 / 

(i.e. Garman and Klass range-based volatilities) are considered 

using the following MEM-GARCH: 

Xt = (5.5) 

crt\t-i = 0； + axt-i + 0(Tt-i\t-2 (5.6) 

Note that et (in Eq. 5.5) is now a unit-mean i.i.d process; and 

Eq. 5.5 thus specifies an MEM with “an error that is multiplied 

times the mean" [20]. Conventional GARCH software (using 

maximum-likelihood) can readily obtain the parameter set 0爪== 

u,a, j3 simply by making the positive square root y /^ (instead 

of rt) the dependent variable in the mean equation (Eq. 5.1) 

with no mean. 
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5.2 G A R C H volatilities for vt and \rt 

Two eight-year market data sets were evaluated in this section. 

The S&P 500 and NASDAQ composite index from January 2, 

1998 to February 19, 2006，each with 2,045 days. The full data 

sets are used for both the GARCH(1，1) and MEM-GARCH es-

timation, and thus yield quite stable parameter sets for perfor-

mance comparison. However, for simplicity and ease of graphi-

cal interpretation, only the last 245 days (with time index from 

1800 to 2045) are focused on in our discussion. Unless stated 

otherwise, our observations and conclusions drawn should apply 

also to other time intervals as well. 

Both the daily return Vt and absolute daily return |rf| = 

depend only on the close prices, and hence contain no other 

intraday information of price variation for the trading day. As r̂  

has a roughly zero mean, it is appropriate to use the conventional 

GARCH(1’1) (Eqs. 5.1 and 5.2) to estimate the conditional 

variance; whilst for the MEM-GARCH(1,1) (Eqs. 5.5 and 

5.6) should be a better model developed specifically for non-

negative time series. 

Fig. 5.1 shows a graphical comparison that confirms our ex-

pectation for both the S&P 500 and NASDAQ data sets. Al-

though different models are used for Vt and |r“，they give prac-

tically the same results for the estimated volatility (3f|卜i (as 

shown in the significant overlap between the solid and dotted 

lines of the figure). 

It is of much interest to study if there exists any relation-

ship between intra-daily information and these GARCH volatil-

ities, which are estimated from models without using much of 

such information except the daily close. In contrast, range-based 

volatility such as a j (Eq. 5.3) is a more useful intraday proxy 

that provides more information on price varation during the 

trading day; this proxy is reconstructed from an underlying dif-
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fusion price model using the generating moments of u, d, c (the 

daily high, low, and close with reference to open). A graphical 

comparison between a^ and of!卜i (using MEM-GARCH for …⑴ 

is shown in Fig. 5.2. There appears to be mi h sharper fluc-

tuations in range-based volatility, and the correlation between 

the two signals (a4 and J is apparently weak.The intraday 

information as captured by a ! is not well reflected within the 

GARCH volatilities of the daily return and the absolute daily 

return. 

5.3 Intraday Effects of M E M - G A R C H 

The use of two range-based volatilities, a ! and are proposed 

to have a better capture of intraday information for MEM-

GARCH models. Their respective MEM specifications are read-

ily obtained from Eq. 5.5 by defining Xt appropriately: 

的 = = 〜 ( 5 - 7 ) 

的 = ( 5 . 8 ) 

Notice that Eqs 5.7 and 5.8 are the no-mean (or mean) equa-

tions of MEM-GARCH for and a!’ respectively, which are to 

be used with the variance equation (Eq. 5.6) for the estimation of 

the conditional variance of丨卜 1. Such type of specifications follow 

that of Engle & Gallo [19] for their MEM-GARCH formulation 

of high-low spread and realized volatility. Here our focus is on 

using range-based volatility in MEM-GARCH directly; and the 

relevance with previous work lies in several aspects: (i) d^ and 

include information on the high- low spread, (ii) the 8-year S&P 

500 and NASDAQ data sets currently do not have a complete 

record of high-freqency data for calculating realized volatility 

over the entire time period, and (iii) range-based volatilities are 

reasonable intraday proxies that demonstrate quite similar be-
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Figure 5.3: NASDAQ: using MEM-GARCH for (i) |rt| (middle curve) 

(ii) <74 (lower curve) (iii) ae (upper curve) 

havior ancl characteristics when compared with realized volatil-

ity 

Fig. 5.3 compares the three MEM-GARCH volatilities for 

r亡 I，aand a^ using the NASDAQ data set. There are some 

observations which readily lead us to answer questions on the 

intraday effects on MEM-GARCH. Firstly, the curves for a 

and (76 both show sharp changes (say, at day indices around 

1845，1955，2015) that are absent in the curve for |r丄 As range-

based volatilities contain more intra-daily information than that 

from the daily return or absolute daily return (driven by 

close prices only), it should not be surprising for reasonably 

large changes in intraday information to give a significant impact 

on the corresponding MEM-GARCH volatilities. Secondly, we 

demonstrate their close relationship using Fig. 5.4 which clearly 

shows that sharp changes in the estimated volatilities correspond 

to large variation in intraday information (as captured by the 

dotted line for aj). Third, by measuring the cross correlation 
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(Fig. 5.5 between the difference signals Acffj卜！ (using MEM-

GARCH for 0-4) and intraday information (as captured by Aa^), 

a significant correlation of 0.75 occurs when the former signal 

leads the latter by one V thus further confirming the intraday 

effects on MEM-GARCH modeling. 

5.4 Delayed Control of Intraday Effects using 

Exogenous Input 

An alternative way for incorporating intraday information in 

GARCH modeling is to use exogenous input a^ in the variance 

equation. Consider the modification of Eqs. 5.2 and 5.6 with a 

general fc-step (k > 0) delayed [a\]t-k' 

= u; + a e t i + + (5.9) 

^ tV i = 0； + -f + (5.10) 

Simulation tests on two categories of GARCH models with 

and without the prior embedding of intra-daily information were 

performed. For the first category, it includes MEM-GARCH 

models using range-based volatilities ^4，and a^. The second 

category includes GARCH(1,1) using the daily return rt and 

MEM-GARCH using the absolute return Preliminary re-

sults indicated that, for the first category, the inclusion of ex-

ogenous input in the variance equation (Eq. (14)) and for /c > 1 

would not give much changes to the estimated variance a苟w 

One noticeable exception is that for k = 0 (and hence intraday 

information for day t is also included), the estimated variance 

changes to resemble closely the exogenous input aj . As for the 

• tests on the second category, we observed that exogenous input 

can be effectively used for delayed control of intraday effects by 

varying k (and k > 0). When k is large, the estimated variance 

is identical with that as if there is no exogenous input. Fig. 
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Figure 5.6: S&P 500 and NASDAQ: Correlation between the conditional 

variance using MEM-GARCH for \rt\ (or using GARCH(1,1) for n ) 

and the /c-step delayed [(7|]t_A： 

7 shows the correlation between of|卜i and depicting that 

intraday effects diminish with increase in k. 

5.5 Summary 

Using Engles multiplicative-error models (MEM), we have for-

mulated successful MEM-GARCH modeling procedures for the 

embedding of intra-daily information using range-based volatil-

ities. Verification tests on two reasonably extensive (8 years) 

and well-known market data sets, the S&P 500 index and the 

NASDAQ composite index, were performed and demonstrated 

similar results. Future research in using realized volatility and 

multipower variation will be of much interest, pending the avail-

ability of high-frequency data over a long time period. 

• End of chapter. 
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Chapter 6 

Conclusion and Future Work 

In conclusion, the genetic fuzzy trading model aggregates the 

output signal of trading rules to suggest the coming action. It 

eliminates the discontinuities of jumps due to the Boolean op-

erations. It further incorporates the vague trading rules under 

the ill-defined stock market in the trading model. It can iden-

tify the optimal trading rules to tackle with different market 

situations. Under the dynamic stock market, both incremen-

tal and dynamic training approaches are very useful to tackle 

with the market change. By comparing the trading systems 

formed by genetic algorithm and genetic programming, the ge-

netic fuzzy trading model gives the simple structure and can 

identify the most profitable and moderate risk trading strategy. 

The incremental intraday information is useful for the forecast. 

A proper selection of incremental intraday measure can increase 

the forecast accuracy with intraday time. This forecast accuracy 

can further be estimated by the correlation between predictand 

and the predictor using incremental intraday information. A 

MEM-GARCH modeling procedure was formulated for the em-

bedding of intra-daily information. Verification test on 8-year 

S&P 500 index and NASDAQ composite index were performed 

and demonstrate the similar result. 

Regarding the future work, it can extend the existing study 

on the application of reinforcement learning to the mapping of 
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market state to action. In [12], Dempster used the reinforce-

ment learning to learn the optimal policies for the mapping of 

the market state to the action. Based on the Q-values of each 

mapping，the optimal policy was found. In reality, a market 

state in out-of-sample data may not exist in in-sample data. 

This brings to an undetermined action. It is also a disadvan-

tage if many market states in out-of-sample data do not exist 

in in-sample data. On the other hand, RL problems have a 

simple goal in form of single state. By comparing the process-

ing time with evolutionary algorithms, it is much faster to find 

the optimal policy. If the online trading is the ultimate goal 

for developing a trading system, this learning algorithm is most 

suitable for online training in addition to online trading. The 

extension may consider using the interval of aggregate signal as 

the input state. As the aggregate signals are distributed within 

(-1，1)，it is easy to identify all input state in in-sample training. 

Thus the missing state in out-of-sample data will not be existed. 

Regarding the future work of the incremental intraday predic-

tion, the forecast function is modeled by the linear model and 

feedforward neural networks. Also, it can be modeled by the 

support vector machines. The comparison among these models 

is interesting. The existing prediction is limited in the in-sample 

data. The effect on the out-of-sample should be tested. 

Regarding the future work of the intra-daily effect on MEM-

GARCH, Study of intra-daily effect using realized volatility and 

multi-power variation will be the future work. 

t 

• End of chapter. 
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Appendix A 

Technical Indicators 

A. l Simple Moving Average 

Simple Moving Average (SMA) is an arithmetic average of the 

last k days. Formally, fc-day simple moving average at day t 

{0 <t,k <t ) \s defined by 

= ( 卜 J.) (A.l) 
紀j=0 

5-day SMA and 20-day SMA are used in the experiment. When 

the closing price or the short moving average crosses above the 

long moving average, it initiates a buy signal. On the other 

hand, when the closing price/short moving average crosses below 

the long moving average, it initiates a sell signal. 

A.2 Exponential Moving Average 

Exponential Moving Average (EMA) at time periods ^ > 2 is 

defined by 

ema{i, t) 二 ap{t) + (1 - a)ema{i, t - 1) (A.2) 

4-day EMA and 19-day EMA are used in this study. The trading 

rules are defined similar to those of SMA. 
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A.3 Weighted Moving Average 

Weighted Moving Average (WMA) at time periods t > 2 \s 

defined by 
1 k-\ 

wma{i, 0 = r Z i * - J) (A.3) 
紀j=0 

Similar to SMA, 5-day EMA and 20-day EMA are used in the 

experiment. Similar trading rules like those of SMA are defined. 

A.4 Relative Strength Index (RSI) 

Relative Strength Index (RSI) is developed by J. Welles Wilder [66 . 

It is an oscillator capturing price strength by comparing upward 

and downward movements, rsi is formulated to fluctuate be-

tween 0 and 100 and enables a fixed overbought and oversold 

levels. It is defined by 

rsUi t) — • * 尊 ( A 4) 

where AU is exponential moving average of upward movement, 

and 

AD is exponential moving average of downward movement. 

5-day RSI andl4-day RSI are used in the experiment. Nor-

mally, a buy signal is triggered when rsi is smaller than the 

oversold level. A sell signal is triggered when RSI is larger than 

the overbought level. 

A.5 Simple Moving Average of Relative Strength 

Index 

Simple Moving Average of Relative Strength Index (MA-RSI) 

consists of a rsi indicator and moving average of rsi. It is defined 
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as follows: 

marsi{i, j, t) = sm-a{rsi{i, t),j) (A.5) 

In this study, i and j are 5. Normally, the trading rule is set up 

by comparing MA-RSI with RSI. If RSI crosses above MA-RSI, 

it triggers a buy signal. If RSI crosses below MA-RSI, it triggers 

a sell signal. This usage of this indicator is close to SMA. 

A.6 Moving Average Convergence-Divergence 

Moving Average Convergence-Divergence (MACD) is created by 

Gerald Appel [4]. The MACD can signal overbought and over-

sold trends. The market is oversold when both lines are below 

zero and is overbought when two lines are above the zero line. 

It is defined by 

macd.osc{i^j, t) = ema(i , t) — ema(J, t) (A.6) 

macd{i,j, fc, t) = ema{macd.osc{i, j , t), k) (A.7) 

where k is smoothing period. In this experimental, z, j and k 

are 39, 9 and 2. The general practice for a buy or sell signal is 

followed in the experiment. 

A.7 Momentum 

Momentum (MOM) is the difference between today's closing 

price and the closing price i days ago. Momentum refers to 

continous prices trend. Normally, when it crosses below zero, a 

buy signal is initiated. When it crosses above zero, a sell signal 

is triggered. 

mom{i, t) 二 p{t) - p{t — i) (A.8) 

i = 5 is used for the testing. In the experiment, the trading 

rules are set up based on its nature. 
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A.8 Rate of Change 

Rate of Change (RoC) is close to MOM but scales by the z-day 

closing price. 

^樂 (A.9) 

In this study, i is equal to 5. As it is close to MOM, the buy 

and sell trading rules are set up similar to those of MOM. 

A.9 Wil l iam percent-R 

Larry William developed a trading formula called William percent-

R (%R). The system attempts to measure overbought and over-

sold market conditions. The %R always falls between a value of 

100 and 0. The formula is given by 

二 、 t - : 、 二 (A.IO) 
\ ) h{t,t - z) - l{t,t - i) 

where h{t, t - i) is the highest price during the period of (t-i，t)’ 

and 

/(t, t - i) is the lowest price during the period of (t-i,t). 

In this study，i is equal to 4. If %R is higher than a over-

bought level, a sell signal is initiated. If %R is smaller than a 

oversold level, a buy signal is initiated. 

A.10 Stochastic Oscillator 

The Stochastic Oscillator is introduced by George Lane in I960. 

It is a momentum indicator that shows the location of the cur-

rent close relative to the high/low range over a set number of 

periods. If the closing price is near the top/bottom of the range, 

it will imply buying or selling pressure. If the value is below 
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20 or above 80，it will consider oversold or overbought respec-

tively. Two stochastic oscillators, fast stochastic %K and slow 

stochastic %S, are always used to evaluate the future variations 

in prices. They are calculated by 

% A ( M 二 ； I^T^^"；;rrr— ^ (A.1-1) 
h{t, t - i) — l[t, t - I) 

剛=""mf (A.12) 

In this study, i and j are equal to 5. kd line is the difference 

between %K line and %D line. 

A.11 Volatility Indicator 

Volatility Indicator is defined based on Average True Range 

(ATR). ATR is introduced by Welles Wilder [66]. It is a mea-

sure of volatility. The True Range (TR) indicator and the ATR 

are defined in Eq. A.13 and Eq. A.14 respectively. If a stock 

experiences a higher level of volatility, the ATR will be higher. 

A low volatility results in a lower ATR. 

tr{t) 二 max[h{t) - l{t), \h{t) - p{t - 1)|, (A.13) 

\l{t) - p{t - l)\] 

atr{i, t) = ema(i,t,tr) (A.14) 

、In this study, z = 4 is used. A volatility indicator (vi) is 

further defined by 

vi(t-l) p{t) > sar{t - 1) |[ vi(t) sar(t) 

1 True 1 p(t) - atr(t) 

1 False -1 p(t) + atr(t) 

-1 True 1 p(t) - atr(t) 

-1 False -1 p(t) + atr(t) 
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A.12 Directional Movement Index 

Directional Movement Index is also developed by Welles Wilder. 

pdm{t) - h{t) — h{t — 1) 

ndm{t) = l{t) — l{t - 1 ) 

P 剛 - ( A . 1 5 ) 

- 糾 - e t ^ (A.16) 

z = 5 is used for the testing. Normally, if pdi crosses below 

ndi, a sell signal is initiated. If pdi crosses above ndi, a buy 

signal is initiated. 

• End of chapter. 
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Appendix B 

36 Fuzzy Trading Rules 

1. If (the closing price crosses above 5-day moving average), 

(a buy signal is initiated). 

2. If (the closing price crosses below 5-day moving average), 

(a sell signal is initiated). 

3. If (5-days moving average crosses above 20-day moving av-

erage), (a buy signal is initiated). 

4. If (5-days moving average crosses below the 20-days moving 

average), (a sell signal is initiated). 

5. If (the closing price crosses above 5-day weight moving av-

erage), (a buy signal is initiated). 、 

* 6. If (the closing price crosses below 5-day weight moving av-

erage) , ( a sell signal is initiated). 

7. If (5-days weight moving average crosses above 20-day weight 

moving average), (a buy signal is initiated). 

8. If (5-days weight moving average crosses below the 20-days 

weight moving average), (a sell signal is initiated). 
t 

9. If (the Closing price crosses above 5-day exponential moving 

aver age), (a buy signal is initiated). 
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； 10. If (the closing price crosses below 5-day exponential moving 

average), (a sell signal is initiated). 

11. If (5-days exponential moving average crosses above 20-day 

exponential moving average), (a buy signal is initiated). 

12. If (5-days exponential moving average crosses below the 

20-days exponential moving average), (a sell signal is initi-

ated). 

13. If (5-day rsi is small), (a buy signal is initiated). 

14. If (5-day rsi is moderate), (a hold signal is initiated). 

15. If (5-day rsi is large), (a sell signal is initiated). 

16. If (14-day rsi is fewer than 35 and 5-day rsi is greater than 5-

day moving average of 5-day rsi), (a buy signal is initiated). 

17. If (14-day rsi is larger than 65 knd 5-day rsi is smaller than 

5-day moving average of 5-day rsi), (a sell signal is initi-

ated). 

18. If (MACD is negative), (a sell signal is initiated). 

19. If (MACD equals 0), (a hold signal is initiated). 

20. If (MACD is positive), (a buy signal is initiated). 

21. If (k-line is small and d-line is small), (a buy signal is ini-

tiated). 

22. If (k-line is large and d-line is large), (a sell signal is initi-

ated). 

23. If (kd-line is negative)，（a sell signal is initiated). 

24. If (kd-line is positive), (a buy signal is initiated). 

25. If (oscillator is negative), (a buy signal is initiated). 
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26. If (oscillator is positive), (a sell signal is initiated). 

27. If (rate of change is high), (a sell signal is initiated). 

28. If (rate of change is low), (a buy signal is initiated). 

29. If (momentum is declining), (a buy signal is initiated). 

30. If (momentum is inceasing), (a sell signal is initiated). 

31. If (%R is low), (a sell signal is initiated). 

32. If (%R is high), (a buy signal is initiated). 

33. If (pdi crosses below ndi), (a sell signal is initiated). 

34. If (pdi crosses above ndi), (a buy signal is initiated). 
� 

35. If (vi is long), (a buy signal is initiated). 普 

36: If (vi is short), (a sell signal is initiated). 

、 N 

• End of chapter. 
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