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摘要 

近年來，隨著信息技術的快速發展，高清視頻正逐步取代傳統的標清視頻，得到越 

來越廣泛的應用，包括數字電視廣播，高密度光盤存儲，視頻監控等等。然而，高 

清視頻相對于其他較低分辨率視頻，除了採樣頻率，還有哪些不同之處，以及如何 

利用這些不同之處來設計特別針對高清視頻的編碼和處理技術仍是一個亟待解決的 

研究課題。 

首先，本論文定量研究了高清視頻的統計特性，包括空間相關性和功率譜密度。 

寶驗結果顯示，高清視頻不僅有較高的空間相關性，其功率譜密度也較為特殊。主 

要的能量分部于垂直和水平方向，而其他方向，比如對角方向，能量很低。 

其次，基于以上兩點實驗結論，本論文提出了兩項編碼技術。針對空間特性， 

本論文提出採用二維16階變換來壓縮空間域像素，以期有效地去除較高的空間相關 

性。為了滿足不同的性能和復雜度需求，本論文所提出的二維16階變換又包括非正 

交整數餘弦變換(NICT)和改進的整數餘弦變換(MICT)兩類。另一方面，針對功率 

譜密度特性，本論文提出了參數化內插遽波器(PIF)，並將其運用于分像素運動補 

償。參數化內插濾波器不但可以像其他自適應內插滤波器一樣隨著視頻信號統計特 

性的變化而不斷調整，而且僅用五個參數來表示渡波器，而非逐一表示各個鴻波器 

系數，從而大大節省了傳輸爐波器所需的比特數也提高了滤波器精度。實驗結果顯 

示，本論文所提出的兩項編碼技術，相對于最新國際視頻壓縮標準H.264/AVC中所 

採用的相應技術，都顯著提高了對高清視頻的率失真性能。 

最後，本論文研究了隔行高清視頻的特性，並提出了兩種實時去隔行技術以適 

用于不同的時延需求。這兩種去隔行技術是特別針對由H.264/AVC編碼的隔行視頻 

信號而設計的，所以碼流中豐富的語法元素值可以有效地用于估計局部的運動和紋 

理，從而使得去隔行算法作出相應有效調整。考慮到真實運動和紋理與估計值有可 

能會不一致，本論文又引入了對估計值可靠性的分析。實驗結果顯示，這兩項去隔 

行技術，相對于其他常用的實時去隔行技術，能提供較好的視覺質量，同時在不同 

平台上均能達到對1080Z視頻實時去隔行的需求。 
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Abstract 

Today, High-Definition (HD) videos become more and more popular with many ap-

plications. This thesis analyzes the characteristics of HD videos and develops the 

appropriate coding and processing techniques accordingly for hybrid video coding. 

Firstly, the characteristics of HD videos are studied quantitatively. The results 

show that HD videos distinguish from other lower resolution videos by higher spatial 

correlation and special power spectral density (PSD), mainly distributed along the 

vertical and horizontal directions. 

Secondly, two techniques for HD video coding are developed based on the afore-

mentioned analysis results. To exploit the spatial property, 2D order-16 transforms are 

proposed to code the higher correlated signals more efficiently. Specially, two series 

of 2D order-16 integer transforms, named modified integer cosine transform (MICT) 

and non-orthogonal integer cosine transform (NICT), are studied and developed to 

provide different trade-offs between the performance and the complexity. Based on the 

property of special PSD, parametric interpolation filter (PIF) is proposed for motion-

compensated prediction (MCP). Not only can PIF track the non-stationary statistics 

of video signals as the related work shows, but also it represents interpolation filters 

by parameters instead of individual coefficients, thus solving the conflict of the accu-

racy of coefficients and the size of side information. The experimental results show 

the proposed two coding techniques significantly outperform their equivalents in the 

state-of-the-art international video coding standards. 

Thirdly, interlaced HD videos are studied, and to satisfy different delay constraints, 

two real-time de-interlacing algorithms are proposed specially for H.264 coded videos. 

They adapt to local activities, according to the syntax element (SE) values. Accuracy-

analysis is also introduced to deal with the disparity between the SE values and the 

real motions and textures. The de-interlacers provide better visual quality than the 

commonly used ones and can de-interlace lOSOz sequences in real time on PCs. 
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Chapter 1 

Introduction 

A digital video comprises a sequence of two-dimensional (2-D) digital images represent-

ing a dynamic three-dimensional (3-D) scene on certain sampling grids and at regular 

time intervals. Digital video is more robust against channel disturbance and provides 

higher visual quality and more functionalities, compared with analog video. 

In digital video communication, raw video signals, which consist of a huge amount 

of data, have to be compressed to a bit-rate constrained by the channel capacity. Hence, 

video compression, a.k.a. video coding, is mainly targeted at the best rate-distortion 

(R-D) performance, although also providing other functionalities, such as scalability, 

error resilience, random access, and random switching, in order to adapt to various ap-

plications and network/terminal conditions. The distortion herein is measured almost 

exclusively by pixel-wise fidelity, mean squared error (MSE) or peak signal-to-noise 

ratio (PSNR), because of mathematical tractability and feasibility of optimization. Re-

cently, visual quality metric (VQM) based on the characteristics of human visual system 

(HVS) has received increasing attention, as it correlates better with perceived distor-

tion. Nevertheless, how VQM influences the design of video coding scheme is still an 

open research issue. In this work, PSNR is used as the distortion measure. 

Video coding systems may greatly differ from each other, as they consist of compli-

cated functional modules and each module can be realized in different ways. For the 

interoperability in communication, video coding standards are developed to restrict 

various video coding systems, such that manufacturers can successfully interwork with 

each other by producing compliant encoders and decoders, and at the same time still 

have the freedom to develop competitive and innovative products. Generally speaking, 

a video coding standard provides a significant amount of innovations and represents 

the state-of-the-art technology at the time. 
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Video coding standards have been developing for about 20 years, driven by appli-

cations and advances in hardware capability. All the standards essentially follow the 

block-based hybrid coding scheme, where the designation "block-based" means each 

video frame is divided into non-overlapped blocks and each block is the unit the hybrid 

coding applies to. In hybrid coding, raw video signals are modeled as realizations of a 

random field, of which the statistical redundancy is removed by joint predictive coding 

and transform coding. Predictive coding reduces the temporal and spatial correlation 

of successive frames of a video sequence, whereas transform further exploits the spa-

tial redundancy of the prediction error. The phrase "hybrid coding” will refer to the 

block-based hybrid coding scheme here and subsequently in this thesis for convenience. 

The development of hybrid coding is mainly reflected in the evolution of video coding 

standards. From H.261 [1] published in 1990 to the latest H.264/AVC [2], the coding 

efficiency has been improved more than five times. 

Apart from the rapid development of video coding technology, the digital video 

representation has also been experiencing a tremendous growth in the past two decades. 

The typical video formats, such as common intermediate format (GIF) and quarter-

CIF (QCIF) for mobile applications and standard-definition (SD) for broadcast and 

storage media, are gradually superseded by high-definition (HD) videos. Today, HD 

video formats have been adopted for broadcast all over the world and are also popular 

with many other applications, including high-density storage media, filmmaking, video 

gaming, and surveillance. 

Generally speaking, HD video refers to any video of higher spatial resolution than 

SD video. Nonetheless, the HD video formats commonly used in communication are 

specified by [3]. Table 1.1 compares various formats of digital video source in different 

aspects. As indicated in the table, HD videos have higher spatial/temporal/color sam-

pling rate, higher bit depth, and wider aspect ratio (16:9), and therefore provide richer 

details, more brilliant color, and more content. On the other hand, the raw data rate 

of HD video becomes two to six times higher than that of the SD videos, which makes 

HD video coding very challenging and also the key enabler of HD applications. 

The state-of-the-art video coding technology, represented by H.264/AVC, is pow-

erful enough to provide satisfactory quality of HD videos subject to the bit-rate con-

strained by today's network capacity. Nevertheless, the R-D performance can be further 



Format Full resolution Color subsampling Bit depth Frame rate 
QCIF [1] 176x144 4:2:0 8 bits 30p 
GIF [1] 352x288 4:2:0 8 bits 30p 
SIF [4] 352x240/288 4:2:0 8 bits 30p/25p 
SD [5] 720x480/576 4:2:0/4:2:2/4:4:4 8-10 bits 30i/25i 

HD [3] 1280x720 4:2:0/4:2:2/4:4:4 8-12 bits 24p/30p/60p HD [3] 1920x1080 4:2:0/4:2:2/4:4:4 8-12 bits 24p/30p/30i 
Digital 

cinema [6] 
4096x2160 
2048x1080 4:4:4 12 bits 24p/48p 

UHD [7] 7680x4320 
3840x2160 4:2:0/4:2:2/4:4:4 10 bits 60p 

Table Formats of digital video source 

improved, since the technical developments in H.264/AVC are all originally designed 

as general coding tools for videos of various resolutions and do not fully exploit the 

special properties of HD videos. Actually, little research effort has been made to find 

the statistical difference between HD and other low resolution videos, although the 

characteristics of HD videos are intuitively expected to be unique. 

In this work, the statistical characteristics of HD videos are studied quantitatively. 

The results show that HD videos distinguish from other lower resolution videos by 

higher spatial correlation and special power spectral density (PSD): the signal varies 

more slowly and the high frequency energy is mainly distributed along the vertical and 

horizontal directions. These findings are instructive to improve the coding tools in the 

latest hybrid coding scheme and make them more efficient for HD videos. 

Based on the above analysis results, two techniques for HD video coding are devel-

oped. To exploit the spatial property, 2D order-16 transforms are proposed to code the 

higher correlated signals more efficiently. Specially, two series of 2D order-16 integer 

transforms, named modified integer cosine transform (MICT) and non-orthogonal inte-

ger cosine transform (NICT)，are studied and developed to provide different trade-offs 

between the performance and the complexity. Based on the property of special PSD, 

parametric interpolation filter (PIF) is proposed for motion-compensated prediction 

(MCP). Not only can PIF track the non-stationary statistics of video signals as the 

related work can, but also it represents interpolation filters by parameters instead of 

individual coefficients, thus solving the conflict of the accuracy of coefficients and the 
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size of side information. The proposed two techniques are integrated into the state-

of-the-art international video coding standard, H.264/AVC, and compared to their 

equivalents therein. The experimental results show the proposed coding techniques can 

significantly improve the overall R-D performance of H.264/AVC, i.e., on average about 

10% bit-rate reduction at the same PSNR. 

In the near future, video materials with even higher definitions, such as ultra-high-

definition (UHD) (see Table 1.1), will be captured and distributed, but their bit-rates 

produced by the latest coding technology will go up faster than the increased capacity 

of the wireless or wired network infrastructure [8]. Therefore, high-performance video 

coding techniques specially for UHD videos are required. The study results in this work 

are quite instructive to imply the trend of coding strategy with increasing definition. 

In addition to coding tools, processing technique like de-interlacing is also studied for 

interlaced HD videos. To satisfy different delay constraints, two real-time de-interlacing 

algorithms are proposed specially for H.264 coded videos. They adapt to local activities, 

according to the syntax element (SE) values. Accuracy analysis is also introduced to 

deal with the disparity between the SE values and the real motions and textures. The 

de-interlacers provide better visual quality than the commonly used ones and can de-

interlace 10802 sequences in real time on PCs. 

Organization of the Work 

The work is organized as follows. Chapter 2 reviews the fundamentals of hybrid coding, 

which will be used later for HD video characterization and performance evaluation. A 

detailed survey on the history of hybrid coding standards is provided in Chapter 3, 

where the state-of-the-art video coding standard H.264/AVC, the platform on which the 

proposed coding and processing techniques are evaluated, is emphasized. In Chapter 4, 

the methodologies of analyzing the statistical characteristics of HD videos are described 

and the results are reported as well. Based on the analysis results in Chapter 4, two 

coding techniques for HD videos, 2-D order-16 integer transform and PIF, are proposed 

in Chapter 5 and Chapter 6, respectively. In Chapter 7，two real-time de-interlacing 

techniques are presented for H.264 coded interlaced HD videos, as post-processing tools. 

The thesis is concluded in Chapter 8，where the contributions of the Ph.D. work are 

summarized and the future research directions are pointed out as well. 



Chapter 2 

Fundamentals in Hybrid Video Coding 

This chapter begins with a brief introduction of the digital video source, including 

formation and representation. Since in hybrid coding the digital video source is modeled 

as a random process, basic elements of probability theory and random process are then 

reviewed in Section 2.2. Three fundamental techniques for hybrid coding, predictive 

coding, transform coding, and entropy coding, are introduced in Sections 2,3, 2.4， 

and 2.5, respectively. Then, in Section 2.6, the concept of the hybrid coding is presented, 

which is essentially the core of all the video coding standards. 

For further reading on probability theory and random process, the readers are 

referred to [9]. Fundamentals in hybrid video coding are given by Wang et al. [10]. 

2,1 Video Formation and Representation 

Digital video is captured in pictures, which are actually the snapshots of a dynamic 

scene taken at regular time intervals. Each picture is represented by a rectangular array 

of pixels. In monochrome videos, the value of each pixel is the luminance intensity at 

the corresponding sampling position in the scene, whereas in color videos, each pixel 

carrying luminance and chrominance information is made of the combination of the 

intensities of primary colors, e.g., YCbCr, RGB, or YUV. In other words, each color 

picture is composed of three rectangular arrays for three color channels. The samples 

in each color channel have discrete and finite magnitudes, which typically have 256 

levels, i.e., 8-bit bit depth. 

The formats of digital video source widely used in communications are summarized 

in Table 1.1. In Sections 2.1.1 and 2.1.2’ two characteristics of raw video related to color 

representation and raster scan are introduced, respectively. Section 2.1.3 introduces the 

quality measurement for distorted digital videos. 

5 



(2.2) 

where R, G, and B are normalized gamma-corrected values, so that {R^ G, B) equal to 

(1,1,1) corresponds to white. The color space defined in BT.601 [5] is known as YCbCr, 

which is the scaled and shifted version of the analog YUV space. The transformation 

Y 

Q 

0.299 0.587 0.114 _ R 
0.596 -0 .275 -0.321 G 
0.212 —0,523 0.311 B 

(2.1) 
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2.1.1 Color Space and Subsampling 

Color Spaces 

The red, green, and blue (RGB) primary is widely used in video capture and display 

systems. However, in video transmission, signals in the RGB space is usually converted 

into other color spaces with luminance/chrominance coordinates, such as YUV for 

PAL and SEC AM TV systems and YIQ for NTSC TV systems, in order to reduce 

the bandwidth requirement and be compatible with monochrome video applications. 

The value of the Y component represents the brightness of a pixel, while the other two 

components bear the chrominance information. The specifications of the color space 

conversion from RGB to YUV and YIQ are given in (2.1) and (2.2), respectively, 

Y 0.299 0.587 0,114 

U = -0 .147 -0.289 0.436 

V 0.615 -0 .515 -0.100 

matrix for deriving YCbCr coordinate from the RGB coordinate is given as in (2.3), 

y _ - 0 . 2 5 7 0.504 0.098 ‘ “ R ‘ - 1 6 “ 

a -0 .148 -0.291 0.439 G + 128 

Cr _ _ 0.439 -0 .368 -0.071 B _ 128 、 

(2.3) 

where R = 255及，G = 255(5, and B ~ 255台 are the digital equivalents of the 

normalized RGB primary ^GB. If the bit depth of the video source is 8-bit, the scaling 

and shifting operations guarantees that the resulting Y, Cb, and Cr components take 

values in the range of (0, 255). The color space transformation for 10-bit representation 

of the video source is also defined in [5]. 

Color Subsampling 

Since HVS is less sensitive to color than to brightness, the chrominance components, 

Cb and Cr, may be subsampled without much degradation of the perceived video 

-
B
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Figure 2.2; Raster scan formats for analog video, (a) Progressive scan, (b) Interlaced Scan. 

quality. The color subsampling format is indicated by a triple of digits separated by 

colons. In 4:2:2 format, the horizontal sampling rate for the chrominance components 

reduces to half but the vertical sampling rate keeps unchanged. To further reduce the 

data rate, the sampling rate for chrominance components is reduced to half in both 

horizontal and vertical directions; the subsampling format is known as 4:2:0. However, 

for applications requiring very high quality, the chrominance components should have 

exactly the same sampling rate as for the luminance component, which is known as 4:4:4 

format. The sampling grids of the luminance and chrominance samples for different 

color subsampling formats are shown in Fig. 2.1. 

2.1.2 Progressive and Interlaced Scan 

Progressive and interlaced scans are two types of raster scan first introduced in analog 

video capture, storage and display. With raster scan, analog video is represented by a 

continuous one-dimensional (1-D) waveform, of which the intensity values are captured 
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along contiguous scan lines over consecutive pictures. A picture refers to either a frame 

with progressive scan or a field with interlaced scan. 

In progressive scan, the imaged region is scanned from left to right and from top to 

bottom. The resulting video signal consists of a sequence of frames captured at regular 

frame intervals A^; each frame consists of a consecutive set of horizontal scan lines 

separated by a regular vertical spacing. Fig. 2.2 (a) depicts the scanning of a frame. 

The number of frames captured every second is known as frame rate. 

In the interlaced scan, the horizontal lines in a frame are not scanned successively. 

Instead, each frame is scanned into two fields, each comprising half the number of lines 

in a frame. The time interval between two fields, i.e., the field interval, is equal to 

At/2, while the line spacing in a field is twice of that desired for a frame. As shown 

in Fig. 2.2 (b), the scan lines in two successive fields are shifted one line spacing in 

a frame. Interlaced scan trades off the vertical resolution for an enhanced temporal 

resolution, given the total number of lines that can be recorded within a given time. 

Following the terminology used in analog video, a digital video can also be progres-

sive or interlaced, depending on the capturing process. In progressive video, a frame is 

captured at one time instance, whereas in interlaced video, a frame is formed by inter-

leaving two fields, each having half vertical resolution and captured at a filed interval. 

The field containing the first line and following alternating lines in a frame is called 

the top field, and the field containing the second line and following alternating lines is 

called the bottom field. If an interlaced video contains fast moving objects with vertical 

edges, the serration artifacts will become annoying. 

2.1.3 Quality Measurement 

Visual quality is an important aspect of the performance of video processing techniques. 

Although HVS makes the ultimate judgment, objective criterion is necessary to design 

the algorithms and measure the distortion between the original and processed videos. 

Most video processing systems are designed to minimize MSE between two video 

sequences 功i and -02 > which is defined as 

MSE 二〜2 二 去 Z 爪 ,几，一 Mm, n , k)f， （2.4) 
k m,n 

where N is the total number of pixels in either sequence. For a color video, MSE is 
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computed separately for each chrominance component. 

Instead of MSE, PSNR in decibel (dB) is more often used as a distortion measure 

in video coding. PSNR is defined as 

l O I o g i o - ^ ’ （2.5) 

where ipmax is the peak (maximum) intensity value of the video signal. For video signal 

with 8-bit bit depth, ipmax equals 255. PSNR is more commonly used than MSE, 

because people tend to associate the visual quality with a certain range of PSNR. As 

a rule of thumb, for the luminance component, a PSNR over 40 dB indicates invisible 

distortion, between 30 and 40 dB usually means the distortion is visible but acceptable, 

between 20 and 30 dB is quite poor, and a PSNR lower than 20 dB is unacceptable. 

It is well known that MSE or PSNR only reflects a rough classification of the vi-

sual quality of the distorted signal and does not precisely correlate with it. However, 

these measures have been used almost exclusively as objective distortion measures in 

image/video coding and restoration, partly because of their mathematical tractability 

and the lack of better alternatives. At the time of writing, the Video Coding Experts 

Group (VCEG), a video coding standardization body in ITU-T, is considering involv-

ing VQM as one of the distortion measures in its future standardization [11] and is 

seeking reliable VQM and convincing experimental methodology. Anyway, PSNR will 

be relevant in quality measurement for quite a long time. In this work, PSNR is used 

as the distortion measure. 

2.2 Source Models 

Video coding schemes can be classified into two categories: waveform-based coding 

and content-based coding, depending on how the video source is modeled. The former 

models a given video signal as the realization of a random process, whereas the lat-

ter, assuming that a group of pixels may represent a physical object, models a given 

video signal as the combination of moving objects and background. In this work, only 

waveform-based coding is discussed, because it is the context in which the proposed 

techniques are placed. Before moving into source coding techniques, the characteriza-

tions of general random process and image source are reviewed in Sections 2.2.1 and 

2.2.2，respectively. The definitions and theorems introduced here are based primarily 
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on books [9; 10; 12; 13; 14]. Theories of 1-D and 2-D random processes can be found 

in [9] and [12], image statistical characterization is given in [13], and hybrid coding and 

its fundamental techniques are comprehensively introduced in [10]. 

2.2.1 Random Process 

A random process x{t, () is a family of time functions depending on the argument 

C representing the set of all experimental outcomes. The argument t can be either 

a real number or an integer, making x(t, () a continuous-time process or a discrete-

time process, respectively. On the other hand, considering the value of x(,’(^)’ one 

can classify x(t, () as a discrete-state process if its values are countable, or otherwise 

a continuous-state process. In this thesis, only discrete-time discrete-state process, 

denoted as x[n] (C is omitted for convenience), is discussed, because it appropriately 

models digital video signals. 

Each realization of a random process, denoted as a:[n], is considered to be a member 

of an ensemble of digital signals characterized by a set of probability distributions. The 

complete joint probability distribution of x[n] is described in (2.6) for all N samples, 

. . . .. ” riN) (2.6) 

where Xi, i = • - • , N, is the random variable x[ni]. In general, complete and high-

order joint probability distributions of a random process are unknown, nor are they 

easily modeled. Nevertheless, the first-order probability distribution f{x; n) can some-

times be modeled successfully based on the physics of the process or the histogram 

measurements. Conditional probability distributions of a random process, evaluated at 

sample ni given knowledge of the sample value at 712 as shown in (2.7), are also useful 

in characterizing a random process. 

f { x i ; m \ x 2 ; n 2 ) = 彻；叱） (2.7) 

Correlation and Covariance 

Although realizations of a random process are not deterministic, their average proper-

ties are often considered deterministic, including correlation and covariance. 

The autocorrelation ofx[n], denoted as Rxx [711,̂ 2], is the expectation of the product 
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x[ni]x[n2]’ as given in (2.8). 

Rxxlni,n2\ =丑[x[ni]x[n2]] (2.8) 

The autocovariance of x(n), denoted as Cxxl'^i, 712], is the covariance of the random 

variables x[ni] and x[n2], as given in (2.9). 

Cxx[ni,n2] = Rxx[ni,n2] — r/x[ni]%[n2l (2.9) 

where rfxln] is the expectation of x[n]. Obviously, for a zero-mean random process, R^x 

is equal to Cxx. The correlation coefficient of x[n], denoted as Vxx, is by definition the 

normalized Cxx, as given in (2.10), 

= , C • ， 几 2I = ^ e M (2.10) 
V Cxx [ni,ni]Cxx [n2, ^2] 

where ah and <7̂ 2 in (2.10) are the variances of x[?ii] and x;[?T/2], respectively. Vxx 

satisfies (2.11) as below. 

\rxx[ni,n2]\ < 1, r^xln.n] = 1 (2.11) 

Similarly, given two random processes x[n] and y[n], their cross-covariance is shown 

in (2.12). 

Cxy[ni,n2] = Rxy[nun2\ - (2.12) 

Stationary Processes 

Strict Sense Stationary A random process is strict-sense stationary (SSS)，if its 

statistical properties are invariant to a shift of the origin: the processes x[n] and x[n + 

c] have the same statistics for any c. Hence, the n '̂̂ -order probability distribution 

of an SSS process satisfies (2.13) for any c, the first-order probability distribution is 

independent of n, as shown in (2.14), and the second-order probability distribution only 

depends on r, the temporal distance between n\ and 1x2 (see (2.15)). 

f (工 1，.. .,Xk]ni, ...,nk) = f(xi,... ,Xk;ni + c,... ,71^ + c) (2.13) 

f(x;n) = f(x) (2.14) 
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/(a;i,X2;ni,n2) = f (x i ,x2 ; r ) , r == ni - n2 (2.15) 

Wide Sense Stationary In contract to SSS, wide-sense stationarity refers only to 

the first- and second-order statistics. A random process x[n] is wide-sense stationary 

(WSS) if its expectation is constant and its autocorrelation depends only on r equal to 

rii — n2, as given in (2.16) and (2.17), respectively. 

E [x[n]] = r/^ (2.16) 

二五[X[ni]X[n2]] = /?(7")， T = Hi - 112 (2.17) 

It can be shown that = R(-r) = i?(|r|) and |i?(r)| < for all r. Substituting 

(2.16) and (2.17) into (2.9), one can find the autocovariance of a WSS process also 

depends only on r, as shown in (2.18), 

C(t) = R(r) - 4 (2.18) 

The variance of the random process, denoted as a^, is also a constant equal to C(0). 

For a WSS random process, the correlation coefficient can be derived from (2.10) and 

is usually denoted as Pr in (2.19). 

Pr = r{T) = C{r)/al (2.19) 

Correlation coefficient pi, representing the correlation of adjacent samples, is an im-

portant criterion to measure the redundancy among samples, which increases with |/9i|. 

A value of pi equal to 1 implies perfect positive correlation, e.g., in a constant random 

process; a value of pi equal to -1 implies perfect negative correlation, e.g,, in a random 

process formed by alternating —1 and 1; a value of pi equal to 0 implies the samples 

are uncorrelated at all. 

At this point, it is more convenient to introduce the matrix terminology. The 

random process with length N can be considered as an iV-dimensional random column 

vector, i.e., x = [x[0], x[lj, • •• ,x[yV - 1]]^, where T means the vector transposition. 

Then the autocorrelation matrix and the autocovariance matrix can be formulated by 

(2.20) and (2.21), respectively, 

Rxx ==丑[xxT] (2.20) 
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T 
^xx ~ ^xx VxVx (2.21) 

where rjx equal to E[x\ is the mean-value column vector. The autocovariance matrix 
is expressed by (2.22) 

C. 

“ ⑴ ） C ⑴ C ( 2 ) • • C{N-l)' _ 1 P 1 P2 • • p N - 1 

0(1) C{0) C ⑴ . • C{N — 2 ) Pi ] • Pi • • PN~2 
C{2) C ⑴ C ( 0 ) • • C(N — 3 ) P2 P 1 1 • • P N - 3 

- C ( i V - i ) .• • . c ( o ) _ • f>N-l • 1 

•-crlrxx 

(2.22) 

Autoregressive Processes 

An autoregressive (AR) process is generated by passing the white-noise process z[n] 

with PSD Szz(^) = cr̂  through a filter with the transfer function given in (2.23). 

B{z) = 
-JO) 

(2.23) 

The equivalent difference equation generating the AR process x[n] is shown in (2.24), 

N 
(2.24) 

where x[n] is called an AR(N) process or an N仇 order Markov process. It can be shown 

that an AR process is WSS, if bj, j 二 1，，. •’ iV，is less than 1. Multiplying x[n — /c], 

/c ^ 0, and taking expectations on both sides of (2.24), one can find the autocorrelation 

of x[n] is calculated by (2.25). 

N 

R{k) = - j), k>d (2.25) 

Note that JS[z[n]x[n — k]] equals 0 for any fc�0, because z[n] is by definition uncorre-

lated with the past outputs. If k equals 0, is calculated as below. 

N 
(2.26) 
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First-Order Markov (AR(1)) Process According to the definition of AR(N) pro-

cess in (2.24), the AR(1) process with bi equal to p is generated by (2.27)， 

:[n] = z[n] + px[n - 1] = z[n] + ^ p^zln 一 j] (2.27) 

i.e., by passing white-noise process z with variance al through a filter with impulse 

response and frequency response in (2.28) and (2.29), respectively. 

h{n)= 
p^ f o r n > 0 

0 for n < 0 

JI(u;) = ( 1 - pe—加 

(2.28) 

(2.29) 

Substituting p into (2.25), one can obtain the variance and autocorrelation of x[n] as 

in (2.30) and (2.31), respectively. 

(7 
‘ 释 ) = l l 2 

R{k) = a^pl'^l 

(2.30) 

(2.31) 

According to (2,30) and (2.31)，an AR(1) process is WSS, because it is zero-mean and 

its autocorrelation R{k) depends on k only (see (2.31)). However, the filter h{n) in 

(2.28) must be stable; therefore \p\ less than 1 is required. 

In the matrix terminology, the autocorrelation matrix, derived from (2.31), is shown 

in (2.32) with the elements R^x equal to crgp丨知-R^x is a symmetric Toeplitz 

matrix, in which all the elements on the same diagonal line are identical and the 

corresponding upper and lower triangle lines are the same. 

R. =<7. 

P P 

1 P 

P 1 

.L-1 
�L-2 

. L - 3 (2.32) 
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Power Spectral Density 

A random process x[n] in the frequency domain is represented by power spectral density 

(PSD), denoted as instead of the discrete-time Fourier transform (DTFT) of 

any realization of x[nj, because of the nondeterministic nature of random process. 

Suppose x[n] is WSS with the autocorrelation R(T). The PSD and R{T) constitutes a 

Fourier transform pair, of which the forward and inverse transforms are shown in (2.33) 

and (2.34), respectively. 
oo 

况 ( T ) e — ( 2 . 3 3 ) 
T=—OO 

R{r) = 知 ( u V � o ; (2.34) 

When R{T) is unknown or unreliable, PSD can be estimated using the periodogram of 

the random process, as given in (2.35), 

N-l 

E 神 — 加 " 
n=0 

(2.35) 

where ̂ ；̂̂： means an estimate of Sxx and X{uj) is the DTFT of an available realization 

of x[n]. A better estimate can be obtained, if the iV-sequence is divided into M non-

overlapped subsequences, of which the periodograms are averaged. 

Considering a random process z[n] with the PSD Szz is input to a linear time-

invariant (LTI) and stable system with the transfer function H{uj), one can calculate 

the PSD of the output process x[n] by (2.36), 

(2.36) 

Substituting the transfer function as in (2.29) to (2.36), one obtains the PSD of the 

AR(1) process, given in (2.37). 

糊 二 赫 二 a ; (2.37) 

2.2.2 Image Statistical Characterization 

In characterizing images, the aforementioned 1-D random process x[n] is extended to 2-

D random field, denoted as x[m, n], of which a realization, representing a possible image, 



Ty) = (JI exp{ -a|rd 
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is denoted as x[m, n]. Random field representing nature images is always considered 

WSS, where the expectation does not depend on spatial coordinates, i.e., 

7]x[m, n] = Tfx = constant, for all m, n, (2.38) 

and the autocorrelation is translation-invariant. The autocorrelation can then be writ-

ten as a function of two variables as shown in (2.39), 

R{rh,Tv) = E[x.{m, n)x(m + r"，n + r̂；)] (2.39) 

where h and v refer to horizontal and vertical directions. The correlation coefficient, 

i.e., normalized R(丁h，Tv), denoted as Ty), is defined as in (2.40). 

r i j h , T ” � = R � T W ) l i (2.40) 

Furthermore, an image field is often modeled as a realization of a first-order Markov, 

i.e’，AR(1), field, where the autocorrelation is proportional to the geometric separation 

between pixels. In continuous coordinates, the autocorrelation of an AR(1) field is 

mjh, 丁v) = alexpi-yja^rl + (PT”, (2,41) 

where a and (3 are spatial scaling constants. The corresponding PSD is 

1 2cr2 
Sxx{uJh,^v) = � { 2 I f � T T ^ - (2-42) 

Separable Autocorrelation Model As a simplifying assumption in image and video 

coding and processing, the AR(1) field is separable. With the separable autocorrelation 

model, the spatial autocorrelation is the product of the two along the horizontal and 

vertical directions, which means R(jh,Tv) can be calculated by (2.43), 

R(Th,ry) = R{rh)R{ry) (2.43) 

In continuous coordinates, the 2-D joint autocorrelation in (2.41) and the PSD in (2.42) 

are simplified as in (2,44) and (2.45)，respectively. 

(2.44) 
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= f 2 丄 二 . K (2.45) 

Denoting e - " and e - " as ph and pv, respectively, one can obtain the discretized de-

scription of (2.44) as in (2.46), 

where t " and Ty are integer-valued variables. In the special but prevalent 

and p^ are both equal to as p, R{Th, Ty) in (2.46) is rewritten by (2.47), 

(2.46) 

that ph 

(2.47) 

which is a generalization of the 1-D formulation in (2.31). Therefore, the autocorrelation 

in the horizontal or vertical direction can also be expressed by (2.31) or (2.32), but the 

correlation coefficient between diagonal neighbors, i.e., i?(l, 1), is equal to fp\ This 

separable AR(1) field, which can be generated by the difference equation (2.48), has 

been proved to be an accurate model for natural images, when p is about 0.95 [13]. 

x(m, n) = px(m, n — 1) + px(m — l ,n ) — p'^x(m — 1, m — 1) + z(m, n) (2.48) 

In (2.48), z(m, n) is a 2-D zero-mean random field of uncorrelated random variables 

with common variance a � . 

2.3 Predictive Coding 

Since pixels in video signals are highly correlated, it is a waste of bits to specify each 

pixel independently. In a predictive encoder, a pixel is predicted from the spatial or 

temporal neighbors that have been stored in the memory, and then only the prediction 

error is quantized and coded. In the corresponding decoder, the reconstructed value is 

the predicted value plus the quantized prediction error. To guarantee that the encoder 

and the decoder use exactly the same prediction, the encoder must repeat the same 

process as in the decoder to reproduce reconstructed samples. This is called closed-loop 

prediction, a key technique in hybrid coding. 

In general, one can use various kinds of predictors, including linear and non-linear 
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ones. In practice, linear predictors are used almost exclusively for the ease of imple-

mentation. Optimal linear predictor is designed by minimizing the variance of the 

prediction error. Let random variable sq represent the pixel to be coded, let random 

variable Sfc，k = 1，…,K, represent the neighboring pixels used to predict s � ’ and then 

the prediction for sq is given by (2.49), 

K 
Sp = y^gfcSfc (2.49) 

k=] 

where a^ is called prediction coefficient. From another viewpoint, (2.49) can be consid-

ered as a filtering process, where a^ is the filter coefficient. Then, the variance of the 

prediction error is defined as in (2.50). 

「 K 2-
(jI = E[\so - Sp|2] 二 E so - y^Qfcgfc 

k=l 
(2.50) 

Let /dai = 0, which yields (2.51), and then the optimal prediction coefficients, 

achieving the minimum of cjg, can be calculated. 

E 
K 

So - E akSk Si = 0’ 1 = 1,2, K (2.51) 

As shown in (2,51), the prediction error is orthogonal to each pixel used for prediction, 

which is known as the orthogonal principle for the linear minimum mean squared error 

(LMMSE) estimator. Letting Rsslk, I] represent the autocorrelation between Sk and s；, 

one can derive the following set of linear equations from (2.51): 

K 

fc=i 
.K (2.52) 

r, in the matrix terminology, 

/W2，l] •. • lisslK 1 ] ‘ ai -RsslO,lj) • 
• RsslK,2] 

= 

Rsslhl^j J • RsslKK] _ Rss[0,K] _ 

(2.53) 

(2.54) 
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These equations for solving the LMMSE predictor is called the Yule-Walker equations. 

Based on (2.54), the optimal prediction coefficients and the variance of the prediction 

error are given in (2,55) and (2.56), respectively. 

a 二 Rs -> (2.55) 

K 
o\ 二 五[(SO — = RsslO, 0] - E akRsslK 0] = 紹[0，0] - r^a = Rss[0,0] — 

k=0 

(2.56) 

This solution for the optimal predictor assumes that the reference pixels s^ {k = 

1 , 2 , … , K ) used for prediction are original. In a lossy predictive coder, Sk must be 

replaced by the reconstructed pixels s^ and the error in (2.50) is replaced by (2.57) 

accordingly. 
_ K 

So -Y^akh (2.57) oi = E 

The prediction coefficients a can be derived by following the above reasoning steps, but 

the autocorrelation matrix of the prediction vector is derived from reconstructed pixels, 

denoted as Sp 二 [si, S2，• • •，s/̂ ]'̂ , and r is the cross-correlation between the pixel to be 

predicted so and Sp. 

2.4 Transform Coding 

After predictive coding, transform coding is applied to the prediction error for further 

de-correlation. Ideally, a transform should be applied to an entire residual frame, to 

fully exploit the spatial correlation. However, to the reduce computational complexity, 

block-based transform coding is more often used in practice, which divides a resid-

ual frame into non-overlapping blocks, and applies the transform to each block. An 

introduction of block-based transform is given in Section 2.4.1. 

A good transform should compact the energy of the block into as few coefficients as 

possible. The performance is measured by transform coding gain, the maximum gain 

of transform coding over Pulse-code Modulation (PCM) coding. Section 2.4.2 derives 

transform coding gain for a given transform and discusses how to achieve it by optimal 

bit allocation. 
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2.4.1 Block-based Unitary Transform 

1-D Unitary Transform 

Let s 二 [so’si,- .- , and t = [to, ii, • • • , tN-i]'^ represent the vectors before 

and after transform, respectively. The transform matrix of an order-iV transform, 

denoted as U 二 [uo,ui, • • • , Ujv-i), is formed by linearly independent basis vectors 

Ufc = [ufco, Uki, • • • ？ k = 0,1, • • • , N ~ 1. Since s is represented as a lin-

ear combination of the basis vectors, of which the contributions are shown by t, the 

relationship between s and t is expressed by the inverse transform as in (2.58), 

N-l 
S = E tkUk 二 Ut (2.58) 

fc=0 

Since the basis vectors are linearly independent, U is invertible. Therefore, the trans-

form coefficients t are obtained by forward transform (2.59). 

t = U - I s = Vs (2.59) 

The transform is called unitary transform, if the basis vectors are orthonormal to each 

other, as defined in (2.60), 

U ^ U - UIJH = In (2.60) 

where Ijv represents the N x N identity matrix and the superscript H denotes vector 

transposition followed by element conjugation. Hence, U and U付 are the inverses of 

each other. To summarize, the forward and inverse unitary transforms in (2.59) and 

(2.58) are re-written by (2,61) and (2.62), respectively. 

t = U^s 二 Vs (2.61) 

A T - l 

s = H tkUk = Ut = V ^ t (2.62) 
fc=0 

Usually, a transform is defined by the forward transform matrix V and the basis vectors 

of the transform are the conjugates of the row vectors in V . 
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2-D Unitary Transform for Video Coding 

The unitary transform is extended to 2-D, when applied to residual blocks in video 

coding. In this case, an M x JV block S is represented as a linear combination of 

orthonormal basis images V^j that also have size M x iV, as shown in (2.63), 

M-l N-1 
s 二 n j U . j (2.63) 

k=0 1=0 

where Tk，i is the transform coefficient in T. The inner product of any two basis images 

U i j and \Jk,i satisfies (2.64). 

1, if fc = z, I = j 
(U,, , . U,,,-) =： (2.64) 

I 0, otherwise 

With an orthonormal set of basis images, one can find the transform coefficient 7\，1 by 

the inner product of Ukj and S: 7\’1 equals (Û；,/ • S). 

A 2-D transform is separable, when each basis image Ukj is the outer product of 

two basis vectors from two 1-D transforms, h^ = [h/co, hki, • • • , ̂ fc(M-i)]^ and gi = 

Iffko^m,...，办(;v-;i)r，respectively, as shown in (2.65) 

= hfcgf (2.65) 

It can be shown that Uk,i will form an orthonormal basis set as long as hfc and gi form 

orthonormal basis sets, respectively. Separable 2-D transform is usually accomplished 

by sequentially performing 1-D transforms to rows and columns using the transform 

matrices G = [go ,g i ’ . . . ,gAT-i] and H = [ho,hi, - • • ,hM-i] , respectively. The for-

ward and inverse separable 2-D transforms are shown in (2.66) and (2.67), respectively. 

T 二 H ^ S G (2.66) 

S - H T G " (2.67) 

At present, the 2-D transforms used in video coding are all separable, including Dis-

crete Fourier Transform (DFT), Discrete Cosine Transform (DCT), Walsh-Hadamard 

Transform (WHT), and Karhunen-Loeve Transform (KLT). See [14) for the definitions 

of these transforms. DFT is the most widely used to analyze discrete signals in the 
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frequency domain, whereas DCT, WHT，and KLT are more useful for source cod-

ing, especially image and video coding. In the following, these three transforms are 

reviewed. 

KLT KLT is the optimal transform in terms of de-correlation; the transform co-

efficients are uncorrelated at all, which means the autocorrelation of the transform 

coefficients, denoted as R r , is a diagonal matrix. Since R ^ can be obtained by trans-

forming R5, the autocorrelation of the input source, KLT actually diagonalizes R5, as 

in (2.68), 

Tklt^sT^klt = R r = diagA (2.68) 

where Tklt is the transform matrix and A = [ A q , A i , • • • , A a t - i ) ^ are the eigenvalues of 

Rs. Denoting the corresponding normalized eigenvectors of A as V二 [vo, vi , • • •，v;v-i], 

one can constructed the KLT transform matrix by transposing V . However, KLT is 

seldom used in video coding because of the high computational complexity. Firstly, the 

transform matrix is derived based on the second-order statistics of the source and it is 

difficult to accurately track such time- and space-variant statistics. Secondly, KLT is 

usually implemented using floating point operations without fast algorithm. 

DCT 2-D DCT is the most commonly used transform in signal processing applications 

in general and especially in image and video compression. A lot of literature deals with 

DCT； a comprehensive discussion with many further references is provided by Rao and 

Yip [15]. The k仇 basis vector of 1-D order-AT DCT are defined by (2.69), 

Ukn=a(k)cos 冗’ n = 0,l’…，N-1 (2.69) 

a{k) ~ <( 
k = ,N-l 

The forward and inverse transforms are described by (2.70) and (2.71), respectively. 

N-l 

ifc 二 ^ Uk,nSn (2.70) 

rz 二 0 

N-l 
S j i ^ Y l (2-71) 

k=0 
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When applied to an M x AT block, 2-D M xN DCT is usually accomplished by sequen-

tially applying 1-D order-M DCT to each column of the input block and 1-D order-iV 

DCT to each row of the intermediate block. Several fast algorithms for computing 

order-iV 1-D DGT have been developed to further reduce the complexity [16; 17]. 

The DCT basis vectors are real, varying in a sinusoidal pattern with different fre-

quencies. When the input source is highly correlated, such as image and video signals, 

the basis vectors of DCT approximates those of KLT. Therefore, 2-D DCT is consid-

ered as the sub-optimal choice for image and video coding, as it achieves comparable 

performance with KLT but has much lower computational complexity. 

WHT As a computational simpler transform, WHT is also useful in video coding. 

The order of WHT should be a power of two. WHT is also separable, and the k̂ ^ basis 

vector of 1-D order-iV WHT, N = 2爪’ is defined by (2.72)， 

Ukn '_1)E 二 i M 咖⑷ （2.72) 
^/N 

where bi{n) is the k仇 bit (from right to left) in the binary representation of n and pi{k) 

are computed using (2.73) as below. 

PO � = � 

Pl(k) = hm-\(k) + hm-2(k) 

P 2 ⑷ 二 &m—2⑷+ &m-3⑷ （2.73) 

» « • 

Pm-i{k) 二 + bo(k) 

The basis vectors of the WHT matrix consist of coefficients differing only in the sign. 

Hence, WHT decomposes signals by a set of rectangular waveforms instead of sinusoidal 

waveforms. Harmuth [18] has suggested a frequency interpretation for the WHT matrix: 

the number of sign changes in each basis vector divided by two is called the frequency 

of that basis vector. It can be shown that the basis vector u^ has the frequency k/2, 

i.e., the frequency increases with the basis vector's index, just like DCT. DWT is not 

so efficient in de-correlation as DCT, but its rectangular basis vectors suggest the high 

efficiency in compressing images containing many edge and discontinuities. 



Figure 

Selection of Transform Size Apart from transform type, the size of the subimage, 

where the transform is applied, also significantly affects the coding performance and 

computational complexity. Fig. 2.3 illustrates the impact of subimage size on the recon-

struction error of transform coding. The data plotted are obtained by dividing a set of 

monochrome images into subimages of size n x n, for n=2’ 4, 8, 16, and 32，computing 

the transform for each subimage, truncating 75% of the resulting coefficients, and tak-

ing the inverse transform of the truncated coefficients. The largest reconstruction error 

is resulted by using 2 x 2 subimage, where the three curves intersect, and the recon-

struction error decreases with the subimage size. Obviously, DCT is the most efficient 

in image coding, because it has the smallest reconstruction error with any subimage 

size larger than 2 x 2 . As the subimage size becomes greater than 8x8，the DCT and 

WHT curves flatten, but the computational complexity increases rapidly. Therefore, 

2D order-8 DCT is a good trade-off between performance and complexity, and thus has 

been widely adopted in image and video coding. 

2.4.2 Bit Allocation and Transform Coding Gain 

Given the desired average bit rate R, the optimal bit allocation ensures that the total 

bits RN are appropriate allocated among the N transform coefficients, such that the 

average reconstruction error is minimized and the maximum gain of transform coding 

\ 
\ l 
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h — • 

、 
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.3.. Reconstruction error versus transform block size [14] 
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over PCM coding, known as transform coding gain, is achieved. 

The transform discussed in this sub-section is 1-D unitary, as all the 2-D unitary 

transforms used in image and video coding are separable. The transform coefficients 

are assumed to be coded individually by fixed-length coding (FLC). 

Optimal Bit Allocation 

Minimizing the reconstruction error in the time domain is equivalent to minimizing 

the quantization error in the transform domain, because of the orthogonality of uni-

tary transform. Using the Lagrange multiplier methodj this constraint minimization 

problem can be converted to the minimization of (2.74), 

严 - 1 \ 

J{RK) - DT^KIRK) + A 5；] i?, - i?iV (2.74) 
\fc=o / 

where Dt,k{Rk) is the quantization error of the k仇 coefficients tk coded by Rk bits. 

Suppose the scalar quantizer for tk is optimal; the minimum of Dt^k{Rk) can be ap-

proximated by (2.75) [17], 

DT,K(RK) 二 ELK�—2RK (2.75) 

where efj^ is a constant depending on the probability distribution function (p.d.f.) of 

tk and is the variance of tĵ . Letting 二 0 and substituting (2.75) into (2.74), 

one obtains (2.76) 

^ = -21n2A,fc = - ( 2 In = - A , fc 二 0’1，..，，iV - 1 (2.76) 

After some reasoning steps, (2.77) shows the optimal number of bits allocated to tk-

Rk-R^l log2 (2-77) 
(rifc ) 

With this bit allocation, the distortions of all the coefficients are equal; that is 

( 
DTC 二 A = DT’K 二 n 2-2丑 (2.78) 

\ k / 

The solution implies that a coefficient with a larger variance should be given more bits, 

whereas a coefficient with a smaller variance should be given fewer bits. The optimal 
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allocation ensures that all the coefficients have the same quantization error. 

Transform Coding Gain 

As image and video sources are widely considered WSS, all samples have the same 

variance, denoted as <7̂ . If the samples of the source is separately quantized using the 

optimal scalar quantization and coded using PCM, the distortion is related to the rate 

by (2.79) [12], 

DpcM = Ds,k = t�o\lr 说 (2.79) 

where ê  depends on the p.d.f. of the source sample and Ds，k is the quantization error 

of the kth sample coded by R bits. 

The performance of transform coding is measured by transform coding gain over 

PCM, defined as in (2.80) 

Gtc = 榮 (2.80) 

Substituting (2.78) and (2.79) into (2.80), one can calculate GTC by (2.81). 

广 _ 去 Efc �2fc 
^TC 二 -Tm 一 rT717- TTfN 〔丄叫 

According to (2.81), GTC is proportional to the ratio of the arithmetic mean of trans-

form coefficient variances to the geometric mean of the variances. GTC is greater than 

or equal to one, because the arithmetic mean is greater than or equal to the geometric 

mean for any arbitrary set of values and e, is also greater than or equal to yYlk H,k ) 

in general. The more unevenly valued the transform coefficients' variances are, the 

smaller their geometric mean is and thus the higher Gtc is. 

2.5 Entropy Coding 

The predictive coding and transform coding remove the temporal and spatial redun-

dancies, respectively, and convert the video signal to a compact representation, which 

consists of syntax elements (SE) instead of samples. Then, the SEs are losslessly con-

verted to binary bitstreams; this process is known as entropy coding. Because of the 

imperfect predictive and transform coding, statistical redundancy still exists among 

SEs, reflected by the non-uniform distribution of individual SEs and the correlation 
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among different SEs. The former can be exploited by variable-length coding (VLC) 

introduced in Section 2.5.1, whereas the latter can be removed by joint coding or con-

ditional coding, which will be introduced in Sections 2.5.2 and 2.5.3，respectively. 

2.5.1 Variable-Length Coding (VLC) 

With VLC, each sample Xn of a discrete source x with an alphabet A — {oi , 02, • • •，a/,} 

is assigned a binary codeword c„, of which the length, i.e., the number of bits, depends 

on the p.d.f. of x. The codebook C = {c(ai), 0(02), • • ‘，c(aL)} is pre-defined, where 

c{ai) is the codeword for symbol ai. The codeword Cn for Xn is c{xn)- A useful codebook 

ensures that a coded sequence can be uniquely decodable, i.e., a sequence of codewords 

corresponds to one and only one possible sequence of source symbols. Let l{ai) denote 

the length of c(ai), and the bit rate R for coding one sample is by definition the 

expectation of l{ai), calculated as in (2.82). 

R = Y 1 p M ^ M (2.82) 
aieA 

At the same time, the entropy (measured by bit) of x with an alphabet A and a p.d.f. 

p(x) is defined by 

m(x) = -^p(x)log2p(x). (2.83) 
xeA 

If the codebook is defined based on an accurate p.d.f., the lower bound of bit rate ^ i (x ) 

satisfies 

Hi(x) < Ri(x) < Hi(x) + h (2.84) 

Popular VLC methods used in image and video coding includes Huffman coding and 

arithmetic coding. 

Huffman Coding 

Given a discrete source with alphabet A = {<21，02,... , a^} and p.d.f. p(a,；), Huffman 

coding designs a codebook for all possible symbols, so that a symbol appearing more 

frequently is assigned a shorter codeword and vice versa. The basic procedure for 

codebook design using Huffman coding is as follows: 

Step 1: Arrange the symbol probabilities p(a/), I = 1,…,L, in a decreasing order. 

If only one node left, the codebook designing is finished. Otherwise, go to Step 2. 
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Step 2: Find the two nodes with the smallest probabilities. Arbitrarily assign 1 and 

0 to these two nodes and merge them to form a new node whose probability is the sum 

of the two merged nodes. Go back to Step 1 and consider them as leaf nodes of a tree. 

With Huffman coding, at least one bit has to be used for each sample, which becomes 

inefficient when the probability of a sample is much larger than 0.5. To further reduce 

the bit rate, one can design Huffman codebook for a vector sample instead of a signal 

sample or based on conditional p.d.f., leading to joint coding and conditional coding, 

which will be introduced later. 

Arithmetic Coding 

Arithmetic coding represents a sequence of symbols by an interval in the line segment 

from 0 to 1，with length equal to the probability of the sequence. The intervals cor-

responding to all possible sequences, of which the probabilities sum to 1, fill up the 

entire line segment. The coded bits for a sequence is the binary representation of any 

point in the interval corresponding to the sequence. However, it does not mean the 

coding process cannot start until the entire sequence appears. Actually, one starts 

from an initial interval determined by the first symbol, and then recursively divides the 

previous interval after each new symbol appears. To specify an interval, the lower and 

upper bounds of the interval are represented in binary. Whenever the most significant 

bit (MSB) of the lower boundary is the same as that of the upper bound, this bit is 

shifted out. At the end of the source sequence, all the bits that have been output will 

be the binary representation of the interval corresponding to the sequence. The larger 

probability a sequence has, the longer will be the interval and the fewer bits will be 

needed to specify the interval. 

The advantage of arithmetic coding is that one can keep track of the varying source 

statistics simply by updating the probability model. One can also easily realize condi-

tional coding, which will be introduced later, by using different probability models for 

different conditioning states. With Huffman coding, one has to redesign the codebook 

based on an updated p.d.f. to track the un-stationary statistics, or design multiple 

codebooks for different conditioning states. Because of the higher coding efficiency and 

ease of adaptation, arithmetic coding is a better alternative than Huffman coding, as 

long as the computational complexity involved is acceptable. 
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2.5.2 Joint Coding 

If the samples in a discrete source are dependent, one can further reduce the bit rate by 

considering each successive N samples as a vector sample and jointly coding them by 

assigning one codeword for each possible vector symbol in A^, where A ^ represents the 

iV-fold Cartesian product of A. The first-order entropy of the vector source is actually 

the Nth order entropy of the original source, denoted as With the N ^ order 

joint p.d.f. p(rci, . . • , a：at) known, can be calculated by re-writing (2.83) as 

in (2.85). 

= - ,XAr)log2p(xi,a:2,-•• ^^n)- (2.85) 

Similar to (2.84), the lower bound of the bit rate R ^ required to represent each vector 

is given in (2.86). 

H n � < RN(x) < HN(yi) + 1 (2.86) 

Letting equal to R ^ / N , represent average bit rate per sample yeilds (2.87). 

Hn(^)/N < Rm{x) < + l/N (2.87) 

With N tending to oo, the bit rate of joint coding, ^iv(x), approaches the source 

entropy rate jy'(x) defined in (2.88). 

^ ( x ) = lim ‘ H N � . (2.88) 
N~*OO TV 

The entropy rate is the lower bound of the bit rate required to code a discrete source 

losslessly, which is achieved only when an infinite number of samples are coded together. 

2.5.3 Conditional Coding 

To improve the efficiency of scalar coding, an alternative to joint coding is conditional 

coding, a.k.a., context-based coding. With M ^ order conditional coding, the codebook 

for a discrete source x is designed according to the conditional p.d.f. of single sample, 

where the condition means the pattern formed by M coded samples. Such a pattern 

is called the context. For each possible context, a codebook is designed. If the source 
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alphabet size is L, the maximum number of contexts and consequently the maximum 

number of codebooks are both L射.Before moving to the lower bound of conditional 

coding, conditional entropy is defined. 

The Afth order conditional entropy Hc,m{^) of a discrete source x with the M仇 

order joint p.d.f. p{x\^x2,. •. , x^ ) and conditional p.d.f. p { x m + \ \ x m . . . , x i ) is 

the conditional entropy of a sample xm+i given its previous M samples x m , … , x i , 

Hc,M(x) = i/"(XM+i|xM，x:M_i’.-. ’ x i ) 

Xi) (2.89) 

where 

H (XM+l|2^M，a^M-l，...， 

xm+I^A 
^Og2p(XM+l\0CM,XM- xi). (2.90) 

Similar to (2.84) and (2.86)，it can be shown that the minimal bit rate Rc,m{^) 

required to represent a discrete source x using M仇 order conditional coding satisfies 

^c ,m(x) < ^c,m(X) < Hc,M{^) + 1- (2.91) 

The limit of with M tending to oo varies in the interval as in (2.92). 

所X) < lim ^c,m(x) < 应(X) + 1 (2.92) 
M—*oo 

Compared with (2.84), conditional coding can achieve a lower bit rate than scalar 

coding, because the source entropy rate H{x) is less than Hi (x), unless the source is 

independent and identically-distributed (i.i.d.). However, as one still codes one sample 

at a time, the upper bound always differs from the entropy rate by one bit, even when 

the conditioning order M tends to infinity. 

2.6 Hybrid Coding 

Hybrid coding refers to the combination of predictive coding and transform coding. 

Fig. 2.4 shows the generic block diagrams of the hybrid coding scheme for a Macroblock 

(MB). Hybrid coding is essentially the core of all video coding standards, but the 
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Figure 2.4: Block diagrams of the hybrid (a) encoder and (b) decoder 

modules with dashed boxes are not necessarily included. Each MB consists of 16x16 

luminance pixels and the associated chrominance pixels, depending on the color format, 

e.g., in 4:2:0 format, Cb and Cr pixels within one MB are both 8x8. 

At the encoder (see Fig. 2.4 (a)), an MB is predicted from a coded frame, known 

as reference frame, stored in P. A motion vector (MV) consisting of horizontal and 

vertical displacements is used to indicate the position of the prediction block, called 

target block, in the reference frame, and the target block is simply copied for MCP. 

Besides storing the reference frames, the other function of P is to search the MV, known 

as motion estimation (ME). 
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The difference of the current MB and its prediction is input to T, where 2-D trans-

form is applied to compact the error energy to fewer coefficients, and the coefficients 

are then quantized in Q. In most standards, the transform is 2-D order-8 DCT and 

the quantization is uniform. The quantization stepsize is signaled by the quantization 

parameter (QP), with which the stepsize increases. The coefficients after quantization 

are converted to a 1-D array following a zig-zag scan order putting the low frequency 

coefficients in front of the high frequency ones. 

Such hybrid coding process converts the original video to a compressed representa-

tion that consists of SEs. It is followed by entropy coding, where all SEs are losslessly 

converted to binary codewords by using VLC or FLC and multiplexed together to a 

bitstream. 

If a coded MB belongs to a reference frame that will be used to predict the following 

frames, it should be reconstructed by sequentially applying dequantization and inverse 

transform and then being compensated by its prediction. A reconstructed reference 

frame may contain blockiness near the transform block boundaries, caused by quanti-

zation and leads to inaccurate MCP. Some standards apply an in-loop deblocking filter 

on reference frames. The filtering can be enabled before the reconstructed frame is 

stored in P (see LFi) as in H.264/AVC, or immediately before the target block is used 

for prediction (see LF2) as in H.261. 

At the decoder (see Fig. 2.4 (b)), the SEs in a bitstream are demultiplexed. The 

transform coefficients are dequantized, inverse transformed, and compensated by the 

intra (optional) or inter prediction according to the coding mode. Reference frames 

used in encoder and decoder should be the same to reconstruct identical videos. 

Using MCP to code an MB is known as inter-mode, which is further classified as P~ 

mode, if the prediction is restricted in the past frame, and B-mode, if the prediction is 

from the past frame or the future frame or both. In general, B-mode can achieve more 

accurate MCP than P-mode. The coding method without MCP is known as intra-mode, 

which can be used when inter-mode is not efficient or possible. In early standards, intra-

mode directly applies the transform and quantization to original samples. In the recent 

standards, intra prediction (see I) is employed in the spatial or transform domain to 

reduce the spatial redundancy and only the intra prediction errors are coded. Extended 

concepts of I-, P-, and B-modes to a frame level are I-, P-, and B-frames. 
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2.7 Summary 

This chapter reviews the fundamentals of hybrid coding. First of all, the formation 

and representation of video source are introduced. It is stated that the video source 

with YCbCr color space, 4:2:0 color subsampling format, and 8-bit bit depth will be 

used as the test material and PSNR will be used as the distortion measure in this work. 

Second, basic elements of probability theory and random process are reviewed, includ-

ing correlation, covariance, and PSD, which are useful to characterize source videos. 

Based on the statistics characterization, video source is modeled as a separable AR(1) 

field with the correlation coefficient p about 0.95. Hence, video source contains high 

spatio-temporal redundancy, which should be removed as much as possible for effi-

cient compression. Third, three fundamental techniques, predictive coding, transform 

coding, and entropy coding, are successively presented, which jointly accomplish the 

redundancy reduction and form the framework of the hybrid coding. 



Chapter 3 

Hybrid Video Coding Standard 

In the past two decades, hybrid coding has been experiencing a tremendous growth, 

which is mainly reflected in the evolution of video coding standards. The timeline is 

shown in Fig. 3.1, in which each standard represents the state-of-the-art technology 

at the time. The standard series H.26x (x= 1 … 4 ) are recommended by VCEG in 

ITU-T, and MPEG-x (x=l，2，4) are developed by the Moving Picture Experts Group 

(MPEG) in ISO/IEC. A survey on the history of MPEG video coding has been written 

by C. Reader [19]. A comprehensive presentation of the present and future video 

coding standards can be found in [20]. In the following, the standards operating on 

HD videos are introduced, whereas the other standards, such as H.261 [1], H.263 [21], 

and MPEG-1 [4], dealing with only QCIF, GIF, and SIF video formats (see Table 

1.1) for video telephony and streaming, are omitted. H.264/AVC and the Audio and 

Video coding Standard of China (AVS) are introduced in detail, because they are the 

platforms, where the proposed techniques are integrated, and their performances are 

the benchmarks this work compares to. 

3.1 MPEG-2 Video 

MPEG-2 [22] is the superseder of MPEG-1, as it also provides videocassette recorder 

(VCR)'s functionalities, such as random access, fast forward and rewind. The VCR-

like functionalities are enabled by the concept of group of pictures (GOP), which starts 

with an I-frame followed by interleaving P- and B-frames. One can access any GOP 

without decoding previous GOPs, accomplish fast forward by decoding only I- or I-

and P-frames, realize fast rewind by decoding only I-frames in a backward order. 

The main feature distinguishing MPEG-2 from MPEG-1 is the efficient coding of 

interlaced videos, the key enabler of digital storage media and digital TV broadcast. 

34 
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Two opposite fields in an interlaced frame can be coded in an interleaving manner, 

known as frame-mode, or separately, known as field-mode. These two modes adapt to 

the frame level by picture level adaptive frame/field coding (PAFF) or to the MB level 

by MB level adaptive frame/field coding (MBAFF). Coding a field-mode MB basically 

follows the diagram in Fig. 2.4, but the reference pictures are fields instead of frames. 

Other modifications, such as zig-zag scan, are also made. 

MPEG-2 mainly operates on the formats specified in ITU-R BT.601 [5] (formerly 

CCIR 601) with 4:2:0 color format and produces broadcast quality videos at the bit-

rates of 4 to 8 mbits/s and high quality videos at 10 to 15 mbits/s [10]. It also handles 

HD videos [3] or other color formats at even higher bit-rates. MPEG-2 has been a great 

success with worldwide adoption for DVD-Video and digital TV broadcast via cable, 

satellite and terrestrial channels. 

As a generic coding standard, full MPEG-2 syntax covers many features and pa-

rameters to meet a wide spectrum of bit-rates, video formats, quality levels and func-

tionalities. However, certain application requires only a subset of the features and 

consumes limited processing power. To reduce the implementation cost and keep the 

interoperability, MPEG-2 first introduces the concept of profile and level, such that 

encoders and decoders compliant to the same profile and level can interwork with each 

other without supporting the full syntax. The profile describes the necessary features 

to support, while the level indicates the necessary processing capability by specifying 

the upper limits of spatial resolution, frame rate, and bit-rate. Among the seven pro-

files of MPEG-2, the Main Profile at the Main Level is the most widely used for TV 

broadcast. 
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3.2 MPEG-4 Visual 

MPEG-4 is the first attempt to standardize the content-based coding techniques. Al-

though further improving coding efficiency, MPEG-4 Visual [23] goes significantly be-

yond the pure hybrid coding scheme and provides a rich set of tools to code natural 

and synthetic objects. 

The unit of video content is called video object (VO), e.g., a talking person without 

background. A VO is taken as a sequence of snapshots of an arbitrarily shaped object 

and its time instance are called video object planes (VOP). As successive VOPs are 

highly correlated, MCP is also efficient in spite of the arbitrary shape, but the afore-

mentioned concepts of I-frame, P-frame, and B-frame are extended to I-VOP, P-VOP, 

and B-VOP, respectively. 

If the shape of a VOP is equal to a frame, which means VO is equivalent to a 

video sequence, the content-based coding scheme is reduced to the conventional hybrid 

coding. The Simple Profile of MPEG-4 is compatible with the baseline H.263. However, 

MPEG-4 has some new technical developments to improve the coding efficiency. 

• AC/DC intra prediction. The DC coefficient of either the block to the left or the 

upper block is used to predict the DC coefficient in the current block. For AC 

coefficients, the first row or column in the block predicting the DC coefficient is 

used to predict the corresponding row or column in the current block. Switching 

AC prediction can be performed at the MB level. 

• Horizontal scan. In addition to the two scans in MPEG-2, a scan favoring the 

horizontal direction is introduced, which is the transposition of the vertical scan 

in MPEG-2. The scan mode is coupled with the AC prediction mode. 

• Global motion compensation (GMC) for VO. In order to efficiently compensate 

the global motion caused by camera motion and zooming, GMC is introduced for 

a VO, using a small number of parameters. GMC is based on global ME, image 

warping, motion trajectory coding, and transform coding of the prediction errors. 

• GMC based on Sprite. A sprite is a still image transmitted in the first frame, 

describing the panoramic background. For each consecutive frame in a sequence, 

the background is the affine transform of part of the Sprite, controlled by only 
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eight global motion parameters. 

• Improved block-based MCP‘ The size of motion compensation (MC) blocks can 

be 8x8 or 16x16 and the resolution of ME and MV is increased to 1/4-pixel, 

which provides even more accurate MCP than the preceding standards. 

If VO is of arbitrary shape and location, the coding scheme is extended by addi-

tionally coding the shape, represented by a binary alpha map defining whether a pixel 

belongs to an object or, alternatively, an 8-bit gray-scaled alpha map to describe the 

transparency information. The alpha map is coded on the MB base. For each opaque 

and transparent MB, the encoder just signals whether the MB is inside or outside the 

VOP. For a boundary MB, which contains VOP boundaries, the alpha map is coded 

by a context-based arithmetic coder and the VOP texture inside the boundary MB is 

transformed by the shape-adaptive DCT. 

Meanwhile, MPEG-4 takes into account specificities of a wide variety of networks 

and terminals and allows universal access to multimedia information, by employing 

techniques for a high degree of scalability and error resilience. More technical details 

and the elaborately defined profiles are presented in [24] and [25]. 

3,3 H.264/AVC 

H.264/Ave is the latest international video coding standard, jointly developed by 

VCEG and MPEG. In contrast to MPEG-4 Visual covering the ambitious breadth 

of functionalities, H.264/AVC returns to the narrower and more traditional focus on 

two goals, efficient compression and robustness to network environments, for generic 

rectangular-picture camera-shot video content. This section first illustrates the history 

of H.264/Ave. Then, key technical designs to improve coding efficiency and facilitate 

the network transportation are presented, followed by the explanation of its profiles 

and the corresponding application areas. 

3.3.1 History 

The H.264/Ave standardization project was launched by VCEG in early 1998, initially 

entitled H.26L (L stood for "long-term"). It was targeted at doubling the coding 

efficiency in comparison to any other existing video coding standards for a broad variety 
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of applications. The first draft was created in August 1999. In 2001, MPEG issued 

a Call for Proposals (CfP) with the similar target of H.26L and then adopted the 

developing H.26L as the starting point. Meanwhile, VCEG and MPEG formed a Joint 

Video Team (JVT) to jointly develop the new standard and the reference software was 

named joint model (JM). In 2003, the first phase of the standard was finalized and 

submitted for formal approval, which was later be adopted by ITU-T under the name 

of H.264 and by ISO/IEC as MPEG-4 Part 10 Advanced Video Coding (AVC) in the 

MPEG-4 suite of standards [26]. An overview of the first phase of H.264/AVC was 

presented in [27] and a comprehensive introduction can be found in [28]. The first 

phase of H.264/AVC [26] primarily focused on entertainment-quality video with 8-bit 

bit depth and 4:2:0 color format and did not support the highest video resolutions 

used in the most demanding professional environments. To address the needs of those 

professional applications, a continuation of the joint project was launched to add new 

extensions to the capabilities of the original standard. These extensions were finalized in 

2005, named fidelity range extensions (FRExt) [29], which produced a suite of four new 

profiles, collectively called high profiles. Later in 2007, the breadth of the high profiles 

were enlarged to eight profiles [2], In this thesis, the referred H.264/AVC includes the 

high profiles. More details of H.264/AVC FRExt are given in [30] and [31] for the 2005 

and 2007 versions, respectively. In recent years, scalable video coding (SVC) [32] and 

multiview video coding (MVC) [33] were developed as two amendments to H.264/AVC. 

A detailed introduction of H.264/AVC, including all the extensions and amendments, 

can be found in [20]. 

3.3.2 Video Coding Layer (VCL) 

The VCL design of H.264/AVC essentially follows the hybrid coding scheme, as intro-

duced in Section 2.6, but significantly outperforms all previous video coding standards. 

The gain is due to more accurate prediction and more efficient entropy coding, con-

tributed by a plurality of coding elements. 

Adaptive Frame/Field Coding 

A coded video sequence of H.264/AVC consists of a sequence of coded pictures. In an 

interlaced video, a coded picture represents either an entire frame or a single field. Two 
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Figure 3.2; The concept of MB pair, (a) Coding modes, (b) Coding procedure. 

coding modes, PAFF and MBAFF, as in MPEG-2 (see Section 3.1) are also employed. 

As shown in Fig. 3.2, the difference from the MBAFF in MPEG-2 is that the MBAFF 

in H.264/Ave makes the frame/field decision at the MB pair level rather than the MB 

level, so that the basic MB processing structure is kept intact. Fig. 3.2 (b) illustrates 

the MBAFF coding process in an interlaced frame. 

If an interlaced frame consists of mixed regions where some regions are moving and 

others are not, MBAFF coding is efficient to code the non-moving regions in frame-

mode and the moving regions in field-mode. However, in the case of rapid global motion 

and scene change, MBAFF coding is not so efficient as PAFF coding, because one field 

cannot use the opposite field in the same frame as a reference picture for MCP. 

Slice 

H.264/Ave supports flexible slice structure, which means the sizes and shapes of slices 

are not necessarily the multiples of MB rows as in the previous video coding standards. 

There are five types of slices as explained below and a coded picture may be composed 

of different types of slices. 

• I-Slice. A slice in which all MBs of the slice are coded in intra-mode. 

• P-Slice. In addition to intra-mode, some MBs can be coded using MCP from 

picture list 0. 

• B-Slice. In addition to the coding modes available in a P-slice, some MBs can be 

coded using bi-directional prediction from picture list 0 and list 1. 

• SP-Slice. A so-called switching P-slice that enables efficient switching between 

different pre-coded pictures. 
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• SI-Slice. A so-called switching I-slice that allows an exact match of an MB in an 

SP-slice for random access and error recovery. 

Multipicture Reference 

H.264/Ave supports multipicture reference, which means more than one previously 

coded pictures can be used as reference for MCP. At the decoder, the buffer storing 

reference pictures is named decoded picture buffer (DPB), which synchronously repli-

cates the buffer of the encoder according to memory management control operations 

(MMCO) specified in the bitstream. DPB can hold up to 16 pictures, depending on 

the conformance point and the picture size. The flexible operations on DPB include 

the following two aspects. 

Firstly, the concepts of P- and B-slices are generalized. Any picture type, including 

B-picture, is allowed to be stored in DPB for future reference, according to the indi-

cation in its NAL unit header (see 3.3.3). Thus, the picture type and the referencing 

capability are decoupled. Two lists of reference pictures, denoted as list 0 and list 1, 

can be arbitrarily constructed using the available pictures in the DPB. P-slices use only 

list 0 pictures for reference; B-slices can use both list 0 and list 1. However, it is not 

restricted that list 0 and list 1 consist of temporally preceding and succeeding pictures, 

respectively. Instead, list 0 may contain temporally succeeding pictures and vice versa. 

It is also possible for list 0 and list 1 to have same pictures. Fig. 3.3 shows the possible 

prediction cases for a B-picture, which have never been valid in any previous standards. 

By this means, the prediction direction and the picture type are decoupled. Therefore, 

the only substantial difference between P- and B-slices is that blocks in B-slices can be 

predicted by a weighted average of two distinct MCP blocks. 

Secondly, the reference pictures in list 0 or list 1 are not necessarily to be temporally 

neighboring, but instead, they are classified as short-term and long-term. Short-term 

reference picture behaves the same as a conventional one: it is recently coded and 

involved in the first-in-first-out sliding window operation on the DPB. A reference 

picture is short-term by default. On the contrary, operations on long-term pictures, 

including marking, removing, and replacing, are explicitly signaled by MMCO specified 

in bitstream. This reference picture management introduced in H.264/AVC provides 

a high degree of flexibility in selecting reference picture and is especially efficient for 
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Figure 3.3; The construction of list 0 and list 1, and possible bi-directional predictions for 
B-pictures (reference index is denoted as reBdx.) 

coding videos with periodic transitions, such as interview. 

intra Coding 

Intra prediction in H.264/AVC is performed in the spatial domain. For the luminance 

pixels in an MB, three modes are allowed, denoted as INTAR_4x4, INTAR_8x8 and 

I N T A R � 6 x l 6 , while the prediction size for chrominance pixels is fixed to be 8x8. 

There are totally nine modes for INTAR_4x4. As shown in Fig. 3.4, the shaded 

area is the 4x4 block to predict and the squares labeled with capital letters A-M are 

the reference pixels in the neighboring coded blocks. Each mode indicates a prediction 

direction except the DC mode, of which the predicted value is the average of all the 

available reference pixels. INTAR_8x8 for luminance pixels uses basically the same 

concepts as INTAR_4x4 except the size, but the reference pixels are lowpass filtered 

before used for prediction, in order to reduce prediction error in a larger block. 

The intra prediction with smaller block sizes and more directions is well suited for 

coding parts of a picture with rich details. On the contrary, for coding very smooth 

areas, INTAR_16xl6 is employed with four modes (see Fig. 3.5). The 8x8 chrominance 

pixels within an MB are predicted using a similar prediction as for INTAR_16xl6, since 

chrominance is usually smooth over large areas. 

Besides, the standard includes a PCM mode, denoted as LPCM, with which the 

values of the samples are sent directly using FLC. This mode enables lossless coding 

for region of interests (ROI) and avoids data expansion when representing the values 

in anomalous pictures. 
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Variable MC Block Sizes 

In inter-mode, an MB may be partitioned into multiple MC blocks. Fig. 3.6 (a) shows 

four partition types for luminance pixels. In case 8x8 are chosen, each partition is 

named sub-MB and can be further partitioned into 8x4, 4x8，or 4x4 MC blocks (see 

Fig. 3.6 (b)). Bigger MC blocks use less bits to signal the motion information but may 

result in large MCP errors, and thus are more suitable for homogeneous areas of a 

picture. Meanwhile, smaller MC blocks provide more accurate MCP but require more 

bits to code the motion information, so are beneficial to detailed areas. 

MV Prediction 

MV in H.264/AVC is predicted from the MVs of the neighboring coded MC blocks and 

only the prediction error, MVD, is coded. Similar concept has been adopted in previous 

standards, but the MV prediction in H.264/AVC is improved and more accurate. As 
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Figure 3.6: The partitions of (a) MB and (b) sub-MB for MCP 
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Figure 3.7: The adjacent MC blocks involved in MV prediction 

shown in Fig. 3.7, E is the current block, of which the MV is to predict, and only three 

adjacent blocks, A, B，and C, are involved to predict the MV of E. If the size of E is 

neither 16x8 nor 8x16, the median of the MVs of A, B, and C is used as MVP. For 

16x8 MB partition, MVP for the upper 16x8 block is B's MV and MVP for the lower 

16x8 block is A's MV. For 8x16 MB partition, MVP for the left 8x16 block is A's 

MV and MVP for the right 8x16 block is C's MV. In case A, B, and C in Fig. 3.7 are 

not all available, e.g., outside the current slice or in intra-mode, the derivation of MVP 

will be modified accordingly. 

Interpolation for MCP 

For luminance components, the accuracy of MCP is in units of 1/4 distance between 

pixels, so the resolution of MV is up to 1/4-pixel. As shown in Fig. 3.8, 15 types of sub 

positions, labeled with lowercases a-o, in between the integer pixels, labeled with capital 

letters, are needed to be interpolated for ME and MCP. The values of half-pixel sub 

positions are obtained by sequentially applying a 1-D 6-tap FIR filter horizontally and 

vertically, whilst the values of 1/4-pixel sub positions are interpolated using bilinear 
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Figure 3.8: The sub position pixels to be interpolated and the supporting integer pixels 

filter supported by integer pixels and the interpolated half-pixel values. 

Before the half-pixel sub positions b and h are interpolated, intermediate values bi 

and hi are first calculated by applying the 6-tap filter in (3.1) and (3.2), respectively. 

bi = (E - 5F + 20G + 20H - 57 + J) 

hi 二 {A-5C + 20G + 20M - 5Q + 5) 

The values of b and h are obtained by (3.3) and (3.4), respectively. 

b 二 （bi + 16) » 5 

h = (/ii + 16) > > 5 

The other half-pixel sub position j is obtained by (3.5), 

j = (cc — 5dd + 20/ii + 20ee - 5 / / + 卯 + 512) » 10 

(3.1) 

(3.2) 

(3.3) 

(3.4) 

(3,5) 
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where the intermediate values, denoted as cc, dd, ee, f f and gg^ are obtained in the 

same way to hi. The 1/4-pixeI sub positions, a, c, d, f, i, fc, I, and n，are derived by 

averaging with upward rounding of the two nearest samples at integer and half-pixel 

positions, for example, as in (3.6). 

a = (G + & + 1) » 1 (3.6) 

The 1/4-pixel sub positions, e, g, m, and o�are derived by averaging with upward 

rounding of the two nearest samples at half-pixel sub positions in the diagonal direction, 

for example, as in (3.7). 

e = (6 + /1+ 1 ) � > 1 (3.7) 

The sub positions in between chrominance pixels are interpolated by bilinear filter-

ing. Assuming 4:2:0 color subsampling format, 1 /4-pixel MCP resolution for luminance 

component corresponds to 1/8-pixel resolution for chrominance components. 

Weighted Prediction 

In all the previous video coding standards, the target block is directly copied for 

MCP, or in B-mode, the MCP is the average of the preceding and succeeding target 

blocks. Such a prediction method is supported by H,264/AVC by default. In addition, 

H.264/AVC introduces weighted prediction, where the samples of the target blocks are 

scaled by weighting factors before used for MCP, The weighting factors, wq and wi, for 

the target blocks from list 0 and list 1，respectively, can be customized by encoders and 

transmitted in the slice header, or implicitly derived specially for B-mode in the inverse 

proportion to the relative temporal distance from the current picture to the reference 

pictures. Weighted prediction can adaptively control the relative contributions from 

target blocks and is especially useful for scene transition and illumination change. 

Transform and Quantization 

H.264/AVC is the first coding standard employing an Integer Cosine Transform (ICT) 

instead of DCT that allows implementation approximations within some specified toler-

ances [34] (replaced by [35] in 2006). An advantage of using ICT is that, with an exact 

integer inverse transform, mismatch between the encoder and the decoder is avoided. 
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The intra- or inter-prediction error of the luminance pixels in an MB may be split 

into 4x4 or 8x8 blocks, to which 2-D order-4 and order-8 ICTs are applied, respectively. 

The two transforms can be adaptively selected for luminance prediction error at the 

MB level, but chrominance pixels are all transformed by the 2-D order-4 ICT. The two 

transform matrices are given as below. 

(3.8) 

二 

8 8 8 
12 10 6 
8 4 - 4 

10 一 3 -12 
8 —8 — 8 

6 -12 3 
4 - 8 8 
3 -6 10 

3 
Q 

- 3 
O 

一 6 
A 

-10 
A —O 

- 6 Q 

—o 
6 Q 

一4 
12 Q 

4 
3 
Q O 

10 
A 

O 
-10 

A 

—O 
- 3 

Q 
12 
O 

一 4 

—12 
一4 

12 
O 

—10 
—O 

6 

8 8 
12 

8 
10 

8 
- 6 

4 
6 - 3 

(3.9) 

Given 8-bit input video signal, the transforms can be easily implemented using 16-bit 

arithmetic. Especially, the 4x4 transform is so simple that can be implemented using 

just a few additions and bit shifts. 

As mentioned above, INTAR_16xl6 prediction modes are intended to code smooth 

areas and chrominance components are usually smooth over large areas. For that 

reason, the DC coefficients of the sixteen transformed 4x4 luminance blocks in the MB 

coded by INTAR_16xl6 are extracted to form a 4x4 block, which is transformed by 

a secondary WHT. Similarly, the DC coefficients of chrominance blocks with all MB 

types are also transformed using a secondary WHT, which is 2-D order-2 for 4:2:0 color 

format. Fig. 3.9 illustrates such a hierarchical transform procedure for 4:2:0 videos, 

where the index labeled in each block shows the coding order. 

After transform, quantization is applied to meet the target bit-rate. By default, 

the coefficients in an MB are quantized by the common stepsize determined by QP, an 

integer ranging from 0 to 51. The value of QP is not linearly related to the stepsize 

as in all previous standards but influences the stepsize in such a way that the stepsize 

increases about 16% for one increament and exactly doubles for every six increments. 
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Figure 3.9; The hierarchical transform procedure for 4:2:0 videos and the block coding order 

Rather, the value of QP is linearly related to the actual bit-rate. 

Besides the default one, H.264/AVC also supports perceptual-based quantization, 

which has been a mainstay of prior use in MPEG-2. H.264/AVC defines a default quan-

tization matrix, but also allows an encoder to specify customized quantization matrices 

and send them at the sequence or picture level. Such perceptual-based quantization 

typically does not improve objective quality measured by MSE, but does improve sub-

jective quality, which is eventually more important. 

Entropy Coding 

In H.264/AVC, two entropy coding modes are supported. One is a Huffman-like coding, 

which means each symbol is converted to a codeword with integer number of bits, by 

look-up tables or dynamic codeword construction. The other is the context-adaptive 

binary arithmetic coding (CABAC). The two modes are switchable at the picture level 

and the SEs at the higher levels are all coded by FLC or VLC with Exp-Golomb codes. 

In the mode of Huffman-like coding, the SEs other than the residual data are also coded 

using Exp-Golomb codes, while the residual data are coded using context-adaptive 

VLC (CAVLC). In the following, the Exp-Golomb codes, CAVLC, and CABAC are 

introduced, respectively. 

Exp-Golomb Codes Exp-Golomb codes have a generic form of [M zeros][1][INFO] 

(see Table 3.1), where INFO is an M-bit field carrying information. Hence, the Exp-

Golomb codebook can be constructed in a logical way and is conceptually infinite in 

length. With Exp-Golomb codes, the standard only defines the mapping from the SE 
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codeNum Codeword 
0 1 
1 010 
2 Oil 
3 00100 
4 00101 
5 00110 
6 00111 
7 0001000 
8 0001001 

Table 3.1; The Exp-Golomb codes 

value to the look-up index, an unsigned integer denoted as codeNum (see Table 3.1), 

according to the data statistics. 

CAVLC CAVLC is originally designed for coding 4x4 transform blocks. The coding 

process is in the reverse zig-zag order, because the trailing non-zero coefficients have 

high probability to be ±1, whereas the values of leading non-zero coefficients are more 

random. The SEs necessary to represent all the information of a block include the num-

bers of non-zero coefficients and zeros before the last non-zero coefficient, denoted as 

totaLcoeff and total .zeros, respectively, the number of successive 土 1 coefficients at the 

end of the coefficient sequence, denoted as Tls, and their signs, the levels of coefficients 

other than Tls, and the number of successive zeros before each coefficient, denoted as 

run_before. For each SE except the sign of Tls, which is a 1-bit flag, conditional coding 

is employed, which means multiple VLC tables are designed for different conditioning 

states. The switching of these tables depends on the local activities, i.e., the context. 

The SE totaLcoeff and Tls are jointly coded. As shown in the context template 

(see Fig. 3.10), totaLcoeff in A and B are used as the context to select an appropriate 

codebook. For coding total_zeros，the choice of the codebook depends on totaLcoeff in 

the current block, since the summation of the two will not exceed 16. Large totaLcoeff 

implies small total .zeros and vice versa. For run.before, the choice of the table de-

pends on the number of zeros that have not yet been processed, with which the range 

of run_before decreases. The levels of each non-zero coefficients are coded by seven 

conceptual tables indexed from 0 to 6. The tables in order of ascending indices cater 
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A 

Figure 3.10: The context template 

Figure 3.11; Separate coefficients of an 8x8 transform block into four 4x4 transform blocks 
for 8x8 CAVLC 

for seven types of contexts from the high frequency coefficients to low frequency coef-

ficients. The switching among the tables is determined by the maximum magnitude of 

the coded levels in the current block. 

No special CAVLC scheme is designed for coding 8x8 transform blocks. The 64 

coefficients have to be separated into four 4x4 blocks (see Fig. 3.11), which are succes-

sively coded using CAVLC. 

CAB AC is used for coding a broader range of SEs than CAVLC, including slice 

header，MB header, and residual data. Compared to CAVLC, CABAC typically pro-

vides a bit-rate reduction between 5%-15%, although much more computationally com-

plex. The improvement is mainly contributed by three design aspects. Firstly, arith-

metic coding allows one to assign a non-integer number of bits per symbol, which is 

especially beneficial to symbol probabilities greater than 0.5. Secondly, the context 

modeling allows each SE to have more than one probability models to estimate the 

conditional probability distributions for different local activities, i.e., different contexts. 

Thirdly, the probability models can be updated to keep track of the actual statistics 

experienced during the coding process. The diagram of CABAC is depicted in Fig. 3.12. 

The first step is binarization. Since CABAC uses binary arithmetic coding, a non-

binary valued SE should first be converted into a binary string. Note that the binary 

string still contain much statistical redundancy and is not part of the bitstream. It 
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Figure 3.12: Generic block diagram of the CABAC entropy coding scheme 

is only the input to the arithmetic coding engine, of which the output is the compact 

bitstream. 

In the second step of context modeling, each binary decision in a binary string, 

called "bin", is assigned an appropriate context model, which estimates the probability 

distribution of the bin. A context model records two types of information. One is the 

most probable symbol (MPS), which is either 0 or 1. The other is the probability of the 

least probable symbol (LPS) P l p s , which ranges from 0 to 0.5 and is discretized into 64 

probability states rather than continuous. In case a context model is used for a single 

bin or is shared by several bins, there is no need to do the context model selection. 

Otherwise, the selection among available models is made according to the values of the 

relevant SEs in context template (see Fig. 3.10). After context modeling, each bin as 

well as its probability distribution described by the associated context model are input 

to the arithmetic coding engine. 

The third step is the arithmetic coding, of which the concept has been introduced 

in Section 2.5.1, Conventional arithmetic coding is based on the principle of recursive 

interval subdivision, which introduces multiplications. In H.264/AVC, the arithmetic 

coding is specified as a multiplication-free low complexity method using only shifts and 

table look-ups, mainly facilitated by the following three properties. 

1. Probability estimation is performed by a transition process between 64 probability 

states for LPS. 

2. The range R representing the current state of the arithmetic coder is quantized 

to a small range of pre-set values before calculating the new range at each step, 

making it possible to calculate the new range using a look-up table. 
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P3 p2 P1 pO 1 qO q1 q2 q3 

Figure 3.13: Pixels on either side of a vertical boundary of adjacent blocks P and Q 

3. A simplified coding process is defined for SEs with a near-uniform probability 

distribution, in which the context modeling is bypassed, 

Each context model has an initial probability estimate defined by the standard 

and is reset at the beginning of every slice. After the coding of each bin, the context 

model that has just been used is updated depending on the coded bin. Such an update 

behavior will change the probability state or even cause the transition between LPS 

and MPS. 

In-loop Deblocking Filter 

In-loop deblocking filters, as the name implies, is adopted to reduce the blockiness 

introduced by discontinuity of motion and block-based transform and quantization. In 

H.264/AVC, it is brought within the MCP loop (see LFi in Fig. 2.4), which leads to not 

only better subjective and objective qualities but also improved capability to predict 

other pictures. The deblocking filter is applied to the vertical and horizontal boundaries 

of 8x8 and 4x4 transform blocks. Each filtering operation affects up to three pixels 

on either side of the boundary. Fig. 3.13 shows four pixels on either side of a vertical 

boundary in adjacent blocks P and Q, where the values of pO, pi, p2 and qO, gl, q2 

may be changed by filtering. There are three steps for filtering one block. 

First of all, the parameter, boundary strength (BS), is calculated for each boundary, 

ranging from 0 (no filtering) to 4 (strongest filtering). The value of BS implies the 

possible extent to which the two adjacent blocks suffer from the blockiness and thus is 

used to select an appropriate filter. Fig. 3.14 shows the BS determination procedure 

used in progressive video coding, which depends on the boundary location, the coding 

mode (intra or inter), the existence of non-zero coefficients, and the motion information. 

In the figure, refP and refQ are the reference information for P and Q, including the 

direction (list 0，list 1，or bi-prediction) and the reference picture for each direction. 

"DMVX>1" means the horizontal distance of the P and Q's target blocks in the same 

reference picture is greater than or equal to one integer pixel. For coding interlaced 

videos, the concept is similar but more logical decisions are involved. 
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Figure 3.14; BS determination procedure used in progressive video coding 

Secondly, after the filter has been selected for a block according to BS, whether 

to apply the filter is left to be decided for each set of pixels across the boundary (see 

Fig. 3.13). The filter decision is made by thresholds a(x) and which decrease 

with the index x. By default, x is the average of the QPs used in P and Q, but x can 

be adjusted by adding an offset to the average QP. The filtering of pO and only takes 

place if the following condition is true, 

IpO-qOlKaix) and jpl - pOl </3(x) and - gO| (3.10) 

where /3(x) is considerably smaller than a(a:), and filtering of pi and ql takes place if 

the following condition is true. 

Ip2-p0l<j3(x) and - (3.11) 

The basic idea is that a relatively large absolute difference between pixels near a block 

boundary implies blockiness and should therefore be reduced. However, if the mag-

nitude of that difference is so large that it cannot be explained by the coarseness of 

the quantization, the boundary is more likely to reflect the actual edge in the source 

picture and should be preserved. 
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Finally, the filtering operation is applied to where is necessary. The filter varies 

with BS values, pixel positions, and color components. More details can be found in 

the standard itself [2J. 

Designs for 4:4:4 Color Format 

As the 4:4:4 color format is usually used in the most demanding video applications, 

special requirements, such as very high or even lossless fidelity, should be fulfilled. 

H.264/Ave supports two lossless coding modes, the PCM mode and the transform-

bypass mode. The former is developed only to enable the functionality of lossless 

coding, regardless of coding efficiency, whereas the latter uses intra and inter prediction 

to remove the spatial and temporal redundancy in video signal and the prediction error 

is entropy coded with transform and quantization bypassed. 

Furthermore, in contrast to 4:2:0 color format, chrominance components are rep-

resented in full spatial resolution and thus should be coded using the techniques as 

powerful as those for luminance components in order to improve the overall perfor-

mance. The three color planes in 4:4:4 videos can share the common slice structure 

and MB coding parameters as for 4:2:0 videos. Alternatively, each color plane can be 

treated as a independent monochrome video picture and coded individually with its 

own slice segmentation and mode selections using the powerful coding tools for lumi-

nance components. Furthermore, such a color plane separated coding scheme provides 

an enhanced parallel processing solution for the encoder. 

Features for Network Transportation 

Robustness to data errors and losses and flexibility for operation over a variety of 

network environments are enabled by a number of new design aspects in H.264/AVC, 

including parameter sets, flexible MB ordering (FMO), arbitrary slice ordering (ASO), 

redundant pictures, data partitioning, and switching P- (SP-) and switching I- (SI-) 

pictures. Details of these features are not introduced here, because they have no direct 

relevance to this work. Interested readers are referred to [36] and [37] for more in-depth 

exposition. 
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R - D Optimized Mode Decision 

Besides efficient coding tools, another factor directly influencing the performance of 

an encoder is coder control, which determines a combination of coding tools and the 

corresponding set of coding parameters such that a certain R-D performance subject 

to the the coding constraint is achieved. Coder control is not defined by the standard, 

so can be developed freely. 

In JM, the coder control algorithm is based on Lagrangian optimization techniques. 

Let S = {Sk\k 二 O,.-. , K ~ 1} denote a frame constituted by a set of K MBs, Let 

I = = 0 , … , i T — 1} be the set of the coding modes for the MBs in S. The task 

for coder control is to minimize the overall distortion subject to a rate constraint Rc, 

min[7:>(S, I)], s. t. I) < Rc (3.12) 

where D(S, I) and 7?(SjI) represent the total distortion and rate, respectively, resulting 

from the quantization of S with a combination of coding options I. The constrained 

problem is converted to an unconstrained one using Lagrangian weighting factor A. 

lopt = arg inin[J(S, I|A)], with J(S, 1(A) = D(S, I) + AR(S, I) (3.13) 

Under the assumption of additive cost measures, the joint R-D cost for the frame is 

determined by finding the minimum R-D cost for each MB as below. 

K-l K-l 
min[J(S,I|A)l = min ^ J(Sfc,I|A) = ^ min 4|A) (3.14) 

I I fc=0 k=0 Ik 

The assumption of additive cost measures is reasonable, especially for inter MBs. For 

intra MBs, where spatial prediction is employed, the assumption of independent ad-

ditive R-D cost is violated, because the decision of a prediction mode for an encoded 

block/MB influences the decision in the succeeding blocks. Nevertheless, such depen-

dence is neglected in this R-D optimized mode decision compared with the computa-

tionally complexity of the mode search including the preceding blocks. 

The distortion is measured by (3.15), 

D i S k , h ) = l^fc-xfcl^ (3.15) 
Xk^Sk 



§ 3.3.3. Network Abstraction Layer (NAL) 55 

where X}̂  and x^ denote the values of the pixels in Sk and their reconstructions, respec-

tively. The distortion is measured by summation of absolute difference (SAD) with the 

exponent p equal to 1 or by summation of squared difference (SSD) with p equal to 2. 

The rate R{Sk,Ik) is obtained by provisionally encoding Sk-

The value of A depends on the distortion measure. For mode decision, SSD is used 

and XMode is calculated by (3.16) [38], 

入Mode = 0.85 X (3.16) 

where L:rJ means the largest integer value less than or equal to x. For ME, SAD is used 

and X][/fE is the square root of XModê  i.e., Xme ~ V^Mode-

3.3.3 Network Abstraction Layer (NAL) 

Rather than forcing a specific bitstream interface to the system as in previous video 

coding standards, H.264/AVC designs NAL, which enables simple and effective cus-

tomization of the method of carrying the video content in a manner appropriate for a 

broad variety of networks. 

NAL Unit (NALU) 

The coded video signal is organized into logical data packets, called NAL units (NALU). 

Each NALU contains an integer number of bytes, where the first byte is a header 

and the remaining bytes contain the payload data. The header byte consists of three 

SEs, forbidden_zero_bit (1 bit), naLreOdc (2 bits), and nal_unit_type (5 bits). The 

naLunit-type indicates the type of the payload in the NALU. The main NALU types 

and their corresponding content are shown in Table 3.2. As can be seen, NALUs are 

classified into two categories: VCL and non-VCL. The former comprises the data that 

represent the samples in the video frames, whilst the latter comprises any associated 

additional information, such as parameter sets and supplemental enhancement infor-

mation (SEI) that enhances the usability of the decoded video signal but does not affect 

the normative decoding process. The iml_ref�dc indicates the reference capability of the 

payload. If the payload is referenced for decoding other NALUs, the value of naLreLidc 

is not equal to 0，but no specific value is assigned in the standard. Otherwise, the value 

of naljreLidc equals 0. 
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naLunit_type Content of NALU NALU type class 
1 Coded slice of a non-IDR picture VCL 
2 Coded slice data partition A VCL 
3 Coded slice data partition B VCL 
4 Coded slice data partition C VCL 
5 Coded slice of an IDR picture VCL 
6 Supplemental enhancement information (SEI) non-VCL 
7 Sequence parameter set (SPS) non-VCL 
8 Picture parameter set (PPS) non-VCL 
9 Access unit delimiter non-VCL 
10 End of sequence non-VCL 
11 End of stream non-VCL 

Table 3.2: Types of NAL units 

N A L U Stream 

A series of NALUs generated by an encoder is referred to as a NALU stream, which 

may contain one or more coded video sequences. Each coded video sequence can be 

decoded independently, given the necessary parameter sets, which are packeted by 

NALUs and conveyed "in-band" or "out-of-band". A coded video sequence consists of 

a series of access units. Decoding of each access unit results in one decoded picture. 

At the beginning of a coded video sequence is an instantaneous decoding refresh (IDR) 

access unit that represents an I-picture. The presence of an IDR access unit indicates 

all following coded pictures in decoding order can be decoded without inter prediction 

from any picture decoded prior to the IDR picture. Fig. 3.15 shows the format of an 

access unit. Each access unit contains a primary coded picture consisting of a set of 

VCL NALUs, It may also be prefixed with an access unit delimiter to aid in locating 

the start of the access unit. Some SEI may also precede the primary coded picture. 

Following the primary coded picture may be some additional VCL NALUs that contain 

redundant representations of areas of the same video picture, i.e., the aforementioned 

redundant pictures. Finally, if the access unit is the last one of a coded video sequence 

and/or the entire NALU stream, the NALUs with naLunit.type equal to 10 and 11 are 

presented for indication. 
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Figure 3.16. The coding tools in H.264/AVC proBles 

3.3.4 Profiles and Applications 

As introduced in Section 3.1, a profile defines a set of coding tools used in generat-

ing a conforming bitstream. Well defined profiles and levels facilitate interoperability 

between various applications that have similar functional requirements. In the initial 

version of H.264/AVC finalized in 2003，only three profiles were supported: Baseline, 

Main, and Extended Profiles. Fig. 3.16 shows the coding tools included in these pro-

files, where the core coding tools cover I-slices, P-slices, intra prediction, variable MC 

block sizes, 1/4-pixel MCP, MV prediction, multipicture reference, 4x4 ICT as well as 

the hierarchical procedure, in-loop deblocking filter, and CAVLC. 
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The Baseline Profile includes the core coding tools and some error resilience tools. 

It aims at video conversational services operating typically below 1 mbits/s with low la-

tency requirements, such as video telephony, video conferencing, and wireless communi-

cations. The Main Profile includes more efficiency-oriented tools to favor entertainment-

quality consumer applications operating from 1 to 8 mbits/s with moderate latency, 

such as broadcast, video-on-command (VOD) via various channels, and high-density 

storage media. The Extended Profile is a superset of the Baseline Profile, providing 

more efficient switching between coded bitstreams and improved error resilience. It may 

be particularly useful for streaming services over the Internet, which typically operates 

at 50-1500 kbits/s and tolerates higher latency. 

The union of these three profiles covers all the coding tools in the initial version of 

H.264/AVC, but excludes those in the FRExt, developed from 2003 to 2007. The FRExt 

produces totally eight profiles, collectively named high profiles. Table 3.3 compares 

four high profiles, which build upon the Main Profile. As can be seen, the difference 

in capability among high profiles is primarily in terms of supported bit depths and 

chrominance formats. New coding tools further enhancing the coding efficiency are 

also included, of which some are specially designed for videos with 4:4:4 color format. 

The other four profiles not shown in Table 3.3 are defined for all-intra coding. 

Among them, High 10 Intra, High 4:2:2 Intra, and High 4:4:4 Intra Profiles provide 

the same features and capabilities as High 10, High 4:2:2, and High 4:4:4 Profiles, 

respectively, except disabling all inter prediction modes. The last profile, CAVLC 4:4:4 

Intra Profile is similar to High 4:4:4 Intra, but the entropy coding is restricted to 

CAVLC to reduce the complexity-

High profiles are intended to support high quality applications, such as studio cam-

corders, professional digital video recording and editing systems, digital cinema/large-

screen digital imagery, and high fidelity display systems. The four all-intra coding 

profiles are suitable for easy editing of bitstreams. Furthermore, it is anticipated that 

the High Profile (see the second column in Table 3.3) will overtake the Main Profile 

in the near future as the primary choice for entertainment-quality applications, since 

the former significantly outperforms the latter without adding much implementation 

complexity. 
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Features High High 10 High 4:2:2 High 4:4:4 Predictive 
Main Profile Tools X X X X 

8x8 /4x4 adaptive transform X X X X 

Perceptual-based quantization X X X X 

Separate Cb/Cr QP control X X X X 

Color plane separated coding X 

Residual color transform X 

Intra residual lossless coding X 

4:2:0 color format X X X X 

4:2:2 color format X X 

4:4:4 color format X 

8-bit bit depth X X X X 

10-bit bit depth X X X 

14-bit bit depth X 

Table 3.3; Comparison of the features in four high profiles of H.264/AVC 

3.4 Audio and Video Coding Standard of China (AVS)-Video 

AVS is a suite of standards, including system (Part 1), video (Part 2 and Part 7)， 

audio (Part 3), digital copyright management (DRM) (Part 6)，and other supporting 

standards. The target applications lie in the pivotal fields of Chinese information 

industry, such as HDTV broadcast, high-density storage media, wireless broad-band 

multimedia communication, and multimedia streaming. AVS is developed by AVS 

workgroup, a Chinese standard body established by National Information Industry 

Ministry in June 2002. This section introduces the technical designs in AVS-Video in 

Section 3.4.1，and then the profiles and applications in Section 3.4.2. 

3.4.1 Technical Highlights 

AVS-Video is essentially similar to H.264/AVC, but designed to reduce the implemen-

tation cost. Compared with H.264/AVC, some coding tools providing functionalities 

rather than improving coding efficiency, such as FMO, data partitioning, and SP-/SI-

pictures, are not included. To make the design more succinct, the flexibilities of the 

necessary coding tools, such as intra and inter predictions, reference picture manage-

ment, and deblocking filter, are greatly reduced. A summary of the differences between 

H.264/AVC and AVS-Video is given in Table 3.4. As shown in the table, AVS-Video 

includes two parts, Part 2 [39; 40; 41] and Part 7 [42]. This sub-section highlights 

the innovations in Part-2 only, which is more relevant to HD video coding. Detailed 
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Features AVS Part 2 AVS Part 7 H.264/AVC 
Number of profiles 3 1 11 
Color format 4:2:0,4:2:2,4:4:4 4:2:0 4:2:0,4:2:2,4:4:4 
Bit depth 8 8 up to 14 
Picture type I，P,B I,P I，P，B，SP，SI 

Interlace handling PAFF N/A PAFF,MBAFF 
Luminance intra 8x8 4x4 4x4,8x8,16x16 
prediction 5 modes 9 modes totally 22 modes 
No. of reference frame up to 2 up to 2 up to 16 
Reference picture background- and adaptive MMCO-based 
management core-picture, sliding window, commands 

non-reference P non-reference P 
Prediction forward, backward, N/A listO,list 1,Direct, 
in B-picture Symmetric, Direct bi-predictive 
Direct mode temporal N/A spatial, temporal 
MV prediction geometry median geometry median median 

l/2-pel:[-l,5,5,-ll l/2-pel(Hor.)： 1/2-pel: 
Interpolation [-1,4,-12,41,41,-12,4,-11 [1,-5,20,20,-5,1] 

l/4-pel:[l,7,7,ll l/2-pel(Ver.):[-l，5，5，-l] 1/4-pel: bilinear 
1/4-pel: bilinear 

Minimum MC size 8x8 4x4 4x4 
Transform 8x8 PIT 4x4 PIT 4 x 4 / 8 x 8 ICTs 
Hierarchical transform No No Yes 

64 QPs 64 QPs 52 QPs 
Default quantization stepsize doubles stepsize doubles stepsize doubles 

for each 8 inc. for each 8 inc. for each 6 inc. 
Adaptive quantization perceptual-based No perceptual-based 
Separate CbCr QP Yes No Yes 
Entropy coding 8x8 CA-2D-VLC 4x4 CA-2D-VLC CAVLC 

8x8 CBAC CABAC 
Deblocking filter 3 BS levels 2 BS levels 4 BS levels 
Lossless coding No No Yes 
Weighted prediction Yes No Yes 
NAL No Yes Yes 
Parameter set No Yes Yes 
SEI No Yes Yes 
Flexible slice structure Yes Yes Yes 
FMO No No Yes 
Redundant picture No No Yes 
Data partitioning No No Yes 

Table 3,4. Comparison of the features in AVS and H.264/AVC 

illustrations of the different applications of Part 2 and Part 7 are given in Section 3.4.2. 
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Special Reference Pictures Up to two reference frames are allowed for MCP, which 

can be used as four fields for field-mode. By default, P-pictures reference the nearest 

preceding reference pictures, and B-pictures reference the nearest preceding and suc-

ceeding reference pictures, both in the display order. To increase the flexibility, three 

special types of reference pictures are introduced, 

• Core picture. Core pictures form the coarsest temporal layer in a bitstream, which 

reference the previous core pictures only. 

• Background picture. It is an I-picture, which is expected to be coded at higher 

quality with noise suppressed for better background prediction. It is stored in the 

buffer as one of the two reference frames and replaced only upon the reception of 

the next background frame. This feature is beneficial to video surveillance, where 

the background is seldom changed, and can also be regarded as a special case of 

long-term picture in H.264/AVC. 

• Non-reference P-picture. P-picture can be marked as non-reference at the picture 

header, such that temporal scalability is enabled without decoding delay. 

Symmetric mode in B-pictures Four prediction modes are used in B-pictures： for-

ward, backward, Direct and Symmetric modes, where the latter two are bi-directional. 

The Symmetric mode transmits only the forward MV; the backward MV is derived by 

scaling the forward MV according to the temporal distance. The underlying assump-

tion is that most of the motions in a video sequence are translation and occur within 

a few neighboring pictures. 

Pre-scaled Integer Transform (PIT) 2-D order-8 integer transform is used to 

match the smallest MC block size in AVS. The transform matrix in (3.17) resembles 

DCT more than that in H.246/AVC and has higher transform coding gain. 
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⑷ 
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Figure 3.17; The How diagrams of (a) ICT and (b) PIT 
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Compared to ICT, of which the flow diagram is shown in Fig. 3.17 (a), the transform 

procedure of PIT is further simplified. As shown in Fig. 3.17 (b), the inverse scaling is 

moved from the decoder to the encoder and combined with the forward scaling as one 

single process, named combined scaling. By this means, the inverse scaling is saved and 

thus no scaling matrix needs to be stored, whilst the complexity of encoders remains 

unchanged. The simplified transform is named Pre-scaled Integer Transform (PIT), 

and interested readers are referred to [43] for more details. 

Adaptive Quantization AVS Part 2 supports perceptual-based quantization but the 

customization of the quantization matrix is restricted by three quantization patterns, 

as shown in Fig. 3.18. Each quantization pattern divides the transform block into six 

specific subbands and the coefficients in one subband use the common quantization 

weights. There are two default sets of the weights. One set {pi, pa, pb, pc, pd, ph} 

equal to [135’ 143, 143，160, 160，213]»7 is for detail protection, while the other set 

[128, 98, 106, 116，116, 1 2 8 ] » 7 is for detail reduction. Therefore, to determine a 

quantization matrix, three types of information are transmitted in the picture header, 



§ 3,4.1. Technical Highlights 63 

pattern 0 

pi 

.
i
l
 

r
 i_
 

纖 顯 . 

_ 

pattern 1 pattern 2 

pa 
m m m 
Pb pc pd ph 

Figure 3.18; Three AVS quantization patterns in AVS Part 2 

the choice of the pattern, the choice of the default set, and the differences between the 

actual weights and the selected default set if any. 

Entropy Coding Like H.264/AVC, AVS Part 2 supports two entropy coding schemes, 

Huffman-like coding and arithmetic coding. The former also employs Exp-Golomb 

codes to code the SEs except residual data. 

In the Huffman-like coding scheme, the residual data are coded using context-

adaptive 2-D VLC (CA-2D-VLC), where the levels and runs are jointly coded as {level, 

run) pairs along the reverse zig-zag scan order and are ended with "EOB". Two main 

features distinguish CA-2D-VLC from the previous (level, run) coding schemes as in 

MPEG-2. Firstly, a plurality of look-up tables is defined to code one transform block. 

When coding a sequence of (level, run) pairs in one transform block, CA-2D-VLC uses 

the table indexed 0 for the first pair and switches the tables upon the detection of 

context changing. The context changing herein means the maximum magnitude of 

the levels that have been coded in the current block exceeds one of the pre-defined 

thresholds. There are seven thresholds defined for inter-coded luminance blocks, seven 

for intra-coded luminance blocks, and five for chrominance blocks, and therefore, totally 

19 tables are designed for these three types of blocks. Secondly, all the codewords in 

tables are constructed using order-A; Exp-Golomb codes, of which the aforementioned 

Exp-Golomb codes in Section 3.3.2 are the special cases with k二0 (see Table 3.5). 

Exp-Golomb codes with larger orders favor flatter-shaped p.d.f. and vice versa, but the 

mapping from a (level, run) pair to a codeNum only reflects a relative probability. 

The arithmetic coding is named context-based arithmetic coding (CBAC), which 
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order-k Codeword codeNum Range 

k=0 

1 0 

k=0 
Olxo 1-2 

k=0 OOlxi^o 3-6 k=0 
0001x2a;iXo 7-14 

k=0 

• • • • • • 

k=l 

Ixq 0-1 

k=l 
Olâ irco 2-5 

k=l 00lX2XiXo 6-13 k=l 
0001x33:20:1x0 14-29 

k=l 

• • • 

k=:2 

IXlXo 0-3 

k=:2 
01工2工1；̂0 4-11 

k=:2 001x3x2^:1x0 12-27 k=:2 

k=3 

la:2XirEo 0-7 

k=3 
01X3X2X1X0 8-23 

k=3 001x4x3x2x10:0 24-55 k=3 
• • • 

Table 3.5; Order-k Exp-Golomb codes 

basically has the same diagram as CABAC in H.264/AVC (see Fig. 3.12). The main dif-

ference between CBAC and CABAC lies in two aspects. Firstly, the arithmetic coding 

engine performs the interval subdivisions, i.e., probability update, in the logarithmic 

domain, where multiplication in the physical domain is equivalent to addition. There-

fore, the probability update of the arithmetic coding is approximated by additions and 

shifts. Secondly, the transform block is coded as a sequence of {level, run) pairs as in 

CA-2D-VLC and the context selection is jointly determined by the maximum magni-

tude of the levels that have been coded in the current block and the position of the 

current level in the zig-zag order. 

3,4.2 Profiles and Applications 

AVS Part 2 contains three profiles： Jizhun (Base) [39], Jiaqiang (Enhanced) [40], and 

Shenzhan (Extended) [41] Profiles. Fig. 3.19 shows the coding tools included in different 

profiles, where the core coding tools are I-, P-, and B-pictures, 8x8 intra prediction, 

variable MC block sizes, 1 /4-pixel MCP, MV prediction, two reference frames, 2-D 

order-8 PIT, deblocking filter, and CA-2D-VLC. 

Jizhun Profile mainly focuses on digital TV applications and storage media. As 
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Figure 3.19; The coding tools in AVS profiles 

the enhancement of Jizhun Profile, Jiaqiang Profile adds CBAC and adaptive quanti-

zation, in order to address the requirements of high quality video applications, such 

as digital cinema. Shenzhan Profile is developed specially for video surveillance appli-

cations. Features of flexible slice structure, core picture, and background picture are 

incorporated, which improve the capability of error resilience, temporal scalability, and 

friendliness to the surveillance environment. 

AVS Part 7 has been developed to meet the needs of mobile video applications, 

such as interactive storage media, video services on wireless broad-band and packet 

networks. All the coding tools in AVS Part 7 constitute only one profile, named Jiben 

(Basic) Profile. 

3.5 Summary 

This chapter mainly introduces the latest video coding standards, H.264/AVC and AVS, 

which represent the state-of-the-art technology of hybrid video coding. H.264/AVC and 

AVS adopt many new technical developments, including intra prediction, integer trans-

form, elaborate MCP modes, context-based entropy coding, and deblocking filter, and 

achieve a key breakthrough on R-D performance. In this work, H.264/AVC and AVS 

are the platforms where the proposed techniques are integrated, and their performances 

are the benchmarks the proposed techniques compare to. 

This chapter is part of the chapter, we have submitted for publication [20], enti-

tled "Present and future video coding standards"，in the book Intelligent Multimedia 

Communication: Techniques and Applications. 



Chapter 4 

Analysis of H D Video Sources 

4.1 Analysis of Correlation 

Spatial correlation is useful for estimating the energy of the coefficients in the case of 

unitary transform coding, whilst temporal correlation can help to estimate the predic-

tion error and designing the predictor for inter-frame coder [44], The research work 

starts from considering the video signal as a WSS random field and comparing the 

spatial correlation between HD and GIF videos in Section 4.1.1. In Section 4.1.2, the 

video source is modeled as a separable random field as introduced in Section 2.2.2, and 

then the correlation comparison is made. 

4.1.1 Correlation Coefficient for WSS Random Field 

Given the WSS random field, the correlation coefficient of two pixels with the hori-

zontal and vertical distances r^ and r^, respectively, is denoted as r(r/i,Ty), which has 

been defined in (2.40) and is used as the correlation measure here. Progressive video 

sequences with three resolutions: GIF, 720p, and 1080^ (see Table 1.1), are used as the 

source for correlation comparison. Only the luminance component of the first frame is 

considered, r^ and Ty take the integer values between -16 to 16, such that the function 

r(丁h’Tv) reflects the reduction of correlation inside one MB. The experimental results 

for GIF, 720p, and 1080p sequences are shown in Figs. 4.1，4.2, and 4.3, respectively. 

In general, higher spatial resolution results in higher correlation for any (Th’Tv), 

--16 < r/i, Ty < 16. For each GIF sequence, the correlation coefficient increases rapidly 

with the decreasing distance to (jh, 丁v) = (0,0), leading to a center-sharped shape of 

r(T/i, Ty). When |t>i| and 丨丁̂；丨 tend to 16, the correlation coefficients reduce to 0.1 to 

0.4. For most 720p sequences, r{jh�Tv) with the [Th,Ty) around (0,0) approaches 1.0 

and flattens out in the whole range [—16，16]. As the further evidence in Fig. 4.3, the 
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re 4.1; Correlation coefficient r{Th,Ty), 

correlation coefficient decreases little with the distance to (r/j,Ty) = (0,0), regardless 

of the video content. 

On the other hand, it cannot be ignored that some 720p sequences, such as City 

and Harbour�appear less correlated than some CIF sequences, such as News. This 

phenomenon can be explained by two reasons. Firstly, HD sequences contain much 
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(a) 
Harbour (720p) 

(c) 
Raven (720p) 

(d) 
Shuttle Start (720p) 

Figure 4.2: Correlation coefficient r{jh�Tv)’ —16 < Th,Th < 16, calculated for six 720p 
quences. 

more content and details than GIF ones, which are intended to reduce the correlation 

among pixels. However, it is usually well compensated by physically closer distance of 

pixels and eventually the correlation among pixels in HD videos exceeds that in GIF 

ones. In some extreme cases, the details and textures in HD videos are so rich that the 

correlation-even though compensated by higher sampling rate-is still lower than that 
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(C) 
Tractor (1080p) 

⑷ 
Vintage Car(1080p) 

(f) 

Figure 4.3; Correlation coefficient r(Th,Tv)’ -16 < r/̂ , Th < 16, calculated for six 1080p 
sequences. 

of some GIF sequences containing less details. Secondly, the intensities captured on the 

sampling grid are not directly stored as video source; instead, they are pre-processed by 

an anti-aliasing filter to ensure the cut-off frequency of the stored video signal does not 

exceed half of the sampling rate. The pre-filter in HD cameras and other low resolution 

ones are different, where the latter has more lowpass characteristics and smoothens the 
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Test sequence Resolution P 
Riverbed 

HD 
1920x1080 

0.9894 0.0042 
Flamingo HD 

1920x1080 
0.9882 0.0063 

Kayak 
HD 

1920x1080 0.9864 0.0065 
Fireworks 

HD 
1920x1080 

0.8159 0.0441 
Raven 

HD 
1280x720 

0.9770 0.0129 
Night HD 

1280x720 
0.9548 0.0511 

Crew 
HD 

1280x720 0.9758 0.0460 
City 

HD 
1280x720 

0.9513 0.0456 
FlowerGarden 

SD 
720x576 

0.9417 0.1154 
F1 SD 

720x576 
0.8923 0.1439 

Basketball 
SD 

720x576 0.9391 0.1066 
Mobile 

SD 
720x576 

0.8836 0.1154 
Foreman 

GIF 
352x288 

0.9722 0.0712 
News GIF 

352x288 
0.9199 0.1259 

Tempete 
GIF 

352x288 0.8815 0.0478 
Paris 

GIF 
352x288 

0.8656 0.1053 

Table 4.1; The correlation coefficient of two adjacent pixels in raw video sequences 

captured frames more, thus increasing the correlation among pixels. 

4.1.2 Correlation Coefficient for Separable Random Field 

Video signal is usually modeled as a separable AR(1) field, as introduced in Sec-

tion 2.2.2，and therefore the spatial statistics of columns and rows are considered 

equivalent. In this sub-section, we focus on the horizontal correlation. The correla-

tion coefficient p of two adjacent pixels, an important parameter for separable AR(1) 

field to derive the autocorrelation matrix (see Equation (2.32)), is calculated for video 

sequences with resolutions from GIF up to 1080p. 

In a video frame with size M x N, each row is considered as a realization x[n], 

n = 0 ,1 ’ . . • , iV - 1, of an AR(1) random process x[n], n = 0,1, • • • , iV - 1, and one 

frame contains M realizations. The correlation coefficient p is calculated by (2.19), 

where r equals one. The values of p for different sequences are shown in the third 

column of Table 4.1, which verifies the the conclusion in Section 2.2.2 that when a video 

signal is modeled by a separable AR(1) field, the correlation coefficient p is around 0.95, 

no matter what is the spatial resolution. Though, overall, the values of p in HD videos 

are slightly higher than those in other videos, the difference is not substantial. 

In addition to studying the correlation in original video sources, we also pay at-

tention to the prediction error, where transform coding applies, no matter in intra or 
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Test sequence Resolution P ap 
Riverbed 

HD 
1920x1080 

0.8909 0.1658 
Flamingo 

HD 
1920x1080 

0.8606 0.1596 
Kayak HD 

1920x1080 
0.8596 0.1320 

Tractor 
HD 

1920x1080 0.7804 0.1504 
Pedestrians 

HD 
1920x1080 

0.7772 0.1862 
Station 

HD 
1920x1080 

0.6814 0.1793 
Fireworks 

HD 
1920x1080 

0.5031 0.1285 
Raven 

HD 
1280x720 

0.7328 0.1174 
Opt is 

HD 
1280x720 

0.6966 0.0698 
Night HD 

1280x720 
0.6807 0.1660 

Crew 
HD 

1280x720 0.6712 0.1476 
Harbour 

HD 
1280x720 

0.5738 0.1859 
City 

HD 
1280x720 

0.5618 0.1080 
FlowerGarden 

SD 
720x576 

0.5774 0.1423 
F1 SD 

720x576 
0.5629 0.1809 

Basketball 
SD 

720x576 0.4912 0.2401 
Mobile SD 

SD 
720x576 

0.3729 0.1704 
Foreman 

GIF 
352x288 

0.5445 0.2035 
News GIF 

352x288 
0.3543 0.1870 

Tempete 
GIF 

352x288 0.3176 0.2353 
Mobile 

GIF 
352x288 

0.2323 0.1686 
Paris 

GIF 
352x288 

0.1770 0.2223 

Table 4.2: The correlation coefficient of two adjacent pixels in residual video sequences 

inter mode. Even for intra mode, only prediction errors are transformed thanks to the 

intra predictions in the recent video coding standards, such as H.264/AVC and AVS. 

Studying the correlation of prediction errors will influence coding strategies directly. In 

this experiment, the prediction errors are obtained using the criterion of R-D cost [38] 

and only the horizontal correlation is analyzed, as the correlation equivalence of two 

spatial directions still holds for prediction errors. 

The third column of Table 4.2 shows the values of p for prediction errors. Generally, 

the correlation of prediction errors increases with the resolution, and the difference of p 

between HD and low resolution videos is substantial. Therefore, as evident in Table 4.2, 

the prediction errors of HD videos are distinguished from those of the low resolution 

ones by higher spatial correlation. Note that the conclusion does not hold in some 

extreme cases, of which the reasons have been explained in Section 4.1.1. Nevertheless, 

based on a large set of HD videos, the conclusion is useful and quite instructive for 

studying the tools specially for coding HD videos. 

As one of the techniques exploiting the above property, 2-D order-16 transform is 



72 CHAP. 4. ANALYSIS OF HD VIDEO SOURCES 

proposed in this work. For a given bit-rate, the MSE produced by transform coding 

improves with the block size, as illustrated in Section 2.4.1, although order-8 trans-

form is a good trade-off between performance and complexity. Compared with order-8 

transform, order-16 transform compacts energy to a smaller proportion of coefficients, 

which are more likely to survive the quantization. In practice, for image or video 

coding, the performance of 2D order-16 transform suffers non-optimal entropy coding 

(typically run-length coding), as it is difficult to accurately model the distribution of a 

run�which has much larger dynamic range than that produced by an order-8 transform 

and dramatically varies throughout video sequences. However, based on the aforemen-

tioned observation that the prediction errors of HD videos have higher correlation, 2D 

order-16 transforms deserve more study as a special coding tool, as the transform coef-

ficients have high probabilities to be distributed in the low frequency domain and thus 

run can be modeled more accurately. 

In the above studies, the video signal or the prediction error signal is modeled 

as a separable AR(1) field, a special case of WSS random field, and therefore p is 

uniform throughout the random field. Actually, such a modeling has not been proved 

accurate for residual video signals, although well-suited to video sources. Intuitively, 

the statistics of a residual video signal should vary more than that of the video source, 

because in edge areas, where the prediction is sensitive to occlusion and geometric 

distortion, the residue has strong energy along the edge directions, whereas in smooth 

areas, the prediction errors are almost reduced to zero. In other words, for a residual 

video signal, it is inaccurate to represent the correlation by a global parameter p\ 

instead, the correlation should be calculated by the definition given in (2.10) and for 

two adjacent pixels, it is shown in (4.1), 

p(n) = r * n + 和 。 • … ] = 淋 ] x [ n + I j 卜 術 i ( � . ” 

where xfn] and x[n+l] are the two random variables at the two adjacent positions n and 

n + 1, respectively, and the correlation coefficient of x[n] and x[n + 1], denoted as /?(n), 

replaces the single parameter p. As p{n) varies with n, its standard deviations, denoted 

as (jp, for original and residual videos are shown in the fourth columns of Tables. 4.1 

and 4.2, respectively. The variance of p{n) is small for most original videos, which 

verifies again that a separable AR(1) field is accurate for original videos, especially HD 
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videos. On the other hand, for residual video signals, the variance of p{n) becomes 

larger, which shows a separable AR(1) field is no longer accurate to model residual 

video signals, for the correlation varies in local areas. It is also noted that in Table 4.2, 

p(n) for HD and low resolution sequences have not much difference. To exploit such a 

property, in addition to the 2D order-16 transform for HD video coding, a richer library 

of transforms with smaller sizes should also be employed, such that smaller transforms 

are the complements to the 2D order-16 one, in order to suit more detailed areas and 

avoid the ringing artifacts. 

4.2 Analysis of Power Spectral Density 

Studying the energy distribution of HD videos in the frequency domain helps to design 

appropriate filters used for coding and processing. This section compares HD and other 

video signals in the frequency domain by power spectral density (PSD), which has been 

introduced in Section 2.2.1. 

Given a WSS random process x, the PSD Sxx{^) is by definition the DTFT of the 

corresponding autocorrelation R{r) as shown in (2.33). Extending it to a WSS random 

field with autocorrelation R(rh,Ty), one calculates the PSD S x x b y 2-D DTFT, 

as in (4.2). 
oo oo 

E E •的Th-加2T” （4.2) 
TH = — 00 TV = ~00 

In practice, R{jh, 丁v) is an estimate based on a set of video signals; the estimating 

procedure has been introduced in Section 4,1.1, Applying DTFT to the estimated 

Ty) produces an estimated PSD, which may no longer be consistent. In this work, 

PSD is estimated by the periodgram of the random field, as given in (4.3), 

二 TJir丁 |X(u;i，W2)| = MN I � ‘ “ MN 

M-L N-

m=0 n=0 
(4.3) 

which is extended from the definition for the 1-D case, as given in (2.35). To achieve a 

more accurate result, a video signal, taken as a realization of a random field, is divided 

into frames, whose periodgrams are averaged to produce the estimated PSD. 

In the experiments, progressive video sequences with three types of resolutions: 

GIF, 720p，and 1080;? as in Section 4.1.1, are used as the source for PSD comparison 
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Figure 4.4; PSD of CIF sequences 

and the results are shown in Tables 4.4, 4.5, and 4.6, respectively. For a clearer view, 

the magnitudes of PSD are plotted in the logarithmic domain. In each sequence, the 

first 30 frames are involved and only the luminance component is considered. Two 

differences on PSD between HD and CIF sequences can be observed. Firstly, the low 

frequency energy in CIF sequences is smaller than that in HD sequences. Secondly, the 

high frequency energies in HD sequences are mainly distributed in the horizontal and 

vertical directions, whereas the high frequency energies in CIF sequences are distributed 
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Figure 4.5; PSD of 720p sequences 

in arbitrary directions. The unique property of energy distribution of HD sequences 

can be exploited to design adaptive interpolation filter (AIF) for MCP, which will be 

introduced in Chapter 6. 

4.3 Summary 

This chapter studies the unique statistical properties of HD videos. Considering the 

video source as a WSS random field, one can find that HD videos have higher spatial 
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Figure 4.6: PSD of 1080p sequences 

correlation than other low resolution, videos; considering video source as a separable 

2-D AR(1) field，one can find the parameter /?, representing the correlation coefficient 

of two adjacent pixels in the horizontal or vertical direction, of the residual HD frames 

is substantially larger than that of the residual frames with lower resolution, except for 

some extreme cases. These findings imply that 2-D order-16 transform is an efficient 

coding tool especially for HD video coding. It is also pointed out that a separable 

2-D AR(1) field is not well-suited to residual frames, no matter what the resolution 
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is, because the correlation depends on the accuracy of MCP and varies in local areas. 

Therefore, in HD video coding, adaptive block-size transform (ABT) should also be 

employed such that smaller transforms can compensate the 2D order-16 one to avoid 

the ringing artifacts especially in low correlated areas. Finally, the energy distribution 

of HD videos is compared with that of other videos by PSD. The results show that HD 

videos distinguish from others by higher low frequency energy and special PSD, mainly 

distributed along the vertical and horizontal directions. The unique property of energy 

distribution of HD sequences can be exploited to design AIF for MCP. 

In this chapter, Section 4.1.2 is part of the regular paper published in IEEE trans-

actions on Circuits and System for Video Technology, entitled “2D order-16 integer 

transforms for HD video coding" [45]. Section 4.2 is part of the regular paper sub-

mitted to IEEE transactions on Circuits and System for Video Technology, entitled 

"Parametric interpolation filter for high-definition video coding" [46]. 



Chapter 5 

2-D Order-16 Integer Transforms 

In this chapter, 2-D order-16 transforms are proposed for HD video coding, based 

on one of the conclusions in Chapter 4 that the prediction errors of HD videos have 

higher correlation. After a review of the work related to 2-D order-16 transform and 

adaptive block-size transform (ABT) in Section 5.1, two new types of 2-D order-16 

integer transforms, non-orthogonal Integer Cosine Transform (NICT) and modified 

ICT (MICT), are introduced in Section 5.2. Section 5.3 introduces the efforts we have 

made to reduce the complexity of the proposed transforms. Section 5.4 presents the 

solutions of the related problems, such as transform size selection and entropy coding, 

when the 2-D order-16 transforms are integrated into H.264/AVC High Profile (HP) [29] 

and AVS Enhanced Profile (EP) [40]. Section 5.5 reports the experimental results. 

5.1 Related Work 

In the existing video coding standards, the techniques focusing on improving coding 

efficiency are all originally designed as general coding tools for videos of various reso-

lutions. Although efficient when applied to HD videos, they do not fully exploit HD 

videos' properties. Wien and Sun [47] once proposed an adaptive block-size transform 

(ABT) scheme to H.264/AVC, with seven transform block sizes of 4x4 up to 16x16. 

However, this scheme was not proposed for HD video coding and the reported experi-

mental results were based on a set of GIF sequences. The maximum transform block size 

was finally reduced to 8x8 due to the visible artifacts and the overall complexity [48]. 

Recently, Naito and Koike [49] and Ma and Kuo [50] have investigated the efficiency of 

using super-MB for HD video coding within the framework of H.264/AVC. Naito and 

Koike [49] allow the MB size to be adaptively selected from 16x16 to 2 " {N > 4), 

where N may be configured at the picture level. The block sizes of intra prediction 
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and MCP are scaled, according to the MB size. The experimental results based on two 

4Kx2K sequences are reported and significant bit saving can be observed, when the 

sequences are coded using the fixed QP equal to 45. In [50], the MB size is fixed to be 

32x32 and a 2-D order-16 integer transform is also proposed and adaptively used in 

addition to the 2-D order-4 and order-8 ICTs in H.264/AVC HP. Modest PSNR gain 

is shown based on two 1080p sequences, but subjective improvement is invisible. 

For 2-D order-16 integer transforms, some work similar to MICT has been pub-

lished [47; 50; 51; 52], MICT is developed by modifying the dyadic symmetries of the 

DCT matrix and is naturally orthogonal, no matter what the values of the elements 

are. The one proposed by Wien and Sun [47] has one-norm transform matrix, which 

means the norms of all the basis vectors are the same and the memory for storing the 

scaling matrix can be saved. However, this 2-D order-16 integer transform has much 

lower coding gain [12] than DCT and introduces ringing artifacts, when integrated into 

H.264/AVC. The one proposed by Ma and Kuo [50] is simple and compatible with the 

2-D order-8 ICT in H.264/AVC. However, the proposed transform modifies the struc-

ture of the DCT matrix so significantly that it is actually equivalent to the combined 

processes of 2-D order-8 ICT and 2-D order-2 Walsh-Hadamard Transforms (WHT). In 

other words, at first, the four 8x8 partitions of the input 16x16 block are transformed 

by 2-D order-8 ICT, respectively, and then the coefficients at the corresponding posi-

tions of the four transformed blocks are transformed by 2-D order-2 WHT and thus 

further de-correlated. Liang et al. [51] [52] proposed a family of approximations of 

DCT, named binDCT, and the lifting scheme for implementation. The lifting param-

eters, which are theoretically rational, are replaced by proper dyadic approximations 

and thus enable the multiplication-free fast algorithm. The trade-off between coding 

gain and computational complexity can be made by tuning the resolution of the ap-

proximation. However, the binDCT is not a unitary transform and thus uses the exact 

inversion, although invertibility is guaranteed by the lifting scheme. As a drawback, 

matrix multiplication cannot provide exactly the same results as the lifting scheme, 

unless additional shifts are used. 
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5.2 The Proposed 2-D Order-16 Integer Transforms 

Two new types of 2-D order-16 integer transforms are proposed in this section. One 

type, called non-orthogonal ICT (NICT), allows the basis vectors to be non-orthogonal, 

in order to use matrix elements with small magnitudes and maintain the structure of 

the DCT matrix as well, e.g., dyadic symmetries and relative magnitudes. The trans-

form error, which makes the average variance of the reconstruction error larger than 

that of the quantization error due to the non-orthogonality, is analyzed quantitatively. 

The specific NICT proposed in this work achieves the balance among the performance, 

the complexity, and the transform error. The latter modifies the structure of the DCT 

matrix by the principle of dyadic symmetry and is inherently orthogonal, no matter 

what the values of the matrix elements are. Both types allow selecting matrix elements 

more freely by releasing the orthogonality constraint and can provide comparable per-

formance with that of DCT. 

5.2.1 Review of ICT 

ICT is generated from DCT by replacing the real-numbered elements of the DCT 

matrix with integers while maintaining the structure, such as relative magnitudes and 

signs, dyadic symmetries, and orthogonality, among the matrix elements [53]. ICT can 

be implemented using integer arithmetic without mismatch between the encoder and 

decoder and if well-designed, can provide almost the same compression efficiency as 

DCT. Furthermore, ICT has fast algorithms, which can be developed in the similar 

way for DCT. 

The flow diagram of ICT from the input data to the reconstructed data is shown 

in Fig. 3.17 (a). As the transform matrix of ICT contains only integers and the norms 

of basis vectors are much larger than unity, the transformation process shown as (5.1) 

is not normalized. Therefore, a normalization process in (5.2), known as scaling, is 

required after transformation to ensure the conservation of energy and the reversibility 

of ICT. 

- T n X f„ X TJ (5.1) 

Sn = (Fn/Rn) (5.2) 

In (5.1) and (5.2), fn is the input n x n block, T^ and R^ are the n x n transform 
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matrix and scaling matrix, respectively, S„ is the output of ICT, and the notation 

( X / Y ) means that each element in matrix X is divided by the element at the same 

position in matrix Y . The elements in the scaling matrix R î are derived from the 

norms of basis vectors of T^ as below, where column vector m comprises the norms of 

all basis vectors. 

Rn = m X m^ (5.3) 

rrii = ^TliiJ), 0<i<n (5.4) 

3=0 

The divisions in (5.2) are usually approximated by integer multiplication and shift as 

shown in (5.5), 

Sn = ( F n - P n ) » i V (5.5) 

where the notation (X • Y ) means inner product, i.e., each element in matrix X is 

multiplied by the element at the same position in matrix Y and > > N means iV-bit 

right shift. 

Similarly, for the inverse ICT, the whole process including inverse scaling and inverse 

transformation can be represented by (5.6) as below. 

f . = ( T � X (Sn • P„> X » N (5.6) 

The block diagram shown in Fig. 3.17 (a) is further simplified by the Pre-scaled 

Integer Transform (PIT) (see Fig. 3.17 (b)), which moves the inverse scaling from 

the decoder to the encoder and combines it with the forward scaling as one single 

process, named combined scaling. With PIT, the inverse scaling is saved and thus 

no scaling matrix is needed to be stored, whilst the complexity of encoders remains 

unchanged. However, the inverse scaling moved to the encoder side can be considered 

as a frequency weighting matrix to the transformed signals. In order not to alter the 

energy distribution of the transformed signals significantly, the elements' magnitudes 

in the scaling matrix should be almost the same. In other words, the norms of the basis 

vectors should be very close to each other according to (5.3) and (5.4), which is a key 

for the PIT design. Interested readers are referred to [54] for more details. 
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5. Order-16 Non-orthogonal I C T 

The general transform matrix of an order-16 ICT is shown in (5.7) [53], which has 

alternating even and odd symmetries with respect to the vertical line. The basis vectors 

with even symmetry form the even part of the transform matrix, Tse, whereas those 

with odd symmetry form the odd part, Tgo- Designing an order-16 ICT is equivalent 

to designing Tse and Tgo, and the orthogonality of each part is necessary and sufficient 

for the orthogonality of the order-16 ICT. 
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(5.7) 

(5,8) 

(5.9) 

Tse is an order-8 ICT. For compatibility, it is designed to be the scaled version of the 

transform matrix of the order-8 ICT in H.264/AVC or AVS, according to whichever 
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standard it is integrated into. The scaling factor is 4. In other words, the element 

set of the even part, . . . xi2^xi4}, is equal to {32，40，40，36，32，24，16, 8} and 

{32’ 48，32,40,32,24，16，12}, as proposed to AVS and H.264/AVC, respectively. 

The possible element sets of an orthogonal Tgo, i.e., cci, x^, . . . xu , X15, are the 

solutions of a set of three quadratic equations [55]. The solutions have relatively large 

magnitudes, i.e., represented by at least 6 bits, and those with small DCT distortion [47] 

have even larger magnitudes that increase the computational complexity significantly. 

In this work, NICT is proposed for the freedom of making trade-off between complexity 

and performance at the expense of orthogonality. Except orthogonality, NICT preserves 

all the advantages of ICT, such as bit-exact implementation and the fast algorithm. 

Based on the property of orthogonal transforms, if there is no quantization in the 

frequency domain, signals can be reconstructed perfectly, otherwise, the average vari-

ance of the reconstruction error equals that of the quantization error [12]. For a 

non-orthogonal transform, the average variance of the reconstruction error is larger 

than that of the quantization error, and even though there is no quantization, the re-

construction is imperfect. Hence, we analyze the transform error introduced by the 

non-orthogonality. 

First of all, we discuss the reconstruction error without quantization. Let x be a 1-D 

vector with length N. x is transformed by an order-iV non-orthogonal transform T, and 

the vector 9 is obtained in the transform domain, i.e., 6 = Tx, Let the reconstructed 

vector be y, where y = T^O = T^Tx . Obviously, T ^ T is not equal to the identity 

matrix I, and the difference between T ^ T and I is denoted as E^, i.e., E” = I — T^T . 

The average variance of the reconstruction error ct̂ q can be expressed as below. 

= ~ E[{x, - j^Elix - y f (X - y)] 
k=0 

二 去丑[(X - T^Tx)^(x - T^Tx)] = ~El((I - T^T)xf((I 一 T^T)x)] 

= - ^ S [ ( E r x f ( E r x ) ] = -Elx '^E^ErX] (5.10) 
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Then, we denote M = E^Er-, and the deduction continues, 

N-l N-

N k^O 3=0 
N-l N N-l N-

= ^ E E 释 ， < 嘉〜2 E ^ \M(kJ)l (5.11) 
k=0 j=0 k=0 j=Q 

where Rxx[-]̂  defined in (2.8), and cr̂  are the autocorreiation and the variance of the 

source, respectively. As the autocorrelation is less than or equal to the variance, the 

upper bound of ct̂ q for a given NICT is shown in (5.11), Hence, minimizing ct̂ q is 

equivalent to minimizing the term Ylk=o in (5.11). Table 5.1 gives 

some examples of â Q in the design of NICT with cr̂  equal to 1.0, and it will be 

explained later. 

Then, we take the quantization into consideration and show the relationship of the 

average variances of the reconstruction error of and the quantization error (jg. Let u 

be the quantized version of 9 and y be the reconstructed vector, i.e., y = T^u. The 

quantization error is denoted as q, i.e., q 二 (9 — u. The average variance of of can be 

expressed by (5.12). 

N-

fe=0 N. 

= - E l i T - ' O - T ^ u f i T ~ ' e - T^u)j (5.12) 

Since is not equal to T^ because of the non-orthogonality of T, we use (T^ ~ T^r 

to represent T—士，and substitute T—i in (5.12) with (T^ - Ter). Then we get (5.13). 

a ? = 云 五 [ ( ( T ' � . 一 — - - T^u)] 

去五[(TT(0 - u) - TerO)f(T^(0 - U) - Term 

- T T ^ q - 2q' TT.rO + (TerOy TerO] 

= — E^)q - — + - T ' ^ ^ f i T ^ O — T—丄没)] 

= 去 到 q T q — + 2q^ErO + (y - x)^(y — x)) 

- � 2 + 口— l£; [q^E,qI + (5.13) 
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rci X5 XQ xn Xl3 Xi5 
DCT 

Distortion (%) 
Upper bound 
of略（10-6) 

42 38 37 32 22 19 10 4 12.90 0 
62 61 49 47 37 31 21 5 10.38 0 
94 93 73 70 58 51 26 6 15.71 0 

120 114 103 94 68 57 34 14 8.77 0 
120 108 104 85 69 52 32 2 11.64 0 
28 27 23 21 17 14 8 2 9.04 3.69 
29 28 26 22 20 13 10 2 6.92 1.00 
38 36 35 29 25 18 9 3 8.53 5.21 
39 37 35 29 26 18 11 2 7.36 2.22 
40 39 33 31 24 19 14 4 8.70 4.11 
40 38 35 31 24 19 11 4 3.74 1.51 

Table 5.1; Comparison of sets of matrix elements 

The third and forth terms in (5.13) are all equal to zero, because the autocorrelation 

of q and the cross-correlation of q and d are all zero as shown by Widrow et al. [56]. 

Therefore, the relationship between of and cr̂  is shown in (5.14). 

of = + (7^0 (5.14) 

Clearly, the average variance of the reconstruction error of is always larger than 

the quantization error variance no matter the transform coefficients are quantized 

or not, whereas with an orthogonal transform, of is equal to cr�. 

The key of designing an NICT is the balance among â Q, the approximation of 

DCT, and the magnitudes of the matrix elements. Table 5.1 gives 11 element sets of 

Tso in (5.9). The DCT distortions [47] and upper bounds of o f � i n (5.11) are of Tgo 

in (5.9) instead of Tie in (5.7). The upper five sets are given in [55], which lead to 

orthogonal Tgo, but the magnitudes and the DCT distortions of these sets are larger 

than the rest six sets leading to non-orthogonal Tso-

Although non-orthogonal, the bottom six element sets are all with negligible â Q. 

Particularly, the one in the bottom row has the minimum DCT distortion and relatively 

small ofo and thus is used for the element set of the odd part. The performance will 

be verified in Section 5.5. 
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5.2.3 Order-16 Modified I C T 

The MICT transform matrix was first proposed by Cham [57]. It is obtained by modi-

fying the structure of the order-16 DCT matrix using the principle of dyadic symmetry. 

The basis vectors of the order-16 MICT are inherently orthogonal no matter what the 

elements are, so compared with the elements in NICT transform matrix, even smaller 

magnitudes can be selected. The even part of the general transform matrix remains 

(5.15). 

M«„ = 

(5.8), while the odd part is changed, shown 

X3 X5 X7 X9 Xl5 

Xll Xl3 -XI -X3 —工5 -X7 

工5 xr -工 3 -工13 xn 

-OCii 冗7 X5 —工3 

- ；Til 工5 -X7 工3 

- X j -rcii Xq -工13 

一工5 -工11 Xq 

-工 9 3̂ 15 • -工13 2:3 X7 

(5.15) 

With the even part Tge in (5.8) and the odd part Mgo in (5.15), the first 3 basis 

vectors of the order-16 MICT transform matrix resemble those of DCT and represent 

low frequency components. So the MICT shows good energy compaction capability 

especially for the regions in HD videos, where pixels are higher correlated. Though the 

dyadic symmetries of most basis vectors in the odd part of the transform matrix are 

different from those in the DCT matrix, the MICT will not bring significant performance 

penalty, if the elements are well-selected, as evident in Section 5.5. 

Since the elements in the transform matrices are selected without orthogonality 

constraint, it is free to make a trade-off between the performance and the magnitudes 

of the elements, i.e., the computational complexity. In this work, the magnitudes of 

elements are represented by only 3-4 bits and 16-bit integer implementation can be 

developed easily. In detail, the even part is selected to be the same as the order-8 ICT 

in AVS or H.264/AVC, according to whichever it is integrated into. For the odd part, 

there are three considerations for elements' values. Firstly, the magnitudes should be 

comparable to those of the even part. Secondly, the waveform of the second basis of the 

16x16 MICT transform matrix should resemble that of DCT. Thirdly, it should be suit-

able for the design of fast algorithm, which will be illustrated in Section 5.3.2. Taking 

all these constraints into consideration, Fong proposed the value of {^i 
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Figure 5.1: The compatible structures for order-8 and order-16 (a) forward transformation 
and (b) inverse transformation 

to be {11, 11，11, 9’ 8’ 6’ 4’ 1} [57]. 

5.3 Complexity Reduction 

This section introduces the research efforts we have made for complexity reduction. 

Section 5.3.1 introduces that the 2-D order-16 integer transforms are compatible with 

the 2-D order-8 ICT in AVS EP or H.264/AVC HP, according to whichever standard 

they are integrated into. In Section 5.3.2, the fast algorithm for the 2-D order-16 MICT 

proposed in Section 5,2.3 is developed and extended to a general approach. 

5.3.1 Compatibility with the Order-8 ICT 

It is natural that the order-16 DCT is compatible with the order-8 one. However, it is 

not always true for integer transforms. Bossen [58] points out that the compatibility of 

order-8 and order-4 ICTs can be achieved by taking the order-4 ICT as the even part 

of the order-8 one. In this work, the order-16 integer transforms use the the order-8 

ICTs in the standards or their scaled version as the even part for the compatibility. 

Firstly, the compatible transformation is presented. Fig. 5.1 (a) shows the flow 

diagram of the forward transformation, applicable for both types of order-16 integer 

transforms. The bottom-right and upper-right blocks complete the function of matrix 
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multiplication with the odd and even parts of Tig, respectively. In case of the order-

16 MICT, where Tse is exactly the same as the order-8 ICT, the upper-right block 

may be reused directly for the order-16 forward transformation. In the other case of 

the order-16 NICT, where Tge is equal to the order-8 ICT scaled by a factor 4，the 

output of upper-right block should be left shifted 2 bits before they are reused for the 

forward transformation of the order-16 NICT. Therefore, a module specially for the 

order-8 forward transformation is saved, and the output data from the order-8 forward 

transformation can be reused by the order-16 one. For the inverse transformation, the 

compatibility can be achieved in the similar fashion, as shown in Fig. 5.1 (b). 

Based on the compatibility of transform matrix, the inherent relationship between 

the scaling matrices, Rg and Rie, is derived as (5.16), according to (5.3) and (5.4), 

R8(i’ j ) X 2射=Ri6(2z ,2 i ) , 0 < i j < 8 (5.16) 

where M equals 5 and 1 for the case of the NICT and the MICT, respectively. When the 

divisions in (5.2) are approximated by integer multiplication and right shift as shown 

in (5.5)，the relationship between the scaling matrix Ps and Pie for the scaling is 

P8 ( i , j ) = P i 6 ( 2 i , 2 i ) x 2 ^ , 0<iJ<8, (5.17) 

where K equals 5 and 1 for the case of the NICT and the MICT, respectively. Equa-

tion (5.17) indicates that PsiiJ) is times larger than Pi6(2i, 2j) if N, the number of 

bits for right shift in (5.5), is the same for the order-16 and the order-8 transforms. The 

difference between Pgii^ j) and Pi6(2i，2j) can be easily sorted out by shift operations. 

In other words, Pi6(2i，2j), 0 < j < 8, may be used for the scaling of the order-8 ICT 

but N in (5.5) for 8x8 scaling is K bits less than that for the 16x16 scaling. Hence, the 

memory for storing an 8x8 scaling matrix is saved, thus achieving the compatibility of 

scaling matrix. When the order-16 integer transforms are implemented as PIT to be 

compatible with the order-8 PIT in AVS, (5.17) is also true for the combined scaling 

with K doubled. Interested readers are referred to [59] for more details. 
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5.3.2 Fast Algorithm for the Order-16 M I C T 

ICT and NICT have fast algorithms, which can be developed in the similar way for 

DCT. However, fast algorithms for the MICTs are not guaranteed, and little research 

effort has been devoted to it. We propose an approach to developing fast algorithms 

for the integer transforms with different structures from the DCT matrix, including 

the MICT. Due to the separability of a 2-D transform and the similarity of the for-

ward and inverse transformation flows, we focus on the fast algorithm for 1-D order-16 

transformation in this section. 

The eight butterflies in the left part of Fig. 5.1 (a) can be easily developed as the 

first stage, which exploits the symmetries with respect to the line in (5.7). The upper-

right block completes the function of matrix multiplication with the even part, which is 

the same as the order-8 ICTs in the standards in this work. Fortunately, both order-8 

ICTs in AVS and H.264/AVC have efficient fast algorithms, which are borrowed here. 

For more general case that the even part of the MICT has different structure with Tge 

in (5.8), the fast algorithms can be developed in the same way for Mso as introduced 

below. 

The bottom-right block in Fig. 5.1 (a), completing the function of matrix multipli-

cation with the odd part, has quite different structure from the odd part of the order-16 

DCT matrix. So we cannot decompose it to butterfly operations just as we do for Tse. 

Instead, we represent Mgo as the product of three 8x8 matrices, as shown in (5.18). 

Mso = M l X M2 X M3 (5.18) 

There are some considerations for the three matrices. Firstly, they should contain 

integers only. Secondly, the integers should be very small such that only additions 

and shifts are involved and multiplications are avoided in fast algorithms. Last but 

not least, the matrices should be sparse, which means that many zeros appear in the 

matrices. 

Obviously, row vectors in Mso are orthogonal and have the same L^ norm, where 

the 1/2 norm of a row vector a is defined as a x a^. We denote the L^ norm of every row 

vector of Mgo as no, and clearly |det(M8o)| is equal to n^, where det(.) and |.| mean 

determinant and absolute value, respectively. To simplify the problem, we assume Mi , 
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M2, and M3 in (5.18) are also row-orthogonal and the row vectors have the same I? 

norm in each matrix, denoted as ni, 712, and ns, respectively. Similarly, |det(Mi)|, 

|det(M2)|，and |det(M3)| are equal to nj, n今’ and n!，respectively. If (5.18) is satisfied, 

(5,19) is necessarily true. 

|det(M8o)HnS = |det(Mi)| x |det(M2)| x |det(M3)| 

X n2 X 713 (5.19) 

Therefore, 

no = ni X n2 X n^. (5.20) 

So when designing an order-16 MICT with a fast algorithm, we should make sure that 

no of Mso is the product of three integers. Otherwise, (5.18) has no solution under this 

assumption. With the constraint of (5.20), the L? norms of row vectors in Mi , M2, 

and M 3 are much smaller than that in Mso, which means the elements in the three 

matrices have very small magnitudes and may also contain many zeros. 

Among the three matrices, M3 will be found first. Both sides of (5.18) are post-

multiplied by the inverse of M3, which is equal to Mj'/na, so (5,18) changes to (5.21) 

as below. 

Mso X M^/ns = Ml X M2 (5.21) 

It is noticed that M � m a y be regarded as a set of eight column vectors and MgoXMf/ns 

contains only integers. So we first collect a set of column vectors by exhaustive search, 

in which each column vector, bi, satisfies two conditions. One is that the I? norm of 

hi is n3, and the other is the elements in (Mgo^，/几3) are all integers. If (5.18) has 

solutions, we can pick out eight orthogonal column vectors from the set to form 

and thus get M3.T0 find M2, both sides of (5.21) are postmultipiied by the inverse of 

M2, i.e., M^/n2, so (5.21) becomes (5.22). 

(Mso X Mf/ns) X M^/n2 = Mi (5.22) 

M2 can be obtained by the similar method of searching M3. Finally, with M2 and M3 

known, Mi is computed by (5.22). 

For the case of Mso in this work, its determinant is 9.9049 x which is equaled 
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Figure 5.2; The How diagram of the order-16 forward transformation 

to 561'̂  and the corresponding no is 561. To show that uq is a product of three integers 

as in (5.20), we let ni, ng，and 713 be 3, 11 and 17 with the order changeable. Then the 

method introduced above is used to search for M i , M2, and M3, and (5.23) shows one 

of the solutions of (5.18). The magnitudes of elements in (5.23) are so small that the 

fast algorithm can be implemented by using only additions and shifts. Fig. 5.2 shows 

the flow diagram of the forward transformation of the order-16 MICT. The shifts are 

not indicated in the bottom-right block for a clearer view. 

Mso = Ml X M2 X Ms 
-2 0 1 - 1 - 1 3 - 1 0 

3—1 1 1 0 2 0 1 

-1—3 1 0 1 0 2—1 

0 1 0 1 3 1—1—2 

1 — 1 - 3 - 2 0 1 0—1 

1 1 1 0 - 2 0 1 - 3 

0 - 2 0 1 - 1 - 1 一 3 - 1 

-1 0 - 2 3 - 1 1 1 0 
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0 0 1 1 
0—1 0—1 

0 

1 - 1 0 1 
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0 0 1 0 

0 0 0 - 1 0 

0 - 1 - 1 1 

- 1 0 0 0 
-1 0 0 0 — 
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(5.23) 

0 - 2 0 - 1 0 2 - : 

0 0 2 1 — 1 0 2 
0 - 2 1 1 0 0 1 - 2 

-2 0 - 1 0 2 0 - 1 - 1 

'1 0 2 0 - 1 - 1 - 2 0 
-2 0 1 - 1 0 0 2 1 
-1 1 0 2—1 2 0 0 
- 1 - 1 - 2 0 - 2 - 1 0 0 
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5.4 Integration of the 2D Order-16 Integer Transforms into the Standards 

In this work, the proposed two types of 2D order-16 integer transforms are integrated 

into AVS EP [40] and H.264/AVC HP [29], respectively. For AVS, there is an order-8 

ICT already existing, so the 2D order-16 integer transform is used adaptively as an 

alternative to the 2D order-8 one according to local activities. For H.264/AVC, an 

ABT scheme is used in the High Profile, including the 2D order-8 and order-4 ICTs, 

but the 2D order-4 ICT does not contribute much to the efficiency of HD video coding, 

as verified in Section 5.5. Hence, the proposed ABT scheme for H.264/AVC uses only 

2D order-16 and order-8 transforms with 2D order-4 ICT removed. 

Transform Size Selection 

The luminance component in an MB can be transformed by one 2-D order-16 trans-

form, or, alternatively, by four 2D order-8 transforms. The selection of the optimum 

transform size is performed using the criterion of minimum R-D cost as introduced 

in (3.14) with a proper Lagrange multiplier A [60]. The two block-size transforms are 

tried one by one and their R-D costs J are calculated, respectively. The one with the 

lower cost is selected. With this selection criterion, the best R-D performance can 

be achieved, but a 1-bit binary signal should be transmitted in every MB header to 

indicate which transform is used. 

16x16 Intra Prediction 

For AVS EP, the largest block size for intra prediction is 8x8, and to apply the 2D order-

16 integer transforms to intra-coded MB, the 16x16 intra prediction must be in place. 

Five prediction directions are used, including DC, horizontal, vertical, bottom-right 

and bottom-left, all of which are extended from the modes for 8x8 blocks. However, 

intra prediction with large block size is more likely to introduce visible artifacts, since 

more pixels are predicted from the same source [61] [62]. Therefore, instead of using 

the reference pixels directly, a 3-tap lowpass filter [1 2 l] /4 is applied to the reference 

pixels before they are used, as shown in Fig. 5.3’ As for the DC mode, the predicted 

value is the average of all the available top and left neighboring pixels. 
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:)own- eft Down-right 

Figure 5.3: 16x16 intra prediction modes 

16x16 Block Entropy Coding 

In AVS EP and H.264/AVC HP, the 8x8 residual blocks are coded by context-based 

arithmetic coding [29] [40]. Their arithmetic coding engines can code sources with 

various statistics by using different probability models and can also keep track of the 

varying statistics experienced in the coding process by updating the p.d.f. of the 

probability models. Therefore, instead of designing new codebooks, two additional 

sets of probability models specially for the 16x16 residual blocks are designed for AVS 

and H.264/AVC, respectively, to drive the arithmetic coding engines which remain 

unchanged in this work. All the probability models can be updated adaptively according 

to the changes of the source statistics. 

Coded Block Pattern ( C B P ) 

CBP, a 6-bit integer number ranging from 0 to 63, is an SE included in both AVS 

and H.264/AVC. The two most significant bits (MSB) indicate whether the residual 

blocks of two chrominance components, Cb and Cr, contain non-zero coefficients or 

not, respectively, while the four least significant bits (LSB) are used for the four 8x8 

residual blocks of luminance component for the same purpose. After the 2D order-

16 transforms are integrated into the standards, CBP becomes a 3-bit integer number 

with the LSB indicating whether the 16x16 luminance residual block contains non-zero 

coefficients, if an MB is coded by the 2D order-16 transform. 
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Figure 5.4: Comparison of coding gains of orthogonal transforms 

5.5 Experimental Results 

5.5.1 Transform Coding Gain 

As introduced in Section 2.4.2, transform coding gain GTC [12] is an important measure 

to evaluate the performance of a transform coder. GTC weights the reconstruction error 

variance of PCM coding DpcM and the corresponding reconstruction error variance 

of quantized transform coding D t c , as defined in (2.80). Under the assumptions of 

optimum quantization and bit allocation at the same overall rate, GTC is the ratio 

of arithmetic to geometric means of the variances of transform coefficients, as shown 

in (2.81). 

Suppose the source is 1-D zero-mean, unit-variance first-order Markov processes 

with adjacent element correlation p ranging from 0.55 to 0.95, which is typical for the 

prediction errors of HD videos (see Table 4.2). Figure 5.4 shows the coding gains of 

the order-16 DCT, the proposed MICTs for AVS and H.264/AVC, respectively, and 

the two MICTs proposed by Wien [47] and Ma [50], respectively. DCT has the highest 

coding gain, no matter what the value of p is. The coding gains of the proposed two 

MICTs — too close to be distinguished from each other - are higher than those of the 

MICTs proposed by Ma and Wien, especially when p approaches 1.0. 

order-16 DCT 

MICT for H264 

MICT for AVS 

by Ma 

by Wien 
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Figure 5.5: The reconstruction error with (a) 4:1, (b) 4:2, and (c) 4:3 zonal filtering 

5.5.2 Reconstruction Error of Non-orthogonal Transforms 

In the case of non-orthogonal transforms, even with optimal quantization and bit al-

location, (2.81) cannot be derived to substitute (2.80), because D p c m depends on 

quantization only, whereas DTC depends not only on quantization but also on the vari-

ance of the source. Therefore, we cannot evaluate the performance of the proposed 

NICTs by (2.81); instead, we have to implement the transforms and quantization and 

compare the reconstruction errors thus introduced. 

Seven order-16 transforms are tested, including the order-16 DCT, the proposed 

two NICTs and the four ICTs, of which the even part is the order-8 ICT in H.264/AVC 

and the element sets of the odd part are shown in the first four rows of Table 5.1. 

These transforms are applied to the 1-D zero-mean, unit-variance first-order Markov 

processes with adjacent element correlation p ranging from 0.55 to 0.95. Before inverse 

transform, the transform coefficients are zonal filtered [12], which means the bit-rate 

is reduced by simply retaining the first n (n < 16) transform coefficients. The MSE 

between the source and the reconstructed value are calculated. 

Fig. 5.5 compares the MSE introduced by 4:1, 4:2, and 4:3 zonal filters. In detail, 

the three zonal filters retain the first 4，8, and 12 transform coefficients, respectively, 

and set all the others to zero. For a clear view, the curves in Fig. 5.5 present the 

difference MSE compared with that of the order-16 DCT. We notice that the four ICTs, 

although orthogonal, produce larger MSE than the proposed two NICT. Therefore, the 

performance of an integer transform is greatly determined by the approximation of 

the exact DCT rather than the orthogonality, if â Q is negligible compared with cr̂  in 

(5.14). 

.2. Reconstruction Error of Non-orthogonal Transforms 95 
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Platform RM62b (AVS), JMll (H.264/AVC) 
Sequence structure IBBPBBP... 
Intra frame period 0.5 second 

Entropy coding Arithmetic coding 
Fast motion estimation on 

Deblocking filter on 
R-D optimization on 

QP 
fixed (27, 30, 35, 40, AVS) 

QP fixed (20，24, 28, 32，H.264/AVC) 
Rate control off 

Reference frame 2 (AVS), 5 (H.264/AVC) 
Search range 士 32 

Frame number 60 

Table 5.2: Test conditions 

Proposed NICT Proposed MICT 

HD Sequence PSNR gain 
(dB) 

Bit saving 
(%) 

PSNR gain 
(dB) 

Bit saving 
(%) 

Bigship 0.167 -5.98 0.123 -4.65 
City 0.170 -5.69 0.123 -4.39 
Crew 0.214 -9.31 0.219 -9.81 
Optis 0.209 -7.65 0.136 -5.21 
Raven 0.132 -4.14 0.087 -2.83 
Sheriff 0.162 -5.66 0,086 -3.19 

Pedestrian 0.227 -6.90 0.223 -7.12 
Riverbed 0.471 -8.86 0.235 -4.77 

RushHour 0.198 -7.07 0.190 -7.45 
Station 0.195 -8.74 0.116 -4.02 

Sunflower 0.158 -4.41 0.151 -4.41 
Tractor 0.192 -5.49 0.087 -2.57 

Average 0.21 -6.66 0.15 -5.04 

Table 5.3. Performances of NICT and MICT on the AVS platform 

5.5.3 Objective Evaluation 

The proposed two types of 2-D order-16 integer transforms are implemented using 16-

bit arithmetic and integrated into the RM62b platform for AVS EP and the JMll 

platform for H.264/AVC HP, respectively. The integration problems of transform size 

selection, intra prediction, entropy coding, and CBP, are solved in Section 5.4. The 

test conditions are listed in Table 5.2. Tables 5.3, 5.4, and Table 5.5 show performance 

gains, compared to AVS EP using a 2-D order-8 ICT and H.264/AVC HP using both 

2-D order-4 and order-8 ICTs, respectively. The improvement is measured by PSNR 
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HD 
Sequence 

order-4, order-8, order-16 order-8, order-16 HD 
Sequence PSNR gain 

(dB) 
Bit saving 

(%) 
PSNR gain 

(dB) 
Bit saving 

(%) 
BigShip 0.14 -5.09 0.10 -3.76 

City 0.17 -5.29 0.13 -4.18 
Crew 0.18 -7.71 0.19 -8.26 
Optis 0.28 -9.47 0.28 -9.46 
Raven 0.33 -10.61 0.30 -9.87 
Sheriff 0.16 -5.08 0.14 -4.56 

Pedestrian 0.18 -6.77 0.20 -7.59 
Riverbed 0.40 -8.55 0.48 -10.20 
RushHour 0.15 -7.41 0.14 -6.95 

Station 0.23 -9.48 0.23 -10.09 
Sunflower 0.45 -15.16 0.40 -13.92 
Tractor 0.30 -8.35 0.27 -7.75 

Average 0.25 -8.25 0.24 -8.05 

Table 5.4: Performance of NICT on the H.264/AVC platform 

HD 
Sequence 

order-4, order-8, order-16 order-8, order-16 HD 
Sequence PSNR gain 

(dB) 
Bit saving 

(%) 
PSNR gain 

(dB) 
Bit saving 

(%) 
BigShip 0.12 -4.51 0.08 -3.13 

City 0.13 -4.27 0.10 -3.21 
Crew 0.17 -7.49 0.18 -7.98 
Optis 0.24 -8.33 0.23 -7.96 
Raven 0.27 -8.70 0.23 -7.48 
Sheriff 0.12 -3.81 0.09 -3.02 

Pedestrian 0.14 -5.59 0.15 -5.92 
Riverbed 0.10 -2.28 0.14 -3.16 

RushHour 0.11 -5.90 0.09 -4.82 
Station 0.17 -7.04 0.17 -7.55 

Sunflower 0.44 -14.96 0.39 -13.50 
Tractor 0.22 -6.28 0.16 -4.80 

Average 0.19 -6.60 0.17 -6.05 

Table 5.5. Performance of MICT on the H.264/AVC platform 

gain at the same bit-rate or by bit-rate saving at the same PSNR, using the method 

in [63]. 

With the NICT, the improvements are all greater than 0.1 dB and more than 0.2 

dB on average, whilst for the best case of Riverbed, the gain is up to 0.47 dB on the 

AVS platform and 0.48 dB on the H.264/AVC platform. The sequence Riverbed has 

smooth textures and global motions, so the energy of prediction errors is quite small, no 
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Figure 5.6; The proportion of different block size transforms used in H.264/AVC HP. (a) 2-D 
order-8 ICT and order-16 NICT, (b) 2-D order-8 ICT and order-16 MICT, (c) 2-D order-8 
and order-4 ICTs and 2-D order-16 NICT, (d) 2-D order-8 and order-4 ICTs and 2-D order-16 
MICT 

matter using inter or intra prediction. In the transform domain, the prediction errors 

can be represented by only a few coefficients of the 2-D order-16 NICT, most of which 

are distributed in the low frequency area. 

With the MICT, the coding efficiency is improved on an average of around 0.06 dB 

less than that by NICT on both platforms, but for the sequences with large homoge-

neous regions or smooth motions, such as Crew, Pedestrian, RushHour, and Sunflower, 

the performance of the MICT is comparable to or even better than the NICT, due to the 

efficiency of the first three basis vectors. However, for the sequences full of details, such 

as Sheriff, Station, and Tractor, the gain of the MICT becomes trivial because of the 

relative inefficiency to compress high frequency components. Overall, the performance 

gap between the proposed NICT and MICT is small. 
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Fig. 5,6 (a) and (b) show the percentage of MBs coded by the 2-D order-16 integer 

transforms. On average, more than half of the MBs are coded by 2-D order-16 trans-

forms, and for some sequences, such as Sunflower and Station, the percentage of 2-D 

order-16 transforms is up to 80%. This implies that 2-D order-16 integer transforms 

are very useful in HD video coding. There is a tendency that the higher the bit-rate, 

the less the 2-D order-16 integer transforms are used. That is because at high bit-rates, 

many high frequency coefficients survive the quantization and high cost coefficients, 

i.e., a (level, run) pair with large run, have to be coded due to the large block size of 

16x16. Hence, 2-D order-8 ICT is more likely to be selected. 

We also study the ABT scheme using three transforms, 2-D order-4, order-8, and 

order-16 transforms, on the H.264/AVC platform. As shown in Tables 5,4 and 5.5, 

the performance gap of the two ABT schemes with and without the 2-D order-4 ICT 

is marginal. The same conclusion can also be drawn by Fig. 5,6 (c) and (d), where 

the percentages of MBs coded by 2-D order-4, order-8, and order-16 transforms are 

compared on the H.264/AVC platform. The percentage of using 2-D order-4 ICT is 

very small as we expected. Therefore, in the proposed ABT scheme, the 2-D order-4 

ICT in H.264/AVC is removed. 

5.5.4 Subjective Evaluation 

Using 2-D order-16 transform can preserve more details and provide better visual qual-

ity, especially at low bit-rate. Fig. 5.7 gives two examples for the subjective comparison. 

The images are all cropped from H.264 coded HD videos with size of 150x150 pixels. 

The indicated PSNR and number of bits are the R-D information of the associated 

frame. Obviously, the vertical edges of the buildings in City and the horizontal edges 

of the railway sleepers in Station are better preserved by the additional 2-D order-16 

transforms. However, at high bit-rate, the visual quality without using 2-D order-16 

transform is good enough and therefore the improved fidelity by using 2-D order-16 

transforms is hard to observe visually. 

5.5.5 Efficiency of the Fast Algorithm 

If the transform is implemented by matrix multiplication, the complexity is high, due to 

many additions and multiplications introduced by the dot products. The fast algorithm 
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fa) 9400 bit, 34 (b) 7584 bit 7600 bit, 34.52 .14 dB 

(d) 60208 bit, 37.36 (e) 64544 bit, 37.78 dB (f) 64072 bit, 37.77 dB 

Figure 5.7; Images cropped from City (720p) and Station (1080p) both coded with QP=32. 
(a) and (d) are coded using H.264/AVC HP. (h) and (e) are coded using H.264/AVC HP with 
additional 2-D order-16 NICT. (c) and (f) are coded using H.264/AVC HP with additional 2-D 
order-16 MICT. 

Operation Fast MICT Matrix multiplication 
Addition 150 240 

Multiplication 0 256 
Shift 32 0 

Table 5�6 : Operations of fast algorithm and matrix multiplication 

developed in Section 5.3.2 can implement the transformation process of the MICT by 

shifts and additions only. Table 5.6 compares the numbers of additions，shifts and 

multiplications required by transforming a 16-point vector using the fast algorithm 

and matrix multiplication, respectively. Without multiplication, the computational 

complexity is reduced significantly. However, the number of additions required for the 

fast algorithm is considerable, because multiplications with small magnitude integers 

are replaced by combinations of additions and shifts. 
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Fast algorithm (s) Matrix multiplication (s) Saving time(%) 
DCT 0.040 0.568 93% 

MICT 0.031 0.282 89% 
Mgo 0.005 0.026 77% 

Table 5,7: Execution time of fast algorithms and matrix multiplication 

The 2-D order-16 MICT was implemented using both fast algorithm and matrix 

multiplication by the C language. Ten thousand 16x16 random blocks were generated, 

in which the numbers were uniformly distributed from -256 to 255. The total execution 

time for transforming these blocks by the two methods was recoded respectively. The 

PC platform has a 3.2 GHz Intel Pentium 4 CPU and 1.0 GB RAM. Two Windows 

API functions QueryPerformanceFrequency and QueryPerformanceCounter are used 

for timing, which measure the execution time to nanosecond accuracy. The time com-

parison is shown in the third row of Table 5.7, where using fast algorithm can save 

about 89% of the computational time. 

The efficiency of the fast algorithm for the MICT is compared with that of the fast 

DCT (FDCT) [17], because there is no publications related to fast algorithms for 2-D 

order-16 ICT, NICT or MICT. We did the experiment as described above for DCT, and 

the time for computing the 2-D order-16 DCT using FDCT and matrix multiplication 

are recorded, respectively. The second row of Table 5.7 shows FDCT can save 93% 

of the computational time compared with using matrix multiplication. The proposed 

fast algorithm for the 2-D order-16 MICT is 4% less efficient than the FDCT for DCT 

because of the different dyadic symmetries in M s � . 

At the same time, we are also concerned with the efficiency of the fast algorithm 

used for the bottom-right module in Fig. 5.1 (a), which is specially designed for the 

multiplication with matrix Mgo- Similarly, ten thousand 8x8 random blocks were 

generated, in which the numbers were uniformly distributed from -256 to 255. As shown 

in the fourth row of Table 5.7, the fast algorithm can save almost 77% computational 

time compared with matrix multiplication. This proves that the fast algorithm for 

Mso has lower efficiency than that of the whole 2-D order-16 MICT. If the structure 

of the even part is different from Tse in (5.8) and some existing fast algorithms of 2-D 

order-8 ICTs cannot be used, the method for decomposing Mgo has to be applied to 

the even part and the fast algorithm will be about 10% less efficient, but overall, the 
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computational complexity is reduced significantly. 

5.6 Summary 

In this chapter, we propose using 2D order-16 transforms for HD video coding, which 

are expected to be more efficient to exploit the higher spatial correlation. Specifically, 

two series of 2D order-16 transforms, NICT and MICT，are introduced. The former 

resembles DCT and is approximately orthogonal, of which the transform error intro-

duced by the non-orthogonality is proven to be negligible. The latter modifies the 

structure of the DCT matrix and is inherently orthogonal, no matter what the values 

of the matrix elements are. Both types allow selecting matrix elements more freely by-

releasing the orthogonality constraint and can provide comparable performance with 

that of DCT. Each type is integrated into AVS EP and the H.264 HP, respectively, 

and used adaptively as an alternative to the 2D order-8 transform according to local 

activities. At the same time, many efforts have been devoted to further reducing the 

complexity of the 2D order-16 transforms and specially for MICT, a fast algorithm 

is developed and extended to a universal approach. Experimental results show that 

2D order-16 transforms provide significant performance improvement for both AVS EP 

and H.264 HP, which means they can be efficient coding tools especially for HD video 

coding. 

The fast algorithm of MICT was presented at ISCAS2007 as an oral paper, entitled 

“A universal approach to developing fast algorithm for simplified order-16 ICT" [64]. 

All the work in this chapter has been published in IEEE Transactions on Circuits 

and System for Video Technology as a regular paper, entitled "2-D order-16 integer 

transforms for HD video coding" [45]. 



Chapter 6 

Parametric Interpolation Filter for M C P 

6.1 Introduction 

Motion compensated prediction (MCP), a technique of predictive coding introduced in 

Section 2.3, is the key to the success of the modern video coding standards, as it re-

moves the temporal redundancy in video sequences and reduces the size of bitstreams 

significantly. With MCP, the pixels to be coded are predicted from the temporally 

neighboring ones, and only the prediction errors and the MVs are transmitted. How-

ever, due to the finite sampling rate, the actual position of the prediction in the neigh-

boring frames may be out of the sampling grid, where the intensity is unknown, so 

the intensities of the positions in between the integer pixels, called sub-positions, must 

be interpolated and the resolution of MV is increased accordingly. Fig. 6.1 shows an 

example of fractional pixel MCP, where the shaded and white circles represent integer-

and half-pixels, respectively. The 4x4 block with bold boundary in Fig. 6.1 (a) is the 

current block to be coded, of which the target block, located at the half-pixel position 

in the reference frame (see the bold block in Fig. 6.1 (b))，has to be interpolated for 

MCP. Consequently, the resolution of the MV is increased to half-pixel In the existing 

video coding standards, the interpolation filter is designed to fit the general statistics of 

various video sources, so the filter coefficients are fixed. Considering the time-varying 

statistics of video sources, some researchers propose using adaptive interpolation filter 

(AIF), of which the coefficients are analytically calculated for each frame using the 

linear minimum mean squared error (LMMSE) estimator (see Section 2.3), and then 

quantized and transmitted at the frame header. 

The optimal interpolation filter for each frame based on the LMMSE criterion is 

derived in Section 6.2, by which the prediction error produced is used as the benchmark 

to evaluate the prediction error produced by other fixed and adaptive interpolation 
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Current frame 
(a) 

Reference frame 
(b) 

Figure 6.1; Illustration of half-pixel MCP. (a) The block to be predicted in the current frame, 
(b) The target block located at the half-pixel position in the reference frame. 

techniques. Then, Section 6.3 reviews the existing AIF techniques, all of which are 

the approximations of the optimal interpolation filter with reduced support region, 

imposed symmetry constraints, and coarsely quantized filter coefficients, and result in 

larger prediction error compared with the benchmark. The formula to calculate the 

increased prediction error is also given in Section 6.3; according to the formula, it is 

inferred that the conflict of the coefficients' precision and the size of side information 

is the major obstacle to improving the performance of the AIF techniques that code 

the filter coefficients individually. Then, in Section 6.4, parametric interpolation filter 

(PIF) is proposed, which not only tracks the non-stationary statistics of video sources 

as the existing AIF techniques do, but also represents each updated interpolation filter 

by parameters instead of individual coefficients, thus solving the conflict of the accuracy 

of coefficients and the size of side information. The experimental results are shown in 

Section 6.5. 

6.2 Optimal Adaptive Interpolation Filter ( A I F ) Designing 

Supposing the accuracy of MCP is in units of 1/4 distance between pixels, one should 

interpolate all the half- and 1/4-pixel samples in the reference frame for prediction, 

and therefore the reference frame is interpolated to be 16 times the spatial resolution, 

i.e., 4 times both sides. As shown in Fig. 6.2, such an interpolation process consists of 

two steps: upsampling the original reference frame to 16 times the spatial resolution by 

inserting zero-valued samples in the half- and 1 /4-pixel sampling grids, which produces 

undesired spectra in the frequency domain, and then removing the undesired spectra 
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Figure 6.2; The interpolation process of the optimal AIF 

by a lowpass filter h. 

Using LMMSE estimator, the optimal denoted as hopt, is achieved by minimizing 

the prediction error erf as given in (2.57), where a^, k = 1，•.. , K , are the coefficients 

of hopt and the set Sp represents the support region for generating sq. To be consistent 

with the interpolation in H.264/AVC, the support region for each sub-position is the 

surrounding 6x6 integer pixels, and therefore the size of h in Fig. 6.2 is 23x23. 

6.2.1 Optimal AIF for P-frames 

Let P and S be the reference frame and the current frame, respectively. Upsampling P 

and 5" by a factor 16 using zero-insertion and zero-order holding, respectivley, we get 

PiQ and SiQ. Note Fie is where h in Fig. 6.2 applies. Then, the prediction error cr̂  can 

be expressed by (6.1) 

11 11 
YL — i + - j + dy) - Si6(x’y))‘‘ (6.1) 

where {x,y) indicates the spatial coordinate and (dx, dy) includes the two components 

of MV, which has 1/4-pixel resolution. Letting da\ldh{m^ n) equal to 0, one can 

derive the minimum cr̂  and the optimal interpolation filter hopt, by the solution of the 

Wiener-Hopf equations in (6.2), 

E j i - i i - m j - n ) = Rps{m,n), Vm，n’ ~11 < m,n < 11 (6.2) 

where Rpp and Rps represent the autocorrelation of Pie and the motion-compensated 

cross-correlation of Piq and Siq, respectively. Rpp and Rps are calculated with all the 

MVs for the current frame known; therefore, ME is performed before starting coding 

the current frame. The detailed reasoning steps, skipped here, are similar to those in 

Section 2.3. Different from the solution (2,52) in Section 2.3, the autocorrelation Rpp 

here is a four-dimensional function instead of a matrix and Rps is a matrix, not a vector. 
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In order to use matrix operation to solve the problem as in (2.55), the dimensions of 

Rpp, Rps, and h in (6.2) are all reduced as in (6.3), (6.4)，and (6.5), respectively, 

Rpplii + 11) X 23 + ( j + 11)，(m + 11) x 23 + (n + 11)] = Rpp(i ~ mj - n) (6.3) 

Rp4(m + 11) X 23 + (n + 11)] = Rp式m�n) (6.4) 

h[(i + 11) X 23 + U + 11)] = h(ij) (6.5) 

such that 

h = R - % , . (6.6) 

With h known, hopt is finally obtained based on (6.5). 

6.2.2 Optimal AIF for B-frames 

For B-frames, forward, backward, and bi-directional MCPs are allowed, where the 

former two can follow the solution introduced in Section 6.2.1 to derive the optimal 

AIF. For bi-directional MCP, the solution of the optimal AIF is modified. Denoting 

Pie J and i d x j , d y j ) as the upsampled reference frame and MV for forward MCP, 

respectively, and Pi6,6 and dy,b) for the backward case, one should first re-write 

(6.1) to (6.7). 

<7： 二 E I ^ ^ Kh j) - i + 4,/, y - J + dyj) 

+ Pie^bix - i + d工’b, y - j + dy^b)) - Si6{x, y)f (6.7) 

Similarly, letting 加 浙 ( m , n) equal to 0, one finally derives hopt by the equations in 

(6.8) and then obtains the minimum cr"̂ . 

dh{m, n) 
11 11 
E E "(u.) 

i=- i i ji. 二 一11 
=Rfs(m, n) -f (m, n), Vm’n，-11 < m,n < 11 (6.8) 

In (6.8)，Rff and Rbb represent the autocorrelations of the forward and backward 

upsampled reference frames, Pie,/ and _Pi6，b，respectively, and Rfb, Rfs, and Rbs are 

- mJ ~ n) + -Rbb{i — rnj _ n) + Rfb{i - m, j - n) 
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original 厂 
frame i . 

“2 h, -1 个 2 — hi 4 - U 个 4 — h2 丨 interpolated 
i"*" frame 

Stage 1 Stage 2 

Figure 6.3. The normative interpolation in H.264/AVC 

the motion-compensated cross-correlations of P iq j and Pi6’b’ Pi6,f and 5i6, and jF\6,b 

and 516, respectively. According to (6.7), deriving hopt for B-frames relies not only 

on the autocorrelation of pixels in each reference frames, i.e., Rff and Rbb, and the 

cross-correlation of pixels in the reference and current original frames, i.e., E/s and 

Ftbs, but also on the cross-correlation of the pixels in forward and backward reference 

frames, i.e., Rfi,. 

6.3 Approximation to Optimal A I F and the Effects 

If no symmetry constraint and quantization are imposed, the optimal AIF hopt obtained 

in Section 6.2 has 23^ different real-valued coefficients, which are too expensive to be 

coded for each frame. To reduce the side information representing AIF, the related 

work restricts the support region, imposes the symmetry constraints, and quantizes 

the coefficients, leading to an approximation of hopt and larger prediction error. Sec-

tion 6.3.1 reviews the related work, and the increased prediction error caused by using 

an approximation of hopt is analyzed in Section 6.3.2. 

6.3.1 Related Work 

The normative interpolation defined in H.264/AVC, having been introduced in Sec-

tion 3.3.2, includes two stages, which interpolate the half-pixel and 1 /4-pixel sub-

positions, respectively, as shown in Fig. 6.3. The interpolation in the first stage is 

separable, which means the sampling rate in one direction is doubled by inserting zero-

valued samples followed by filtering using a 1-D filter hi, [1, 0，-5，0，20, 32，20，0, 

-5, 0, l]/32, and then the process repeats for the other direction. The second stage is 

non-separable and uses bilinear filtering supported by the integer pixels and the inter-

polated half-pixel values. The filter coefficients are fixed for all video sequences. The 

impulse response and the frequency response of the normative interpolation filter in 



Figure 6.4; The impulse and frequency responses of the normative interpolation filter in 
H.264/AVC 

H.264/AVC are shown in Fig. 6.4 (a) and (b), respectively. As can be seen, this inter-

polation filter is almost ideal, as it has a square passband with the cutoff frequencies 

7 r / 4 in both horizontal and vertical directions and very small ripples in the stopband. 

Recently, much research effort has been devoted to the design of AIF, which con-

siders the non-stationary statistics of video signals and allows filter coefficients to be 

adjusted for every frame. All the AIF techniques design the interpolation filter for 

each frame using the aforementioned LMMSE estimator, but use different ways to re-

duce the side information, such as reducing the support region, imposing the symmetry 

constraints, and coarsely quantizing the filter coefficients. 

AIF in [65] follows the process in Fig. 6.3. Only hi is modified for every frame. 

Owing to the even symmetry of hi, only three coefficients are analytically calculated 

and coded. 

Vatis et al. [66; 67; 68] developed a 2-D non-separable interpolation filter，of which 

the interpolation process is shown in Fig. 6.2. The spatial sampling rate is increased 

16 times at one time and each sub-position can be interpolated directly by filtering the 

surrounding 6x6 integer pixels, h is circularly symmetric, because the spatial statistics 

are assumed to be isotropic. 

To reduce the complexity of 2-D non-separable interpolation filter, 2-D separable 

AIF [69] is proposed, in which the spatial statistics of horizontal and vertical directions 

are considered different and the interpolation filters for the two directions are separately 

designed. As shown in Fig, 6.5，the horizontal sampling rate is increased four times by 
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Figure 6.5. The interpolation process Jn Separable AIF [69] 

zero-insertion and a 1-D filter hi is specially designed for the current frame. Then, the 

process repeats for the vertical direction using h/z. 

A directional AIF (DAIF) is proposed in [70; 71; 72； 73], which also follows the 

process in Fig. 6.2 (b), but is much simpler than [66]. Furthermore, it is not even a 

2-D interpolation filter; the support region for each sub-position is restricted to 1-D 

aligning integer pixels only. By doing this, the correlation along neither the horizontal 

nor the vertical direction can also be exploited for interpolation. 

Instead of adaptively calculating the filter coefficients for each frame, switched inter-

polation filter with offset (SIFO) [74; 75] provides the capability of switching between 

fixed filters and sending DC offsets at the sub-position level. The three fixed filters 

include the one in H.264/AVC and the other two non-separable filters with size 4 x 4 . 

When not using any of the filters, the pixels in different sub-positions and the integer 

position will be added by their relevant DC offsets, which are transmitted at the frame 

level, in order to compensate the illumination changes. 

In some AIF techniques, SIFO is used to enhance the performance of DAIF. Fixed 

directional interpolation filter (FDIF) is proposed in [76; 77], where the support region 

for each sub-position is the same as that in DAIF, but the filter coefficients are fixed. 

The regular FDIF is further improved in two ways. First, one of the 15 sub-positions 

is defined as a strong filter position (SFP), filtered using a dedicated filter for this 

particular position. Second, fixed DC offsets are defined for the rest sub-positions. The 

enhanced DAIF proposed in [78; 79] adds a 5x5 filter for integer pixels and a DC offset 

to each integer and sub-position. 

Apart from reducing the support region and imposing symmetry constraints, all 

coefficients in the existing AIF techniques are quantized to 512 levels. However, 9-bit 

representation is not enough to represent the filter coefficients and introduces signif-

icantly larger prediction error. That is why the performances of the aforementioned 

AIF techniques are very close to each other, no matter the size of the support region 
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and whether symmetry constraints are imposed. Although 9-bit representation is not 

precise enough, the required bits for coding these coefficients are still significant es-

pecially at low bit-rates. Therefore, the conflict of the coefficients' precision and the 

size of side information is the major obstacle to improving the performance of the AIF 

techniques that code the filter coefficients individually. 

6.3.2 Approximation Effects 

The related work [65]- [79] makes some effort to reduce the side information as intro-

duced in Section 6.3.1, leading to an approximation of /iopt, denoted as h. The difference 

between hopt and h is denoted as h^, i.e., Ha 二 hopt ~ h, and the increased energy of 

prediction error, Aerr, is given in (6.9). 

Aerr = 

=E h(i,j)PiQ{x ~-i-\'dx,y- j -\-dy) - Sieix, y))' 

-(^hopt[i�j)Pi6(x-i + d:c,y — j + dy)-SiQ(x,yyi' 

二 E C^if^optihj) — hA{iJ))Pi6{x ~i + d:,,y-j + dy)- Sig{x, y))' 

—iYl hopt{iJ)Pi6{x ~i + dx,y-j -\-dy) - SiQ{x,y))' 
ij 

= ^^hA{iJ)hA{m,n)Rpp{i - mj - n) 
i,3 m� 

-2^/iA(m,n) ^hopt(iJ)Rpp(i — m, j — n) - Rps(m,n) (6.9) 

Since hopt is the solution of (6.2), the latter part in (6.9) is equal to zero and Aerr is 

finally expressed by (6.10). 

Aerr = ^ ^ h/^{iJ)hA{m,n)Rpp(i — m,j - n] (6.10) 

Aerr introduced by different interpolation techniques is studied, based on the first 

ten frames (except I-frame) of a set of ten HD sequences. Fig. 6.6 gives the typical 



6.3.2. Approximation Effects 111 

Rave 门 

frame number 

(a) 

Harbour 

frame number 

(c) 

frame number 

(b) 

Sheriff 

frame number 

⑷ 

Figure 6.6; Aerr introduced by different AIF techniques (QPp=28, QPB=29) 

results on four out of the ten sequences. Generally, Aerr introduced by 2-D non-

separable AIF and DAIF is close to or even larger than that introduced by the standard 

filter in H.264/AVC. Especially, 2-D non-separable AIF, which has larger support region 

than DAIF and is expected to perform better, is more likely to have particularly large 

Aerr. That is because Kpp in (6.3) is ill-conditioned, so any slight change in hopt, 

having been denoted as /i^, will influence Aerr significantly. Furthermore, 2-D non-

separable AIF has much more coefficients involved in quantization; quantization error 

influences the value of Aerr more significantly than the support region and the imposed 

symmetry constraint. Therefore, the 9-bit uniform quantization used in the existing 

AIF techniques cannot produce precise enough filter coefficients, which actually causes 

the value of Aerr to increase dramatically and frequently disables the AIF mode at the 

frame level during the encoding process, based on the R-D criterion [68]. 
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6.4 Proposed Parametric Interpolation Filter (PIF) 

In the related work, the accuracy of the coefficients and the size of the side information 

are conflicting, because the coefficients are coded individually. In this work, the impulse 

response of an interpolation filter is represented by a function hj, determined by five 

parameters, and hopt is approximated by tuning the parameters to minimize Aerr in 

(6.10). When the parameters are determined, the filter coefficients are calculated as 

the function values. Obviously, the side information for coding five parameters is very 

small. Yet the accuracy of the coefficients can also be guaranteed, if the parameters are 

quantized in enough precision. How to find the form of hf is presented in Section 6.4.1 

and how to determine the parameters' values for a certain filter and then code them is 

introduced in Section 6.4.2. 

6.4.1 Function Representation of an Interpolation Filter 

Let e '̂̂ f) be the Fourier transform of the reference frame P. After upsampling 

P using zero-insertion, shown in Fig. 6.2, the Fourier transform of the upsampled frame 

尸 16，denoted as is given by (6.11)， 

4u) - l 1 

咖j�。”二 ^ E FU:r’y)e-j拟e-j糊 

x—O y = 0 

4 w - l 4/1-1 /w-1 h-1 \ 
- X I S S 尸 ( � 0 列尤 - 4 k , y - At) e-加I工e-加双y 

x=0 y=0 \k=0 1=0 ) 
w—lh~l 

= 户 ( � �〜 - 恤 二 F ( e j 4 a ； � ( 6 . 1 1 ) 

k=0 1=0 

where w and h mean the width and height of the frame in the unit of pixel, respectively. 

According to (6.11)，Fie is a frequency-scaled version of F. Fig. 6.7 (a) and (b) give 

examples of F and its corresponding Fie, respectively. In Fig. 6.7 (b), the undesired 

spectra centering at integer multiples of (7r /2,7r /2), i.e., the original sampling rate, are 

introduced by the zero-insertion upsampling and should be removed. This requires a 

lowpass filter h (see Fig. 6.2 (b)) with a gain of 16 and a cutoff frequency 7r/4, of which 

the ideal frequency response is shown in Fig. 6.7 (c). It is similar to the frequency 

response of the normative interpolation filter in H.264/AVC (see Fig. 6.4), by which 

the information in F is completely preserved. 
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Figure 6.7; The Fourier transform of original and upsampled frames and the frequency 
sponses of ideal interpolation filters 

Considering the special PSD of HD videos as shown in Section 4.2, where the high 

frequency energies are mainly distributed in the horizontal and vertical directions, we 

propose the desired filter with a diamond-shaped passband (see Fig. 6.7 (d))，such 

that high frequency components neither in the horizontal direction nor in the vertical 

direction are filtered out. There are two reasons for proposing the filter with such a 

passband. Firstly, interpolation in the context of video coding is for a better MCP, and 

the high frequency components are more likely to introduce large prediction error, thus 

exerting negative influence on MCP. Secondly, high frequency components outside the 

diamond-shaped passband have very low energy and contribute little to the content 

of the frame. This passband shape also agrees with our observation on a number of 

optimal filters. 

Theoretically, the cutoff frequency should be 7r/4, such as the one in Fig. 6.7 (d), 
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COi 

Figure 6.8: The passhand of the proposed ideal interpolation filter 

although, in practice, they may vary around 7r/4. As shown in Fig. 6.8, two parame-

ters, LOi and are used to denote the cutoff frequencies at two axes and the shaded 

diamond-shaped area, a, represents the passband. The corresponding impulse response, 

hd, can be obtained by inverse Fourier transform, as expressed in (6.12), 

hd(m, = ^ [ Hd(一, 彻duch; 
4兀2 J[-7r,7v]^ 

where H^ is given as below. 

(6.12) 

16, if (w, v) e CF 

0, otherwise 
(6.13) 

Substituting (6.13) into (6.12), one can re-write (6.12) as in (6.14). 

hd{m, n)= 47r2 
.迁 U+W2 . fUJl f 
J 觀 + / I 

• ̂ "̂U—UJ2 Jo J — 
16ej 讓dudv 

-UJi 

U/n 

广衆U+W2 . 广Wl . 厂一衆U+W2 . \ 
严du / 1 / 严du I e—dv (6.14) 

uJl ^ ^ / 

After some reasoning steps, one can finally find the formula of hd as shown in (6.15), 

, ! 、 80；10；2.(^im-hu)2n ujim-uj2n ^ ^ hd[m,n)=——^Sinc( )Sinc( ), - o o < m,n < oo 
7r' 

(6.15) 

where function Sinc(.) is defined as follows. 

Sinc(a:: 
if a: 7^0 

otherwise 
(6.16) 

hd has to be truncated by an appropriate window function w before being used for 
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window function a+Sinc(b|m|+c|n|) 

- 1 0 - 1 0 

Figure 6.9; The proposed window function for PIF 

interpolation. In this work, w, defined as in (6.17), is proposed, which is empirically 

better than other widely used ones, such as rectangular, triangular, Harming, and 

Blackman window functions. 

w{m, n)= 
a + Sinc(6|m| + c|n|), if — 11 < m, n < 11 

0, otherwise 
(6.17) 

Then, the approximation of the ideal desired filter, denoted as hj, is obtained as the 

product of hd and w, as in (6.18). 

hf{m, n) = h(i(m, n)w(m, n) (6.18) 

iVSinc(…饥 j " )Sinc(�声广P) (a + Sinc(b|m| + c|n|))，if-11 < m , n < 11 

0 otherwise 

Therefore, hf is determined by a parameter set, x = {a;i, u>2, a, b, c}，and the factor 

N guarantees the filter gain is 16. hf is the interpolation filter proposed in this work, 

which represents filters by parameters rather than individual coefficients and is named 

as parametric interpolation filter (PIF). 

6.4.2 Parameter Determination and Coding 

As the form of hf has been given in (6.18), the parameter set x has to be determined 

for each frame and coded. The optimal x should make hf reduce as much prediction 
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error as hopt can, by achieving the minimum of Aerr in (6.10), i.e., 

X = arg min Aerr (6.19) 

where in (6.10) can be expressed as in (6.20) 

^ A ( i i ) = hoptiij) — /i/(i,j|x), - 1 1 < i j < 11 (6.20) 

The minimum is achieved by using the BFGS Quasi-Newton method. The fam-

ily of Quasi-Newton methods, well-known for finding local maximum and minimum of 

functions, are based on Newton's method to find the stationary point of a function, 

where the gradient is zero. Newton's method assumes that the function can be locally 

approximated as a quadratic Taylor expansion in the region around the optimum, and 

use the first and second derivatives, i.e., gradient and Hessian, to find the stationary 

point. In Quasi-Newton methods, the Hessian matrix of the objective function does 

not need to be computed. Instead, it is updated by analyzing successive gradient vec-

tors instead. Different Quasi-Newton methods have different Hessian matrix updating 

algorithms. In this work, BFGS algorithm is used for the Quasi-Newton method and 

the procedure is briefly introduced as below. 

From an initial guess of xq and an approximate Hessian matrix Bq, the following 

steps are repeated until x converges to the solution of the objective function / ( x ) , 

which is Aerr here. 

1. Obtain a search direction s^ by solving s^ = — 

2. Perform a line search to find the optimal stepsize a^, such that / (x^ + a^Sk) 

achieves the minimum in the search direction s^ found in the first step. The 

line search algorithm used finds a stepsize satisfying the strong Wolfe conditions, 

introduced in [80]. 

3. Update Xfc+i by (6.21). 

Xfc+i = Xfc + akSk (6.21) 

4. Calculate the intermediate vector y/. by (6.22), which will be used to update B/j. 

Vk 二 •/(Xfc+i) — V/(xfc) (6.22) 
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5. 3k is updated by (6.23) for the next iteration. 

B 奸 + (6.23) 
yt s/c Sfc BfcSfc 

As only the inverse of Bfc is used in this algorithm, it is more efficient to update 

directly by (6.24). 

B ' l , = ( / - 厂 i ( / - 導 • ) + 华 (6.24) 
yW yW yjsfc 

The detailed description is omitted here, as this method is not part of the contribution 

in this work. Interested readers are referred to [80] to more in-depth illustrations. 

Since this numerical method is used to solve the local minimum problem, the initial 

estimates of x and Bq become critical. At the beginning of coding a video sequence, 

the initial estimates of uj： and u;2 are both 0.257r, and empirical initial values 0.1, 0.15， 

and 0.15 are assigned to a, b, and c, respectively. During the coding process, the initial 

estimate keeps updated by the value of x of the latest P-frame using AIF mode. Bq 

is initialized by the identity matrix I, so that the first step is equivalent to a gradient 

descent, but further steps are refined more and more by 

As the BFGS method is for unconstrained optimization, the solution x will the-

oretically have any real numbers. However, the values of cji and 0J2 are expected to 

be around 7r/4 and the valid range is [0, tt]. The values of a, b, and c are around 

zero. Therefore, in case any of uji and cj2 is larger than tt or any of a, 6, and c has 

the absolute value larger than one, the solution is discarded and consequently the PIF 

mode in the current frame is disabled. However, based on our experiments, such case 

has never happened. The magnitude of each parameter is uniformly quantized to 8196 

steps, coded by 13-bit FLC, To indicate the signs of a, b, and c, three additional bits 

are also coded. Therefore, the side information of interpolation filter is exactly 68 bits 

for each frame, which is about 20% of AIF in [66]. 

6.5 Experimental Results 

6.5.1 Comparison with the Optimal AIF 

Since PIF, like other existing AIF techniques, is the approximation of the optimal AIF 

hopt, this sub-section uses the energy of the prediction error produced by the optimal 
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HD sequences Filter in H.264 2D Non-sep. AIF DAIF PIF 
BigShip 5.446 10.308 6.068 2. 033 

City 12.088 12.644 11.485 3.428 
Crew 24.187 8.581 6.879 1.728 

Harbour 25.986 21.690 17.575 4.527 
Jet 1.627 4.122 2.072 0.960 

Optis 5.448 6.520 5.029 1.996 
Raven 7.916 9.765 6.325 1.914 

Sailormen 11.857 12.031 13.534 5.716 
Sheriff 5.082 6.418 5.604 1.831 

ShuttleStart 1.977 4.083 1.847 0.918 

Table 6.1: Average Aerr produced by different interpolation filters flO ĵ 

AIF denoted by cr'̂ lhopt as the benchmark to evaluate the performance of the proposed 

PIF and other AIF techniques, measured by the increased error energy denoted by 

Aerr. How to calculate the value of Aerr for a certain frame has been introduced 

in detail in Section 6.3.2, where part of the experimental results has also been given. 

Ten HD sequences are used in the experiment; for each sequence, Aerr produced by 

different AIF techniques, including PIF, are calculated for the first ten frames (except 

1-frame). As shown in Fig. 6.6, Aerr produced by PIF is always much less than those 

provided by 2-D non-separable AIF [66J, DAIF [70), and the normative one used in 

H.264/AVC, no matter the sequences contain rich details, such as City and Harbour, 

or contain large smooth areas, such as Raven and Sheriff, Fig. 6.6 also implies that 

replacing the normative interpolation filter by PIF in H.264/AVC can significant reduce 

the energy of the prediction error and improve the overall R-D performance, which will 

be verified in Section 6.5.2. For all the test sequences, the average Aerr on the first 

ten frames of each sequence is given in Table 6.1, in the unit of 10 .̂ As can be seen, 

values of Aerr produced by 2-D non-separable AIF and DAIF are larger than those 

produced by the interpolation filter in H.264/AVC on average, owing to the extremely 

large values for some frames. However, large prediction errors produced by the AIF 

mode will not cause performance loss during the encoding, because the AIF mode can 

be disabled at the frame level, if necessary, based on the R-D criterion [68]. 

Fig. 6.10 (a)-(d) show the impulse responses of four interpolation filters: DAIF, 

2-D non-separable AIF, PIF and hapu respectively, for coding the first P-frame of City 

with QP equal to 28. Their corresponding frequency responses are given in Fig. 6.10 
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Impulse response of DAIF Impulse response of 2 - D non-separable AIF 

⑷ 
Impulse response of PIF 

(c) 
Frequency response of DAIF 

Frequency response of PIF 

(b) 

Impulse response of h 

⑷ 
Frequency response of 2 - D non-separable AIF 

Frequency response of h opt 

(g) (h) 
Figure 6.10: Impulse and frequency response by different interpolation Biters on City 
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erpoiatioii filters on Harbour .nd frequency response by different Impulsi igure 6 
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Test sequence 1280x720 progressive 
Sequence structure IBBPBBP.. . 
Intra frame period Only the first frame 

Entropy coding CABAC 
FME on 

R-D optimization on 
Adaptive rounding off 

QP 1(22，27, 32’ 37) P(23, 28, 
33, 38) B(24, 29，34, 39) 

Reference frame 4 
Search range ±64 

Frame number 60 

Table 6.2; Test conditions 

(e)-(h), respectively. The DAIF (see (a) and (e)) and 2-D non-separable AIF (see (b) 

and (f)) are quite different from hopt (see (d) and (h)) and introduce undesired high 

frequency components, whereas PIF (see (c) and (g)) resembles hopt with high frequency-

components filtered out. The parameter set x of the PIF in Fig. 6.10 is {0.2027r, 0.3027r, 

-0.038，0.191，0.065}. Another example of the impulse and frequency responses of these 

four interpolation filters under the same test conditions but on the sequence Harbour 

is given in Fig. 6.11，where the parameter set x of the PIF is determined to be {0.242冗， 

0.179冗，0.430, 0.059, 0.355}. Similar observations can be obtained. 

6.5.2 Improvement of R - D Performance 

The proposed PIF is integrated into the VCEG's reference software KTA2.0 and Table 

6.2 shows the test conditions. In the encoder, the MVs estimated in the first pass are 

reused in the second pass in order to show PIF's performance with one-pass encoding 

strategy. All the filters in comparison, including the optimal filter, PIF, DAIF, and 2-D 

non-separable AIF, are implemented using 32-bit integer arithmetic. The AIF mode 

can be disabled based on the criterion of frame level R-D distortion [68]. 

Table 6.3 compares the R-D performances provided by the four interpolation tech-

niques, which are measured by the average percentage of bit-rate reduction at the same 

PSNR or, equivalently, by the average PSNR improvement at the same bit-rate, using 

the method proposed in [63]. The benchmark is H.264/AVC High Profile. 

The bit-rate reduction of 2-D non-separable AIF and DAIF is about 2.5% on aver-

age, because they cannot efficiently reduce the prediction error energy, as introduced in 
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HD 
Sequence 

2D Non-sep. AIF DAIF PIF hopt HD 
Sequence ABR APSNR ABR APSNR ABR APSNR ABR APSNR HD 
Sequence (%) (dB) (%) (dB) (%) (dB) (%) (dB) 
BigShip -1.07 0.03 -1.53 0.04 -8.24 0.23 -9.23 0.26 

City -4.63 0.15 -4.30 0.13 -15.27 0.52 -17.06 0.57 
Crew -4.77 0.12 -4.65 0.12 -9.59 0.25 -14.08 0.38 

Harbour -4.65 0.17 -3.38 0.12 -7.87 0.30 -10.50 0.40 
Jet -0.38 0.03 -1.63 0.04 -8.84 0.26 -11.26 0.31 

Optis -1.12 0.03 -1,16 0.03 -6.65 0.16 -7.52 0.19 
Raven -2.03 0.07 -4.72 0.18 -11.37 0.46 -14.67 0.60 

Sailormen -0.80 0.02 -0.49 0.01 -7.43 0.20 -8.82 0.23 
Sheriff -1.97 0.05 -1.53 0.04 -5.95 0.18 -7.71 0.21 

ShuttleStart -3,13 0.11 -3.21 0.11 -11.15 0.42 -13.06 0.46 
Average -2.46 0.08 -2.66 0.08 -9.24 0,30 -11.39 0.36 

Table 6.3: The R-D performances of DAIF, 2-D non-separable AIF, PIF, and hopt 

HD sequences 2D Non-sep. AIF DAIF PIF hopt 
BigShip 25.0 55.3 84.6 94.3 

City 41.7 63.2 99.1 100 
Crew 28.5 48.2 81.6 91.2 

Harbour 53.1 74.1 99.1 100 
Jet 15.4 51.3 78.5 96.1 

Optis 39.0 63.6 82.5 95.6 
Raven 33.8 78.9 99.1 100 

Sailormen 36.0 50.9 86.8 99.6 
Sheriff 29.8 50.4 83.3 96.9 

ShuttleStart 2.7 44.3 87.7 100 
Average 30.5 58.0 88.2 97.4 

Table 6.4; The frequencies of occurrence of DAIF, 2-D non-separable AIF, PIF, and hopt (%) 

Section 6.3.2 and verified in Section 6.5.1. The optimal AIF hopt is also used for MCP, 

but the bitstream is non-decodable, because the coefficients of ĥ pt are not quantized 

or transmitted. As shown in the eighth and ninth columns in Table 6.3, the bit-rate 

reduction provided by hopt is about 11.39%, equivalent to 0.36 dB PSNR improvement; 

the performance can be taken as the upper bound of the R-D performance. The per-

formance of the proposed PIF is always much better than DAIF and 2-D non-separable 

AIF for all the test sequences. On average, the bit-rate reduction provided by PIF is 

9.24%, about 7% more than the two AIFs and approaches the upper bound. 

In Table 6.4，the frequencies of occurrence of different interpolation techniques give 

further evidence for the efficiency of the proposed PIF. The percentage that the coded 
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frames choose the PIF mode instead of the normative interpolation in H.264/AVC 

varies from 78.5% to 99.1%, depending on different test sequences, which is close to the 

frequency of occurrence of hopt- However, DAIF and 2-D non-separable AIF are much 

less used. Especially for the latter, the average frequency of occurrence is only 30.3%. 

6.6 Summary 

This chapter first reviews the existing AIF techniques, and then points out that the con-

flict of the accuracy of coefficients and the size of side information is the major obstacle 

to improving the performance of the AIF techniques that code the filter coefficients 

individually. To resolve this conflict, PIF is proposed for MCP，which represents in-

terpolation filters by a function determined by five parameters instead of by individual 

coefficients. The function is designed based on the fact that high frequency energy of 

HD video source is mainly distributed along the vertical and horizontal directions, and 

the parameters are tuned to minimize the energy of prediction error, thus approaching 

the optimal interpolation filter. The experimental results show that PIF significantly 

outperforms the existing AIF techniques and approaches the efficiency of the optimal 

filter. 

The work proposed in this chapter will be presented at ICIP2009 as a poster paper, 

entitled “Parametric interpolation filter for motion compensated prediction" [81]. At 

the same time, this work is submitted to IEEE transactions on Circuits and System 

for Video Technology, entitled "Parametric interpolation filter for high-definition video 

coding" [46], and also filed as a US provisional patent application, entitled "Parametric 

interpolation filter for motion-compensated prediction" [82]. 



Chapter 7 

Real-time De-interlacing for H D Videos 

Among the HD video formats (see Table 1.1), lOSOz is the most widely used and has 

been adopted by many countries for HDTV broadcasting, such as Australia, U.S.A., 

Canada, China, and some European countries. lOSOz is directly compatible with CRT-

based HDTV sets, which, however, never entered the market in large volume. lOSOi 

is also compatible with 1080p-based HDTV, if de-interlacing is performed immediately 

before display. In other words, every field in 10802 videos should be converted to a 

frame in real time. 

It is challenging to de-interlace HD videos in real time, especially by using software. 

The algorithm should be simple, to process such a large amount of data within the 

limited time, and be flexible as well, to adapt to spatially and temporally local activities 

and thus achieve good visual quality. The latter requirement inevitably employs implicit 

or explicit motion and texture detectors, which makes the algorithm more complicated 

and conflicts with the former requirement. In this chapter, two de-interlacing techniques 

are proposed to resolve the conflict, such that H.264 coded HD videos can be de-

interlaced in real time at a good visual quality. 

7.1 Related Work 

Most of the existing de-interlacing techniques fulfill only one of the two conflicting 

requirements: low complexity and good visual quality. Some basic methods are simple 

enough to work in real time at the expense of visual quality, such as fixed filters. Spatial 

filters, including line averaging (LA), edge-dependent linear averaging (ELA) [83], and 

median filter (MF) [84], interpolate the missing pixels by using the neighborhoods in the 

same field and usually have lowpass characteristics. Vertical-temporal filter (VTF) [85] 

is supported by both spatially and temporally neighboring pixels, where the temporal 

124 
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filtering usually has highpass characteristics in order to limit the contribution from 

the temporally neighboring pixels to high vertical frequencies. Motion compensation 

(MC) is another basic but more efficient idea for de-interlacing [86], which performs 

interpolation along the motion trajectory. MC can be very simple by copying the pixels 

from neighboring fields, if the MVs are given. Otherwise, motion estimation (ME) slows 

down the de-interlacing process significantly. 

When time constraint is not imposed, e.g., in the film studio, more advanced tech-

niques can provide better visual quality. Some of them are the enhancements of the 

aforementioned basic methods [87; 88; 89; 90; 91). Byun et al. [87] improve EL A by 

introducing horizontal and vertical edge patterns and modeling them as a weighting 

function to estimate edge direction. Wang et al. p8] assume that the edge direction in 

local area is stationary, which can be detected by minimizing a cost function, Hwang et 

al. [89] improve MF by applying smoothening prior to the filtering, which makes the MF 

more robust against noise. In some hybrid methods, the aperture of MF is extended 

to the temporal domain, and the motion predicted pixels become part of the MP's 

candidates [90] [91]. Some de-interlacing algorithms focus on improving the accuracy 

of MC [92; 93; 94; 95]. Braspenning et al. [92] propose an ME algorithm, named 3D 

recursive searching (3DRS). 3DRS calculates spatial and temporal prediction vectors 

from a 3D neighborhood, and yields coherent vector fields that closely correspond to 

the true motion of objects. It is improved in [93] by introducing bi-directional ME with 

variable block sizes. Li et al. [94] propose a phase-correction filter, which enables accu-

rate MC between opposite parity fields. Chang et al. [95] propose a hybrid approach, 

comprising edge-based interpolation and local/global ME and MC. More advanced MC 

methods are based on the generalized sampling theorem (GST) [96], which says any 

signal limited to a frequency of 0.5/s can be exactly reconstructed from N indepen-

dent sets of samples, representing the same signal with a sampling frequency fs/N. 

The theorem is used to solve the problem of interpolation on a subsampled signal, as 

first represented by Delogne [97] and Vandendorpe [98]. However, GST de-interlacers 

are very sensitive to MV errors and the performance degrades significantly as MV er-

rors increase, although they provide excellent results with accurate MVs [99]. Wang 

et al [100] propose measuring the reliability of MV using the a posteriori probability 

based on the Bayes theorem and the GST algorithm is only applied to where the MVs 
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are reliable. 

Recently, some research work takes both requirements into consideration and tries 

to resolve the conflict [101; 102; 103]. Van De Ville et al. [101] propose reconstructing a 

frame in an iterative way, based on MC method. Huang et al. [102] use the combination 

of motion detector and extended MF. Both methods in [101] and [102] are still too 

complicated to achieve real-time implementation for SD videos, let alone HD videos. 

Chen et al [103] propose a de-interlacer as a trade-off between flexibility and simplicity, 

which classifies the field dynamically to background or foreground and uses an extended 

MF. It can de-interlace HD videos in real time, but introduces obvious serrations. 

7.2 Real-time De-interlacing for H.264 Coded HD Videos 

The proposed de-interlacers are designed as post-processing techniques for decoded in-

terlaced videos, assuming that the values of the syntax elements (SE) in the bitstreams, 

which have been used in the decoding process, are also accessible to the de-interlacer. 

SE values, such as MVs and MB type, give many hints of the motions and edges in 

video sequences, as if they were the outputs of complicated motion or edge detectors. 

Hence, according to the SE values, de-interlacing methods can be appropriately se-

lected and adapt to spatially and temporally local activities. At the same time, the 

time for motion and edge detection is significantly reduced, which makes it possible to 

de-interlacing HD videos in real time. 

Simsic et al. [104] have proposed a de-interlacer specially for MPEG-2 coded videos, 

which uses the MVs and MB type to indicate the presence of motion or to give a 

level of confidence of motion. Considering the trend that H.264/AVC will overtake 

MPEG-2 in the near future, we propose two de-interlacers for H.264 coded videos, of 

which the syntax is more complicated and informative. For example, MV indicates 

the direction and speed of motion, MB partition reveals the smoothness of motion or 

texture, direction of intra prediction suggests the presence of texture, and transform 

coefficients imply edges inside a block. Such a wealth of information should be verified 

and summarized, in order to make sure only reliable SE values are used to select the 

appropriate de-interlacing algorithms. Hence, accuracy analysis is also introduced to 

deal with the disparity between the SE values and the real motions and textures, 

which is mainly caused by the encoding strategies and quantization. Furthermore, 
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the proposed de-interlacers are designed for parallel implementation, so one can take 

advantage of the multi-core systems, which are very common for PC and DSP platforms 

nowadays. 

The proposed two de-interlacers provide efficient solutions for the prevalent scenario 

that H.264 coded interlaced HD video needs to be de-interlaced in real time after 

decoding, and thus resolve the conflict between high visual quality and low complexity 

as introduced above. The de-interlacers can be extended for other newly developed 

standards whose syntax is similar to H.264/AVC, such as AVS [39; 42; 40; 41]. 

Let fn denote the n̂ ^ (n > 0) field to be de-interlaced in an interlaced video 

sequence. The vertical sampling rate of / „ is doubled by zero insertion to form a frame 

Fn, as shown in (7.1)，where {x,y) designates the spatial position. 

if ( y % 2 ) = ( n % 2 ) 二 0 

y) = Lix, ¥)， i f (y%2)= (n%2)= 1 (7.1) 

D, otherwise 

In Fn, the inserted zero-valued pixels are to be interpolated. According to the H.264/AVC 

syntax, fn is partitioned into blocks; each block is a field area associated with an MB, 

i.e., 16x16 for field-coded MBs and 16x8 for frame-coded MBs. The k仇 block in fn, 

denoted as M^, corresponds to an upsampled version P^ in Fn. Pk is called a process-

ing block, in which the zero-valued pixels are to be interpolated using the algorithm 

determined by M^'s SE values. 

In the following sub-sections, two de-interlacers are proposed, which distinguish 

from each other by the way to use Mfc's SE values and the complexity, In the statistics-

based de-interlacer [105], the encoder is assumed not to produce erroneous SE values, 

which means the encoder will not intentionally provide bad SEs and the coded SEs are 

the best according to the encoder's strategy. With this assumption, the reliability of 

SEs is measured by the degree of confidence based on the statistical analysis, and then 

the de-interlacer is designed accordingly. Statistics-based de-interlacer performs very 

fast, as it uses the SE values without any verification. Nevertheless, the assumption 

on the encoder imposes the limitation to the application of the statistics-based de-

interlacer. In the robust de-interlacer [106], the limitation is eliminated by verifying 

the reliability of MVs, and the usage of other SEs is improved as well. At the same time, 
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intra 4x4 intra 16x16 intra 4x4 intra 16x16 

(a) (b) 

Figure 7.1; The histograms of p of vertically neighboring pixels in intra-coded MBs based 
sequences (a) StockholmPan and (b) Shields. 

the computational complexity is increased, which slightly slows down the de-interlacing 

process. Yet the robust de-interlacer also performs in real time. 

7.2.1 Statistics-based De-interlacer 

The process of de-interlacing one field consists of two stages. The first stage, named 

decision stage, decides the interpolation method for each processing block. The output 

of the decision stage is a 2-D mode map, which records the interpolation methods of all 

the processing blocks in one field. The second stage, named interpolation stage, applies 

the interpolation methods indicated in the 2-D mode map to the processing blocks. 

The two stages are introduced in detail below. 

Decision Stage 

At first, the spatial correlation in intra-coded MBs and the proportion of different MB 

partitions are investigated, and then the flow charts for mode decision are designed as 

described below. 

If the MB Mk is intra-coded, the correlation coefficient p, defined in (2.19), of the 

vertically neighboring pixels inside Mk is calculated, where each column is regarded 

as a realization of a discrete random process and each row is a random variable. As 

typical examples of the results, Fig. 7.1 shows the histograms of p of the vertically 

neighboring pixels in different intra-coded cases. These two histograms are obtained 

by investigating 1080i video sequences StockholmPan and Shields, both of which are 

coded at bit-rate 15 mbits/s. The texture, as the a priori knowledge, does not provide 
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Strong indication which block size is used, because of various encoding strategies. For 

example, Fig. 7.1 (b) shows smooth areas with p approaching 1.0 are more likely to 

be intraS x 8-coded than being intral6x 16-coded. However, the coded block size does 

provide indications for textures, when used as the a posteriori knowledge. IntralGx 16-

coded Mk always indicates very smooth areas with vertical correlation approaching 

1.0，whereas the pixels in intra4x4-coded Mk have smaller correlation, representing 

fine textures. For Intral6x 16-coded and Intra4x4-coded Mfc, LA, which is simple 

and efficient for areas without vertical aliasing, and ELA [83], which has outstanding 

performance for sharp and consistent edges, are applied to the associated processing 

block Pk, respectively. For intraSx 8-coded Mfc, there is no strong indication for the 

textures, which may be complicated or smooth. 

When determining the interpolation method for the processing block F% associated 

with intraSx8-coded M^, we first check the condition that all the 8x8 blocks in M^ are 

vertically smooth. In details, for each 8x8 partition in Mfc, denoted as M^̂ i (0 < / < 3), 

let 0 < J < 8, be the transform coefficient in the position of the z•认 row and 

the 产 column. The 8x8 partition Mkj is considered vertically smooth, if the following 

condition is satisfied. 

肌 細 = 0 , Vz, 4 < z < 8 (7.2) 

For any vertically smooth M^j, only the first four bases of the 8x8 ICT in H.264/AVC 

are involved in the vertical transformation to represent the columns. The spectra of the 

first four bases are plotted in Fig. 7.2 (a). At the same time, the frequency response of 

the LA filter is also plotted in Fig. 7.2 (a) by the solid line. As can be seen, the main 

lobes of the first four bases are all in the passband of the LA filter, and therefore the 

LA is sufficient for the vertically smooth 8x8 areas. On the other hand, the signals 

using at least one of the other four higher frequency bases for vertically expansion will 

be blurred after the LA filtering, as the main lobes of the other four bases are in the LA 

filter's stopband (see Fig. 7.2 (b)). For the blocks not vertically smooth, the non-linear 

filter ELA will be applied. In summary, the proposed decision flow for the processing 

block Pk associated with intra-coded Mk is shown in Fig. 7.3. 

While de-interlacing intra-coded fields, the interpolation method switches between 

LA and ELA, which, however, is at the mercy of aliasing. Aliasing, such as unsta-

ble motion and crawling lines, cannot be observed in a still de-interlaced frame, but 
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Figure 7.2; Frequency response of LA and the spectra of the bases of the 8x8 ICT in 
H.264/Ave. (a) The first four bases, (b) The other four bases. 
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Figure The mode decision for processing blocks associated with intra-coded MBs 

appears when the de-interlaced frames are displayed successively. Therefore, if the 

video sequence is all-intra-coded, the defect caused by the proposed decision flow (see 

Fig, 7.3) becomes obvious. Fortunately, for most HD applications, this drawback will 

not influence the visual quality much, since the interval of I-frames is no smaller than 

0.5 second. The drawback can be overcome by MC methods, which are used by the 

processing blocks associated with inter-coded MBs as described below. 

For inter-coded MBs, the proportion of different MB types is investigated. Table 7.1 

shows the results of B-frames at the bit-rate about 15 mbits/s, i.e., PSNR around 



§ 7.2.1. Statistics-based De-interlacer 131 

Test sequence Skip/Direct 16x16 16x8 8x16 8x8 Intra 
Flamingo 26.91 40.89 12.93 7.63 8.63 3.02 

Kayak 37.74 29.58 12.61 4.14 4.57 11.35 
newMobileCalendar 57.33 24.92 6.01 4.12 6.41 1.22 

Parkrun 69.09 19.11 3.07 1.95 6.74 0.04 
Shields 68.81 16.49 3.35 2.62 8.57 0.21 

StockholmPan 71.22 13.70 3.76 2.85 8.43 0.09 

Table The percentages of different MB types in B-frames 

No 

Edge-base line 
averaging 

Figure 7.4; The mode decision for processing blocks associated with inter-coded MBs 

38dB. Obviously, the proportion of Skip and Direct modes is often larger than 50% 

for HD videos, except for some extreme cases, e.g., Flamingo and Kayak. With Skip 

and Direct modes, the MVs, derived from those of spatially or temporally neighbouring 

blocks, imply uniform translation, and therefore MC is a safe method for the associated 

processing block Pk- Otherwise, the partition of Mk is checked as follows. 

If the partition of M^ is not larger than 8x8, which implies rich details inside 

and the MVs are very likely to be inaccurate, intra-field method, i.e., EL A, is applied. 

Otherwise, the partition of Mk is larger than 8x8, where the possibilities of smooth and 

complicated motions and textures all exist. In this case, MC method will be applied, 

if the residues are transformed by the 8x8 ICT and all vertically smooth. Otherwise, 

ELA will be applied. In summary, the proposed decision flow for the processing block 

Ffc associated with inter-coded Mk is shown in Fig. 7.4. 
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Test sequence Skip/Direct 16x16 16x8 8x16 8x8 Intra 
Flamingo 5.03 16.17 11.66 10.04 10.03 47.06 

Kayak 10.14 8.18 3.73 2.37 2.03 73.56 
newMobileCalendar 9.90 25.90 14.39 10.63 26.10 13.07 

Parkrun 11.36 30.82 15.80 11.04 17.76 13.3 
Shields 4.15 31.09 16.21 13.21 23.47 12.1 

StockholmPan 7.07 22.53 14.46 11.41 24.73 19.92 

Table The percentages of different MB types in P-frames 

Besides the mode decision processes illustrated by Fig. 7.3 and Fig. 7.4, a com-

plementary MC (CMC) method is introduced for the frames that are far from their 

reference frames, e.g., hierarchical B-frames and P-frames in the IBBPBBP sequence 

structure. Take the IBBPBBP sequence structure as an example. It improves the 

coding efficiency significantly, but the percentage of Skip mode in P-frames is greatly 

reduced (see Table 7.2), as uniform translation is not likely to continue over such a long 

interval of at least six fields. Actually, most MBs in the P-frames have accurate match-

ing blocks in the temporally neighboring (in the display order) non-referred frames. 

The CMC allows the processing blocks in P-frames to find the best matching blocks in 

the neighboring non-referred frames. The details are presented later in the introduction 

to the interpolation stage. 

In summary, the interpolation method is mainly decided in the decision stage, and 

can be updated in the interpolation stage by using CMC, which is a type of accuracy 

re-check. However, the de-interlace! cannot afford many rechecking steps due to the 

time constraint of real-time HD applications. 

Interpolation Stage 

In this stage, all the processing blocks in a field are interpolated using the correspond-

ing methods indicated in the 2-D mode map, which is the output of the decision stage. 

If the de-interlacer is implemented in a multi-core system, the decision stage and the 

interpolation stage can be processed in parallel so as to maximize the CPU usage. As 

shown in Fig. 7.5 (a), the decision stage is implemented together with the reconstruc-

tion process in order to collect and analyze the SE values conveniently, and therefore 

should be in the decoding order. Given the 2-D mode map, the interpolation stage is 

independent of the decision stage (see Fig. 7.5 (b)), and can be performed several fields 
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Figure 7-5; Two stages of the statistics-based de-interlacing process, (a) The decision stage, 
(b) The interpolation stage. 
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behind the decision stage, e.g., in the display order. Furthermore, in the interpolation 

stage, a field can be divided into parts according to the number of CPU cores, and be 

interpolated in parallel by multi-threading mechanism, as illustrated in Fig, 7.6 

If interpolated by the MC method，the processing block P^ has the same partition 

and direction of prediction as that of the associated MB M^. However, no matter 
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how many frames are allowed by the H.264 coded bitstream, only the immediately 

previous and next fields are used as reference for the MC method, which have the same 

parity as the current missing field. The MVs pointing to other reference fields are first 

linearly scaled to the neighboring fields. If the pixels in a neighboring field, to which 

the MV points, are not on the interlaced sampling grid, temporal backward projection 

(TBP) [107] is employed to solve the problem. TBP uses the existing pixels for MC 

instead of using the interpolated sub-position pixels, so it avoids error propagation and 

is very simple to fulfill the real-time requirement. As the drawback, it assumes correct 

MVs. However, with the aforementioned mode decision process (see Fig. 7.4), the MC 

methods are mostly selected, when Mk is in the Skip or Direct mode, which fulfills the 

assumption. Further protection is also introduced to improve the robustness against 

incorrect MVs. The pixels used for MC are passed through a 3-tap MF as shown in 

(7.3) instead of being used directly, 

Fnioc,y) = median(F„(x,y - l),Fn{x,y + l)，r) (7.3) 

where Fn{x, y) is the pixel to be interpolated, Fn{x^ y — 1) and Fn[x,y + 1) are the 

upper and bottom existing pixels, and r is the prediction value. In case the MCP is 

bi-directional, r in is the mean of the forward and backward pixels the MVs point to. 

As mentioned above, the SE values sometimes do not reflect the real motion, due 

to the encoding strategies and the restriction of the standards. Take the common 

scenario shown in Fig 7.7 as an example. The right P-frame is far from its reference, 

i.e., the left P-frame. The shaded MB cannot find the perfectly matching block in the 

reference frame, as the side of the object (the triangle) has been distorted over such a 

long interval, so it has no choice but to use intra mode. Consequently, the associated 

processing block selects one of the intra-field interpolation methods based on the flow 

chart in Fig. 7.3. However，it is noticed that the shaded MB actually contains motion, as 

it has a perfectly matching block in the previous B-frame that cannot be referenced due 

to the restriction of the standards. The complementary MC (CMC) method is proposed 

in this work specially for such a scenario; it allows the intra-field interpolation method 

that has been determined in the decision stage to be replaced to a more appropriate 

MC method in the interpolation stage. 
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P B P 

Figure 7.7; The scenario for CMC 

The CMC method is illustrated in Fig. 7.8, where the horizontal and vertical co-

ordinates represent the time and the line, respectively. The frame at time instance 

n, denoted as is called the target CMC frame, where CMC is applied. If an 

existing pixel in Fn, denoted as Fn(x,y), is used by the MC method for a missing 

pixel Fn-i{x - dxi,y - dyi) in the processing block Pn~i,k in with the MV 

MVl — (dxi^dyi) and the reference and target blocks are perfectly matched, the in-

verse MVl, {—dxi, —dyi), pointing to F^-i, will be used to interpolate the missing 

pixel Fn{x, y 一 1) with the value Fn-i{x — dx\,y — dy\ — 1). In this work, two blocks 

are taken as perfectly matched if the transform coefficients of Mn-i^k are all zero as 

indicated by CBP in the bitstream. Similarly, CMC can also perform backward, e.g., 

with MV2 ~ {dx2,dy2). As the missing field of Fn and the existing fields of 

and Fn+i have the same parity, i.e., odd or even, the inverse MV always points to 

the existing pixels in F„_i and If the reference pixels from and Fn+i are 

used to predict the same pixel in Fn, e.g., xq in Fig. 7.8, the mean will be used as the 

interpolated value, as shown in (7.4). 

Fn{x,y-l) = [F„—i(a; — o;Ti，;y — ^ i — l) + F„+i (a : -c f : c2，2/ -^2- l ) + l] » 1 (7.4) 

CMC can increase the usage frequency of MC method, which is superior to intra-field 

method in reducing flickers. As shown in Fig. 7.9, for P-frames, the usage frequency 

of the MC method, determined by the decision stage, ranges from 10% to 30%. After 

CMC is applied, the proportion increases to 50% to 60%, which is more consistent with 

the proportion of real motions in a video sequence. 
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Figure 7.8; The complementary MC method 

Figure 7.9; The percentage of pixels interpolated by the MC method before and after CMC 

7.2.2 Robust De-interlacer 

De-interlacing algorithm for intra l6x l6 

Intral6xl6-coded regions are smoother than other regions, which has been verified 

in Section 7.2.1. Therefore, for any P^ whose associated Mk is intral6x 16-coded, a 

simple lowpass filter given in (7.5) is applied, of which the frequency response is shown 

in Fig. 7.10, and the filtering process is given in (7.6). 

/ l 15 5 - l] /8 (7.5) 

(7.6) 
Fn{x, y)={-Fn{x, y - 3) + 5 X Fn{x, y - 1 ) 

-f^ X Fn{x, y-\-l)-Fnix,y + 3))/8 

Compared with the LA filter, which has been used in the statistics-based de-

interlacer for the intral6x 16-coded Mfc, the employed lowpass filter is more complex, 

but has narrower transition band so that low frequency components are better pre-

served. 
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co/n 
Figure 7.10; The frequency response of the lowpass Biter fi in (7.5) 

De-interlacing algorithm for intraSxS and intra4x4 

IntraSxS- and intra4x4-coded MBs are where the edges occur. In H.264/AVC, nine in-

tra prediction modes, representing nine prediction directions, are employed for intraSxS 

and intra4x4 coding, as shown in Fig. 7.11 (a). MB coded by a certain intra mode may 

contain edges along the indicated direction. As shown in Fig. 7.11 (b), missing pixel 

Fn{x, y), the central square labeled "d", is interpolated along the direction consistent 

with the intra prediction direction for Fn{x, y — 1). 

At first, the initial value of Fn{x,y), denoted as Fn{x,y), is obtained by applying 

the lowpass filter as in (7.6). Then, if the intra prediction for Fn{x, y — 1) is not 

"horizontal", i.e., Mode 1，the MF given in (7.7) is applied, 

y) = mecii£in(/^:r’ y), Ci, C2) (7.7) 

where ci and C2 are the two neighboring pixels along the appropriate direction. For 

example, if the intra prediction for Fn{x, y — 1) is Mode 4, ci and C2 refer to a and 

/ , respectively. In Fig. 7.11 (b), the pixels located at non-integer positions, such as 

a and aa, are interpolated using bilinear filter supported by the nearest two integer 

pixels. MF in (7.7) implicitly detects whether y) really belongs to an edge and 

interpolates it accordingly. If edge occurs, y) is more highly correlated with ci 

and C2 along the edge direction than with y), resulting in the interpolated value 

equal to ci or C2. Otherwise, the region is smooth, so •Fn(工，y) is more likely to have the 

initial value y), the output of a lowpass filter. Such implicitness is efficient for 

the scenario that edges are indicated by the intra prediction modes, but conversely, not 

all the intra prediction modes imply the presence of edges because of various encoding 
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Figure 7.11; 4x4 and 8x8 intra prediction modes, (a) The prediction directions and (b) the 
corresponding interpolation directions for de-interlacing 

strategies. Similarly, if the intra prediction is “horizontal”，MF in (7.8) is applied. 

Fn(x,y) = median(Fn(x-l,y),Fn(x,y-l),Fn(x,y-hl)) (7.8) 

De-interlacing algorithm for I N T E R 

The MVs of Mk, decoded from the bitstream, may point to any picture in the reference 

picture list and the resolution is up to 1/4-pixel in terms of either field or frame sampling 

grid. These MVs cannot be directly used for the MC method for de-interlacing, because 

the proposed de-interlacer only uses integer-pixel MC in terms of the frame sampling 

grid and the reference picture is limited to the direct previous de-interlaced frame, in 

order to reduce the complexity. Therefore, if not equal to zero, a decoded MV in Mk, 

denoted as {dx^ should be converted to a new MV {dx^, dy^) that can be used 

for de-interlacing P^. 

Firstly, if dy^ represents the vertical displacement in a field sampling grid, dy'^ is M 

'M 
mapped to the equivalent dy in a frame sampling grid as shown in (7.9), 

dy 
M 

dy^x2, if fn and Jm have the same parity 

<{dy^~'2)x2, if fn is bottom and /m is top 

(d广+2)x2，if fn is top and Jm is bottom 

(7.9) 

where / m with the field number M is the field that dyM points to. Otherwise, if dy^ 
M 

represents the vertical displacement in a frame sampling grid, dy equals dy M 

'M 
Then, (dx^, dy ) is linearly scaled and approximated to integer displacements, 
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resulting a new MV { d x ^ u s e d for de-interlacing P^. 

dx^ = Tound{dx^/{n - M) /4) 
� M (7.10) 

dyF = Tound{dy /(n - M) /4) 

Note that the divisions in (7.10) are usually implemented by multiplications and bit 

shifts. 

After the MV for the MC method is obtained, its reliability will be verified. Al-

though H.264/AVC allows MBs to have different number of MC blocks, ranging from 

1 to 16, Pk is alway partitioned into 16 blocks, denoted as B^- (0<«<15); each has a 

forward MV, denoted as (cb二，办以. 

The following verification procedure is for F^ with the size 16x32, which means the 

associated MB Mk is field-coded and the size of Mk is 16x16. Each is a unit for 

MC. To verify the accuracy of its MV, two factors are taken into consideration. One is 

the MC error measured by SAD (see (7.11)). 

\Fn{x,y)-Fr,-iix + d x l „ y + dyl,)\ (7.11) 
(工， 

The other factor is the MC error introduced by the corresponding MV decoded from 

the H.264/AVC bitstream, denoted as (doc仏,dy仏this factor is measured by the 

summation of the absolute values of the dequantized transform coefficients, as shown 

in (7.12), 
3 3 

E^, 二 (7.12) 

1̂ 0 j=0 

where C ^ , corresponding to is a 4x4 block in the transform domain comprising 

dequantized coefficients and LB is set as the minimum value of Ej^-. In case the value of 

equals zero, {dxjf^, dyj^J cannot be considered accurate. Rather, 

the actual accuracy is greatly influenced by the quantization stepsize and deadzone. 

Therefore, the minimum value of E^-, LB, should be non-zero. In this work, LB is set 

to 30. 

Fig. 7.12 shows the flow chart for verifying the MV for B � ’ � g i v e n SAD^- and E^-. 

Firstly, SAD^^ is compared with Ej^-. Typically, SAD^- is larger than Ej^” because 
{dx^-, dy^^) is an approximation of (cte巧，dyg). If SAD^.^ is larger than 1.5五f 

M 
i， 
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Figure 7.12; The Bow chart for MV veriGcation 

which means the scaling and approximation as shown in (7.9) and (7.10) introduce 

significantly larger MC error compared with that introduced by then 

intra-field interpolation as shown in (7.6) is used. Otherwise, SAD^- is smaller than 

or equal to 1.5E仏 which means the scaling and approximation do not enlarge the 

MC error severely, so the MC method with the MV ( d x � , � d y � j ) can be a possible 

de-interlacing algorithm. Then, E仏 is examined. If E^- is smaller than its average, 

denoted as AVE^^ {dx^-^dy^-) is considered reliable and MC de-interlacing is applied, 

as in (7.13). 

Fn{x,y) 二 Fn一�x + dx�i,y + dy�i� (7.13) 

Otherwise, the missing pixel is calculated as the weighting average of inter- and intra-

field interpolation results, as in (7.14), 

Fn(x,y) = aFn{x,y) + ( 1 - a)Fn-i{x-\-dxL,y-\-dy^ p (7.14) 

where Fn{x,y) is calculated by (7.6) and the weighting factor (1-a) represents a level 

of confidence of using the MC de-interlacing, calculated as below: 

a = min(l, 
AVEE 

(7.15) 

Parallel Implementation 

If used in a multi-core system, the de-interlacer can be implemented in two stages: 

extraction stage and interpolation stage, in order to favor the parallel computing. These 

two stages are similar to the aforementioned decision stage and the interpolation stage in 
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the statistics-based de-interlacer. The difference is that here the de-interlacing method 

for each processing block is not all determined in the extraction stage, but is left to 

be determined after the MV verification step in the interpolation stage. Therefore, no 

mode map is output in the extraction stage. In the extraction stage, the SE values 

of each MB is preliminarily processed, converted to a compact representation of the 

motions and edges, and stored for each Pk. 

• If Mk is intral6xl6-coded, P^ is marked as "smooth". 

• If Mfc is intraS x 8- or intra4x4-coded, the intra prediction modes are stored for 

each partition of Pk. 

• If Mfc is inter-coded, {dx^j, and Eĵ - for each in Pk are calculated and 

stored. 

• AVEE is stored once per field. 

In the interpolation stage, a field is de-interlaced in a block-by-block manner and indi-

vidual processing block can be de-interlaced independently of others, given the motion 

or edge information, i.e., the output of the extraction stage. 

The extraction stage can be performed together with the reconstruction process in 

order to collect and process the SE values conveniently, so it should be in the decoding 

order. The interpolation stage can be performed several fields behind the extraction 

stage, e.g., in the display order. In the interpolation stage, a field can be further divided 

into parts according to the number of cores, and all the parts are interpolated in parallel 

by multi-threading mechanism to maximize the CPU usage. 

7.3 Experimental Results 

7.3.1 Subjective Quality 

The proposed two de-interlacers outperform many other commonly used real-time ones, 

such as the basic methods, like EL A [83] and VTF [85], and the method by Chen et 

al [103]. It also provides comparable visual quality, compared with MC method, such 

as the one proposed in [93], which is slow and often used without the real-time con-

straint imposed. Figs, 7.13, 7.14, and 7.15 shows the visual qualities of the de-interlaced 
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Figure 7.13; Comparing the visual quality of the de-interlaced sequence new-MobileCalendar 
coded by H.264/AVC at 14 mbits/s. (a) is provided by ELA [83], (b) is provided by VTF [85], 
(c) is provided by Chen's method [103], .(d) is provided by Li's method [93], (e) is provided by the 
proposed statistic-based de-interlacer, and (f) is provided by the proposed robust de-interlacer. 

frames provided by ELA, VTF, Chen, Li, and the proposed two de-interlacers. The pic-

tures are cropped from the 1080i de-interlaced sequences, new_MobileCalendar’ Shields, 

Stockholmpan, respectively, which are reconstructed from 14 mbits/s H.264/AVC bit-

streams. 

As can be seen, serrations are easily observed in the pictures de-interlaced by ELA, 

VTF, and Chen's methods. For ELA, the serrations are caused by the noise, which 

ELA is sensitive to. Observing the hair of the girl, the collar, and the edge of the roof 

in Figs. 7.13(a), 7.14(a), and 7.15(a), respectively, one can find that the interpolation 

are mistakenly performed along the 135° direction instead of the correct 45° direc-

tion. For VTF and Chen's method, the serrations are caused by inaccurate temporal 

compensation; the artifacts are more severely for the latter, where inaccurate pixels in 

142 CHAP. 7. REAL-TIME DE-INTERLACING FOR HP VIDEOS 

⑷ 

I 



7.3.1. Subjective Quality 143 

(f) 

Figure 7.14; Comparing the visual quality of the de-interlaced sequence Shields coded by 
H.264/AVC at 14 mbits/s. (a) is provided by ELA [83], (b) is provided by VTF [85], (c) is 
provided by Chen's method [103], (d) is provided by Li's method [93], (e) is provided by the 
proposed statistic-based de-interlacer, and (f) is provided by the proposed robust de-interlacer. 

neighboring fields are directly copied. In the frames de-interlaced by Li's method and 

the proposed de-interlacers, serrations are almost invisible, owing to the improved MC. 

However, in Figs. 7.13(d), slight serrations (see the left hand and the vertical edges in 

the clothes) are still possible to be observed by using the statistics-based de-interlacer, 

because the MVs used for the MC method are not verified and no accurate MC is 

guaranteed. 

Besides serration, the other common artifact in de-interlaced videos is unstable mo-

tion, a.k.a. flickering, caused by different aliasing components in opposite parity fields. 

Unstable motion can only be observed, when the de-interlaced frames are displayed 

successively. The proposed two de-interlacers provide smooth de-interlaced videos by 
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⑷ (e) 

Figure 7.15; Comparing the visual quality of the de-interlaced sequence StockholmPan coded 
by H.264/AVC at 14 mbits/s. (a) is provided by ELA [83], (b) is provided by VTF [85], (c) is 
provided by Chen's method [103], (d) is provided by Li's method [93], (e) is provided by the 
proposed statistic-based de-interlacer, and (f) is provided by the proposed robust de-interlacer. 

using the MC method, whereas the intra-field method ELA introduces obvious flicker-

ing. More HD sequences de-interlaced from 14 mbits/s H.264/AVC bitstreams, using 

these six algorithms, are available at http://ivp.ee.cuhk.edu.hk/'deinterlacing. 

It is difficult to evaluate the objective quality of the de-interlaced videos, because the 

captured scenes are in the field format and the original frames, i.e., the ground truth 

of the de-interlaced frames, are not available. In this sub-section, HD interlaced videos 

are generated from 1080̂ 9 videos by alternatingly dropping the top and bottom fields 

in successive frames, so that the PSNR of the de-interlaced videos can be calculated by 

using the original lOSOp videos as the ground truth. Before de-interlacing is performed, 

http://ivp.ee.cuhk.edu.hk/'deinterlacing
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HD sequences ELA [83] VTF [85] Chen's [103] Li's [93] Proposed 1 Proposed 2 
Bluesky 16.99 32.57 27.67 37.32 36.38 38.01 
PedestrianArea 20.99 38.81 34.48 38.85 39.40 39.72 
RushHour 24.49 40.04 36.53 40.24 41.13 40.88 
Sunflower 21.12 39.89 34.17 41.89 42.16 41.32 
ToysCalendar 20.48 33.51 31.25 36.52 35.60 36.21 
Tractor 20.34 33.28 29.35 34.41 34.37 35.15 
WalkingCouple 21.33 31.60 30.41 34.45 34.13 34,54 

Table 7.3: The objective quality of de-interlaced frames measured by PSNR in dB 

Statistics-based De-interlacer Robust De-interlacer 
Test sequence IPP dec. IPP dec.+ Execution IPP dec,+ Execution 

De-interlacing time de-interlacing time 
Flamingo 4.354 4.478 0.124 4.684 0.330 

Kayak 4.208 4.423 0.215 4.711 0.503 
Mountain 4.426 4.639 0.213 4.754 0.328 
Parkrun 4.335 4.375 0.040 4.768 0.433 
Shields 4.264 4.697 0.433 4.948 0.684 

Stockholmpan 4.687 4.929 0.242 4.843 0.156 
Average 4.379 4.590 0.211 4.785 0.406 

Table 7.4; The time (second) for de-interlacing 116 fields 

the artificial interlaced videos are first coded by H.264/AVC. Then the decompressed 

videos are de-interlaced. 

The experimental results are shown in Table 7.3. The objective qualities in PSNR 

provided by six de-interlacers are compared, where "Proposed 1” and “Proposed 2" 

refer to the statistics-based de-interlacer and robust de-interlacer, respectively. The in-

terlaced videos for de-interlacing are reconstructed from H.264 coded bitstreams at the 

bit-rate 14 mbits/s. As shown in Table 7.3, for all tested sequences, the proposed two 

de-interlacers significantly outperforms the commonly used real-time de-interlacers [83; 

85; 103] and also achieves slightly better PSNR, compared with the MC method [93], 

which cannot work in real time. Considering that PSNR is not precisely correlated 

with the subjective quality, but only reflects a rough estimate of it, one can conclude 

that the quality provided by the proposed two de-interlacers is comparable to what is 

provided by those non-real-time de-interlacers. 
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7.3.3 Computational Time 

The PC used to evaluate the computational time has two 3.0 GHz Dual Core Intel Xeon 

5160 CPUs and 1 GB RAM. The proposed de-interlacer has been implemented using 

multi-threading to maximize the CPU usage of the four-core system, and integrated 

into the Integrated Performance Primitives (IPP) decoder version 5.3, which decodes 

the H.264/AVC bitstreams by multi-threading as well. Two Windows API functions 

QueryPerformanceFrequency and QueryPerformanceCounter are used for timing, which 

measure the execution time to nanosecond accuracy. Each sequence is decoded five 

times, and the reported execution time is the average of the middle three records. 

Table 7.4 compares the average execution time of decoding 116 fields by the IPP 

decoder and decoding with de-interlacing the 116 fields by the IPP decoder with the 

proposed de-interlacers integrated in it. For statistics-based de-interlacer, the average 

execution time is only 0.211s for 116 fields, i.e., 2 x for de-interlacing one field, 

which means the de-interlacer occupies only 10% of the decoding time, if the speed for 

decoding 1080i videos is 50 fps，i.e., 2xl0~^s for decoding one field. Therefore, real-time 

de-interlacing is achieved for HD videos. However, for robust de-interlacer, the average 

execution time is almost doubled compared with the statisitics-based de-interlacer, 

because of the additional MV verification steps and more complicated FIR interpolation 

filter. Given the decoding speed 50 fps, simultaneously performing decoding and de-

interlacing using the robust de-interlacer slows down the do coding about 20% and the 

speed is reduced to 40 fps. 

7.4 Summary 

In this chapter, two real-time de-interlacers, statistics-based de-interlacer and robust 

de-interlacer, are proposed for H.264/AVC coded HD videos. The two de-interlacers 

distinguish from each other by the way the SE values are used and the complexity. 

Assuming the encoder does not produce erroneous SE values, the statistics-based de-

interlacer measures the reliability of SEs by the degree of confidence based on the sta-

tistical analysis, and designs the de-interlacer algorithm accordingly. Statistics-based 

de-interlacer performs very fast, as it uses the SE values without any verification. Nev-

ertheless, the assumption on the encoder imposes the limitation to the application. In 

the robust de-interlacer, the limitation is eliminated by verifying the reliability of MVs， 
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and the usage of other SEs is improved as well. At the same time, the computational 

complexity is increased, which slightly slows down the de-interlacing process. Yet the 

robust de-interlacer also performs in real time. The visual qualities provided by both 

proposed de-interlacers are better than those by commonly used real-time de-interlacers 

and comparable to those by advanced non-real-time ones. 

The statistics-based de-interlacer was presented at ICME2008 as an oral paper, 

entitled "An adaptive and parallel scheme for HD video de-interlacing" [105], and 

has also been filed as a US non-provisional patent application, entitled "Method and 

apparatus of de-interlacing video" [108]. The robust de-interlacer has been submitted 

to IEEE Transactions on Circuits and System for Video Technology as a transaction 

brief paper, entitled "Real-time de-interlacing for H.264 coded HD videos" [106]. 



Chapter 8 

Conclusions 

Digital video representation has been experiencing a tremendous growth in the past 

two decades. The typical video formats, such as GIF, QCIF, and SD, are gradually 

superseded by HD videos. Today, HD video formats have been adopted for various ap-

plications, including broadcast, high-density storage media, filmmaking, video gaming, 

and surveillance, all over the world, but how to design techniques especially efficient 

for HD video coding based on their unique statistical characterization is still an open 

research issue. In this thesis, the unique statistical characterization of HD videos and 

the corresponding coding and processing techniques have been presented and discussed, 

which are summarized in Section 8.1. In addition, directions for future research are 

also pointed out in Section 8.2. 

8.1 Contributions of the Thesis 

First of all, the unique statistical properties of HD videos are studied quantitatively in 

Chapter 4. It is found that HD videos have higher spatial correlation than other low 

resolution videos, when considered as a WSS random field. For residual HD frames, 

the parameter representing the correlation coefficient of two adjacent pixels in the 

horizontal or vertical direction, is substantially larger [45]. It is also pointed out the 

spatial correlation in residual frames depends on the accuracy of MCP and varies in 

local areas, and therefore a separable 2-D AR(1) field is not well-suited, no matter what 

the resolution is. The energy distribution of HD videos is also studied and compared 

with that of other videos by PSD. The results show that HD videos distinguish from 

other ones by higher low frequency energy and special PSD, mainly distributed along 

the vertical and horizontal directions. 

148 
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Secondly, based on the fact that the prediction errors of HD videos have higher 

correlation, two new types of 2-D order-16 integer transforms, MICT and NICT，are 

studied and developed for HD video coding [109; 64; 45] in Chapter 5. The former 

modifies the structure of the DCT matrix by the principle of dyadic symmetry and 

is inherently orthogonal, no matter what the values of the matrix elements are. The 

latter is non-orthogonal in order to use matrix elements with small magnitudes and 

maintain the structure of the DCT matrix as well, e.g., dyadic symmetries and relative 

magnitudes. It preserves all the advantages of ICT at the expense of non-orthogonality, 

by which the transform error introduced is proven to be negligible. The specific NICT 

proposed in this work achieves the balance among the performance, the complexity, 

and the transform error. Both types allow selecting matrix elements more freely and 

can provide comparable performance with that of DCT. At the same time, many efforts 

have been devoted to further reducing the complexity of the 2D order-16 transforms and 

specially for MICT, a fast algorithm is developed and extended to a universal approach. 

Experimental results show that the proposed 2D order-16 integer transforms provide 

significant performance improvement for both AVS EP and H.264 HP, which means 

they can be efficient coding tools especially for HD video coding. 

Thirdly, based on the fact that high frequency energy of HD video source is mainly 

distributed along the vertical and horizontal directions, PIF is proposed for MCP [81] 

in Chapter 6, which is an improvement of existing AIF techniques. Before proposing 

PIF, the effect of trade-off between the coefficient precision of AIF and size of side 

information is studied and it is pointed out that the conflict of these two aspects is 

the major obstacle to improving the performance of the AIF techniques that code the 

filter coefficients individually. The proposed PIF represents filters by five parameters 

instead of individual coefficients and approximates the optimal filter by tuning the 

parameters, thus solving the conflict of the accuracy of coefficients and the size of side 

information. At the same time, PIF tracks the non-stationary statistics of video signals 

as the existing AIF techniques do. The experimental results show that PIF significantly 

outperforms the existing AIF techniques and approaches the efficiency of the optimal 

filter. 

In the near future, video materials with even higher definitions, such as UHD (see 

Table 1.1), will be captured and distributed, but their bit-rates produced by the latest 
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coding technology will go up faster than the increased capacity of the wireless or wired 

network infrastructure [8]. Therefore, high-performance video coding techniques spe-

cially for UHD videos are required. The contributions on coding technology in this work 

are quite instructive to indicate the trend of coding strategy with increasing definition. 

Finally, interlaced HD videos are studied in Chapter 7. Real-time de-interlacers 

are proposed specially for H.264/AVC coded HD videos [105; 108; 106]. They adapt 

to local activities, according to the SE values, and thus resolve the conflict between 

high visual quality and low complexity. Accuracy analysis is also introduced to deal 

with the disparity between the SE values and the real motions and textures. To satisfy 

different delay constraints, two real-time de-interlacers, statistical-based de-interlacer 

and robust de-interlacer, are proposed, which distinguish from each other by the way to 

use SE values and the complexity. Assuming the encoder does not produce erroneous 

SE values, the statistics-based de-interlacer measures the reliability of SEs by the degree 

of confidence based on the statistical analysis, and designs the de-interlacer algorithm 

accordingly without any verification. Statistics-based de-interlacer performs very fast, 

but the assumption on the encoder imposes the limitation to its applications. In the 

robust de-interlacer, the limitation is eliminated by verifying the reliability of MVs, and 

the usage of other SEs is improved as well. Although the computational complexity is 

increased, which slightly slows down the de-interlacing process, the robust de-interlacer 

also performs in real time. The visual qualities provided by both proposed de-interlacers 

are better than those by commonly used real-time de-interlacers and comparable to 

those by advanced non-real-time ones. The proposed two de-interlacers provide efficient 

solutions for the prevalent scenario that H.264 coded interlaced HD video needs de-

interlacing in real time after decoding. The de-interlacers can be extended for other 

newly developed standards whose syntax is similar to H.264, such as AVS [39; 42; 40; 

411. 

8.2 Future Research Directions 

Directional Transform 

According to the study in Chapter 5, for residual frames, a separable 2-D AR(1) field 

is not well-suited, since the correlation coefficient of two adjacent pixels, denoted as 

p, varies in different areas and the average ranges from 0.1 to 0.9, depending on the 
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spatial resolution. The reason is that edges become dominant in a residual frame. In a 

frame to be coded, the energy in smooth areas is greatly reduced by MCP，but in edge 

areas, where the prediction is sensitive to occlusion and geometric distortion, residual 

energy along the edge direction is still strong. When the edges are neither horizontal 

nor vertical, conventional transforms including DCT and its simplified variants result 

in large-magnitude high frequency coefficients that not only need more bits to code, 

but also introduce large quantization noise at low bit-rates. This phenomenon will still 

exist with the evolution of MCP techniques, because the reduction of prediction error 

energy in smooth area is always more significant than that in edge area. 

Directional transform for the residue of intra and inter prediction can be a useful 

coding tool to compact the energy along the edge direction into a few coefficients. Ac-

tually, it has been a research topic in image coding for many years, and will have a more 

significant impact on video coding, where efficiently dealing with edges becomes more 

critical according to the above rationale. Apart from the high efficiency in dealing with 

edges, a successful directional transform should also have acceptable complexity. The 

related processing techniques, including quantization, entropy coding, and transform 

mode decision, also need optimizing to maximize the benefit of directional transform. 

Block-based PIF 

All the existing adaptive interpolation techniques, including the proposed PIF, ad-

just the filter coefficients once per frame, which means they can track the temporal 

non-stationary statistics of video sources at the frame level. Nevertheless, the spatial 

statistics inside a frame is ignored, which also varies in different regions, such as smooth 

and edge areas. Therefore, designing appropriate interpolation filters for different ar-

eas can further reduce the prediction error and improve the R-D performance that has 

been gained by the frame-based AIF techniques. To incorporate such an idea into the 

framework of block-based hybrid coding, it is quite natural to adapt the interpolation 

filters to the MB or block level. With block-based adaptive interpolation, more than 

one set of interpolation filters for different sub-positions are needed to be developed 

and coded for each frame, which generates too large side information to be carried in 

the bitstream, if PIF is not used. PIF, which produces very small overhead, is the only 

interpolation technique that can adapt to the MB or block level. 
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Implementing block-based PIF requires solving some theoretical and practical prob-

lems. First, MBs in a frame are classified into several categories, such as smooth, 

texture, and edge; the autocorrelations and cross-correlations are calculated and sub-

sequently used to derive the optimal interpolation filters for each category (see (6.2))， 

respectively. Second, the appropriate PIF for each MB is determined by the criterion 

of minimum R-D cost (see (3.14)). Using the PIF for the category that the MB belongs 

to is not always an optimal choice, although reasonable to some extent. Last but not 

least, the signal indicating which PIF is selected is coded for each MB, where context-

based coding should be designed, as the selection of PIF is highly correlated with those 

in the neighboring MBs. 

At present, MPEG and VCEG, are seeking the evidence regarding the possibility 

of a major performance gain over H.264/AVC, and will launch new standardization 

activities in due course. The directional transform and block-based PIF, offering new 

degrees of freedom to improve the overall R-D performance, are exactly what the next 

generation video coding requires. 
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