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On-chip communication infrastructures are immensely important today. As silicon 

technology allows more than one billion of transistors in a single piece of silicon, the 

system-on-cliip (SoC) circuits can contain already a large number of processing 

elements (PEs). Therefore, the Networks-on-Chip (NoCs) are a generally accepted 

concept to solve the problems such as the scalability and throughput limitation, and 

physical design problems inherent in dedicated links and shared buses. However, the 

state-of-the-art on-chip network suffers from latency overhead due to the additional 

network as compared with dedicated wire connection. According to the different 

application environments, there are different low-latency technologies for 

networks-on-chip. This thesis proposes some methods for low-latency NoCs design to 

relax the latency overhead, wliicli include application-specific asyiicliroiious buffer 

allocation, hardware multicast support, lookahead bypass scheme and short-circuit 

crossbar channel optimization. 

Asynchronous circuits are usually applied for the communications between multiple 

clock-domain blocks in some SoCs. According to application-specific traffic, 

efficiently allocating reasonable buffers in an asynchronous NoC router can avoid the 



waste or shortage of buffer resource. The method of application-specific asyiiclironous 

First-In-First-Out buffer allocation can reduce the silicon area and the power 

consumption to improve the network latency. According to given traffic patterns, the 

save of area buffer of our buffer-allocation method can be up to near 30% and the 

latency is reduced a little at same time. 

Multicast is preferred in parallel computers. It is an inherent fault of network-on-chip 

as compared with competitor bus arcMtecture. Software method is a conventional 

method to implement multicast, but there is a large overhead in latency. The latency 

overhead of a 4-flit multicast packet achieves 6~7 times as compared with tree-based 

or path-based hardware multicast. Hardware multicast support is necessary in these 

applications. A group-based hardware multicast method is described and estimated in 

this thesis. Quality of service is also introduced to speed up multicast packets. 

Bypass schemes is efficient to reduce the average propagation cycles in NoCs. We 

propose novel loolcaliead bypass scheme to improve the network latency. The 

lookaliead bypass router is implemented and evaluations of various configurations are 

compared, where the proposed architecture significantly improves the packet latency 

up to 32.1% over a baseline router. These prove that the router can reduce the average 

network latency and power consumption, and decreases the reliance on large buffers 

and virtual cliaiuiels. Furtheimore, the application-specific short-circuit channel is 

introduced to add some short cuts in a router to bypass the crossbar switch. It can 

provide additional internal channels to bypass the crossbar and increase the total 

probability of lookahead bypass. Therefore, the latency can be further reduced. And 

the throughput can be increased in some applications. 
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Figure 1 

The delay for global point-to-point connection is becoming larger, shown in Figure 1.1 

[14]. In addition, the point-to-point connection requires a large number of wire 

resources in a chip, which make digital system's place & route more difficult. The 

INTRODUCTION 

1.1. System on Chip and Interconnection 

Digital systems are pervasive in modem society. Systems on Chip (SoCs) are becoming 

increasingly complex and heterogeneous [12 13]. One main characteristic of such a 

SoC is tlie seamless integration of numerous Intellectual Property (IP) cores performing 

different functions. 

The chip density is growing very fast, which is the large challenge for each designer. 

The rise in scale and complexity of System-on-chip (SoC) designs is hampered by the 

difficulties in on-chip communication arising firom poor bus scalability and poor 

interconnect signal quality. The on-chip interconnects are becoming a speed, power aiid 

reliability bottleneck for more and more complex chips. 

•̂ Gito Dftfay ifOil out 

(Scaffld) 
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\\,'o ffepKi Alt 

. ^ ^ 

Process Technology Node (nm) 

Delay for Local and Global Wiring versus Feature Size 



on-chip comimmication has become an active research area in the past few years. 

Along many SoC interconnect schemes, bus architecture is widely used and well 

understood. Its limitations are 1) limited scalability, 2) long-wire loads and resistances, 

3) Energy inefficiency, 4) Limited tlirougliput. Especially it is not naturally scalable. 

Interconnection networks offer an attractive solution to this coiiuminication crisis. 

Networks on chips (NoCs) have emerged to be the best candidate to connect the many 

functional elements inside present and ftiture SoCs [1 10, 15, 16, 19], They are 

historically used only in lii -end supercomputer and telecom switches. However, they 

are becoming pervasive from large supercomputers to embedded System-on-cliip. It 

call provide high-bandwidth, low-latency coimmuiication aiid a conveniently 

organized connection for many processing elements (PEs) in different applications. 

1.2. Research Goal 

optimizing performance and cutting down cost are two hottest research topics in most 

designs. Network on chip has large advantage in tlirou^put. However, due to the 

additional network, the latency overheads of routers are inevitable. Therefore, low 

latency is a major research issue in the design ofNoCs. 

Excellent communication protocol, flow control and router structure can all improve 

network tlirou^iput and packet latency. Asynchronous comimmication protocol has 

inherent advantage in low latency, low power, etc. [7]. Asynchronous on-chip network 

becomes a good choice to deliver messages among multi-clock domains. Conventional 

pipeline routers always cannot make the best use of each pipeline stage because of the 

unbalance between different stages and different flits. Improvement of pipeline is an 

interesting research topic. Distributed algorithms parallelized computation and other 



similar works require various types of coiiununication [5, 6], such as one-to-all, 

all-to-one communication. Improvement of multicast support is eager in such 

applications. 

The original contribution of this thesis includes several implementations of 

low-latency network-on-chip. Application-specific FIFO allocation algorithm is 

proposed to design a non-unifonxi-buffer network. It makes use of the property of 

asynchronous communication. And proposed hardware multicast support can 

implement fast broadcast/multicast to reduce average packet latency in some 

applications that require multicast cominumcation. Moreover, lookaliead bypass 

scheme is proposed to design a small propagation-latency router by performing 

allocation computation in advance. Further application-specific optimization of 

short-circuit crossbar channel, which is based on the lookahead bypass router, is 

implemented. 

Other contributions include NoC design flow and NoC library. We make analysis of 

various traffic patterns. And the evaluation platform is constructed by a customized 

syntliesizable NoC library. Traffic models implement the generation of message whose 

rule is referred as traffic pattern. And network framework and router models can 

implement different topologies and flow controls. 

13. Thesis Outline 

In chapter 2 we introduce Network on Chip, where various network topologies and 

coini-nuiiication protocols are described. Routers axe primary components in a network 

oil chip. Many researches focus on reduction of packet latency to achieve the goal of 

low-latency NoCs. And the design flow, evaluation platform and various traffic 

models are provided to design and evaluate on-chip networks. 



The following chapters introduce several low-latency improvements of NoC router. In 

chapters, the application-specific asynchronous FIFO allocation can reasonably 

allocate FIFOs of different size for input buffer per port according to detailed traffic 

flows of application. Chapter 4 provides a method of multicast for some special cases 

that need multicast or broadcast. NoC is not good at sending a message to multiple 

destinations. The method makes up this fault by introducing multicast scheme and 

additional control logic. 

In chapter 5, lookaliead bypass scheme is proposed. The novel bypass scheme needs to 

advance transmission of control signals for lookaliead allocation of flits. It improves 

pipeline structure to reduce packet latency. Chapter 6 presents the evaluation of 

various configurations to validate lookaliead bypass scheme. Moreover, further 

improvement of short-circuit path is proposed to improve the network performance 

according to application-specific traffic distribution. At last, we conclude the 

contribution and future works in chapter 8. 



C H A P T E R 2o 

Network-on-Cliip, wliicli has better scalability aiid compatibility, is regarded as a 

solution to replace the inferior bus communication. To meet challenges, we can 

borrow and adapt the concept of packet switched communication from computer 

networks to design on-chip networks. Packet switched communication, besides 

providing theoretically unlimited scalability, also provides possibility of 

standardization and reuse of coniiTiunication infirastracture [35]. It is because the 

layered protocol of packet switched commumcation decouples computation 

(processing element) from comiminication (on-chip network). These features are 

crucial to chip designers to lower time to design and time to market new products. 

In this new paradigm, the cores on the chip communicate among themselves by 

sending packets using a network of routers. The network is built using a set of 

identical routers connected in regular topology. The important issues for design of the 

network are router design, design of network access by cores and communication 

protocols. 

2.1 Network Basic 

2.1.1 Network topology 

On-chip interconnection networks are composed of a set of shared router nodes and 

physical channels, and the topology of network refers to the static arrangement of 

these nodes and channels [2]. 
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Figure 2.1 presents six types of topologies. For example, the network shown in Figure 

2.1 (a) consists of 16 nodes, each of which has eight cliamiels connecting (to or from) 

neighbors, and two in or out channels connecting local resource. Margin routers can 

skip some connections with outside. Otherwise they connect with output pins. 

Selecting network topology is the first step in designing a network-on-chip because 

routing strategy and flow-control method depend heavily on the topology. Then a 

router can be selected and the traversal of that route scheduled. The topology specifies 

not only the type of network (such as 2-D mesli), but also the detailed architecture, 

such as the radix of router, the width and bit-rate of each channel. 

Selecting a good topology is based on its cost and performance. The cost is determined 

by the complexity of processing elements required to realize the network, and the 

density and length of interconnections. Most designers would try to match the 

topology of network to the data communication of application at hand. The benefits of 

customized topology are shown in [10]. Figure 2.2 shows an example of 

application-specific irregular interconnection, which includes NoC routers and 



dedicated wires. 

fa^f Noighbour t—H Local 

Figure 2.2 An example of application-specific interconnection mclucling NoC router and dedicated wires 

However, for a variety of reasons, a special purpose network is not a good idea 

sometimes. Due to dynamic load in balance in the application, the network load 

usually poorly balances. Finally, such networks are inflexible. If the user changes to 

use a different coininmiication pattern, the network cannot be easily changed. A good 

general purposed network is more widely used than to design a network match to the 

application. Sucli 2-D mesh or 2-D tours network is a good generic topology. Whether 

an application-specific topology is applied is determined by your detailed problem. 

2.1.2 NoC Communication Protocol 

a) Protocol 

A set of rules and methods are required for transfer of information from one resource to 

another resource in any system which are generally referred as communication 

protocols. Whether dedicated wire connection or some other interconnections require 

the protocols to manager and control transfer of information. Any one unit can 

communicate with another if it has the interface to implement its protocol. 



Hardware liaiidslialdng with request and acknowledgement signals is a simple 

example of control signal protocols for communication between two units connected 

through direct wires. Bus protocols provide rules for usage of shared conmiunication 

wires for information exchange and for resolving conflicts among users, which allow 

reliable communication among many connected units. It specifies the timing 

relationship among various control and data signals and provides upper limits on the 

physical length and transfer bandwidth [5]. 

NoCs usually adopt packet switched networks. In a packet switched network, 

communication protocols determine how a resource is connected to the network as 

well as how the information flows from source to destination. The protocols used for 

packet switched communication are much more complex than bus protocols, and are 

generally partitioned and organized in maiiy layers. The architecture defining the 

protocol layers is referred as a protocol stack, 

b) Protocol space 

7-layered OSI model is a general and famous protocol stack for cominunication in 

computer networks [4]. OSI reference model is commonly used as a reference to study 

NoC layered protocol stacks. There is a little difference between common NoC layered 

model and OSI model. The mapping of layer for NoCs is shown in Figure 2.3. 

For designers of on-chip networks, there is a large protocol space for selection. The 

available choice provides a trade-off between performance and flexibility. On one 

extreme is the possibility of using protocols, which support only circuit switched 

networks for connecting cores. Such protocols can provide high performance but little 
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Figure 2.4 An example of network-on-cliip layered protocol and components 

flexibility. On the other haiid, very general protocols used for computer 

communication can provide a lot of flexibility but very low performance. 

Figure 2.3 NOC layer mapping based on T-layered OSI reference model 

Because of the small physical dimensions of on-chip networks, it will be possible to 

assume smaller error rates and lii^ier coiiuniuiication link bandwidtlis. Networlo 

on-chip layered protocol and components used in each layer are shown in Figure 2.4, 

where the arrow lines present a message flow example from its source PE to its 

destination PE. Moreover, Figure 2.5 shows an example of data format of each layer. 
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Figure 2.5 Data formats of various protocol layers in on-chip networks 

> Physical Layer: This layer is concerned with physical characteristics of the 

physical channel used for connecting routers and resources with each other. It 

specifies voltage levels, length and width of wires, signal timings, number of wires 

connecting two units etc. The data link layer takes care of hardware 

synchronization also. It is noted that pMt size and flit size are assumed equivalent, 

which equal to the width ofW-bits physical data channel in our designs. 

> Data Link Layer: This layer has the responsibility of reliability of transmission. 

Data link layer may also include data encoding or data rate management etc. This 

layer can encode various formats, sucli as CRC or comparison code, to error detect 

error or increase data rate. Of course, on-chip communication can skip error 

control because of the reliability of on-cliip transmission in many applications. 

> Network Layer: This layer is charge of delivering a packet from one element to 

another using the network of routers. Its responsibility includes taking routing 

decisions and allocating packets. In a virtual-channel wonuliole network, a packet 

is broken up into flits across some virtual channel. This layer needs to provide the 



additional service of flit management aiid virtual channel maaiagement. 

> Transport Layer: This layer has the responsibility of establishing end-to-end 

connection aiid delivery of messages using the lower layers. Therefore its 

functionality includes packetization and of a message and conversion from a 

packet to flits at the source, de-packetization of packets into a message and 

assembly flits into a packet at the destination node and 

> Application Layer: For on-chip communication, this layer is referred as upper 

three layers of OSI model. This layer controls the message injection and utilizes 

the received message. Its functionality includes message synchronization and 

management, conversion of data formats etc. Processing elements are used to 

implement this layer. 

c) Flow control 

Flow control is a syiicln'oiiization protocol for transmitting and receiving a unit of 

information. The unit of flow control refers to that portion of the message whose 

transfer must be synchronized. This unit is defined as the smallest unit of information 

whose transfer is requested by the sender and acknowledged by the receiver. 

For example, it is easy to tliiiilc of messages in terms of fixed-length packets, shown in 

Figure 2.6. A packet is forwarded across a physical channel or from input ports of a 

router to output ports. In this example, the flow of information is managed and 

controlled at the level of an entire packet. The request/acknowledgment signaling is 

used to ensure successful transfer aiid the availability of buffer space at tlie receiver. 

Note that there is no restriction on when requests or acknowledgments are actually sent 

or received. Implementation efficiency governs the actual exchange of these control 



signals (e.g., the use of block aclmo wledgineiits). 
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Figure 2.6 Aii example of asynchronous request/acknowledgment flow control 

Flow control occurs at two levels. In the preceding example, message flow control 

occurs at the level of a packet. However, the transfer of a packet across a physical 

channel between two routers may take several steps or cycles, for example, the transfer 

of a 128-byte packet across a 16-bit data channel. The resulting multi-cycle transfers use 

physical channel flow control to forward a message flow-control unit across the 

physical link connecting routers. 

Flow control also determines how resources of a network, like buffer space and channel 

bandwidth, are allocated to messages traversing the network. There are generally two 

categories of flow control strategies: circuit switching and packet switching. 

Ill circuit switching, the complete message is transmitted after tlie circuit has been set up. 

At first, a physical path from the source to the destination is reserved prior to the 

transmission of the data. It could be realized by injecting the packet's routing header flit 

as the routing probe into the network at first. When the probe reaches the destination, a 

reserved path of routers has been set up and an acknowledgment would be transmitted 

back to the source. Circuit switching is generally advantageous when messages are 

infrequent and long, which is that the message transmission time is long as compared 

with the path setup time. Another advantage is that the transmission time is predicable 

after the path established. Designers can more precisely schedule their programs. The 



disadvantage is that the physical path is reserved for the duration of the message and 

may block other messages. 

The message also can be partitioned and transmitted as fixed-length packets. Each 

packet is individually routed from source to destination, such as the example in Figure 

2.5. This teclmique is referred to as packet switching. The type of flow control 

includes tliree popular techniques: store-and forward, virtual cut-through, and 

wormliole [2]. 

> Store-and forward (SAF) switching: A packet is completely buffered at each 

intermediate node before it is forwarded to the next node. The header information 

is extracted by the intermediate router and used to determine the output link over 

which the packet is to be forwarded. 

> Virtual cut-through (VCT) switching: The router can start forwarding the header 

and following data bytes as soon as routing decisions have been made md the 

output buffer is free. In fact, the message does not even have to be buffered at the 

output and caii cut through to the input of the next router before the complete 

packet has been received at the current router. The message is effectively pipelined 

through successive routers. 

> WormJiole switching: The need to buffer complete packets within a router can 

make it difficult to construct small, compact, and fast routers. In wormhole 

switching, message packets are also pipelined through the network. However, the 

buffer requirements within the routers are substantially reduced over the 

requirements for VCT switching. A message packet is broken up into flits. The flit 

is the unit of message flow control, and input and output buffers at a router are 

typically large enough to store a few flits. 

The preceding switching techniques were described assuming that messages or parts 



of messages were buffered at the input or output of each physical chaimel. Buffers are 

commonly operated as FIFO queues. Therefore, once a message occupies a buffer for 

a channel, no other message can access the physical cliaimel, even if tlie message is 

blocked. 

Fiirtliennore, the virtual channel flow control associates several virtual cliaimels with 

a single physical channel. It overcomes the blocking problems of woimliole flow 

control by allowing other packets to use the physical channel bandwidth that would 

otherwise be left idle when a packet blocks [20]. Therefore, when used in this manner 

these buffers are referred to as virtual lanes. Virtual channels can also be used to 

improve message latency aiid network throughput By allowing messages to share a 

physical channel, messages can make progress rather thaii remain blocked. [22] 

d) Buffer management flow control 

Adding buffer to network-on-chip can result in significantly more efficient flow 

control. It is because buffers can decouple the allocation of adjacent routers. All of the 

flow control methods that use buffering need a means to communicate the availability 

of buffers at the downstream nodes. Then the upstream nodes can determine when a 

buffer is available to hold the next flit to be transmitted. Researchers have also 

proposed buffer-less switch for packet switched communication [23]. 

Buffering policies are extremely important to the design of the message layer. They 

are crucial to both correctness as well as performance. Three types of low-level flow 

control mechanisms are in common use today: credit-based, oii/off, and aclc/nack [5]. 

> Credit-based flow control: With tlie credit-based flow control, the upstream node 

keeps a count of the number of free flit buffer in each virtual channel downstream. 

If the count readies zero, all of the downstream buffers are foil and no forther flits 

can be forwarded. Once the downstream router forwards a flit and frees the 



associated buffer, it sends a credit to the upstream router. We assume the credit 

round-tip delay tcrt, which includes a round-trip wire delay and additional 

processing time at both ends. This corresponds to a bit rate of Lf / tdt, where Lf is 

the length of a flit in bits. If there are F-flit buffers on this virtual channel, F flits 

could be sent before waiting for the credit, giving a throughput of F flits per tjt. 

Thus, we see that to prevent low-level flow control from limiting throughput over 

a channel with bandwidth b we require: 

F>t^,b/Lj. <2.1> 

> On/off flow control: This flow control can greatly reduce the amount of upstream 

signaling in certain cases. The upstream state is a single control bit that represents 

whether the upstream node is permitted to send (on) or not (off). On/off flow 

control requires that the number of buffers be at least trtb/Lf to work at all. Twice 

this number of buffers is required to operate at full speed. 

> Aclt/nack flow control: This flow control reduces the minimum of this buffer 

vacancy time to zero and the average vacancy time to t"/!. The upstream node 

sends flit whenever they become available. If downstream router has a buffer 

available, it accepts the flit and sends an acknowledgement. If no buffers are 

available, the downstream node drops the flit and sends a negative 

acknowledgement. Thus, buffers must be held for an additional tn waiting for an 

acknowledgment, making ack/nack flow control less efficient in its use of buffers 

than credit-based flow control, 

2.1.3 Routing 

There is usually more than one path of routers from the source to the destination in a 

on-chip network. One way of configuring path selection of routers in a particular 



topology is referred as routing. A good routing algorithm can keep path lengths as 

short as possible, and balance load across the network channels to make the saturation 

tlirougliput closer to the ideal There are two main classes of routing algorithm: static 

(deterministic) routing and dynamic (adaptive) routing [9]. 

> Static (deterministic) routing: 

The deterministic algorithms are simple. The static routing algorithms are used widely 

in small networks. The size of on-chip network cannot be too large because the limit of 

chip scale. In static routing systems, the routes are entered into the router at first, 

which adopts pre-computed routing tables sometimes. Routes through a data network 

are statically described by fixed paths of routers. The advantage of static routing is low 

delay and simple logic in routers. Moreover, static routing algorithms can implement 

deadlock-free network by the good pre-computed routing tables. 

Despite its generally poor load balancing properties dimension-order routing is 

widely used in mesh or and tours networks. A packet is routed one dimension at a time. 

Within each dimension, the packet travels until it readies the same coordinate as the 

destination in that dimension. This routing approach is very simple to implement, 

which fits on-chip networks. And, it simplifies tlie problem of deadlock avoidance, 

which prevents any cycles of transmission between dimensions. However, deadlock 

can still occur within a dimension. In addition, dimension-order routing has no 

tolerance of faults. In our designs, X-Y routing is applied in 2-D mesh networks. It 

selects the OP depending on the location of the current node and destination. The packet 

will go through the X dimension at first until it arrives at the Y dimension of the 

destination. 

> Dynamic (adaptive) routing: 

Due to the dynamic load imbalance, the load balancing properties usually is not good 



in static routing. The adaptive routing can construct routing tables automatically aiid 

allow the network to act nearly autonomously in avoiding network failures and 

blockages. It dominates the Internet. Moreover, the dynamic routing has better 

tolerance of the presence of faults in the network. If a link or a port fails, the entire 

system fails. However, if aii algorithm caii adapt to the failure, the system can 

continues to operate with a little loss in performance. 

Several partially adaptive routing algorithms have been proposed. Partially adaptive 

routing algorithms represent a trade-off between flexibility and cost. They try to 

approach the flexibility of folly adaptive routing at the expense of a moderate increase 

in complexity with respect to deterministic routing. Most partially adaptive algoritluiis 

proposed up to now rely upon the absence of cyclic dependencies between channels to 

avoid deadlock. Some proposals aim at maximizing adaptivity without increasing the 

resources required to avoid deadlocks. Other proposals try to minimize the resources 

needed to achieve a given level of adaptivity. 

2.2 NoC Router 

The router is an important component of interconnection architectures for routing and 

delivering message from a source to a destination in networks. Network-on-chip 

routers can mostly determine the network performance and cost the most part of power 

consumption and silicon area of whole network. 

2.2.1 Router architecture 

The router has a functionality of transferring message from one of its input ports to any 

one/more of its output ports. The basic architecture of a network-on-diip router includes 



a routing computation cell, a switch allocator, and a crossbar switch [34]. The tliree 

components can complete the basic task in a packet-switched network: to deliver the 

message from an input port to anther correct output port in a router. 

Another common component buffer is used to cache the waiting network message in a 

network-on-chip router. It is possible that one network message need to wait the 

permission from the switch allocator if the allocation computation costs long time or the 

network message conflicts with another network message. 

Moreover, the virtual channel technology is usually applied in most state-of-art routers. 

Network-on-cliip router involves a virtual channel allocator to allocate a free virtual 

channel for the current packet. Figure 2.7 shows the basic architecture of a 

virtual-chamiel router. 
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Figure 2.7. The architecture of virtual-cliaiuiel router 
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Figure 2.9 An example of packet format and flit format 

Two examples of pipeline stage structures are shown in Figure 2.8. A head flit requires 

six stages because of additional virtual channel allocation and routing computation, 

such as (a). If static routing algoritliin is adopted, the routing computation can be 

integrated into buffer write stage, such as (b). Figure 2.9 presents an example of packet 

format and flit format in the virtual-channel router. 

2.2.2 The router components 

A) Routing computation cell (RC) 

It has responsibility of routing for each packet based on the routing mformatioii that is 

carried by network packets. In virtual-channel routers, only head flits require routing 

computation cell and the routing results involve storing in buffers for remaining flits of 

tliis packet. The format of routing results is one or more requests to correct output ports 

for some one input port according to adopted routing algorithm. Then the input port 



call submit its requests to virtual channel allocator and switch allocator. 

If the on-chip network adopts static routing, the routing computation cell has a simple 

architecture and low operation latency. Altliou^i adaptive routing do avoid network 

failures and blockages better, the complex architecture is not suitable to on-chip 

interconnection networks. 

B) Crossbar 

The crossbar passes flits from source input ports to appropriate output ports. A router, 

which has Pi input diaimels and Po output climiiiels, only need a Pi x Po crossbar to 

deliver flits. The number of input and output ports of a router is generally small in 

on-chip network. However, viitual-chamiel flow control largens the router's crossbar 

to V*Pi X Po. To simplify the crossbar, V:1 multiplexer is introduced to switch the 

messages of V virtual channels at first. Then the output of the multiplexer connects one 

input port of a P/xPo crossbar. For example, a mesh-network router has five input 

ports and five output ports. And almost NoC routers present the tour transmission. It is 

noted that the crossbar can ignore the internal path to the output with same orientation 

of input because U-turn transmission is prohibit in our network. 

C) Switch allocator (SA) 

Multiple packets may request the same neighbor router at same time in a router. It is 

necessary that a component be introduced to allocate the output physical resource to 

neighbor routers for all requests. Switch allocator is in charge of the allocation 

computation. The arbiters in the switch allocator have responsibility of providing a fair 

arbitration for these requests. However, the exact meaning fair can vary from 

application to application. Three usual types of fairness are weak fairness, strong 

fairness, and FIFO fairness [2]. Matrix arbiter and multi-way MUTEX arbiter, which 

both can provide fair arbitration, are used respectively in synchronous and 



asynchronous routers in the thesis. 

For a Pi-input-port V-virtual-chamiel router, there theoretically are Pi “V*Pi: 1” arbiters 

ill the switch allocator. The switch allocator is very complex and large. Fast arbitration 

policies are crucial to maintaining low flow-control latency through the switch. The 

implementation of switch allocator can be simplified by two-stage arbiters. In fact, tour 

transmission is prevented in our routers. Then, there are P "V:!" arbiters and P "P-l:!" 

arbiter. [31] 

D) Buffer 

Adding buffers can improve tlie performance of network [25 32]. There are three 

types of buffers in a network-cm-chip router: input buffer, output buffer and crossbar 

buffer. Figure 2.10 shows aii example of these buffers. 
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Figure 2.10 An example of input buffer, output buffer and crossbar buffer 

A packet-switch router usually adding input queue or output queue to decouple the 

allocation of adjacent routers. Both input aiid output queue require relevant buffers to 

cache queue packets/flits. Moreover, the addition of buffers at the crosspoiiits to 

reduce liead-of-line (HOL) blocking and hence increase tliroughput is referred to as 

buffered crossbar switch architecture. This scheme of placing buffers at the 

crosspoiiits instead of pure input buffering reduces the HOL blocking problem caused 



by output contention. With buffer memory placed at each crosspoint, the scheduler can 

maximize total throughput and keep many output ports as busy as possible by storing 

the input packets in buffer memory [24]. Of course, the improvement requires more 

silicon area of buffer. 

E) Virtual channel allocator (VA) 

This component is responsible for allocating the virtual channels of downstream 

routers. A head flit usually needs to cost additional one cycle to be allocated a virtual 

channel in a conventional router. The use of virtual cliaamels, wliile reducing 

header-blocking delays in the network, makes the controllers more complex by 

requiring more arbitration in SA and more complex flow control mechanisms in VA. 

Increasing the number of virtual channels also has a direct impact on router 

peifonnaiice through their effect on the achievable hardware cycle time of tlie router. 

The controllers now become more complex since they must support arbitration 

between multiple virtual channels, and this arbitration function can be on tlie critical 

path for delay. This increase affects all messages tlu'ough the routers. 

Speculative-pipeline router can parallelize switch allocation with virtual-diaiuiel 

allocation, which is discussed in section 2.3. 

2.3 Low-latency Optimization of Routers 

The function of network-on-chip is to deliver the message for units connecting to the 

network. The average latency of delivering message from sources to destinations is an 

import performance of network. As compared to dedicated connections, packets of 

NoCs need to take up additional latency and energy at eacli router (writing and reading 



buffer, route and allocation computation, switch traversal). The latency is modeled as: 
path 

'^latency ""“ '^injection + '^network + '^drain '^injection + '^drain > J^router + '^wire ^ 
i 

The number of router, which passes a given flit, is referred as traversal distance D of 

this flit. It is noted that there are D-1 long interconnection wires between tliese routers. 

Flit is the transmission unit. Assume that the latency of all router and interconnection 

wires is uniform for the same flit, which are Trouter and Twire respectively. The 

minimum latency of network part of a flit is: 

Tflu Trouter + ( i ^ " l ) X <2.3> 

Thus, the minimum latency of network part for a packet is: 

T ; - = D X + (Z) - 1 ) X + max ( / ., ) (L / fF) <2.4> 

111 Equation 2.4 L/W is the number of flit-packet size, Pr and P v are the cycle time of 

router and wire, Theader is the latency of a router for head flit. The traversal distance D 

is fixed after the network topology is determined. Twire is concerned with the physical 

specifications sucli as the length, width, voltage, etc. Reducing the header latency of a 

router or shortening the cycle time is possible choices to shorten the minimum latency 

of a packet. 

Considering the waiting time Tcoumict derived from conflict between different packets, 

the actual latency of a packet from source processing element to destination is: 
rp — "V (rpi , rpnehvork , rp , rp 

Lat&icy — / J \ conflict ,1 ^ packet ~^ inj dmin <2.5> 
t'epa/h 

Tconffict is determined by the flow control and the tangible traffic content. It becomes 

the most of actual latency when the network load is high. Of course, the iniiiimmn 

latency of a packet determines the average packet latency when network load is low. 

Network-on-chip routers bring a large part of power consumption, network latency, 

and area cost. Flow control is implemented by routers too. Therefore optimizing 



designs of routers is a very important method to optimize an on-chip network. The 

following introduces several classes of optimizations. 

> Multiple-stage pipeline 

Multiple-stage pipeline structure breaks up a whole switch operation into several 

pipeline stages to increase tlie frequency. Thus, multi-stage pipeline routers have a 

great advantage in throughput over single-stage routers. It is noted that there is no 

advantage in minimum flit latency. More pipeline stages mean more waste in latency 

because of the unbalanced pipeline stages and additional flip-flops. However, the 

slioileiiing clock period can reduce the interval time between flits. Moreover, the 

multi-stage pipeline shortens the waiting time of conflict, which will happen only in 

SA or VA stage in multi-stage routers. Thus, a multiple-stage router can improve both 

network throughput and packet latency. Of course, a bad-design pipeline will 

introduce a mass of additional latency aiid energy waste. 

> Parallelization of functions 

Many researchers have proposed router architectures tlmt reduce the latency along the 

critical path by parallelizing some functions, thereby achieving high-throughput 

low-latency on-chip networks [1,11]. 

A) Routing computation module 

In wornihole routers, the routing computation module is only used by head flits. If the 

routing cell can be removed from critical path by paralleling with other function, the 

minimum packet latency can be reduced. 

The implementation of routing computation is simple if static routing is adopted. The 

delay of routing is short enough to integrate tlie routing into other pipeline stages, such 

as buffer writing stage in Figure 2.8 (b). 

B) Virtual channel allocator 



Virtual-channel allocation can be parallelized with switch allocation in one cycle [31  

60]. Thus, SA's arbiters and VA's arbiters are combined, shown in Figure 2.11. In other 

words, a packet can obtain virtual channel of downstream router only after it wins the 

arbitration of switch allocation. The function of virtual channel allocation is also 

simplified to the management of free virtual channels. The router architecture is 

speculative because there are the possible mismatches of virtual channel allocation, 

which is referred as speculative-pipeline router. The additional cycle of VA stage is 

saved in header latency. 
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Figure 2.11 The comparison between separate and combined SA and VA arbiter 

> Quality of service 

Some applications, especially real-time applications, expect predictable quality of 

service (QoS) in embedded systems [17,18]. 

A QoS-based design style alleviates the demanding task for the system designer. 

Systems, especially SOCs, have limited resources, and they must be shared and 

managed as the application unfolds its dynamic behavior. Resource management 

depends on two phases: negotiation to obtain resources, followed by a steady state in 

which allocated resources are used. As applications become more dynamic, the first 



phase, renegotiation, will become more frequent. Thus, users can be given a predictable 

QoS by giving resource management and QoS a prominent place in system design. In 

essence, offering a QoS requires a commitment. 

Although guaranteed services which offer commitment, have many advantages over 

so-called best-effort services, which offer no commitment, we sliow that their 

combination is beneficial. A service is guaranteed if a commitment is given, and best 

effort otherwise. This holds for individual services, not their ensemble. For example, 

data transport may be uncormpted (commitment to correctness) and lossless 

(commitment to delivery), and without throughput guarantees (best-effort throughput, 

i.e. no commitment to a completion bound). Moreover, a given service can be offered 

both with and without commitment to flexibly use the available resources. A 

combination of best-effort and guaranteed services gives the advantages of guaranteed 

services to only part of the system, but tlie available resources are used more efficiently. 

> Multicast/Broadcast 

111 parallel computers, there are many studies about collective communication 

including multiple one-to-one, one-to-all, all-to-one, and all-to-all communication [5]. 

Ill some applications, many communications are required to transmit fi-om one source to 

multiply destinations. For example, a chip of distributed processing system needs 

to syiicliroiiize their caches for the coherence. Routing schemes differ in their delivery 

semantics: 

Unicast delivers a message to a single specified node; 

V Broadcast delivers a message to all nodes in the network; 

7 Multicast delivers a message to a group of nodes that have expressed interest in 

receiving the message; 

V Aiiycast delivers a message to any one out of a group of nodes, typically the 



one nearest to the source. 

Traditional bus architecture is not naturally scalable for higher bandwidth and more 

diverse clock frequencies. However, a bus is very efficient in broadcast commmiication 

since all elements are directly connected to the bus. NoC architecture offers more 

throughput and better signal quality, but it does not support broadcast very well. Most 

NoC routers only can apply a software operation to implement the multicast, whose 

efficiency is very poor. It is implemented by sending a copy of tlie message from the 

source elements to every destination or to a subset of destinations. Hardware multicast 

of NoC is necessary in these applications. 

> Asynchronous communication 

Most digital circuits designed and fabricated today are synchronous. All components 

share a common and discrete notion of time, as defined by a clock signal distributed 

through the circuit. In asynchronous circuits, there is no common and discrete time. 

Instead, the circuits use liaiidslialdng between their components in order to perform the 

synchronization communication, and sequencing of operations. 

The advantages of asynchronous circuits are: low power consumption, high operation 

speed, less emission of electro-magnetic noise, robustness towards variations in supply 

voltage, temperature, and fabrication process parameters, better compensability and 

modularity, and no clock distribution and clock skew problems [7]. In addition, many 

state-of-axt SoCs adopt multiple clock domains. The global communication is difficult 

to synchronize different clock domains in the SoCs. Asynchronous protocol is suitable 

to multi-clock-domain system. 

But asynchronous design, is not yet a well-established and widely-used design 

methodology. Asynchronous communication details are discussed in APPENDIX A. 
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Figure 2.12 Propagation latency of asyiiclu'ony router and synchronous router 

111 a multi-stage pipeline router, the operation time of each stage is hardly balanced. In 

Figure 2.12, the gray part presents the practical operation time of each stage. The 

synchronous router's propagation latency is the times of period that is determined by 

the maximum operation time of four stages. However, the minimum propagation 

latency of asynchronous router is the sum of all stages' operation times. The 

improvement is obvious that asyiiclu'onous circuit is adopted in NoC. 

Thus, asynchronous on-chip networks can provide low-power and low-latency 

communication as compared to synchronous networks. 

> Bypass technology 

Bypass technology is used widely in on-chip networks. In many cases, routers can 

bypass several components of the routers based on the detail of usage of router and 

current flit. The color lines are various bypass schemes in Figure 2.13. 

Figure 2.13 Various bypass schemes 



A) Bypass buffer 

Bypassing buffer operation is easy to be adopted usually. If an input FIFO is empty, an 

incoming flit will avoid writing the main memory of FIFO and bypass to the output 

registers of FIFO directly, such as the pink line. It can reduce the power consumption 

due to reduce the operation of writing and reading a FIFO's main memory. But it adds a 

little overhead in judgment and management. 

Further, if a router can provides lookaliead signals such as routing result for the 

neighboring routers. Some operations such as switch allocation and virtual channel 

allocation can be executed in advance in its neigliboring routers. It is discussed in 

CHAPTER 5. 

B) Bypass crossbar 

Crossbar provides multiple paths from different input ports to different output ports. 

Sometimes there are a large part of packets pass from a given input port to a given 

output port. If we call set up a special connection between them, such as the orange 

line, these packets will go tlirough the special path and bypass crossbar. In CHAPTER 

7, we propose a design to bypass crossbar by short-circuit crossbar channels. 

C) Bypass switch allocation 

Circuit switching set up a path from source to destination in advance by route probe, 

such as the yellow line. The method of circuit switching cm be combined with packet 

switching. A router can set up a reserved path and occupy the output port during 

transmitting a packet. Thus, a flit can bypass switch allocation if there has been a 

reserved data path for this packet or for other packets of a special packet group. 

D) Express virtual channel 

The bypass path can be integrated in the current router similar to an additional express 

virtual cliaimel (EVC) [30]. There are different modes of EVC. The red line of Figure 



2.13 is aggressive mode of EVC. The entire router can be bypassed if the pervious 

router has a special bypass path to the downstream router. The EVC optimization needs 

to add virtual channel overhead for the express virtual channels. However, EVC does 

not add physical channel bandwidth and cannot resolve the jam of channel. 

E) Extra physical links 

It also can be introduced by the additional physical links between the upstream and 

downstream routers, wliicli is the blue lines in Figure 2.13. The extra physical links can 

provide larger channel bandwidth and extra connect of customized topology. Better 

perfomiaiice is proved by extra physical links. However, it requires the overhead of 

physical wires in chip and more complex router because of increasing radix 

2.4.1 Design Flow 

The design flow of on-chip network is shown in Figure 2.14. The design flow is based 

oil a customized NoCLib including reconfigurable evaluation platform and various 

syiithesizable network models, whose detail is discussed in APPENDIX B. Initially 

based on the given application specification, the spatial bandwidth distribution and 

temporal distribution of traffic are defined. According to the requirement of 

communication, the network configuration (such as topology) aiid router configuration 

(such as flow control) is determined. 

The chosen network can then be optimized with more accurate traffic patters defined by 

a behavior/TLM model or traffic emulator. One can go on to the detail of router design 

aiid application model. With knowledge gained from preceding step, one can avoid the 

design iteration due to the compatibility problem between model and network, or 

software and hardware. If necessary, co-simulating the framework with embedded the 



RTL model, gate-level model or post-layout model is possible. 

( 

Figure 2.14 NoC design flow 

Many traditional works [46], on performance evaluation provide identical analytical 

models of routers for limited traffic conditions. The assumption of identical router 

network may not be appropriate for NoC designs. Thus, the NoC architecture can be 

customized for each specific application to achieve optimal performance, power 

consumption, and area cost tradeoff, [47]. It is noted that many characteristics of 

asynchronous circuits are different with synchronous circuits. The evaluation platform must be 

modified for asynchronous networks. [49] 

2.4.2 Traffic Models 

NoCs are used to deliver message in systems. The message flows are determined by 

resources. The traffic of resources involves the detail of the application, which the 

system executes, such as in Figure 2.15. 



Figure 2.15 The various traffic modules for NoC design 

Real applications are the best resources that can evaluate the most accurate simulation 

results. A function module is proposed to generate the real-application traffic pattern, 

wliicli is usually described by some system-level languages such as C++, System-C, 

Java, and so on. A compatible wrapper must be used for a particular type of model. 

Some models may require a timing controller and others may require conversion of 

data structure oi* even the language conversion. Network interface (NI) takes charge in 

injection of packets to network [40, 42, 43]. Some existing evaluation platforms drop 

packets to guarantee bandwidth [36, 37 38]. An infinite queue is applied in (NI) to 

estimate the ideal waiting delay in queue in other works [39 41]. 

Moreover, the traffic emulator is provided to replace complex function modules for 

quick generation of pseudo-message, which emulates the rule of coimnmiication 

packets in different applications. The rule includes spatial distribution and temporal 

distribution, which is referred as traffic pattern. 

Uniform pattern is a commonly-used benchmark in network. All resources have 

uniform spatial bandwidth distribution and imiform temporal distribution whatever the 

network topology is. It means that resources should communicate statistically the 

equal number of packets with each other resource in the same length of period. The 

simplest implementation of uniform pattern is that a node sends a packet to each other 

node ill turn after a regular interval of time. The second method is that the destination 

node and injection time of packets are controlled by a pseudo-random function. The 

distribution of pseudo-raiidom numbers is statistically even. The second type of 



uniform traffic pattern can better evaluate the performance of network-on-chip 

because it can emulate the case of traffic burst sometimes based on the different 

pseudo-raiidom numbers in different nodes. 

Of course, the communication case of completely uniform pattern is a rare occurrence 

in real applications. Some other traffic patterns are introduced. Matrix transpose is a 

type of matrix operation, which could happen in some applications of multi-processor 

chips. And the traffic trace of aii audio-video benclunark [26] is regarded as 

multi-media system (MMS) class of traffic pattern. All modules are mapped to 16 

nodes of a 4x4 mesh network. OCN traces refer to the traffic traces of a 

multi-processor network [28]. We only use the traffic trace of memory network part, 

wliicli is a 10x4 mesh network. Two cases (gzip and equake) of traffic bandwidth in 

OCN memory network are used to evaluate the performance of network-on-chip. 

Ill addition, a statistical traffic model [29] is introduced. We first define the traffic 

acceptance probability p which is used to model the various traffic cases. When one 

source node is to send a packet, any other node in the network consumes that packet 

with acceptance probability p if the packet arrives. N! is the node whose distance is i. 

The probability P of having a hop count li greater than d is hence: 

1 - i ^ ) <2.6> 

Here, tlie temporal distribution parameter H and spatial injection distribution o 

apply uniform distribution to simplify the traffic model. Thus, the type of traffic model 

is referred as p-model traffic pattern. 

2.4.3 Traffic Spatial Distribution 

Figure 2.16 presents the traffic bandwidth between each two nodes, which is based on 



the record of communication flow in original benchmark. 

The bandwicfth between two nodes undar 4x4 uniform paHem 

The bandwidth between two nodes undsr 4x4 matrix transpose paKern 

(a) 
The banrfwWlh between two nodes under 4x4 mms pattern 

(b) 

The Iraific belwn two nodoy und'r gzip pallern 

(C) 
Tha traffic bondwidlh between tvv̂  nodes under oquake pattern 

(d) 
Ths tralfic bandwicfth betwsen two nodes under paHetn 

(e) ffl 
Figuie 2 16 The traffic bandwidth between nodes of various tiaffic patterns (a) 4x4 matrix tianspose, (b)MMS 

trace, (c) OCN gzip trace, (d) OCN equalce trance, (e)4x4 p-model fft, and (f) 6x6 p-model jpeg 

Uniform pattern is shown in Figure 2.16 (a) and matrix pattern in (b). And (c e) 

present three traffic traces: MMS traffic trace OCN gzip and equake traces. Figure 



2.16 (f) presents p-model fft case in a 4x4 mesh network. It is known that the 

destination nodes of packets are all nearby the source according to the given mesh 

topology because p is 0.422. 

Based on given spatial bandwidth distribution and routing algorithm, the tangible 

traffic flow of each port/chaimel in NoC caii be estimated beforeliand. Figure 2.17 

shows tlie channel bandwidth analysis of various traffic patterns based on input flow 

of each input port, when X-Y routing algorithm is applied. The uiiit is the average 

injection bandwidth. The input bandwidth (spatial port/cliaiuiel bandwidth distribution) 

of uniform traffic pattern is a little unbalanced although it has balanced spatial 

bandwidth distribution. Aiid bandwidths of channels between two routers may be 

larger than injection bandwidth from local because the traffic flows from different 

sources caii overlap in some diamiels if packets need to traverse multiple routers. And 

bandwidths of all channels in p-model ffl case are no more than injection bandwidth 

because of its small average hop-count. The port bandwidth distributions ofMMS and 

OCN traces are much mibalaiiced because of their unbalanced spatial bandwidth and 

injection distribution. 
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Figure 2.17 The bandwidth analysis of input flow in each input port of various traffic patterns: (a) 4x4 uniform’ (b) 

matrix transpose, (c) MMS trace, (d) OCN gzip trace, (e) OCN equake trace (f) 4x4 p-model fft 

Table 2.1 The average traversal distance of hop count (spatial hop distribution) 
Traffic pattern Network size Average hop counter 
Uniform 4x4 3.67 

6x6 5.00 
8x8 6.32 

MMS 4x4 3.30 
Matrix Transpose 4x4 4.33 

6x6 5.66 
8x8 6.99 

p-model jpeg 4x4 3.98 
6x6 3.80 

p-model fft 4x4 2.24 
6x6 2.19 

OCN equake 10x4 4.17 
OCN gzip 10x4 5.00 

It is noted that a packet's traversal distance of hop counter is the number of routers 

that the packet go tlu'ough, which is listed in Table 2.1 for various traffic patterns in 
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various sizes of networks. 

2.4.4 Router Models 

The high-level analysis is based on matlab or C language to evaluate the application 

communication, which takes charge of determining network and router configuration 

initially. Then, an evaluation platform is required to estimate the performance of 

network, which is coded by system-verilog language for the good compatibility. 

Different router models and traffic model are invoked in the platform for different 

level evaluation. 

> Synchronous cycle-accurate model 

Synchronous cycle-accurate model is used for fast simulation to evaluate synchronous 

network-on-chip. It is between hi -level model and post model (post-synthesis and 

post layout). All signals are controlled by the clock and we assume that all 

computations of combinational logic can complete in one dock cycle. 

The cycle-accurate router model can implement different NoC flow control protocols 

and can evaluate most performances of on-chip network such as average packet 

latency, throughput. And the detailed traffic case and situation of each flit's 

transmission can be analyzed by tracing some internal status. It can takes charge of the 

comparison of various network environments and various syiiclironous routers. 

> Asynchronous model 

Asynchronous network cannot be simulated by cycle-accurate model because there is 

no a global clock signal. The evaluation of asynchronous networks requires tlie 

asynchronous router model, which is based on the handshake communication. It is 

more complex than cycle-accurate platform. The delay of different component needs 

to be modeled to implement the evaluation of network performance. For example, the 



long wire is modeled in Figure 2.18 to estimate the wire delay between two routers. 

All component delays are pre-estimated and set up. The latency of each micro-pipeline 

stage ill asynchronous router model can be computed by these values. 
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Figure 2.18 Long wire model estimates the wire delay 

> Post model 

Post model includes post-syiitliesis and post-layout model. They concern the practical 

technology library. 

Post-syiitliesis simulation is executed based on the gate-level iietHst. The gate-level 

netlist, which can be generated by the design compiler or the manual design, introduces 

the estimated gate delay and network delay to obtain more accurate evaluation results. 

And we can get the power consumption and silicon area according to the gate-level 

netlist. More accurate result is based the post-layout simulation, which is based on the 

whole system's layout. It is very close to the result of real chip. Of course, to evaluate 

the cycle-accurate latency, the post-layout simulation is not necessary. 



Asynchronous 

Buffer Allocation 

Asynchronous coimnuiiication is useful in low-power low-latency field because of the 

advantage of asynchronous circuit. The asynchronous comimimcation protocol and 

basic asynchronous components are discussed in APPENDIX A. 

3.1 Asynchronous NoC router 

The topology and some communication protocols of asynchronous network-on-cliip 

are similar to those of synchronous network-on-chip. 

(0,3) (1,3) (2,3) (3,3) 

(0,2) (1,2) (2,2) (3,2) 

(0,1) 

(0,0) _ 

(1,1)/ (2,1) (3,1) 

(1,0) (2,0) 

Processing 
element 
(PEx,y)T  

(3,0) 

handshake 

Data 

N 
'Rotiier 
(R\’v) 

Input FIFO 

n 
J E D ^ 

f C D ^ 

Arbiter 

Crossbar 
Switch 

I Next 

E(Injpart) T E(Out_part) 

Figure 3.1 An example of asynclironous network and router architecture 



The major difference is there is no global clock to synchronize different routers and 

different pipeline stages. The router is implemented by asynchronous circuits. An 

example of asynchronous network aiid router arcliitecture is shown in Figure 3.1. 

Such as Figure 2.12, the minimum propagation latency of asynchronous router is the 

sum of all stages. Thus, the average header latency is the sum of minimum propagation 

latency and the waiting time because of conflict: 

'^router - ” ' ^ b u f f e r + "‘~ '^conflict ( ^ ) < 3 1 > 

"' <3.2> 

Reducing the latency of any one stage can improve the total latency of a flit. Of course, 

reduce the latency of the largest stage can increase the tlu'ougliput better. 

3.2 FIFO analyze 

In both syiiclironous and asynchronous router, the buffers will contribute a large part of 

the total area cost. In [27, 48], the authors show the advantage of customized buffer 

allocation. We always use a First-In-First-Out buffer (FIFO) composed of a number of 

registers as data buffer in a router. In a synchronous router, the minimum latency of a flit 

tlirough the FIFO is at least one clock cycle. It is usually larger than the minimum 

latency of asynchronous FIFO. And it is noted that the size and architecture will more 

obviously influence the asynchronous NoC packet latency because of the property of 

asynchronous circuits. 

The basic asynchronous FIFO architecture is Muller pipeline (or Muller distributor) [7], 

which is a chain of latches as shown in Figure 3.2. It supports 4-phase bundled-data 

protocol. The main advantage of the structure is simple control logic. But the power and 

latency of a diain-latcli FIFO obviously will increase in networks on chip when the 

FIFO depth increases. 
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Figure 3.3 Circular FIFO and its control cell 

The optimized circular structure FIFO using token ring lias lower power consumption 

and a smaller latency [32]. There are two tokens around the ring: one allows writing 



Three types of 4-flit-deep 34-bit-wide, the flit size in our demo design, FIFOs are 

compared, as shown in Table 3.1, based tlie UMC 0.1 Sum standard cell library. 

Performances are compared in terms of area, minimum propagation latency while the 

FIFO is empty and miniimim cycle time based on an ideal environment. Although a 

circular syiiciironous FIFO also avoid the waste cycle through the Flip-flop chains, it 

must apply the same clock as the whole router and results in tlie loss of latency. And 

asyiichxonous FIFOs have overwhelming advantages comparing with synchronous 

FIFOs ill area, latency, and so on. 

Figure 3.4 shows that the area and niiiiimum cycles of FIFOs of different depths. The 

circular's FIFO depth determines the scale of the input bus and output bus. From this 

figure we can know that the minimum cycle and latency of a circular FIFO will also 

increase as the depth increases. 
Asynchronous FIFO tdsal Cycle 

— l ' j ^ 4' g g ^ fH 5 10 „ 
FIFO drpth (n,j) FIFO depth (cell number) 

data into the FIFO and one that allows reading data out (push out), shown in aiid Figure 

3.3. Whatever type the FIFO adopts, the area and latency vary with the FIFO depth. 

The area is nearly linear function of depth. The latency also increase with the growth 

of depth. 

Table 3.1 The different FIFO arcliitectures 
FIFO type Asynchronous Synchronous FIFO type 

Muller Circular Circular 

Area (in nand2) 654 880 1502 

Min Propagation Latency 0.6ns 0.65 ns I clock cycle 

Mill Cycle 1.8ns 1.68ns 1 clock cycle 

Figure 3.4 The area of router and minimum cycle of asynchronous FIFO with various depths 

The influence of using large FIFOs as input buffers would be uncertain for overall 



network performance. The gain from increasing depth can be counteracted by tlie loss 

from the increasing propagation delay. It is necessary to evaluate the network 

performance of different buffer depths in a NoC system. 

The asynchronous router model used in the evaluation platform is based on the timing 

information of the UMC 0.18mn standard cell library. An asynclu-onous router uses the 4-pliase 

bmidled-data push protocol. It is the general asynchronous handshake protocol and is familiar to 

most digital designers. 

In this section, the evaluation platform applies a uniform distribution and the packet 

size is four flits. The syiicliroiious network-on-cliip with 8-flit-depth FIFO is used as a 

reference. The router has four stages of pipeline: FIFO write, routing and arbiter, switch 

transport, and wire transport. The minimum clock cycle of routers is 5ns based on the 

synthesis result. The clock cycle of all processing elements applies the 5ns both in 

syiidironous aiid asyiiclironous NoCs. Figure 3.5 shows the packet latency evaluation 

results of the routers with various buffer sizes. The asynchronous NoCs apply different 

FIFO depths from four flit stages to sixteen flit stages, wliich are uniformly allocated. 

The simulation shows that asynclu'onoiis NoC has obvious advantage as compared with 

synchronous NoC even while the entire synchronous NoC system applies 250Hz clock 

frequency (asynchronous NoC's PE only applies 200MHz). In fact, 250MHz has 

exceeded the maximum operation frequency of synchronous NoC router. And 

increasing the clock frequency of PEs can reduce handshake time and increase the 

utilization ratio, wliidi can further improve the latency and throughput because 

asynchronous routers are compatible to different frequency input data. 

And the comparison of average latencies under three chosen injection tliroughpiits: 

low, medium and high (80 112 and 152 Mflit/s*node) are individually shown in 

Figure 3.5 (b). 



0 
40 60 80 100 120 140 160 

injection traffic thrcxj^put (Mflit/s) 

(a) 
netwof̂ f packet himcy eviuafion 

200 

25 

s-
U 

20 

15 

t-94.1% 

+5.2% 
+7 3% 

7.5 +1.1% I I 
i  

+25 7% 

14.7 4 
i 
I I 
f 

three injection tratfic iylode (low/middle/high) 

Figure 3.5 The packet latency of various buffer sizes based on traditional buffer allocation when 
the asynchronous network size is 4x4 traffic is unifonn 

I j3-3tage 
3l2-siage 

These data prove that the allocation of a larger FIFO does not mean better 

performance in asynchronous routers. While the workload of communication 

bandwidth is given, the router has itself the most suitable FIFO depth to achieve both 

the better performance and the less cost in asynchronous NoC. Some conclusions are 

noted. The routers that allocate identical 16-flit-stage FIFOs get worse (larger) average 
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latency tliaii the routers that allocate identical 12-flit FIFOs even under all traffic 

tliroughputs in simulation. It means that the allocated resource is surplus. The 

performance of 12-flit FIFOs is the best configuration while tlie throughput is high and 

become a little worse while the communication throughput: decreases. And 4-flit 

FIFOs and 8-flit FIFOs are suitable for low aiid medium throughputs respectively. 

Further considering tlie coininunication flow of each connection between the routers, 

the optimization for the FIFO depth of each port in NoC routers is necessary according 

to the different traffic patterns of the given application. The application-specific buffer 

allocation becomes very important for asynchronous routers because of not only the 

limit of resource such as for synchronous routers [33] but also obtaining the best 

network performance that is special for asynchronous routers. 

3.3 Allocation algorithm 

At first we need to describe the detail of network traffic to implement the 

application-specific buffer allocation based on given application cominunication. For 

each processing element (PE) at tile (x,y) shown in Figure 3.6 which is described as 

PEx,y The injection rate of packets is described by the location inject probability thx,y, 

A X' V' 

The parameter A^ models the probability of a packet from PEx,y to PEx'y- Traffic 

spatial distribution characteristic of a network is determined by these parameters. And 

the parameter SP is the size of the packet (tlie number of flits per packet). Rp^[f means 
a routing path through which a packet is transported from PEx,y to PExy. It is 

determined by the routing algorithm, H'. means the probability of a packet from d 

direction to d direction in Rj’k; d has five possibilities, N, E, S, W and L, The routing 



algoritlun will determine wliicli direction to take also. 
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Figure 3.6 The sketch of traffic parameter 

And is used to indicate the d direction channel in a router, Rx y, along a routing path. 

Through a system-level evaluation the network communication data can be obtained to 

model the network traffic. Figure 3.6 shows an example of some traffic parameters. In 

this figure, PEo,o ~ PE3 o are four source communication elements. means the 

south, input channel of the router Rij . 03’o n means the north output port of the router 

R3 o. The lines describe all traffics from PEo o PE3 o and through the input channel 

N N 
Ci i s . The parameter ^ and parameter H- describe two possible transition 

directions of all packets fi"om the local input port which is connected to PE3 o. The 

example of Figure 3.7 shows all probabilities from south input port to each output port 

at tile (1,1). It is also determined by the routing algoritlun. 

Each application has a fundamental requirement of communication bandwidth (B) from 

the on-chip network. And average packet latency (L) is used as the metric for NoC 

coimnunication performance. The aim of buffer allocation is to achieve the best 

possible performance. Also fewer buffering resource (shallower FIFO) means smaller 

silicon area . 
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For one input channel, a packet arrival rate is an important parameter to allocate the 

buffers. denotes the packet arrival rate at channel Cx,y,dir which can be 

formulated as follows: Given J’̂  rx’y  

Px,y,dir ~ ^ 
V/c VJ 

thjy ^ J,K. 

<3.3> 

According to different routing aritlimetic, the packet arrival rate is various. While 

routers apply deterministic dimension-order routing arithmetic, even if the PEs send the 

identical-distribution packets the traffic rate is uneven for each channel, as shown in 

Figure 2.17. We can see the difference of input channel arrival rates between different 

input ports of all routers. 

In Equation 3.4 |3x,y.d' is the probability of output d is occupied by other input channels, 

describes the usage state of the next output direction dir router's FIFO. The 

parameter can consider the influence if the buffer of next router becomes full. 

Crc 
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Figure 3.8 The desired degree of buffer in each port under uniform ti-affic pattern 

The basic idea of our buffer allocation method is that reasonable buffering resources 

x’y’dir ~ ^x,y,dir ''Px,y,dir ''Mx,y,dir ‘ in which 
\fd' 

<3,4> 

At first iteration, we simplify to assume that the full states of all buffers are few. The 

default value is 1 for each output channel between routers and 0.8 for each output 

chaimel to a local PE because the local connection is near. We may need to amend \ for 

each output based on the state of the application's coiiiiiimiicatioii. It is noted that the X 

parameter is influenced greatly in next iteration if too small of a buffer size is allocated 

in the current iteration, wliicli leads to more possibility of FIFO full. AP denotes the 

influence of the packet size. We caii get AF = ^ “ n based on the architecture of our 

platform. If virtual channels are introduced, the AP decreases because of decreasing 

probability of head blocking. The Figure 3.8 shows aii example of FIFO desired 

(FRx y dk.) in each cliaiuiel. 



which are based on a buffer library being built in advance, need be allocated to each 

input channel to fit the desired degree of FIFO (FRx,y,dir). It is noted that the channel 

which has large arrival rate is not necessarily the channel wliicli needs more FIFO space. 

The degree of desiring FIFO space is maiiily decided by the probability of packet 

blocking. The final buffer queue depth qx,y,dir is derived by FRx,y,dir. The allocated 

function ’̂  , / / , .= + / ( -’ ’ . ) i s not linear because the large buffer size will 

introduce the additional loss of latency. It is the reason that the asynchronous timing 

library is required in our biaffer allocation method. And tlie allocated function of FIFO 

depths call be modified to meet the different requirements of different optimization aims, 

such as best performance or enough performance with less area cost. 

"S';̂ steni-rever 
E l a t i o n J 

Traffic parameters ^ : : : M W U J ^ S t X n ^ 
(thxy, …) ^ ^ 1 allocation ^ , V K J / V analyze J y J y platfonn 
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Figure 3.9 Buffer allocation flow for asyiicliroimis NoC 

Because smaller buffers are applied than traditional identical bxiffer-allocation, the 

shorter latency and the less cost could be achieved. Our buffer allocation method caii 

choose the suitable resource to offer good throu put bandwidth according to the traffic 

through each buffer. 

The buffer allocation flow is shown in Figure 3.9. According to the detailed application 

and NoC topology and protocol, we can get the traffic parameters aiid the network 

parameters. By the above formulas, we will analyze the buffer requirement. And 



because the asynchronous circuit has no clock, an accurate asyiiclironous timing model 

library needs to be introduced. Then the optimization aim is decided. If the performance 

needs to be improved, the optimization aim of application-specific buffer allocation is 

to choose the suitable FIFO depth to achieve the best performance. And when the area 

cost is of more concern, the optimization aim becomes to choose the least buffer to meet 

the requirement of average latency. The buffer allocation result should be acceptable. If 

we need a better result, the parameters aiid allocation equation of the next iteration are 

optimized by the verification result of the last iteration. We need to modify the 

parameter X based on the verification result and modify the function to choose a more 

suitable FIFO depth. The application-specific buffer allocation routers require further 

verification of the real network performance by post-synthesis simulation. 

We choose some types of traffic to evaluate our application-specific buffer allocation 

(A-SBA) compared to the traditional identical buffer allocation (IBA) for asyiiclxronous 

NoC. To simplify the test, they all apply the iinifoiin temporal distribution. It is noted 

that the application-specific commmiicatioii should be a reasonable tliroughput region 

for the network. It means that the traffic thrcmghput is not too large and not too small. 

The first traffic pattern is uniform distribution coiimimiication in a 4x4 mesli network. 

To further evaluate our buffer allocation of asynchronous router, a one-liotspot uniform 

distribution is applied. Under the one-liotspot pattern, one node has more distribution 

probability to receive packets thaii others do. The probability of packets from other PEs 

to hotspot is two times as much as the probability to other PEs, wliicli is a miiform 

distribution. The model simulates the state of existence of a hotspot. In this section, we 



choose one edge node PEo’o (liotl) or one centric node PEi’i (liot2) as the liotspot 

Moreover, the p-model traffic pattern, discussed in section 2.4.3, is adopted. P is 0.898 

aiid 0.228, respectively, in the gzip case and the mpeg2 case. 

Table 3.2 The spatial hop distribution of traffic patterns used in this chapter 

Spatial hop count distribution (%) Average hop"̂  
Hopl Hop2 Hop3 Hop4 Hop5 Hop6 

Average hop"̂  

Uniform 20.0 28.3 26.7 16.7 6.67 1.67 2.667 
gzip 79.2 18.0 2.48 0.25 0.05 0.01 1.2395 
mepg2 23.0 23.4 15.9 14.3 16 7.32 2.9862 
Hotl 19.53 27.73 26.56 16.80 7.03 1.95 2.6872 
Hot2 20,31 28.91 26.56 16.02 6.25 1.56 2.625 
The number of path router (Traversal distance) = average hop + 1 

The channel arrival rate for uniform-distribution traffic has been shown in Figure 2.17 

and the FIFO desired degree of each channel is shown in Figure 3.8. Here the buffer 

allocation configuration is optimized to achieve the best performance based on the 

requirement of the 120 Mflit/s*node cominuiiication bandwidth wliicli is about 80% of 

the saturation throughput in the 4x4 mesh network. Then we can compare the 

performance of the new NoC composed of the A-SBA routers to the IBA 

asyiicluonous NoC, shown in Figure 3.10. The left figure (a) shows the average packet 

latency from 100 140 Mflit/s*iiode. The figure (b) shows the comparison of 

latencies at 120 Mflit/s*node communication traffic and silicon area for different 

buffer allocations. 

For IBA routers, the best network performance is achieved as 10.42 cycles (52.1ns) 

while the routers apply the 8-flit FIFO. And the network performance oftlie routers that 

apply our A-SBA can reduce 1% latency with less cost. And we can see the new buffer 

allocation can achieve the best performance in a wide region around the optimization 

bandwidth not only at one point of 120 Mflit/ s*node. Also the comparison of FIFO core 

memory areas shows our new buffer allocation caii save large area. It is noted that the 
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area does not include the buffers connected to the NoC external port and the local PE 

port. It only accumulates the FIFO between routers (48 diamiels). The A-SBA can save 

25% of the area compared to 8-flit~FIFO routers which can achieve tlie best 

performance witli ti'aditional buffer allocation. 

Figure 3.10 (a) Average packet latency, (b) latency comparison under 120Mflit/s*node injection 
bandwidth and area comparison when packet size is 4-fIit for different buffer allocations 

Table 3.3 The comparison of latency and area when packet size is 4-flit, injection bandwidth 120Mflit/s%ode 

Buffer type latency(cycle) Ratio 
4-flit 23.4044 118.19% 

33% 



(a) Hopl -PE(0,0) 

8-flit 19,8025 1 
12-flit 19.9218 100.602% 
A-S buffer 19.55 98.7% 

And if we modify the packet size fi-om 4 flits to 8 flits, the result is shown in Table 3.3. 

Our A-S buffer NoC has 1.24% peiformaiice improvement as compared with 8-flit 

FIFO router which has best performance in all traditional buffer allocation NoCs. 

Because the 8-flit packets desired degree more FIFO while the parameter AP increases, 

the routers need to be allocated more buffers and the area saving becomes 22% 

compared to the best one, 8-flit-FIFO NoC. 

Under one-liotspot uniform traffic condition, the parameters are different from uniform 

distribution cominunication. New buffer allocation aim is to optimize the performance 

of average packet latency at the injection throughput of 120Mflit/s*node and the packet 

size is also 4 flits. At first, the channel arrival rates are calculated as shown in Figure 3.11. 

The large change of arrival probability of the hotspot lias effects to all channel arrival 

rates. Then according to the rate and the mobility }x of each channel, the desired degree 

of FIFO is derived and buffer sizes are allocated in each channel. The choices of FIFOs 

are 3 10 flits. The performance comparison is shown in Table 3.4. 

the input channel arrival rates of hoti (PE0,0 is hotspot) 
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(b) Hop2-PE(l,l) 

Figure 3.11 The bandwidth distribution of each input channel under two hotspot traffic patterns 

Table 3.4 The comparison between UNoC and BANoC under application-special distribution patterns 

Type Hotl Hot2 gzip Mpeg2 

Average Packet 

Latency (cycle) 

IBANoC 8-flit 6-flit 4-flit 8-fit Average Packet 

Latency (cycle) 

IBANoC 

11.394 11.056 5.31771 6.9844 

Average Packet 

Latency (cycle) 

A-SBA NoC 11.2 10.88 5.30 6.9168 

Perfonnance improvement 1.7% 1.59% 0.33% 0.96% 

Area saving 29.7% 14.5% 2.8% 8.2% 

The traffic ratio (hot/clod to av.) 4.32/ 0.45 4.93/ 0.54 1.05/0.93 1.30/0.72 

111 this table, all average packet latencies are calculated under the throughput of 120 

Mflit/s*node. The traffic ratio indicates the degree of uneven packet traffic. It includes 

two values that are the ratio of busiest channel to the average and the ratio of the most 

vacant cliaiuiel to the average. All IB A NoCs have the best performance as compared 

with A~SBA NoC for a given application and tlirougliput. The result of A-SBA NoC 

saves 29.7% silicon area compared with 8-flit-FIFO IBANoC in the hotl pattern and 

14.5% area compared with 6-flit-FIFO IB A NoC in the liot2 application. Aiid the 

latency can be reduced by 1.7% and 1.59% respectively. It is noted that the result is only 

through one or two loops of iteration. Better performance may be achieved after more 

iterations. Further buffer allocations are verified for different application-specific 

spatial-distribution traffic patterns (local and global, presented in section 5.1). 

Input channel arrival rates ofhot? (PE1,1 is holspot) 



Evaluations of these NoCs on our simulation platform are also shown in Table 3.4. 

From these simulation results, one can conclude that our A-SBA NoC can get the better 

network performance of packet latency by less cost for different traffic applications. 

The comiminication flow of the whole network is more uneven, the advantage of the 

new buffer allocation is larger. The excess resource can be avoided and the best network 

performances can be achieved. 

Also even if the application which, has average coiiummication throughput in each 

cliamiel or we apply the traditional buffer allocation, the new allocation flow is also 

useful to quickly determine the suitable buffer size according the design specification. It 

can reduce the region of choice based on tlie buffer analysis. 

3.4 Summary 

We concentrate on the high-performance and low-cost buffer allocation method for 

asynchroncms router design. The common idea was identical increment of buffers for all 

routers to offer higher tlirougliput and to reduce the latency. But this method is not good 

enough for a given application. And the increment of buffer needs more silicon area and 

maybe comiteiproductive with overlarge FIFOs in asynchronous routers. We therefore 

propose ail uneven-buffer-allocation router based the tangible communication 

distribution of the application instead of traditional uniform buffer routers. According to 

the property of asynchronous circuits, in asynchronous NoCs the new buffer allocation 

method can obtain the advantage of lower silicon area cost aiid better network 

performance at same time. 

Our buffer allocation method is mainly dependant on the degree of desired buffers in 

each channel. These parameters can be obtained by calculation or simulation. We give 

the formulas to quickly estimate the usage of FIFOs in the routers. A comparison 



between the new buffer allocation routers and traditional routers verifies the method. 

All evaluations of our new application-specification buffer allocations for different 

traffic patterns demonstrate that the new buffer allocation method is indeed useful for 

asynchronous NoCs. 

The more accurate formula is required for variable temporary distributions. The timing 

distribution is an important parameter to allocate the final FIFO queue depth. The more 

uneven the temporary distiibution is, the larger FIFOs are required in routers. 



Multicast 

We know that a bus is very efficient in broadcast cominuiiication since all elements are 

directly connected to the bus. Although broadcast communication naturally means liigh 

power consumption with so many redundant transfers, many applications still need this 

type of communication, sucli as transferring global states, requesting for vacant 

resources, managing aiid configuring the network, implementing cache coherency 

protocols, etc. Some efficient methods facilitated by hardware are necessary to improve 

broadcast traffic in NoC [52]. 

Multicast operating in the hardware approach delivers messages to all parties of the 

group through a path or tree of nodes, each ofwliicli forwards messages to one or more 

outgoing links. A message may be replicated at intermediate nodes and forwarded along 

multiple outgoing links towards the set of destinations. Adopting Quality-of-Service 

(QoS) routing will provide additional support to efficient multicast. In a mix of unicast 

aiid multicast traffic, QoS caii guarantee a certain capacity of multicast traffic by giving 

a higher priority to multicast messages. 

4.1 Multicast and unicast 

111 parallel computers, there are many studies about collective communication, 

including multiple one-to-one, one-to-all, all-to-one, and all-to-all cominmiication [5]. 

According to delivery semantics, there are two types: 

V unicast delivers a message to a single specified node; 

^ multicast delivers a message to a group of nodes that have expressed interest in 

receiving the message; broadcast is the special multicast where the group of 

nodes are all nodes 



And multicasting [53, 54 56] an important part of these studies, can be supported by 

either a software or a hardware approach. 

P5: 
Send(msgl,P15) 
Send(msgl,P14) 
Send(insgl,Pl 1) 

PI: 

i-ecv(msgl,P5) recv(msg 1 ,P5) 

P15: 

i'ecv(msg 1 ,P5) 
Send(msg,P4) 
Send(msg,Pl) 

Figure 4.1 An example of software implementation of broadcast 
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Figure 4.2 Hardware implementation of broadcast (a) tree-based (b)patli-based 

Most NoC routers only can apply a software operation to implement the multicast. It is 

implemented by sending a copy of the message from the source element to every 

destination or to a subset of destinations, as in Figure 4.1. As NoCs are usually 

performance conscious, we propose a hardware implementation in place of software. 

With the tree-based multicast, messages are sent through a predefined tree path of nodes. 

With a path-based multicast, the transfer of messages does not branch out at 

intermediate nodes. It is noted that a path-based broadcast operation will send a message 

through all nodes, which can be very long and causes large latency. In order to reduce 



the length of path, the set of destinations can be divided into multiple disjointed subsets. 

Figure 4.2 shows the examples of tree-based broadcast and path-based broadcasts in a 

4X4 mesh network. 

4.2 Hardware Multicast 

4.2.1 Protocol 

We use customized algorithm and routers to implement the QoS-aware multicast 

communication in a best-effort network. The source can communicate with a set of 

destinations by the predefined group information with diversified algorithms. The 

scheme has the best efficiency. The detailed communication protocol is described. 

The packet consists of three types of flits: a header flit with routing address and routing 

command, body flits and a tail flit indicating end-of-paclcet (EOF). Each flit contains 

bits indicating its service-level (SL) and type, as in Figure 4.3. Within a flit, the SL bit 

indicates whether the packet is unicast or multicast service-level. The flit type bits are 

header bit and tail bit. 
Header 

(Routing Address)— 
Header 

(Routing Address)— 
- ' " ' s L ™ Data - ' " ' s L ™ Data 

-

SL Type 
0 unicast 10 header 
\ multicast 01 tail 

00 body 
n single flu 

(payload) 
SL Type 
0 unicast 10 header 
\ multicast 01 tail 

00 body 
n single flu Tail 

SL Type 
0 unicast 10 header 
\ multicast 01 tail 

00 body 
n single flu 

Figure 4.3 Data structure for multicast 

With unicast communication in the womiliole network, the routing is performed only 

when the header flit of a packet becomes the earliest-arrived flit of one IP. The format of 

unicast header flit is shown in Figure 4.4. The "src addr" is optional, wliicli is the NoC 

address of the processing element. The "des addr" is necessary, wliich is the NoC 

address of the destination. 



Unicast Header: SL Flit 
Type src addr des addr Unicast 

command 

Figure 4.4 Unicast head flit format 

Due to difference in requirement as compared to unicast, a multicast header flit format is 

modified as shown in Figure 4.5. 

Multicast Header: SL Flit 
Type Src addr GID Multicast 

command 

Figure 4.5 Multicast head flit format 

The main modification is the "GID". The "GID" is the multicast group identity niunber, 

which is unique for each multicast group. Some GID ranges can be reserved for the 

broadcast on chip. And the predefined group of multicasting will determine the routing 

result in each routing block. Then the multicast packet is transmitted to all members of a 

multicast group according to the "GID". 

Wlien the number of group members is small, tlie format can be expanded to support 

multiple arbitrary destinations whose addresses replace the "GID". But the total number 

of destinations is constrained because one header flit can only accommodate a finite 

number of addresses based on the bandwidth. It needs routing algorithm support too 

4.2.2 The router architecture 

All multicast packets' requirements are managed by the additional multicast control 

block. Figure 4.6 sliows the hardware-multicast router architecture. It adopts QoS, 

where there is multicast service level (SL) aiid unicast SL. The multicast routing cell 

takes charge in the implementation of the multicast algorithm such as tree broadcast, 

path broadcast or anyone group. It uses GID information embedded in the head flit to 

search a multicast lookup table that is pre-computed according to user's demand. Then 

the result, which is multicast request, is sent to multicast switch allocator for 

arbitration between other multicast requests from other ports. 

The multicast packets have higher priority than all unicast packets. If an output port is 
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Figure 4.6 The block sketch of router supporting multicast 

A synchronous multicast router just increases the multicast routing and arbiter pail: as 

compared with a unicast router. An asynchronous multicast router is similar to the 

synchronous version. There are several special-designed asynchronous components, 

such as shown in Figure 4.7. 

To avoid deadlock in a switch like the example in Figure 4.10, the router only allows 

non-conflicted multicast traffic. To simplify the design, usually only one multicast 

packet can go through the router. 

required by a multicast packet, tlie port blocks unicast to apply this port. The free 

physical output channel can also be used by a unicast packet. And the multicast enable 

signal can bypass the control of the multicast control cell. Then the multicast SL 

cliamiel caii serve any unicast packet normally if the router has no the multicast 

communication. 
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Figure 4.7 An implementation of asynchronous multicast router 

The multicast enable register (MRE), providing the enable signal, determines wlietlier 

the router will support multicast service. And there is a GID Routing Lookup Table 

(GRLT). It is noted that each port lias a set of routing information for itself. Different 

multicast groups need to set their pre-computed routing result in the GRLTs of all 

member of a multicast group and all path routers connecting the members. 
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Figure 4.8 Multicast routing table and enable register 

During unicast, the routing cell applies the XY routing algorithm. During multicast, 

the routing cell performs the routing according the predefined GRLT. "Routing" 

indicates the routing result with the corresponding GID. They determine which 
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orientation outputs are selected. According to these routing results, tlie multicasting 

packet with special GID caii be sent to a local element or duplicated to other routes. 

The multicasting communication consists of two phases: 1) Group establishment: The 

multicast group source needs to setup the group by setting the GID register and 

multicast routing registers of the destination node and path nodes. According to the 

requirement, the nodes also can send back responses after they setup the registers. And 

the source can use the existing GID if the setting is appropriate for itself. 2) 

Multicasting commumcation: After setting up the group, the master sends the packets 

to each group destination according to the defined path by routing registers. 
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Figure 4,9 Multicasting transmission according to routing 

As the packet 1 is shown in Figure 4.9 we can define all destinations as a group. 

Multicasting is perfoiined only along these group members. The packet 2 of Figure 4.9 

is through many path nodes whose local processing elements are not the multicasting 

destinations. These path nodes only send the packet to the next node through the router 

like miicast, determined by the GRLT. By default, we can define the GRLT for some 



Special aims in advance. For example GIDO is defined as broadcast. The routing 

scheme provides enough, agility and good routing performance. We can apply eitlier 

tree-based routing algoritlm or a path-based routing algorithm. It is up to the setting of 

GRLT 

4.2.3 Deadlock avoidance 

A deadlock occurs when some packets camiot advance toward their destination 

because they are waiting for some event that will not happen. Examples of multicast 

deadlock are shown in Figure 4.10. 

Figure 4.10 Examples of deadlock 

Deadlock in a switch is shown in Figure 4.10 (a). Figure 4.10 (b) is tlie interlocking 

state ill which two multicast packets are requesting the routers that are already 

occupied by each other. Then two packets will not release the channel if the input 

buffers have been full in (1,1) and (2,1). Another deadlock happens, as in (c), while 

any one of the requested channels is busy by other blocked unicast packet because the 

multicast will be on hold if any branch is blocked. 

The case of Figure 4.10 (a) has been overcome by a multicast arbiter. And because the 



router makes use of the QoS, the multicast packet has priority over the miicast to avoid 

the case depicted in Figure 4.10 (c). It means miicast packets cannot block any 

multicast packet. To avoid the inter deadlock like Figure 4.10 (b), a large enough input 

buffer to save at least one whole multicast packet is the sufficient condition. It means a 

multicast FIFO of IP must be larger than the maximum size of one multicast packet to 

avoid this type of deadlock. The second sufficient condition is the sane multicasting 

routing setting. We must remove the cyclic resource dependency for each GID routing 

table. And the system must restrict the number of multicasting sources. It is suitable 

that no more than two sources send packets to one element as a multicasting 

destination at tlie same time. For example, a system can allocate a global broadcast 

master aiid several regional multicast sources. But while there are too many sources to 

send the multicast packets with high throughput at same time in a given area, it gives 

rise to the potential risk to block the traffic. Tlie source can release its multicasting 

packets through unicast channel to firee the channel. 

4.2.4 Evaluation 

Multicast is requested in many NoC applications. Particularly, a shared-memory 

multiple-processors (SM-MP) design needs multicast communication for cache 

coherency and whole-chip processors state control. There are two elements with 

multicast right on chip. One is the main control processor. Another is the sliared 

memory that will broadcast cache update packets to each element on chip. Our 

asynchronous router is very suitable for this class of applications. 

The proposed asynchronous NoC router with multicast support is compared with the 



asynchronous router without multicast support. The router is implemented by AMS 

0.3Sum technology library and the syiithesizable netlist is easy to be implemented by 

other more advanced technologies. The 1-SL asyndironous router with 8-flit buffer is 

about 1800 equivalent gates (2-input nand gate) and 2-SL router is about 4300 

equivalent gates. The multicast router is about 4700 gates, wliicli only introduces a tiny 

cost to support multicast. It is mainly used for the multicast arbiter and GRLT (here only 

add two sets of register for each input port). But because the depth of FIFO is not 

confirmed the FIFO area is not included here. 

And the maximum data cycles of 1-SL router are about 15.8ns aiid 11.8ns respectively 

for header flit and other flits. And the cycle of unicast communication in the routers, 

which have disabled the multicast support, is about 14ns, If multicast support is enabled, 

the maximum data cycles of both unicast and multicast are about 16ns for header flit and 

12ns for other flits. So the penalty of maximum data cycle performance for multicast 

support is very small. And the cycle of synchronous multi-pipeline router is about 12ns. 

While the asyiiclironoiis routers and synchronous routers exMbit similar performance, 

in a multi-clock domain application the synchronous type will introduce the additional 

penalty of multiple synchronization latencies and clock skew firom clock tree 

distribution. Because there are few NoC routers supporting hardware multicast 

implementation, we only compare the software implementation with the proposed 

multicast router respectively with the tree-based broadcast setting and the path-based 

broadcast setting. 

The broadcast latency and load examples are shown in Figure 4.11, in which all unicast 

traffics are ignored and 1 flit 2-flit and 4-flit packets are broadcasted. Because the 

broadcast source can use the default broadcast GRLT setting, the setup delay also can be 

ignored. The latency is defined as the time from a host (such as in Figure 4.2) sending 
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the whole packet to the destination node, in the units of processing element cycles 

(16ns). Also assume that software broadcast sends the nearest destination last. The 

network load is the average number of existing flits per cycle in tlie network. 

Figure 4.11 The latency and network load of broadcast example. 

The hardware multicast scheme caii significantly improve the broadcast latency with 

tiny extra logic for the routing block and multicast control. Whatever type broadcast 

(tree-based or path-based) the network implements in router's GRLT, the increment of 

performance is significant. In addition, the tree-based scheme is better than the 

path-based scheme. 

Especially with increasing packet size, the hardware multicast's advantage in the 



latency is obvious over the other implementation. But one must note the impact on the 

network load since the packet can be broadcasted in such short time. The tree-based 

broadcast algorithm occupies more network resources than the patli-based algorithm. 

The increasing network blocks unicast packets to increase unicast latency. It is tlie 

trade-off between the performance and the increasing network load. The multicasting 

GRRS setting is up to the analysis of traffic pattern for real application. 

Table 4.1 The average latency of various mul ticasts (PE eye: le) 
Packet type Software Tree-based Path-based 

Broadcast Unicast 11.98 12. 03 11.99 
model Broadcast 62 9 14 

Total 12. 29 12.011 12.004 
Broadcast Unicast 12.98 12. 43 12. 39 
mode2 Broadcast 62. 69 9. 87 14. 57 

Total 13. 29 12. 38 12. 45 

Ill broadcast model, only 10% of the packets of PES are broadcast packets in software 

implementation. In mode2 10% of the packets of PE5 and PEIO are broadcast packets 

ill software implementation. The injection rate of packets is 0.2 flit/cycle*node. The 

unicast packets adopt a unifoiin pattern. 

It is noted that increasing broadcast packets will increase the total network load, 

although the average injection rate stays the same. Table 4.1 shows the simulation 

results. The average packet latency of software implementation is largest because its 

broadcast latency is much larger than the hardware implementations'. 

4.3 Summary 

We have presented an innovative group-based multicasting scheme for a wormliole 

switching Network on Chip. The protocol will be modified for multicast. The router 

supports different multicast modes, which can be defined to build an arbitrary multicast 

group. The router also can be switched into a traditional QoS router if the NoC has no 



multicast mode traffic temporarily to improve the uiiicast traffic. 

The improvement of broadcast performance is significant. And QoS is employed, so the 

multicast traffic does not show an obvious impact on the performance ofunicast traffic 

while the network multicasting load is low. 



5.1 Bypass scheme 

Bypass schemes are very usefol to improve the network latency in a NoC by 

bypassing some steps of delivering a message. It has been introduced in chapter 2. 

Different bypass schemes have different advantages and disadvantages. 

Bypassing some actions of a buffer is a good idea because of its simple architecture of 

implementation and small overhead. Many researchers proposed their improvements 

with buffer bypass. 

To bypass other steps and components, such as switch allocator or the whole router, 

the router must be in charge of all computation of determination, and require to 

process and ti'ansmit more information from neighbors. Then the NoC router becomes 

a more complex design and has worse scalability. 

In this section, a type of no-load bypass scheme is introduced in detail [58, 59 61]. 

Other special bypass schemes, which are especially designed for some given 

application environments and not very general, so tliey are not discussed here. 

If a flit can complete in aii arbiter at the first pipeline stage in a multi-pipeline router, 

the router's propagation delay can be decreased. Then the flit is rapidly delivered and 

is removed to drain tlie buffer. The no-load bypass scheme simplifies the buffer write 

stage. It is useful to reduce average packet latency and to reduce the total buffering 

requirement. 

The bypass scheme depends on lookahead routing to obtain a request quickly [57]. If a 

NoC router provides advanced routing results (requests to output port) for downsfeream 

miters, the downsti'eam routers can execute switch allocation aiid virtual channel 

allocation at once according to the advanced requests. It means that the router removes 



route computation from the critical path by calculating packet routes one hop in 

advance. 

While a NoC adopts static routing, providing advanced requests can be easily achieved 

based on the routing information embedded in packets. Especially in a worm-hole 

mesh NoC, the routing information, which is generally the format of the destination 

address embedded in head flit can be quickly used to generate the routing request 

according to the router's position in the network or its extended routing table. 

Not only lookaliead routing but also vacant input buffer is a necessary condition of 

success of bypass. If the buffer has stored some flits blocked by other flits, the 

incoming flit cannot leap over these flits. It needs to be written into the buffer and go 

through the regular pipeline. 

The pipeline of no-load bypass scheme 
FIFO IS 
empty 
Bypass 

SAA/A(RC 

FIFO IS empty 
Bypass 

ST 
SA 

FIFO IS empty 
Fail to bypass 

LT 

ST 
SA 

FIFO IS not empty 
Disable bypass 

LT 

Wait 
BW 

ST LT 
SAA/A 
(RC) ST LT 

Figure 5.1 The pipeline of a no-load bypass router 

The pipeline of a no-load bypass router is shown in Figure 5.1 which shows two cases 

of bypass success and bypass failure. In the figure, the input buffer is no-load (vacant) 

during the first two cycles. The request of aii incoming head flit bypasses the buffer 

write stage and is submitted directly to virtual channel allocator (VA) and switch 

allocator (SA). In the same cycle, the routing information in the head flit is used to 

compute the routing request for a downstream router. 
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Figure 5.2 Architecture of no-load bypass router 

The architecture of the no-load bypass router is shown in Figure 5.2. The bold line is 

associated with the stage of SAA^A(RC). And the dashed line is associated with the 

stage ST. The lookahead request of the head flit (H) from the upstream router can 

contest with other requests in the arbiter when the VC FIFO is no-load. 

"DATA DFF" is a substitution of a new data-cache stage for an old buffer-write 

stage while the input buffer is no-load. It is implemented by the additional register and 

bypass path to the register. And it can make use of the advantage of no-load bypass to 

reduce the power consumption of writing and reading the large memory of the input 

buffer. 

IfVA allocates a new virtual channel and SA reserves the crossbar switch for the head 

flit, the cached flit traverses the crossbar switch in next cycle, followed by link 

traversal (LT). The following body or tail flit can also request the SA at once while it 

2 
Arbiter 

Requet ’ 
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arrives. And the arbitrating result of switch allocator determines whether the flit caii 

be transferred to the output port. 

If SA or VA of the ciUTent flit fails, such as the third flit in Figure 5.1 the bypass 

pipeline fails and the input buffer is not no-load again for the next flits. The following 

flits are written into the buffer (FIFO) and wait to go SA/VA until the stored flits are 

emptied and the input buffer becomes no-load again. 

The no-load bypass can save latency and the energy associated with the buffer 

memory if bypass succeeds. Resource contention lias a significant effect on the 

average packet latency of the networks because the no-load bypass scheme is effective 

only when the downstream router lias no load in its input port buffer. As traffic 

increases, the input port memory is more likely to be occupied. The probability of 

bypass to occur will be severely reduced. 

The optimized router, adopting the no-load bypass scheme, is general and is simply 

implemented before the application traffic is specific. It allows the NoC to have good 

scalability and compatibility. The lookahead bypass scheme will be introduced in the 

next section. The proposed lookahead bypass router is a general design, too. 

5.2 Lookahead bypass router 

It is known that lookahead routing enables processing SA immediately and bypassing 

one pipeline-stage. What can be improved in NoC if there are more lookahead signals? 

5.2.1 Interconnection signals 

At first, we analyze all connection signals between two routers. The interconnection 

wires between two NoC routers to deliver flits can be divided into two types: control 

signals and payload data. These wires are in charge of delivering the message flit 



between two routers. 

The payload data is the major part of a packet, shown in Figure 5.3. It takes the 

original message from the source element, which is only used by the destination 

element. The payload should not be involved in the computation of routers of routing 

path. Ill wormliole routers, tlie payload data is broken up into several pieces in flits. 

The control signals are all real-time signals that are required by the computation (such 

as routing, allocating) in routers. The control signals include virtual cliaimel 

information, head/tail flit information, route information flow-control information, 

and so on. It is noted that the route information can only be required once by each 

packet. It usually exists in the head flit. The popular format of route information is the 

address of the message's destination in a NoC network. In some cases, the route 

information includes the lookahead routing result firom the upstream router, which can 

remove tlie RC pipeline stage of a head flit. 

Ill NoCs, tlie width of control signals is usually much less than the number of signal 

lines for the payload data. The width of payload in a flit may be 64bit or even more 

bits and the control signals are 1 Ibits in a 4-VC 4x4 mesli network, shown in the table 

5.1. Therefore, the flit format is different in a lookahead bypass router, shown in 

Figure 5.3. The flit valid bit is not a part of the flit which is used for control. More 

power and latency are required to transmit the payload data than to transmit the 

control signals. 
Table 5.1 An example of interconnection in a 4-VC 4x4 mesli network 
Payload data Control signals Credit 
64/128 bits 
(or more) 

5 bits + 2its* + 4bts** 
4 bits 

64/128 bits 
(or more) Valid Head/Tail VC LA Route info. Address** 4 bits 

64/128 bits 
(or more) 

Ibit 2bit 2 bits 2bits* 4 bits 
4 bits 

* If the router support lookahead route, there are 2-bits wires for lookahead routing result 
** In many routers, address iufonnatioii is delivered by the wires for the payload data 
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AFor a 4-virtual-diannel router, there is 2-bit vc information 
AAFor a 4x4 network, there is 4-bit destination address and 2-bit RC information 

Figure 5.3 The format of packet and flit in a lookahead bypass router 

It is noted that the buffer-management information (such as credit or stop signal) is 

not a part of flits. It is the feedback signals of buffers' information, which is returned 

to the upstream unit separately. So the buffer-maiiagement flow-control information is 

different from other interconnection wires and needs to be processed specially. 

5.2.2 Pipeline 

It is known that payload data does not directly involve the computations of routers 

while the control signals are the required information for the computations of the 

routers. In fact, the payload data are held idle in the input buffer until free resources 

are allocated to accept them. 

A router can complete all computations and allocate the resources for a flit only after it 

has obtained all the necessary control signals from its upstream router. Since the 

allocations must be ahead of the switch traversal of payload data in NoC routers, the 

control signals from the upstream nodes are actually requested earlier than the payload 

data. Similarly if the processing of control signals can be finished early, the control 

signals are available to traverse the liiilc and reach the downstream node earlier. 

As soon as the upstream node's lookahead control signals arrive the router can 

execute immediately its allocation computation. This step is just like the process of the 



no-load bypass scheme. And in the same cycle, the generation and traversal of all 

control signals for the downstream router is also parallelized to execute. The 

lookahead controlling traversal (LCT) delivers the allocated VC, routing results, 

destination address (only for head flits), and head/tail information in advance. 

Figure 5.4 shows tlie pipeline of lookahead bypass. In the figure, the flits are 

transferred from "router to "router /”’. Each flit is divided into two parts: control 

signals (ctii part) and payload data (data part). The two parts are not delivered in the 

same cycle. 
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Figure 5.4 Lookahead bypass pipeline 

The "router f can execute immediately switch allocation and virtual channel 

allocation for the head flit when it receives control signals. Because the flit's payload 

is still at the line transversal stage at the same time, two allocations are referred to as 

lookahead switch allocation (LA SA) and lookahead virtual channel allocation (LA 

VA). LA SA and LA VA are one cycle earlier than when the flit's major payload part 

arrives. The lookaliead routing computation (LA RC) for downstream router (router 

i+l) is also completed according to the destination address which is the part of control 

signals in this cycle. 



Then a flit's lookahead routing result, destination address, aiid head/tail bits traverse 

the router from one input port to another output port according to the arbitration of the 

switch allocation. And the lookahead control signals transversal (LCT) is speculative 

because the flit may fail to obtain the necessary resource. If the flit succeeds, the 

allocated VC and other control signals from LCT are ready to be transmitted ahead at 

tlie "lookahead control signals line transversal" (LA Ctrl LT) stage of the next cycle. 

The process of body flit or tail flit is similar to the process of head flit. But the body 

and tail flits can utilize the head flit's VA and RC results. So they don't need virtual 

channel allocation and routing computations. Of course, there are no destination 

address and routing result to be transmitted. 

A flit's control signals cost only one cycle to traverse a router if the flit succeeds to 

obtain necessary resource to implement lookahead bypass. Wlien a flit succeeds 

lookahead bypass, the flit can skip to access the FIFO completely. The lookahead 

bypass reduces the propagation latency and reduces the requirement of a large buffer. 

Maximum benefit can be gained if sequential bypass opportunity could be exploited 

all, such as in the example in Figure 5.4. 

Based on Equation 2.4, the cycle of minimal network latency becomes 

Kenvoi/c - ^ x D + iL/W). If the overhead of the critical path is small enough to 

implement lookahead bypass, the lookahead bypass can remarkably improve the 

average packet latency in a NoC. 

In the no-load bypass scheme, the router only can enable bypass when the input buffer 

(FIFOs) is vacant (on-load). And the lookahead router can still enable lookahead 

bypass if the input buffer has stored the data because all incoming flits need be 

checked by “LA processing". Only when there is no free virtual cliamiel or the 

proceeding flits of the packet have been stored in FIFOs the request is masked to 



contest the resource and the control signals are also stored in FIFOs. Otherwise, the 

incoming request attempts the lookaliead bypass. 
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Figure 5.5 Pipeline example of Lookahead bypass if FIFOs are not no-load 

Figure 5.5 shows an example when FIFOs are not vacant. Some flits of packet K have 

been stored in FIFOs of VCl because there is a conflict with other packets. Packet 

K+1 also uses VCl and the head flit is delivered after the tail flit of packet K. The new 

request goes through the LA processing module aiid succeeds to obtain the crossbar's 

input and output resources in the arbiters. The flit of a new packet can jump the 

remaining flits of packet K and implements lookahead bypass. 

The wormliole flow control requires keeping tlie sequence of flits of a packet. All flits 

of a packet must be delivered in order. If one flit of a packet fails lookaliead bypass, 

the requests of remaining flits should been masked by "LA failed marks” and the flits 

are stored into FIFOs. 

But if all flits which are stored in FIFOs have been exhausted, the new flit can attempt 

lookahead bypass again. In the controller of tlie lookahead bypass router, there is the 
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Figure 5.6 Re-enter lookahead bypass state 

Figure 5.6 shows an example in wliicli a packet (packet K) re-enters the bypass state. 

The first two flits of "Packet K” are delivered from "Router i: to "Router i+l" and 

fail lookahead bypass. The third flit is blocked and other packets are transferred to 

Router i+1. Before the third flit arrives the first two flits succeed to obtain the 

resource in the switch allocator through the normal request path and are delivered to 

the downstream router. Then, the third flit of packet K can attempt lookaliead bypass 

to re-enter the lookahead bypass state. 

LA RC 
LASAA/̂  
CtrlBW 
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logic to implement this re-enter bypass mechanism. The logic checks whether the 

stored flits are all delivered to downstream router. If there is nothing remaining in 

FIFOs, the new request is not stored in FIFOs but goes through the lookahead 

processing module. And some controlling information, sucli as routing result and 

virtual channel for the downstream router, is still submitted by the normal module. 
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Figure 5.7 Loolcahead bypass router 

There are two types of modules in a router, namely normal modules and loolcahead 

modules. The noiinal modules have the same function as the modules in speculative-

pipeline routers. They include input buffers, routing computation modules, a crossbar 

5.2.3 Architecture 

Lookaliead bypass routers need to handle two types of flits: loolcahead flits and regular 

(iion-lookaliead) flits. To implement the lookaliead bypass, a router needs to introduce 

the additional lookaliead logic to process and transport the lookaliead control signals. 

To impair the critical path as little as possible, most of the introduced lookaliead 

modules should be in parallel with the original processing modules. Then the overhead 

of the implementation of lookaliead bypass could be acceptable. Figure 5.7 is the block 

diagram of lookaliead bypass router. 



switch, and virtual channel allocator. Of course, they need to be modified to meet the 

requirements of a lookaliead router. The lookaliead modules, which are the gray blocks 

ill the figure, are introduced to process lookaliead request. All modules of lookaliead 

logic include lookaliead-control-sigiial registers, lookaliead request processors, 

lookaliead/non-lookaliead arbiters, and loolcaliead-control-sigiial multiplexers 

(substitution of a part of switch). 

> Routing computation modules, virtual channel allocator, and crossbar 

111 lookaliead bypass routers, the route information includes the destination address 

and lookaliead routing result. Only head flits have these control signals of route 

information. So the connection lines of route information are idle if the current flit is a 

body or tail flit. The routing computation module operates and transmits the lookaliead 

routing result to the downstream router only for head flits. 

The virtual channel allocator is similar to the speculative-pipeline router's. It only 

provides free virtual channels of downstream routers. The flit which obtains the switch 

resource consumes a free virtual cliaiiiiel. And the virtual cliaiuiel allocator will 

provide another free virtual cliaimeL 

The crossbar switch in a lookaliead router only delivers the payload part of flits. The 

results of switch allocators determine wliich flits from input ports can be transferred to 

the output ports. The other part of flits (control signals) is delivered by the special 

multiplexers ahead of the payload part. 

> Input buffers and lookaliead-control- si glial registers 

If a head flit succeeds to apply a vacant virtual channel and resources of switch to 



lookaliead bypass, its control signals firom upstream router like head/tail bits and 

control information from local router like downstream router's request and allocated 

VC are stored in tlie lookaliead control register (LA register) of the current VC. The 

following flits (body flit or tail flit) can use the information to submit the request to 

the arbiters of the switch allocator, which all use a matrix arbiter architecture. 

The input buffers are divided into two parts. Payload data FIFO stores the payload part 

of a flit. Control signals FIFO stores control signals and control information of flits 

which fail lookaliead bypass. These flits are referred to as regular flits because tliey do 

not bypass and submit their requests from FIFO, similar to regular routers. 

> Credit-based flow control 

The lookaliead bypass router's flit-level flow control applies the credit flow control 

protocol. The credit information is a special type of interconnection signals between 

routers. It is independent of the message flit and does not need to advance to be 

delivered. In general, the number of virtual cliaimels determines tlie width of the credit 

wires. 

If tlie wire layout resource is limited, combined credit connection is aii approach. The 

lookaliead bypass router needs to increase wires to transfer the destination address 

independently. Because only head flit has the destination address, these wires can be 

utilized to deliver both credit and route information (destination address and 

lookaliead routing result). 

Figure 5.8 shows the comparison between two modes of 4x4 networks with combined 

credit mode or independent credit mode. The curves of combined credit and of 



independent credit nearly overlap whatever the traffic pattern is. It means that tlie 

combined credit approach impairs the performance very little because there is enough 

credit (eight flits) in the original buffer to wait the credit information back and the 

head flit is only occupied in 1/4 of all flits. 
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Figure 5.8 The comparison between two modes of credit connection when network size is 4x4, VC 

is 4 buffer size is 8 and traffic pattern is (a) uniform, (b) matrix transpose (c) mms trace, (d) is an 

example of combined credit mode 

> Switch allocator and lookaliead-control-sigiial multiplexers 

Because the flits of all types need to send lookahead control signals to downstream 

router ahead of the payload data, the traversal of lookahead control signals to the 

downstream router should be integrated into the pipeline stage of switch allocation 

whichever type the flit is. 
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To Speed up the traversal of control signals, two-stage speculative control signal 

multiplexers are used in the switch allocator. If a flit wins the first-stage arbiter which 

arbitrates the requests from the same input port, its control signals will be transferred 

by the first-stage multiplexer at once. Because the first-stage multiplexers do not wait 

for the results of second-stage arbiters its control signals output can be blocked by the 

requests from other input ports or lookaliead flits. 

Because the payload of lookaliead flits go tlirougli the crossbar switcli, the lookaliead 

requests also need to contest the input resource of the crossbar. There are two 

implementations of lookaliead controller with different lookaliead/ non-lookaliead 

arbiters, which are shown in Figure 5.9 and Figure 5.10. 

The first one is shown iii Figure 5.9. It arbitrates lookaliead requests and the wimier of 

the requests that are firom the same orientation's control signals FIFO. And the 

lookaliead request has higher priority than the non-lookaliead (normal) requests. Then 

the arbitration result contests the resource of the output port with the results fi'om otlier 

oiientations. It is noted that the transmission of control signals is executed based on 

the arbitration result as soon as they are obtained. 

The second one in Figure 5.10 is that all lookaliead requests are submitted to the 

required output port to contest the resource with other lookaliead requests of different 

input ports. And the two-stage arbiter is still used for normal (non-lookaliead) requests. 

Then the wimier of lookaliead requests arbitrators with the wimier of normal requests 

and the lookaliead requests have higher priority than the normal requests. 
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Figure 5.11 The comparison between two types of switch allocators when network size 
is 4x4 VC is 4 buffer size is 8, and traffic pattern is uniform 

The two switch allocators can both implement the controller of the lookaJiead router. 

The latency comparison between the two switch allocators is shown in Figure 5.11. It 

is found that the results are very close. There is only 1.98% (0,28 cycle) difference 

between the two modes under 0.2 flit/cycle*node network load and 1.78% (0.67 cycle) 

difference under 0.6 flit/cycle*node load. The first one slightly outperforms the second 

one. 

5.3 Implementation 

The critical path of a NoC router is in the switch allocation/virtual channel allocation 

pipeline stage. Figure 5.12 (a) shows the critical path for generic SA/VA in 

speculative-pipeline routers [60], which is regarded as the baseline router. The lower 

line, allocating a free VC, is available for head flits. Figure 5.12 (b) shows the critical 

path ill lookaliead bypass routers. The lower line is also available for head flits. The 

-©cont ro l le r 1 
controller 2 



bottom line that processes lookaliead requests is in parallel with tlie middle line that 

processes the noii-lookaliead requests. As compared with the baseline, the lookaliead 

bypass router increases several gates for additional state control and LA/non-LA 

arbitration that is a 2-to-l aribter in the step of stage S A request generation. 

(b 

Figure 5.12 Critical path of SAA^A pipeline stage in (a) baseline, (b) lookaliead bypss router 

In the worst case, the critical path of a lookaliead bypass router only adds near 0.2ns in 

delay (the gray block in Figure 5.12) with UMC 130nm technology library. This is 

negligibly small in comparison with the clock period of a NoC router. The lookaliead 

bypass router can achieve the target of 250MHz clock fi-equency‘ 

Table 5.2 The maximum frequency and area of various routers 

Baseline max frequency LA max frequency 

P=4 V=4,F=4 357MHz 347MHz 

P=5,V=3,F=4; 359MHz 344MHz 

P=5,V=4,F=4; 315MHz 307MHz 

P=5,V=4,F=8; 310MHz 303MHz 

P=5,V=8,F=8 260MHz 260MHz 



Table 5.2 shows the maximum operation frequency, which includes 0.6ns clock 

uncertain time and library setup time. Of course, the maxiimim frequency is rarely 

adopted because network fi-equency is not only detemiined by router's maximum 

operation frequency. In a real application, the communication bandwidth requirement 

aiid the working fi'equency of processing elements is the major deteiininaiit. 

> The silicon area evaluation 

The lookahead bypass controlling logic is larger tliaii the baseline controlling logic 

because the lookahead bypass scheme requires additional logic to allocate lookaliead 

bypass flits. The port number, the virtual channel number and buffer size per chmmd 

all define the silicon area of the payload FIFO. However, the buffer size per cliaimel 

call only influence the size of the controlling signals FIFO in a controller, which is 

only a small part of a router's controller. And it is irrelevant to the area of switch 

allocator and virtual channel allocator. 

The buffers take up most of the silicon area of a router. If the router uses 4 VCs per port, 

8 flits per VC, 128 bits payload per flit the total payload buffer size is about 20k bits. 

The buffers take up most of the silicon area of a router if a router uses a large buffer for 

each virtual channel. The lookaliead bypass improvement increases acceptable area. It 

is about equivalent to 5155 2-NAND gates (6.18%) overhead as compared with the 

baseline if the target fi-equency is 250MHz. And it includes the newly added FIFO of 

destination address, which occupied the payload FIFO in the baseline router. Other 

configurations are listed in Table 5.3. 

Table 5.3 The silicon area of 128bit-payload routers (um ) at maximum frequency 



> The physical implementation and test board 

The chip implements a router to verify the function of our lookaliead bypass router 

with the UMC 0.1 Sum technology, shown in Figure 5.13. It can switch its function 

among three types: the lookahead bypass router, the no-load bypass router and the 

speculation router, which is the rectangle part in the figure. Thus, we can quickly 

compare the three types of routers. The traffic generator logics are controlled by 

multiple configuration registers. The detailed traffic flow of five ports, wliich is 

summarized fi-om the simulation platform according to one router in a NoC, tests the 

performance of the router. Then, traffic receiver logics take charge of counting the 

packets and calculating the average latency of each output port. 

1 

Figure 5.13 The layout of test chip 

Configuration Target 
Frequency 

Payload FIFO + In/Out 
Payload Register 

LA total Baseline total 

P=5, V=4, F=8 300MHz 696000+60000 926228 846622 

P=5, V=4, F=8 250MHz 696000+60000 885392 833840 

P=5 V=4, F=4 250MHz -345000+60000 475224 426981 

P=5, V=3 F=4 250MHz -258000+60000 386224 347995 
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Figure 5.14 Test board and system 

The test system verifies the function of our lookahead router. And the testing results of 

latency are same as the simulation results. 

5,4 Deadlock 

If a packet's first flits succeed and the succeeding flits fail bypass, the remaining flits 

are stored m FIFOs. The remaining flits may deadlock with the packets which have 

been stored m the VC's FIFOs if the old packets have not obtained the virtual-channel 

resource of the downstream router. 

It means that the new packet occupied the virtual-channel resource. But it is also 

locked by the old packets in FIFOs. The old packets occupied the FIFOs' output 

resource but are locked because of no viitual-chaiinel resource. Figure 5.15 shows an 

example of luter-lock between packet K and packet K+1, If all virtual channels of a 

downstream router's port are inter-locked like the example, the deadlock happens. 

The test system uses Agilent 16702B logic analyzer to input the test bench into the 

configuration registers and read the result from the result registers that store the result 

of average latency calculation, shown m Figure 5.14. 
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Figure 5.15 An example of inter-lock 

There are three solutions. The first one is to store the remaining flits of the new packet 

in the first part of FIFOs. It releases tlie FIFOs' output resource which is occupied by 

old packets. But the architecture of such FIFOs is very complex. 

The second one is the reserved virtual channel for non-lookaliead (normal) requests. 

All lookaliead requests can only use a part of virtual channel in downstream routers. 

And the normal requests can use all virtual channels. There is at least one reserved 

virtual channel for normal requests in an input port. Then, lookaliead bypass flits can 

not exhaust the virtual channels and deadlock with the normal flits. It requires a more 

complex virtual channel allocator and wastes one channel for lookaliead packets. 

The last solution is to check the content of the input buffer. If there is still any liead flit 

in some virtual channel's FIFO, the router will disable bypass for new packets of this 

virtual cliaiinel. In this case, the remaining flits of new packet can not deadlock with 

the flits which have been stored in the VC's FIFOs because these flits all have 

obtained tlie virtual channels of downstream routers. This last solution is the simplest 



implementation. It only increases the AND gate to check all head bits in FIFOs. If 

there are valid head bits, the incoming packet disables an attempt to bypass. 

5.5 Summary 

The lookahead bypass router utilizes the lookahead controlling signals to compute and 

allocate a flit before its payload data part has been received. The lookahead allocation 

makes it possible that many flits can bypass the input buffer and are directly delivered 

to the required output port throughput a crossbar. 

The new pipeline implements a small propagation delay of a flit in a lookahead bypass 

router. The lookaliead allocation logic is in parallel with the regular allocation logic to 

implement the lookahead bypass router. Thus, the critical path only inserts a little logic, 

which has a small influence over the maximum operating frequency of a router. The 

overhead area of the controller is acceptable. 



CHAPTER 6. 

Network performances are obtained by the simulation platform modeled in System 

Verilog. Our NoC library includes various types of routers which are described in 

section 2.4. The speculative-pipeline router is referred as the baseline. The no-load 

bypass router is used to compare different bypass schemes. In addition, the EVC 

router that is improved from the baseline router aiid the conventional five-pipeline 

router are listed as references. The basic network parameters are listed in Table 6.1. 

Table 6.1 Basic network parameters of evaluations 

Topology mesh network (4x4 6x6, 8x8, 10x4) 
Flow control Virtual channel 

Buffer management Credit-based flow control 
Routing algorithm XY 

Pipeline Synchronous pipeline 
Router radix 5 (four orientations aiid local) 

Buffer architecture Input buffer (FVCs per port, F flits per VC) 
Packet length P flits 

Flits size 128 bits (payload) + control signals 
Technology UMC 0.1 Sum technology library 

Tile size 1mm X 1mm 

The network performances of various routers in our NoC library are compared with 

various virtual-channel numbers, buffer sizes, traffic patterns, and network scales to 

validate and estimate our lookaliead bypass scheme. 

6.1 The influence of virtual channel and buffer 

In this section, all traffics use a four-flit packet size in a 4x4 mesh network. The 

average packet latency is compared to estimate the influence of various 



virtual-channel numbers, aiid buffer sizes. 

6.1.1 Virtual channel 

The virtual channels can improve the throughput and packet latency remarkably. For 

virtual channel flow control, each virtual chamiel requires its own buffer to cache flits. 

It is noted that channels' buffers cost the largest part of the silicon area, power 

consumption and have the greatest affect on the network performance. 

Increasing the number of virtual cliamiels can improve the performance. However, 

having too many virtual chamiel would cost a very large silicon area for each channel's 

buffer and require a very complex controller because switch allocator and virtual 

channels allocator need to handle more requests for virtual channels. 

The new bypassing schemes will also influence the efficiency of virtual-channel flow 

control that is different from generic routers. Thus, a reasonable number V of virtual 

channels is the very important network parameter. 

4x4 uniform traffic Look-ahead bypassing router 
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4x4 uniform traffic no-load bypassing router 

(b) 
4x4 uniform traffic spectulativ router 
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(C) 
Figure 6.1 Average latencies of various virtual-channel numbers when buffer size is 8, traffic pattern is uniform, 

and router is (a) Lookahead bypass router, (b) No-load bypass router, (c) Baseline (speculative-pipeline) router. 

At first, the uiiifonn traffic pattern is evaluated when each virtual channel of all 

routers uses aii eight-flit input buffer. The average packet latency as a function of the 

processing elements' average injection rate is plotted in Figure 6,1 for various 

virtual-cliaimel numbers. The curves of various VCs overlap when the injection rate 

(offered traffic load) is low in all types of routers. It means that the effect of virtual 

80 
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4x4 uniform trafiic spectuiativ router 

(b) 
Figure 6.2 Throughput of various virtual-channel numbers as a function of injection rate when buffer size is 8, 

traffic pattern is uniform, router is (a) lookahead bypass router, (b) baseline router. 

Figure 6.2 (a) shows the throughput of lookaliead routers for various virtual-chmmel 

numbers. The virtual channel flow control is useful to improve the saturation 

throughput because it overcomes the head blocking problem, mentioned in the 

discussion in section 2.3. Of course, the average packet latency becomes unacceptable 

when the network reaches the saturation throughput. Thus, the saturation throughput 

channel flow control can be ignored because the routers always keep idle. The virtual 

cliaiuiel flow control becomes valuable only when the injection rate is high. 

12 
4x4 uniform traffic Look-ahead bypassing router 



• LA B P D N o - l o a d BP S Baseline (SP) 

Offered traffic rate 0.6 flit/cycle* 

(a) (b) 
Figure 6.3 Normalized average packet latency as a function ofVCs when buffer size is 8, traffic patter is uniform 

and throughput is near saturation 

The effect of VCs to improve average packet latency is compared to the normalized 

average latency of various VCs in three types of routers wlieix the throughput is near 

saturation, as shown in Figure 6.3. The injection rates are (a) 0.6 flit/node*cycle and (b) 

0.64 flit/node*cycle respectively (9.6 and 10.24 flit/cycle network offer traffic load). 

The comparison in Figure 6.3 (a) indicates that the lookaliead router is very sensitive 

to a lack of virtual channels. This is because there are interlocks in our lookahead 

router, which is shown in Figure 5.15. A lookaliead bypass router with a small number 

of virtual channels decreases the utilization ratio of physical channel because of 

does not make any sense for practical applications. In a real application, the working 

load should be lower thaii the saturation throughput to assure that its average packet 

latency acceptable. Here we need to pay more attention to a network's average packet 

latency of the working traffic load, rather than its saturation tlirougliput. 

The router, wliich lias more virtual channels, caii get better average latency when the 

traffic reaches to a certain degree. The curves of average latencies, where routers have 

more tliaii three virtual channels, are fairly close in Figure 6.1 even if the network has 

high traffic load. 



interlock problems. It makes the advantage of lookaliead bypass to become impaired. 

Because virtual-chaiuiel flow control can resolve a part of the head blocking problems, 

the utilization ratio of physical channel is improved when the network has high traffic 

load with a uniform traffic pattern. It means that the additional cost of virtual channels 

can earn the gain of improvement of network performance. 

However, the lookaliead router is more insensitive to tlie increasing virtual channels as 

compared to other two types of routers when the virtual channels reach a certain 

number (more than three virtual channels). It is because lookaliead bypass can bypass 

more flits to reduce the occupied time in buffers of each virtual clianiiel. 

It indicates that having too many virtual channels will waste resources because the 

corresponding improvement is tiny. Choosing a reasonable number of virtual channels 

is necessary to balance between cost and performance. 

However, if traffic flows are mostly distributed between several pairs of processing 

elements, such as in the MMS traffic pattern, the advantage of virtual channels is less 

useftiL Bottlenecks will appear in the path routers among these hot elements whereas 

the traffic load of the whole network is not high (only about 0.16 flit/node ''cycle with 

tlie MMS traffic pattern in Figure 6.4). Here, the head blocking problem can be 

ignored. 

All curves of average latencies of various virtual channels are nearly the same for both 

the lookaliead bypass router and the baseline (i.e. the speculative-pipeline router). The 

role of virtual cliainiels is useless as soon as the network has several very hot paths. It 

means that the effect of increasing tlie number of virtual channel is small if a 



m m s traffic Look-ahead b y p a s s i n g router 

0.12 0.14 0. 
in ject ion rate 

0.18 0 .2 

(a) 
m m s traffic spec tu la t i v router 

network-on-chip delivers the message that is similar to the MMS traffic pattern. 
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(b) 

Figure 6.4 Average latencies of various virtual-channel numbers when buffer size is 8, traffic pattern is MMS, and 

router is (a) Lookahead bypass router, (b) Speculative-pipeline router 

The total buffer sizes of various virtual channels are different in Figure 6.3 and Figure 

6.4. The router that has more virtual channels costs larger total buffer size because the 

router has the same buffer size per channel. There is a little imfair in the comparison. 

We fairly compare the average latencies of routers with various virtual channels, 

which cost the almost same size of total buffer by various buffer sizes per cliaimel in 

Figure 6.5. The buffer size per port is 32 flits, 64 flits, respectively. 
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(C) 
Figure 6 5 Average packet latency as a function ofVCs when traffic patter is uniform tliroughput is near saturation 

and total buffer size (a), (b) is about 32 flits, (c) is 64 flits 

Based on Figure 6.5 (a), tlie latencies of 2-vc and 3-vc routers are about 33% and 16% 

more than 8-vc router's latency while the traffic is 0.62 flit/cycle*node in the uniform 

traffic pattern. With the increase of the traffic load, the virtual-cliaiiiiel flow control is 

playing a greater role. The data becomes about 40% and 20% if the traffic load 

increases to 0.64 flit/cycle*node in Figure 6.5 (b) because a router with a small 

number of virtual channels reaches tlie saturation point under a lower traffic load. 

It is noted that a large buffer size can slightly compensate the latency for a smaller 



number of virtual channels because a large buffer can increase the saturation 

throughput as shown in Figure 6.5 (c). 

The conclusion is similar to the previous comparison. Increasing buffer size per 

channel cannot make up for the loss due to a lack of virtual channels. However, a 

controller with too many virtual channels is very complex and gains little in 

performance. Thus, using too many or too little virtual channels is not a good choice 

for lookahead bypass routers. 

Depending on all of above evaluations, the implementation of four six virtual 

channels is a suitable choice range for lookaliead bypass routers. In addition, the 

choice is also a reasonable number for the no-load bypass router and the baseline. 

Thus, all routers in the following simulations use four virtual channels per port to 

achieve a reasonable balance between the cost mid performance. 

6.1.2 Buffer size 

Adding enough buffers to our networks results in a significantly more efficient flow 

control because a large buffer can decouple the allocation of adjacent channels 

completely. However, the improvement approaches zero after the buffer size readies a 

certain degree. Different flow controls and architectures have different requirements of 

buffer. Here we further discuss the influence of various buffer sizes in 4-VC routers. 

Figure 6.6 shows the average latency of various buffer sizes of the input FIFO in three 

types of routers. In general, if a router bypasses more flits, the fewer number of buffers 

are occupied. The latency of our lookahead router is better than that of no-load bypass 
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routers with same buffer size. Moreover, no-load bypass router's latency is better than 

the baseline's latency. 

Of course, the requirement of buffers is also changed while the bypass scheme is 

introduced because bypass scheme can remit some actions of writing and reading buffer, 

wliidi reduces buffers' utilization ratio. 
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(c) 
Figure 6.6 Average latencies for various buffer sizes when traffic pattern is uniform, and router is (a) Lookahead 

bypass router, (b) No-load bypass router, (c) Speculative-pipeline router. 

As a result, it cuts down the need of buffers. A router that supports bypass scheme 

needs fewer input buffers as compared to a router that does not. The latencies of all 

buffer sizes of lookahead bypass routers are better than others router's latencies 

whatever the traffic loads are. In other words, a router caii have the same performance 

depended on fewer number of buffers if bypass opportunity increases. It is noted that 

the average packet latencies obviously increase whatever the traffic pattern is if the 

input buffer size is less than four flits (e.g. the curves of 2f aiid 3f in Figure 6.6). 

It is mainly because the credit round-trip delay tort is four cycles in our 

implementations. Thus, buffer size F should satisfy F > , refer to the discussion in 
Lf 

section 2.1.2. Only the bandwidth limit of one flit per cycle can guarantee the 

continuous traffic flow. Too small buffer size seriously impairs the performance of 

routers. It means the router can be operated at Ml speed only if buffer size is no less 

than four flits. 
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The curves of the routers that have no less than four flits per virtual cliaiiiiel are nearly 

overlap when the network traffic load is not high in Figure 6.6. Only when the traffic 

load is near the saturation throughput, there is obvious difference in the routers of 

various buffer sizes. The larger buffer size means the lesser average latency aiid the 

higher saturation throughput. It proves that increasing buffer size can improve the 

network performance in all routers, shown in Figure 6.6 (a c). 
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Figure 6.7 Normalized average packet latency and bypass ratio as a function of buffer sizes when traffic patter is 

uniform and throughput is near saturation. 
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Nevertheless, large buffer size cannot resolve the bottlenecks of physical channel. 

Oversize input buffer costs too large silicon area and high access power consumption. 

However, the improvement of oversize buffer is useless to all types of routers. 

The trend of various buffers for three types of routers is compared by the normalized 

average latency of various buffer sizes in Figure 6.7 (a). The inject rate of traffic is 

about 0.62flit/node*cycle (about 9.92flit/cycle network load). 

Since routers with bypass scheme attempt to use less buffers, large buffer size will 

provide little improvement in network latency. The increment of buffer size can give 

less help to decrease average packet latency in lookahead bypass routers than in other 

routers. 

The lookaliead bypass routers with 16-flit input buffers only improve 13% average 

packet latency than the lookaliead bypass routers with 4-flit input buffers. The 

improvement of no-load bypass routers and baseline routers become 38% and 75% 

respectively. It is obvious that the lookaliead bypass router need less buffer size than 

other two routers. 

After the buffer size increases to more than four flits in lookaliead bypass routers, the 

latency is very close to the 16-flit router's. There is only 5,5% or 4.5% difference 

between 6-flit or 8-flit router aiid 16-flit router. 

Ill addition, the corresponding bypass ratios of lookahead bypass router and no-load 

bypass router are shown in Figure 6.7 (b). The growth of bypass ratio arise from 

lookaliead bypass scheme is remarkable, which can cut the number of buffer access 

down. 
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Figure 6.8 Average latencies for various buffer sizes when traffic pattern is matrix transpose and router is (a) 

Lookaliead bypass router (b) Speculative-pipeline router. 

We have known that large buffer size cannot resolve the bottlenecks of physical 

channel. Thus, for an uneven traffic distribution such as MMS or matrix-transpose 

traffic pattern, large buffers hardly improve the average packet latency and saturation 

throughput The estimation result of various buffer sizes is shown in Figure 6.8. 
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Whatever the router is, all curves are very close. Of course, the lookahead bypass 

router has obviously advantage in the latency over the baseline with matrix-traiispose 

traffic pattern, wliich is similar to with uniform traffic pattern. The results substantiate 

this claim that our lookaliead bypass routers can resolve the short of buffer. It means that 

our router can achieve better performance with less input buffers. 

The requirement of buffer size in lookaliead bypass routers is only four flits or more. 

To fairly compare the performances of different routers, eight-flit buffer per virtual 

channel is a reasonable choice, which can balance between cost and perfoimaiice for 

all types of routers. Thus, all simulations of next section will apply eight-flit buffer to 

estimate the performance in various network environment. 

According to tlie analysis of evaluation results in the above sections a suitable choice 

of virtual cliamiel and buffer size can be determined. In this section, all routers apply 

four virtual channels per port and eight-flit buffer per cliamiel. 

6.2.1 Various traffic patterns 

Various network environments (traffic patterns, and network scales) are simulated and 

analyzed to evaluate the lookahead bypass scheme. We compare the performances of 

several types of routers. 

Figure 6.9 presents average packet latency aiid bypass ratio with uniform traffic 

pattern in a 4x4 mesh network. Table 6.2 shows average packet latencies of various 
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Figure 6.9 (a) Average packet latency, and (b) Bypass ratio of various routers when 
network size is 4x4, packet size is 4 and traffic pattern is uniform. 

Table 6.2 The improvement of average packet latency when traffic pattern is uniform 
Traffic load 
(fIit/node*cycle) 

Baseline LA No-load BP EVC 5-stage router 

Low: 0.20 20.3054 14.0511 16.6255 19.28580 24.0211 
N/A "6.2543 -3.6799 -1.0196 +3.7157 

Medium; 0.40 24.06016 17.93311 20.42553 23.65381 27.89144 
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routers and the improvement as compared witli baseline router (speculative-pipeline 

router) under three traffic loads. 

average packet latency of uniform traffic m 4x4 mesh network 
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N/A -6.12705 -3.63463 -0.40635 + 3.83128 
Very High: 0.64 57.5823 41.9252 48.9638 68.85141 63.5963 

N/A -15.6571 -8.6815 +11.26911 +6.014 

The conventional 5-stage router has the largest packet latency, which will be not 

discussed thereinafter. The proposed lookahead bypass router can achieve the smallest 

average packet latency every time. The lookahead bypass router provides much 

improvement as compared with the baseline. There is 6.25 cycle (30.8%) reduction in 

latency when injection rate is low (0.2 fIit/node*cycle). The latency is near the ideal 

performance when network load is low because the confliction between two flits is 

rare in a router. Thus, the improvement is mostly derived from the advantage of 

lookahead bypass router's pipeline architecture. 

Packet j 

latency = J] fc/-(//)/ ( acket <6,1> 

The difference of average packet latency is the accumulative average of all number of 

packets (Npacket) tlirougli the network from the source to the destination. Equation 6.1 

gives an ideal model for reduction in latency. Then applying statistics results the 

probability of bypass (Pbypass) and the packets' average traversal distance of hop count 

(D), we can get a model to calculate the latency difference from pipeline structure 

between the lookahead bypass router and the baseline, according to Equation 2,4. 

^^atency = AT + i>[7 . - ( T _ i l - P u ) + Tu^Pu)] <6.2> 

The difference of minimum propagation delay between lookahead bypass routers (TLA) 

is two cycles and baseline (Tauter) is four cycles. The propagation delay of a lookahead 

bypass router keeps Trouter if a flit fails to bypass. Because the payload is late one cycle 

after the control requirement, the network interface of lookahead router cost one more 



cycle to receive all flits of a packet. If the traffic load is 0.2 flit/node*cycle uniform 

traffic pattern in a 4x4 mesh network, Pbypass is 0.936 and H is 3.665. We calculate that 

the theoretical improvement from the pipeline advantage is 5.86 cycle, which is very 

close to the simulation result. 

Of course, with the injection rate increases, the lookahead bypass router still 

outperforms the baseline. It is because the other effect of our lookaliead bypass 

scheme is gathering strength with the traffic load grows. The difference of average 

packet latency is derived from the difference of flow control that leads the difference 

of utilization ratio. The proposed architecture can shorten the time of occupying router 

resources to increase router's utilization efficiency. It means that the reduction in 

latency is not only from small propagation delay but also from more efficient 

allocation of physical channel and buffer. Thus, the new router gains more 

improvement in packet latency when the throughput increases atid goes near the 

saturation point. 

With the growth of injection rate, the conflictions happen more often in a network. 

The bypass ratio drops so that the improvement in latency from bypassing pipeline 

drops. Of course, the increasing traffic flows are more sensitive to the size of fi'ee 

buffer space. With the increasing traffic flow, free buffers, which lookahead bypass 

routers provide, play a greater role to make up the lost from the drop of bypass ratio. 

Wlien network load increases to 6.4 flit/cycle (0.4 flit/cycle*node injection rate), the 

improvement in latency of lookaliead bypass router still keep about 6.125 cycle. 

However, the bypass schemes cannot really resolve the bottleneck of physical 



channels. The traffic jams of busy paths hot up very quickly when network approaches 

the saturation point. It makes the improvement of lookaliead bypass scheme 

inconspicuous. When the network load is very close to saturation, the average packet 

latency is so much high that the working throughput point is woitliless for a real 

application. Therefore, we only compare the working point that is not but near the 

saturation tbroughput. 

That the reduction achieves 13.1 cycles in average latency when the network has a 

high load (0.6 flit/node'''cycle). The reduction of latency increases to 15.75 cycles if 

injection rate is 0.64 flit/node^cycle. The raise of improvement in latency profits from 

the slight improvement in the saturation throughput of lookaliead bypass router. The 

baseline's saturation point is smaller than lookahead bypass router's. Moreover, larger 

injection rates make results of all routers worthless. 

Lookaliead bypass lias a significant advantage over no-load bypass too. The reduction 

is 2.58 cycles (15.5%) as compared with the no-load bypass router under low injection 

rate. Although the probability of lookaliead bypass (PLA) AIID the probability of no-load 

bypass (PBP= 0.917) is very close when injection rate is low, which is shown in Figure 

6.9 (b), the improved pipeline stage of lookahead bypass router cmi still reduce the 

propagation delay of a router. 

_ency = AT,, + )? ,]-[P:,?!, -(l-^i^K - ]} <6.3> 

Applying the equation 6.3, the ideal latency difference from the pipeline architecture is 

about 2.5 cycles, which is near the latency improvement when the traffic load is low. 

The network works under high load, the bypass ratio drops a little. The latency 



reduction in our lookahead bypass, which is derived from pipeline and flow-control, 

increases to 5.68 cycles (15.3%) and 7.04 cycles (14.4%) respectively under 0.6 and 

0.64 flit/node*cycle injection rates. 

Here, we specially list the latencies of EVC improvement as a reference. When the 

network load is low, the pipeline advantage of EVC is not obvious under uniform 

traffic pattern. EVC router only can bypass a little part of packets in some routers 

although the propagation delay is one cycle in the EVC bypass routers. There is only 

1.019 cycle reduction in average packet latency as compared with the baseline router. 

Because the EVC architecture reserves a part of virtual cliaimels only to deliver EVC 

packets in end of EVC paths, it could counteract the improvement from EVC bypass 

in the performance of latency when the traffic load increases. EVC router has only 

0.406 cycles less than the baseline in the latency if the injection rate is 0.4 

flit/cycle*node. Moreover, EVC router lias a bad result (11.26 cycle incensement) if 

the injection rate is 0.64 flit/cycle*no(ie. Of course, all data are worse than lookahead 

bypass router, even and the no-load bypass router. 

Based on the simulation result, tlie conclusion is that the lookaliead bypass router lias 

large advantage in packet latency under uniform traffic pattern in a 4x4 mesh network 

every time. 

We further analyze some traffic patterns to evaluate the value of lookaliead bypass 

scheme with different spatial distributions and traffic flows. Figure 6.10 presents the 

simulation results. The traffic patterns include MMS, matrix transpose, fit and jpeg 

case ofp-model traffic. 



0.04 0.06 0.1 0.12 
injection rate 

.14 0.16 .18 0.2 

(a) 
packet latency of matrix transpose traffic in 4x4 mesh network 

~ L A 
- e ~ no-load BP 
" V ~ Baseline 

-V-
e 

0.1 0.15 0.2 
injection rate 

(b) 

0.25 

We know that the distribution of MMS and matrix transpose traffic patterns are very 

uneven, wliicli concentrate in several nodes. It is different from uniform and p-model 

traffic patterns. Wlien bottleneck nodes are saturation, the other nodes always keep 

idle in MMS and matrix transpose traffic patterns. 
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average packet latency of p-model fft pattern in 4x4 mesh network 

Table 6.3 The average packet latency 
Traffic load 
(flit/node*cycIe) 

Baseline LA No-load BP 

MMS: 0.12 19.46969 14.08721 16.18282 
MMS: 0.17 75.32384 47.33547 48.72091 
Matrix transpose: 0,12. 22.71782 15.21920 18.39129 
Matrix transpose::0.24 47.83877 41.16405 44.80782 
p-model jpeg:0.12 20.91372 13.97708 16.92352 
p-model jpeg:0.51 49.18007 42.84029 44.13292 
p-model fft:0.12 13.51287 10.02852 11.27277 
p-model ffi:0,74 48.05013 44.32588 46.95218 
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Figure 6.10 Average packet latency when the network size is 4x4, packet size is 4 and traffic 

pattern is (a) MMS, (b) matrix transpose, (c) p-model jpeg, (d) p-model fft. 
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It makes their saturation tliroughputs of whole network much lower thaii the traffic 

patterns' with miifonn distribution. The bottlenecks become much heavy when the 

injection rate oiily increases a little. 

We list the details in Table 6.3. For MMS traffic pattern, there is 5.38 cycles reduction 

in latency when injection rate is 0.12 flit/node*cycle. Moreover, the new architecture 

call improve saturation throughput slightly. The improvement of lookaliead bypass 

router becomes larger (27.9 cycle) when injection rate is 0.17 flit/node*cycle. It is 

because the working point has been very near the baseline's saturation throughput The 

lookahead bypass router's average latency also quicldy reaches 210.234 cycle when 

injection rate only increase to 0.175 flit/node*cycle, wliich is worthless for a real 

application. 

Under matrix transpose (MT) traffic pattern, network bottlenecks are two comer 

routers that are at left top aiid the right bottom. In addition, most packets go through 

the two comer routers. When load is low, the reduction in latency is 7.5 cycle. But 

when load is near saturation througliput, tlie traffic jam in two comer routers leads 

most packets need to wait. The latency of MT traffic pattern increases more quicldy 

with the growth of injection rate than of miifomi traffic. Accompanying the injection 

grows from 0.235 to 0.24 flit/cycle^node, the average packet latency increase rapidly 

from 31.23 to 41.16 cycle. 

Of course, there still is 6.67 cycle reduction in latency before the network reaches 

saturation (0.24 flit/cycle*node). Higher injection rate leads that average packet 

latencies of all routers axe more than one hundred cycles. 



It has been mentioned that the p-model traffic patterns have more balanced distribution 

in different orientations in a mesh network than uniform traffic pattern. Each port has a 

similar traffic flow. It makes that the working efficiency of baseline has been very high. 

Thus, the part of improvement in latency, which is derived from low buffer usage ratio, 

under p-model patterns is smaller than under other un-balaiiced 

mesli-spatial-distribution traffic patterns, including uniform traffic pattern. Sometimes, 

this type of improvement only can make up the lost in latency from the reduction of 

bypass ratio imder p-model patterns. 

The result of JPEG case of p-model is shown in Figure 6.10 (c). There is 6,937 cycle 

reduction ill latency of lookahead bypass router when injection rate is low because 

packets' average traversal distance is about 3.98 hop count. In addition, the reduction 

in latency becomes 6.34 cycle when injection rate is 0.51 flit/cycle*node because the 

bypass ratio quickly drops to 65.27%. The drop of bypass ratio more quickly in jpeg 

case because each packet goes through more routers so that more conflictions happen. 

Figure 6.10 (d) shows the result of FFT case of p-model, whose process elements have 

high relativity that results in a small average traversal distance (2,24 hop count). 

Under low injection rate (0.12 flit/cycle*node) the reduction of lookaliead bypass is 

only 3.484 cycle as compared with the baseline. Under high injection rate (0.74 

flit/cycle*iiode), there is 3.724 cycle reduction in latency. Here, the bypass ratio 

decreases from 96.7% to 71.8% when the injection rate increases from 0.12 to 0.74 

flit/cycle*node. Thus, the reduction of latency is still a large part of tribute to the 

pipeline advantage of lookaliead bypass scheme even in the high load case. 



These results of various traffic patterns prove that the lookahead bypass scheme can 

play a great role to reduce the average packet latency in different network environment 

before the network reach its saturation. However, the lookahead bypass scheme only 

improves the saturation a little. Although the bypass scheme can. bypass some flits to 

reduce propagation delay and power consumption, it cannot improve the traffic flow 

density in any ports. The oveiiarge flit density in bottleneck ports would impede the 

continuous incensement of network throughput. 

Table 6,4 Network improvement per hop in latency of various traffic patterns when 
network size is 4x4, and traffic load is 0.12 flit/node*cycle. 

Traffic pattern Net Latency reduction* Average hop Bypass ratio reduction per hop 
Uniform 7.3096 3.67 0.963 1.992 

MMS 6.382 3.29 0,954 1.939 
Matrix transpose 8.499 4.34 0.959 1.958 

p-modeljpeg 7.937 3.98 0.962 1.994 
p-modei fft 4.484 2.24 0.967 2.002 

p-inodel gzip 4.031 2.00 0.950 2.016 
* The latency reduction is the difference between lookahead router's latency and baseline's latency that removes 

the influence of network interface. Reduction == Latency (baseline) ~ [Latency(LA) — 1]. 

The average traversal distance of packets in different traffic patterns are different. To 

fairly evaluate the lookahead bypass router in different traffic patterns, we compare the 

effect of lookahead bypass scheme in various traffic patterns. Table 6.4 lists the 

network reduction in latency per hop when traffic load is 0.12 flit/node*cycle. The 

traffic load is so low that packets can go tliroxxgh all routers without any waiting. The 

reduction per hop should be same in theory. 

The five traffic patterns have similar reduction per hop that is about 2.0 cycle. The 

reduction per hop of the traffic with uniform distribution is a little larger than those 

traffics with uneven distribution. In addition, the small average traversal distance 



slightly benefits the improvement in latency. 

6.2.2 Various networks 

Some environment parameters vary with the networks. A larger network implies more 

source processing elements can send their message to more destinations at same time. 

In some applications, it means that the average traversal distance of packets increases 

so that the average packet latency rises. If the location mapping of processing 

elements is good enough, some applications can maintain the average traversal 

distance of packets. 

More simulation results of various network scales are used to evaluate tlie lookahead 

bypass scheme. The networks include an OCN memory network, a 6x6 network, and 

an 8x8 network. 

Uniform traffic patterns, matiix-transpose traffic pattern, a p-model traffic pattern, and 

two cases of OCN traffic traces are chosen. MMS traffic pattern is ignored because it 

is only mapped in a 4x4 mesli network. The traffic patterns in different network sizes 

should be different but have some similar characteristics of traffic flows. All 

simulation results are shown in Figure 6.11. 

Matrix-transpose traffic pattern would have a larger average traversal distance of 

packets in a larger network. It makes the jam worse because more packets from the 

increased processing elements need to pass the comer hot points. 

Although uniform traffic pattern has a more even traffic flows than matiix-ti*anspose 

traffic, one processing element send uniform packets to each other processing element. 



Thus, its spatial distribution changes and its average traversal distance increases with 

the growth of network scale. 

Ill additional, p-model traffic patterns are designed by the relativity of processing 

elements, which can hold their average traversal distance. It means the increasing 

network size only has a little impact on the average latency. 

The traffic traces of OCN memory network work in a 10x4 mesh network. The spatial 

distribution of mesli network is also uneven in most cases. Here we choose equalce and 

gzip cases to evaluate our lookaliead bypass router. The 10x4 network is different from 

a square network sucli as 4x4, 6x6, and 8x8. 
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Figure 6.11 Average packet latency when, packet size is 4, the network size and traffic pattern are (a) 6x6 uniform 

(b) 8x8 uniform, (c) 6x6 matrix transpose, (d) 8x8 matrix transpose, (e) 6x6 p-model ffi case, (f) OCN memory 

network gzip traffic trace ,(g) OCN memory network equake traffic trace. 
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Table 6.5 The network perfomiance of various network sizes when traffic pattern is uniform 

Net Latency 

(cycle)  

Reduction 

(cycle  

Average 

hop 

Reduction per hop 

(cycle/node) 

Saturation 

Injection rate 

Saturation 

tliroughput 

ST per hop (flit 

/cycle*node) 

4x4 14.051 7.250 3.67 1.9755 <0.7 10.8 0.675 
6x6 17.938 9.783 5.00 1.9566 <0.5 18 0.5 
8x8 22.661 12.129 6.32 1.9192 <0.4 25.6 0.4 
^Injection rate is 0.2 flit/cycle%ode; ^Reduction = Latency (baseline) - [Latency(LA) — 1]. 

At first, we evaluate the uniform traffic pattern in 4x4, 6x6, and 8x8 mesh networks. 

Table 6.6 lists the detailed comparison of network perfomiance of various networks 

sizes. Because a processing element needs to send packets to each other processing 

element, packets would go through more routers from source to destination. It means 

more packets go through center hot routers. It is noted that some ports has a low 

workload in the network when the busiest ports have to deliver flits every cycle. 

The maximum valid injection rate before saturation drops obviously from about 0.7 to 

0.4 flit/cycle*node while the network size rises from 4x4 to 8x8. Although the global 

saturation throughput of whole network increases, the local saturation tlu'ougliput of 

one processing element falls because of the worse traffic jams. 

Of course, the average packet latency increases because packets need to pass more 

routers. The improvement per hop in latency from lookahead bypass routers can keep 

near 2 cycle because high bypass ratio in all network sizes. There is a little drop of the 

improvement per hop in latency with the average traversal distance increases. It is 

similar to the conclusion of various traffic patterns in a 4x4 mesh network. 

Table 6.6 The latency reduction of various network sizes when traffic pattern is matrix transpose 

Net Latency (cycle)" Reduction (cycle)^^ Distance(hop) Reduction pa* hop Byapss ratio Saturation 

4x4 14.47476 8.6332 4.343 1.9878 0.9741 >3.0 

6x6 17.76198 11.138 5.665 1.9661 0.9641 >6.2 



8x8 32.2303 13.1865 6.992 1.8859 0.9576 >8.2 
^Injection rate is 0.08 flit/cycle*node; '̂ '̂ Reduction = Latency (baseline) - [Latency(LA) - 1]. 

The traffic flows in hot routers under matrix-traiispose traffic pattern increase 

proportionately to network size. The maximum traffic throughput of a port is 4 times, 

6 times and 8 times injection rate (3 times, 5 time, and 7 times injection flow of a PE) 

respectively in 4x4, 6x6, and 8x8 networks. Thus, there is a great range in the traffic 

flows of different routers under the matrix transpose traffic. Some routers still are 

provided with enough free bandwidth when some routers are congested. The growth of 

saturation throughput of whole network becomes worthless after some busiest routers 

reach saturation. 

The average traversal distance increases from 4.343 to 6.992. It results tliat the 

average packet latency rises very quickly. Moreover, the reduction in latency per hop 

and bypass ratio of lookaliead bypass router drops a little because the more traffic 

flows congregate in several routers in a larger network. 

Table 6.7 The network performance of various network sizes when traffic pattern is p-model ffi 

Net Latency 

(cycle  

Reduction 

(cycle  

Average 

hop 

Reduction per hop 

(cycle/node) 

Saturation 

Injection rate 

Saturation 

throughput 

ST per hop (flit 

/cycIe*node) 

4x4 10.502 4 .4571 2.2408 1.989 <0 .8 12.6 0.7875 

6x6 10.399 4 .3541 2 .1912 1.987 <0 .8 28 .6 0.7944 

8x8 10.240 4 .3574 2 .1910 1.988 <0.8 50.9 0.7953 
'^Injection rate is 0.2 flit/cycle*node; ^Reduction = Latency (baseline) - [Latency(LA) - 1]. 

The type of traffics, similar to the p-model traffic, is different from the uniform and 

matrix transpose traffics. The destination of a packet is based on a uniform spatial 

distribution of parameter p. The increasing network scale does not increase the 

average traversal distance of packets and even reduces it a little. From the results, we 

can know that the lookaliead bypass router can keep the similar average packet latency 



under a same injection rate for whatever the network size is. The improvement in 

latency, saturation injection rate, and tlirougliput per hop of vaiious network sizes all 

are nearly same. Of course, the whole network tlirougliput can increase in direct 

proportion to the number of nodes. 

Table 6.8 The network performance of various network sizes when traffic pattern is OCN 

Traffic Injection Latency Reduction Average Bypass Reduction per hop 

rate (cycle) (cycle)  hop ratio (cycle/node) 

OCN gzip 0.04 16.367 9.871 5.00 0 .956 1.974 

/ 0.10 27.571 8.937 / 0,7942 1.787 

OCN equake 0.04 14.351 8.300 4 .16 0.963 1.995 

/ 0.125 27.722 9.244 / 0.830 2.222 

AReduction = Latency (baseline) - [Latency(LA) - 1]. 

The OCN memory network is a 10x4 mesh network, which is not a square. The gzip 

and equake traffic traces are simulated to evaluate the lookahead bypass router. The 

improvement of latency is marked both in two traffic traces. 

The lookahead bypass scheme is more effective to OCN equake traffic trace. The more 

reduction in latency is provided by lookaliead bypass router during the network is 

close to the saturation throughput. 

The effect of our lookahead bypass scheme is proved in various networks and average 

traversal distance of packets. The average traversal distance of packets is an important 

factor in the average latency. However, it is only a minor factor to the improvement of 

the lookahead bypass router. The lookahead bypass router effectively works in 

different network environments. 

6.3 The power evaluation 

Equation 6.4 models the average energy that a network delivering a flit from a source 



PE to a destination PE. The total network energy consumption for delivering message 

can be saved, if the average energy consumed by each router falls. Here, physical links 

between two routers and the network interfaces, which are in charge of injecting and 

receiving packets, are not considered. 

FUt 

E 
Netwof k 

E = I <6.4 

If a flit succeeds to lookahead bypass, the payload data can directly go through the 

crossbar to the output port without accessing buffers. The power consumption of 

accessing FIFO can be saved, which is a large part of total power consumption in a 

router. The overhead of lookahead-bypass control logic's power consumption is 

enough small. Thus, the energy consumed by a lookaliead bypass flit is less than the 

energy consumed by a regular flit. Equation 6.5 calculates the average energy 

consumption according to the bypass ratio. 

E’ _ = i L X + (1 - i L ) X <6.5> 

The saved energy varies with the network load because the network load influences 

the bypass ratio in a lookahead bypass network. 
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Figure 6.12 The power consumption of various traffics and injection rates when network is 4x4, 
packet is 4 virtual camiel number is 4 and buffer size is 8 flits. 



For a router with. 128-bit payload, the power of accessing FIFO accounts about 30%. 

Thus, more bypass ratio mean more power consumption save‘ The lookahead bypass 

network can save 23% of energy as compared to the baseline network even under 

high-load uniform traffic pattern. The network load can determine the power 

consumption because the traffic bandwidth and the bypass ratio are changed when the 

network load changes. Figure 6.12 lists the power consumption. Moreover, 

considering power consumption of link and network interface in NoC, the saving ratio 

of total power should shrink. 

6.4 Summary 

As compared with the baseline router, the lookahead bypass router is more sensitive to 

the lack of virtual chamieL But too many virtual channels are also worthless to the 

lookahead bypass scheme. About four virtual channels per port is a good choice. 

Moreover, the lookahead bypass router requires less input buffer because the bypass 

flits can save the regular flits enough buffer space in a lookahead router. Wlien input 

buffers are no less that four flits per channel, the lookahead router can achieve a good 

performance. If the size of input buffers is more than eight flits per channel in a 

lookaliead bypass router, the additional improvement in performance can be ignored. 

The simulation results prove the marked effect of our lookahead bypass scheme. 

Whatever the traffic patterns and network scales, the proposed lookaliead bypass 

router all outperforms the baseline router and no-load bypass router. There is a great 

advantage in pipeline stage for a lookaliead bypass flit. The minimum propagation 



call improve the saturation throughput a little by the less occupying time in a router. 

Of course, the lookaliead bypass scheme cannot improve the traffic flow in a physical 

port. When a port achieves its limit, the congestion would spread over the whole 

network. 

Although the additional lookaliead logic brings about a little overhead in power 

consumption, bypassing buffers can save much power by avoiding operations of 

accessing buffer. Because the power consumption of accessing buffer is a large part of 

total power, the lookaliead bypass router can save the operation power as compared 

with many routers. 



Short-Circuit Crossbar Channel 

7.1 Internal traffic flows 

We know that the different spatial distributions generate different traffic flows. Under 

some traffic patterns, there are several routers are much busier than the others in the 

whole network. We evaluate three patterns in a 4x4 mesh network: uniform MMS and 

matrix transpose, whose spatial distributions have been discussed in section 2.4.3. 

Table 7.1 Internal traffic flow distribution of left bottom four routers under 4x4 uniform pattern 
R(1 0) Local North East South West R(U) Local North East South West 

Local 0 2/15 0.8 1/15 0 Local 0 2/15 8/15 1/15 4/15 

North 8/15 0 0 8/15 0 North 8/15 0 0 8/15 0 

East 0.2 0.4 0 0.2 0 East 2/15 4/15 0 2/15 8/15 

South 4/15 8/15 0 0 0 Soufli 4/15 8/15 0 0 0 

West 0 0 0 0 0 West 1/15 2/15 8/15 1/15 0 

R(O.O) Local North East South West R(0 1): Local North East South West 

Local 0 0.2 0.8 0 0 Local 0 0.2 8/15 0 4/15 

North 0.8 0 0 0 0 North 0.8 0 0 0 0 

East 0.2 0.6 0 0 0 East 2/15 0.4 0 0 8/15 

South 0 0 0 0 0 South 0 0 0 0 0 

West 0 0 0 0 0 West 1/15 0.2 S/I5 0 0 

The internal traffic flow distiibution is shown in Table 7.1 where the flows firom an 

input port/chamiel (left column) to an output port/channel (top line) are normalized to 

injection rate. Because uiiifonn traffic pattern is symmetry, the table only lists four 

routers in left bottom of network. Each PE sends and receives the same flow. However, 

the internal traffic flows is uneven. The busiest input channels mid the busiest output 

channel liave 16/15 flows respectively in R(0,1), R(1,0), R(l,l). The flows of busiest 



paths have 0.8 traiisport flow respectively in R(0 0), R(0 1), R(1 0). 

Table 7.2 The internal traffic flow distribution under MMS traffic pattern 

R0,0 Local North East South West 

Local 0 0 0.0012 0 0 

North 0.8445 0 0 0 0 

East 0.0020 0.8475 0 0 0 

South 0 0 0 0 0 

West 0 0 0 0 0 

R0’1: Local North East Soutli West 

Local 0 0 0.0350 0 0.0020 

North 0.7032 0 0 0 0 

East 0 0 0 0 0.8475 

South 0 0 0 0 0 

West 0.0006 0 0.0006 0 0 

R0’2 Local North East South West 

Local 0 0 0.0195 0 0 

North 0.1918 0 0 0 0 

East 0 0 0 0 0.8475 

South 0 0 0 0 0 

West 0.0190 0.0159 0.0006 0 0 

R0,3 Local North East South West 

Local 0 0 0 0 0.8475 

North 3.8555 0 0 0 0 

East 0 0 0 0 0 

South 0 0 0 0 0 

West 0 0.0202 0 0 0 

R1,0 Local North East South West 

Local 0 0 1.8926 0 0 

North 0.5118 0 0 0.8445 0 

East 3.7535 0 0 0 0 

South 0.0049 0.8426 0 0 0 

West 0 0 0 0 0 

Rl l Local North East South West 

Local 0 0 2.9092 0 1.8720 

North 0 0 0 0.7032 0 

East 0 0 0 0 1.8815 

South 0 0 0 0 0 

West 0.9463 0 0.9463 0 0 

Rl,2 Local North East South West 

Local 0 0 0 0.1918 0 

North 0.1759 0 0 0 0 

East 0 0 0 0 1.8815 

South 0.0159 0 0 0 0 

West 0 0 3.8555 0 0 

Rl,3 Local North East South West 

Local 0 0 0 0 1.8815 

North 0 0 0 0.9463 0 

East 0 0 0 0 0 

South 0 0.0202 0 0 0 

West 0.9463 0 0 2.9092 0 

R2 0 Local North East South West 

Local 0 0 0.8426 0.5069 0 

North 0 0 0 0.0020 0 

East 0.5983 0.1758 0 0.8475 0 

South 0.8426 0 0 0 0 

West 0 0 0 0 0 

R2,l Local North East South West 

Local 0 0 0 0 1.3494 

North 0 0 0 0.7032 0 

East 0 0.1758 0 0 0.2721 

South 0 0 0 0 0 

West 0.8426 0 0 0 0 

R2 2 Local North East South West 

Local 0 0 0.9463 0 0.3515 

North 0 0 0 0.1759 0 

East 0 0 0 0 0.0963 

South 0 0 0 0 0 

West 0 0 0 0 0 

R2,3 Local North East South West 

Local 0 0 0 0 0.0963 



North 0 0 0 0 0 

East 0 0 0 0 0 

South 0.0036 0.0166 0 0 0 

West 0 0 0 0.9463 0 

R3,0 Local North East South West 

Local 0 0 0.6702 0 0 

North 0 0 0 0 0 

East 0 0 0 0.0020 0 

South 0.1758 0 0 0 0 

West 0 0 0 0 0 

R3,l Local North East South West 

Local 0 0 0 0.7032 0 

North 0 0 0 0 0 

East 0 0 0 0 0.0020 

South 0.1758 0 0 0 0 

West 0.6702 0 0 0 0 

R3,2 Local North East South West 

Local 0 0 0 0.1759 0 

North 0 0 0 0 0 

East 0.7036 0 0 0 0.0020 

South 0 0 0 0 0 

West 0 0 0 0 0 

R3,3 Local North East South West 

Local 0 0 0 0 0.7056 

North 0 0 0 0 0 

East 0 0 0 0 0 

South 0.0166 0 0 0 0 

West 0 0 0 0 0 

The detailed traffic flows of MMS traffic pattern are all listed in Table 7.2, whose 

traffic distribution is not symmetry. The traffic flows list the normalized results, too. 

From the table, we can know that the internal flows of each router in MMS pattern are 

more uneven than in uniform pattern. 

At first, the injection flow and the drain flow of each PE are different. The flows of 

each channel and the transport flows of each branch are very different. The local 

port/channel of R(1,0) is the busiest output port/channel, which is 4.27 times injection 

rate. The north channel of R(0,3) west channel of R(l,2) and west channel of R(l 3) is 

the busiest input channel, which is 3.8555 times injection rate. The branch from the 

north port to the local port and the branch from the west port to tlie east port in R(l,2) 

have the most transport flows, which is 3.8555 times injection rate. It means that the 

traffic flow distribution of MMS pattern is very uneven in the network. 

There is only 12 PEs send message to the network. A source PE has only one 

destination PE under matrix-transpose traffic pattern. The traffic flow distiibution is 



simply, which is shown in Figure 7.1. In this case, the bottleneck is two comers. Six 

routers' eight input or output channels have traffic flow of 4 times injection rate in the 

network. 

4x4 matrix transpose internal traffic distribution 

Figure 7.1 The internal traffic distribution under 4x4 matrix-ti'anspose traffic pattern 

7.2 Short-circuit crossbar channel 

According to the analysis of internal traffic flows, we can know that there are some 

hot branches, which consume the most part of output channel's bandwidth, under 

some applications. If these hot brandies caii be optimized, the packets tlirougli these 

branches can ease the blocking problem, wliicli should benefit network performance. 

We adds a special internal channel overflying the crossbar to deliver packets from an 

input to an output, which is referred as short-circuit crossbar channel. In a lookahead 

bypass router, the short-circuit crossbar channel can reduce the usage of crossbar and 

buffer, which can reduce the power consumption. Figure 7.2 presents an example of 

lookahead bypass router with short-circuit crossbar channel, where the dashed line 

denotes the optional short-circuit part. [55] 



Figure 12 Aii example of lookaliead bypass router with short-circuit crossbar channel 

The modified controller is shown in Figure 7.3. Besides data short-circuit channels for 

payload, additional arbiter and control short-circuit channels are introduced for 

requests, which is referred as the short-circuit request. Only a nor2 gate delay is added 

into timing critical path, which is about 0.1ns. The overhead is little enough. 

A request, whose corresponding payload goes through the crossbar, is referred as the 

crossbar request. The sliort-circuit request has higher priority than the crossbar request. 

Because short-circuit requests do not arbiter with crossbar requests, an input port can 

submit two valid requests, respectively, from input control buffer and lookahead 

control register at same time. If the two requests are submitted to two different output 

ports, they can reserve two output resources at same time. It means that the input port 

can deliver two flits' payload respectively through the crossbar (for a crossbar request) 

and the short-circuit crossbar channel (for a short-circuit request) in next cycle. The 

momentary bandwidth of tliis input cliaiiiiel can be double. 
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7.3 Allocation and Evaluation 

To simplify the structure, any one output port can only connect to a short-circuit cliaiiiiel 

from an input port. It can avoid the use of an arbiter among short-circuit requests. 

The allocation of short-circuit channel (SC) is based on the analysis of internal traffic 

distribution of all branches beforehand. The application-specific optimization is 

necessary to match short-circuit paths with the detailed traffic distribution. 

The analysis is referred as B,n,n which denotes the bandwidth of branch from input m 

to output n. LBn is the maximum of all branch to input n, and Mu is the branch order: 

Given {LB„,M, ) = max ^ [B…’ „) , lfLB,>BTt, set up 

SC ” 

a short-circuit chamiel “ from input Mn to output n . <7.1> 

The existence of thresliold Bjh can avoid the improper SC impacts packets fi.om other 
inputs, which account most part of bandwidth of this output. Here we define Bxh 

as: ,„’„ xO.6. It means that only if the bandwidth of branch with 

maximum flow accounts more than 60% bandwidth sum of all branch flow, the SC can 

be set up. In addition, it hardly improves latency if the maximum branch flow is sole 

from m port or to n port. Thus, this SC is optional according to your optimization 

target. 

The example of short-circuit channel allocation is router(l,l) of uniform pattern in a 

4x4 mesh network. 50% of the packets at the east input port are sent to the west output 

port, which account for 74% of the traffic flows of all packets to the west output port. 

Because more than half of the traffic flows at the west output port are from the east 

input port, SC should be provided for traffic firom the east port to the west port. 

Another SC is implemented from the north port to the south port likewise. It is noted 



that other output ports do not have any input, which can contribute more than half of 

the traffic. To these output ports adding express path is not beneficial because too 

many express paths can work against network latency. 

The internal traffic distiibutioiis of three patterns have different features. Uniform has 

uniform spatial bandwidth distribution, shown in Figure 2.16. Its spatial port/chaiiiiel 

bandwidth distribution is near even. Although some routers deliver fewer packets 

because of empty port connections at the network margin, all routers have no any 

overlai'ge flow paths. 

Smith 

North 
7 
7 
Aocal 7 

(1) 4x4 uniform SC allocation (2) 4x4 mills SC allocation 

A 1 

(3) 4x4 matrix transpose SC allocation 

Figure 7.4 Application-specific short-circuit allocation 

The spatial bandwidth and injection distributions of MMS trace are very unbalanced. 



The analysis of internal traffic distribution of routers presents that the difference of 

flows between different internal paths to aii output may be very large. For example, in 

router(l ,0), north, soutli, and west input channels respectively have 0.5118, 3.7535, 

and 0.0049 traffic flow to local port. The flow of path from south to local occupies 

88% bandwidth of local and is 7.33 and 766 times as the flow from north and west. 

The mimber of matrix transpose pattern's traffic flow is small because the destination 

of packets is oneflod. There are scarcely any output ports with more than two internal 

flows. And the bottleneck in router(0,0) or router (3,3) is one single path, which can 

not be resolved by adding some SCs. 

Figure 7.4 presents the detailed allocation of short-circuit cliamiel for tliree traffic 

patterns according to the allocation method described above. To evaluate the 

performance of application-specific short-circuit allocation, the evaluation platform 

applies the parameter of Table 7.3. 

Table 7.3 Basic networ: c parameters of evaluations 
Topology 4x4 mesh network 

Flow control Virtual channel 
Buffer management Credit-based flow control 
Routing algorithm X-Y 

Pipeline Lookahead pipeline 
Router radix 5 

Buffer arcliitectare 4 VCs per port, 8 flits per VC) 
Packet length 4 flits 

Flits size 128 bits (payload) + control signals 

For those traffic patterns similar to uniform traffic, their traffic flows are symmetric and 

busy everywhere. It means that mmiy bottleneck ports spread over the network when the 

global throughput is close to saturation. The application-specific short-circuit path can 
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hardly ease the global congestions because the physical resources in most will have 

been exhausted. Figure 7.5 shows the simulation result of average packet latency and 
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Figure 7.5 (a) Average packet latency, and (b) bypass ratio of short-circuit 
improvement when traffic pattern is uniform. 

The introduction of short-circuit can reduce latency and bypass ratio with the 

incensement of network load. Wlien injection rate is 0.6 flit/cycle*node, the latency 

— H ~ LA w short-circuit path 
A ~ LA w/o short-circuit path 

LA w short-circuit allocation 
LA w/o short-circuit allocation 



reduces 8.76% (2.72 cycle) mid bypass ratio increases from 0.744 to 0.771. The 

performance verging saturation throughput is improved more. Wlien injection rate is 

0.64 flit/cycle^node, the latency reduces 23.8% (12.1 cycle). Of course, the valid 

saturation thi-oughput, which means the latency is acceptable under the throughput, 

also increase a little, about from 0.66 to 0.67 flit/cycle*node. 

It is noted that traffics that are similar to MMS traffic pattern are different from uniform 

traffic. Traffic flows will be mainly distributed between several pairs of processing 

elements. Then only a few ports will become bottlenecks in the context of the whole 

network. Even if these ports are saturated, there are still spare physical resources in 

other ports. 

Short-circuit cliaimel optimization likes flyovers that can increase tlie bypass ratio to 

the hot branches and keep the traffic flows to the fi-ee branches. Especially when 

throughput is on the verge of saturation under MMS traffic pattern, the short-circuit 

channels can make better use of redundant resources by double momentary bandwidth. 

The simulation result is shown in Figure 7.6. 

The valid saturation throughput of routers with the short-circuit optimization can be 

improved by 11% firom about 0.17 to 0.19 flit/node*cycle. And when the network is 

moderate (0.15 flit/node*cycle), the latency still can be improved by up to 15.6% 

because the customized short-circuit cliamiels can provide additional data channel to 

other free ports for the bottleneck ports. 

It is mentioned above that network performance is not always improved with more 

short-circuit channels. More short-circuit channels can increase the total bypass ratio 

under low network load and can increase short-circuit bypass ratio. However, an 

inappropriate short-circuit channel will impact traffics from other input ports and will 

increase latency micumiingly. 
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As shown in Figure 7.7 (b) and (c), the short-circuit optimized network-on-cliip, which 

has wrongly customized for uniform but more short-circuit channels, can provide 

poorer latency and saturation throughput than even generic lookaliead routers. 
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Figure 7.6 (a) Average packet latency, and (b) lookaliead bypass ratio (c) bypass ratio 
of short-circuit improvement when traffic pattern is MMS. 

At last, we research the type of traffic patterns similar to matrix transpose. The traffic 

flows focus on some branches. There are only a few ports will become bottlenecks in 

the context of the whole network, such as MMS traces. However, the bottleneck routers 

have a small number of traffic branches. There is only one traffic branch in R(0 0) and 

R(3 3) although the two routers have the largest bandwidth of traffic branch. The 

shoit-circuit optimization cannot play a role in this case. The curves of generic 

lookaliead router aiid short-circuit lookahead router always nearly overlap, shown in 

Figure 1.1. There is only 1.4% (0.45 cycle) reduction in latency and 0.02 increment in 

bypass ratio when injection rate is 0.235 flit/cycle*node. 
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Figure 7.7 Average packet latency, and (b) bypass ratio of short-circuit improvement 
when traffic pattern is matrix transpose. 

Thus, the optimized allocation of short-circuit channels must be done in according to 

the expected affic pattern. This asks for detailed traffic flows to be evaluated early. 

And in networks supporting multiple applications, the short-circuit channel 

optimization is required to fit the traffic flows of all applications. It means only the 

common short-circuit channel can be set up in the network. Otherwise, it can be shut 

down or to be reconfigured. 

Summary 

The bandwidth of internal traffic flows is unbalanced. Optimizing the most of the 

flows through busy branch can improve the network performance. Short-circuit 

crossbar channel optimization only costs a little overhead in timing critical path and 

silicon area to provide the improvement in port-to-port bandwidth by the additional 

data path. 

Evaluation results prove that a good short-circuit channel allocation can reduce the 

bypass ratio of short-circuit path under 4x4 matrix transpose pattern 

95 



average packet latency aiid increase bypass ratio. Thus, it also reduces the power 

consumption by the increasing bypass ratio and the bypass of crossbar. 

Of course, more short-circuit crossbar channel means more flits caii bypass crossbar. 

However, a poor short-circuit channel allocation impacts the saturation through and 

increase average packet latency under the high network load. Application-specific 

optimization is necessary in short-circuit crossbar channel allocation. 



CHAPTER 8. Conclusion 

8.1 Contributions 

This thesis focuses on the design and implementation of low-latency network-on-diip. 

To reduce average packet latency, the major method is optimizing the router 

architecture because routers cost much more latency, power, and area than links in 

most on-chip networks. This thesis investigates and proposes several improvements of 

low-latency network-on-chip according to different requirements. 

A flow design is proposed and the relevant syiithesizable NoC library is implemented 

at first. All evaluation platform is used to obtain the network performance in different 

cases by various traffic models and router models of our NoC library. 

Although asynchronous circuit is not wildly used and not well supported, 

asynchronous network-on-chip has advantage in cost Because of the characteristic of 

asynchronous circuit, reducing the latency of any one stage can reduce the total 

latency of a flit. There is a trade-off with the variation of buffer size because 

increasing asynchronous FIFO would increase minimum buffer propagation latency 

and improve the flow control efficiency. 

Application-specific asynchronous FIFO allocation algorithm can balance the 

minimum propagation latency and the efficiency under high network load. It means 

less area cost of buffer can obtain the better or equivalent performance if the buffer 

size of each port is allocated according to the detailed application specification. The 



evaluation results prove the effect of application-specific asynchronous FIFO 

allocation algorithm under UMC 0.13um COMS teclmology. 

Broadcast/multicast is an inherent disadvantage for network-on-cliip over for bus 

architecture, which is wildly used in many applications, such as parallel computation 

and multi-processor applications. Although software method can implement multicast, 

the latency overhead is too large. Our hardware multicast design realizes the fast 

broadcast/multicast. It is based on quality-of-service routers with the additional 

group-cast routing and arbitration modules. It can play a great role if there are many 

multicast packets in system. 

Moreover, novel synchronous router architecture is realized for low-latency target, 

whicli is referred as lookaliead bypass router. The micro-architecture of lookaJiead 

bypass router is optimized to provide two-cycle minimum router propagation latency. 

High bypass ratio of buffer can improve flow-control efficiency for low latency under 

high network load. At the same time, it can abatement the buffer size to cut down 

silicon area and power consumption. The implementation with UMC 0.13um COMS 

technology is used to evaluate the performance. The simulation results prove the 

advantage in latency. And according to many results of various parameter 

configurations, the preferable one caii be provided. 

Ill addition, short-circuit crossbar channel optimization, which is based on the 

lookaliead bypass router can provide better network performance in some applications. 

The optimization is a sort of low-latency implementation that has been discussed in 

the beginning of this thesis. The port-to-port bandwidth can be better utilized by the 



additional sliort-circuit crossbar channels. Increasing the momentary port bandwidth 

can make up the loss in efficiency because of allocation mid conflict. However, the too 

many casually-allocated short-circuit crossbar chaiiiiels can be adverse because the 

short-circuit packets can block too much crossbar packets. Thus, application-specific 

analysis must be made to allocate short-circuit crossbar channels according to the 

traffic flow distribution. 

8.2 Future works 

There are many interesting topics for further research inspired by the work described 

in this thesis. 

> Since the advantage of asynchronous network is great, we can build better 

asyiiclu'onous router architecture. 2-pliase bundled-data communication protocol 

can be realized in the router to cut down the redundancy time of 4-pliase 

bundled-data handshake. And more flow control protocols can be introduced to 

provide higher efficiency. 

> There are tradeoffs between flexibility and setup time of multicast path, between 

flexibility and deadlock limit. We can research multicast strategy to improve the 

network performance for multi-processor application. Combining bypass scheme 

and other switching technology is an interesting research topic. Although packet 

switching is wildly used in network, other switching technologies have their 

advantage in latency for some applications. Hardware multicast can combine 

circuit switching to reserve the crossbar path for multicast packets. 



> Our lookahead bypass router can cut down the cost of power consmnption aiid 

silicon area. Further research of low-power aiid low-area lookahead router of 

various flow controls is necessary since the low power is in great demand by 

numerous mobile devices. Customized design of crossbar and FIFO can fUrther 

reduce the power consumption. 

> Short-circuit crossbar channel is aii attempt to combine other bypass schemes to 

our lookaliead bypass router. More optimizations can be implemented to increase 

the range of bypass and reduce latency, such as express paths between input 

diamiel aiid output channel or customized physical channels. 



APPENDIX A. 

Protocol and Bask AsyBchroHous Circuit 

Asyiiclironous circuits require handshake signal to syiiclironize two components. The 

two wires per bit used in dual-rail protocols can be seen as a one-hot encoding of that 

bit and often it is useful to extend to 1-of-n encodings in control logic and higher-radix 

data encodings. If the focus is on communication rather than the computation, m-of-n 

encoding may be of relevant. The solution space can be expressed as the cross product 

of a number of options including [7]: 

{2-phase, 4-pliase} x {bundled-data, dual-rail, 1-of-n, m-of-n,...} x {push, pull} 

The choice of protocol affects the circuit implementation characteristics, such as area, 

speed, power, robustness, etc. Figure A. 1 presents two protocols used in this thesis, 

which are 2-pliase and 4-pliase bundled-data push protocols. 

Reg 
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(push) channel 
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2-pliase bundled-data protocol 

Figure A.l Asynchronous communication protocol 



The COMS-level and gate-level implementations of several basic asynchronous 

components are shown in Figure A.2, Figure A’3 and Figure AA It includes 

C-element, MUTEX, and muller C-element. 
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Figure A.2 The implementation of C-element 
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Figure A.3 The implementation example of muller C-element for micropipeline. Lt is 

a local clock to control a latch 

Bistable Metastability filter 

R1 p X1 
Ot 

G2 Ri 
_r—1 

R2 —-
o 

f A. 
———f.-L_ 0( x2  

G1 

Figure A.4 The implementation of MUTEX 

Although the COMS-level performance is better than gate-level performance, the 

gate-level implementation can be easily realized by the standard gates of digital library. 



111 this thesis, we use UMC 0.1 Sum technology library. The results are good enough. 

• C-element (0.13um load: iiivxl): Tpr 0.063ns Tpf 0.072ns 

MUTEX: No conflicting case: Tp ^ 0.113ns 

Conflicting case: Tp ^ 0.202ns 

The router requires arbitration in allocation, which can be realized by MUTEX cell. 

Figure A.5 presents a possible implement of asynchronous 2-mput arbiter by MUTEX 

cell and standard gates. 
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Figure A. 5 The asynchronous arbiter 
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Figure A.6 The request part of asynclironous 4-input arbiter 

111 NoC, there are many n-input arbiters, such as the arbitration of multiple input 

requests. If network applies mesli topology, the router requires 4-input arbiters. Two 

implementations of cascaded tree arbiter and multi-way MUTEX are shown in Figure 



A.6 [62, 63]. 

Cascaded multi-way arbiters are based on a tree topology, in which the front end 

requests arbitrate in adjacent pairs, aiid then new requests are generated on their behalf. 

The new requests propagate to the next level of the tree and arbitrate with their 

neighbor in the same fashion. 

A two-way MUTEX is also used for constractiiig arbitrating combinations on the 

2-of-n basis. It is speed-independent. For n=4 one would need 6 two-way MUTEXes. 



APPENDIX B. A Reconfigurabie Synthesizable NoCs 

Library 

A reconfigurabie synthesizable NoCs library is referred as NoCLib. It includes 

evaluation platform, synchronous router model and asynchronous router model. The 

evaluation platform constructs a network topology, generates test traffic pattern, and 

controls and checks the injection and drain of packets. Figure B.l shows the usage of 

NoCLib. 
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Figure B.l The usage of NoCs library 

> NoCLib supports a wide range of pipeline architectures of synchronous router. It 

includes syiiclironous S-stage-pipeline router, speculative-pipeline router, no-load 

bypass pipeline router, and lookahead-pipeline router. In additional, asynchronous 

micro-pipeline architecture is implemented in NOCLib. 



> It supports a wide range of customized configurations, which is realized by the 

global parameters listed in Table B.l. It is flexible to evaluate the network 

performance of different configurations. 

Table B.l Reconfigurable parameter in NoCs library 

Parameter Description 
Network topology parameter 

NETWORK X The number of rows in a mesh network 
X_ADDR_BITS The number of bits used to describe routing 

information of X dimension. A 4x8 mesh 
network requires 2 bits to presents the poison of 
X dimension. 

NETWORK Y The number of columiis in a mesh network 
Y__ADDR_BITS The number of bits used to describe routing 

information of Y dimension. A 4x8 mesh 
network requires 3 bits to presents the poison of 
Y dimension. 

Link parameter 
CHANNEL—DATA WIDTH Width of payload data in a flit. The width of 

climiiiel is the sum of width of payload data and 
width of all control signals that is determined 
by other parameter 

channel—numjreg The number of pipeline stage of link between 
routers. If the link is just the wire connection, 
the parameter is one. 

channel-latency Ill synchronous router, the value should cloud 
be 0 which means that we assure the latency is 
less tliaii the dock period,. For asynchronous 
network, the value denotes the latency of the 
link 

Basic router parameter 
ROUTER—RADIX Specifies the maximum number of router ports 

(input/output bi-direction port). At most five 
ports are supported for mesh network. 

ROUTE_NUM—REQUEST Specifies the maximum number of requests 
used in the router. If the U-tura transmission is 
forbidden, the value usually is 
ROUTER RADIX minus one. 

ROUTE—REQUEST—BITS The number of bits used to describe the 
maximum number of requests. It is also the 



width of routing result. 
ROUTER—NUM—VCS Specifies the maximum number of virtual 

channel (including both unicast and multicast 
version) in router. 

VCJNDEX—BITS The number of bits used to describe the 
maximum number of virtual chamiel 

FIFO—DEPTH Specifies uniform depth of input buffer. If 
application-specific allocation is used, it 
specifies the maximum depth. The detailed 
depth of buffer of each port determined by an 
additional parameter PORT_fifo_detpli 

PORT_fifo_detph Describes the depth of buffer of each port 
FIFO—BITS The number of bits used to describe the uiiifonn 

depth of input buffer. 
LOCAL The number denotes local port in mesli router 
NORTH The number denotes north port in mesh router 
EAST The number denotes east port in mesli router 
SOUTH The number denotes south port in mesh router 
WEST The number denotes west port in mesh router 
ASYN—DELAY—TABLE The pre-computed delay of critical components 

in asynchronous router is used for behavior 
netlist. This is not usually used because the 
accuracy. 

Customized configuration parameter 
LAJENABLE If define LA—ENABLE, lookahead bypass 

scheme is supported in router. 
EX—ENABLE If define EX_ENABLE, the sliort-circuit 

crossbar channel is supported. The detailed 
allocation is deteiiiiined by 
IP_express_path_config and 
OP_express_patli_confi g. 

IP_express_path_config To set up the short-circuit channel 
OP_express_path_config To set up the short-circuit channel 
COMB—CREDIT—ENABLE If define it, lookahead bypass router will 

combine credit iiifonnation with destination 
address and lookaliead routing result. 

CREDIT—FLOW—CONTROL If defined, it denotes the router support credit 
flow control. Otherwise, foil-stop flow control 
is adopted. 

QOS Enable QoS. The virtual channel allocation is 
ignored when QOS enables. The SL bits 
embedded in flit determines wliicli virtual 
cliaiuiel is used. 

MULTICAST Use multicast support. It requires switch on 



QOS option. The number of service level is 
determined by ROUTER NUM VCS. 

MULTICAST_NUM_VCS It determines how much virtual channels are 
used for multicast. It must be less than 
ROUTER NUM VCS. 

GRLT FILE The default content of GRLT 
Test and Data format parameter 

MAXJPACKET_SIZE Specifies size (in flits) of packets. Currently, 
only fixed-length packets are supported. 

PACKET—INDEX—BITS The number of bits used to describe the size of 
packets. 

DEBUG If DEBUG is defined, the payload data is 
embedded a set of debug infonnation. The 
width of payload is the sum of debug part and 
CHANNEL DATA WIDTH. 

INJ_RATE NUM The base of injection rate. The injection rate of 
each PE is the product of the base aiid their 
value from spatial injection distribution file 

LOOKUP TABLE FILE The spatial bandwidth distribution file 
INJ RATE TABLE FILE The spatial injection distribution file 
MEASUREMENT_P The minimum number of packets used to 

measure the network performance. 
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