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ABSTRACT 

EXPLOITING COMMON SEARCH INTERESTS ACROSS 
LANGUAGES FOR WEB SEARCH 

This work studies something new in Web search to cater for users' cross-lingual 

informat ion needs by using the common scarch interests found across different lan-

guages. We assume a generic scenario for monolingual users who are interested to 

find their relevant informat ion under three general settings: (1) find relevant infor-

mat ion in a foreign language, which needs machine to translate search results into 

the user's own language; (2) find relevant information in mult iple languages includ-

ing the source language, which also requires machine translation for back translating 

y . ‘ 

search results; (3) find relevant informat ion only in the user's language, but due to 

the intr insic cross-lingual nature of many querias, monolingual search can be done 

w i th the assistance of cross-lingual information from another language. 

We approach the problem by substantial ly extending two core mechanics of in-

format ion retrieval for Web search across languages, namely, query formulation and 

relevance ranking. First, unlike t radi t ional cross-lingual methods such as query trans-

lat ion and expansion, we propose a novel Cross-Lingual Query Suggestion model by 

leveraging large-scale query logs of search engine to learn to suggest closely related 

queries in the target language for a given'source language query. The rationale be-

hind our approach is the ever-increasing common search interests across Web users in 

different languages. Second, we generalize the usefulness of common search interests 

to enhance relevance ranking of documents by exploit ing the correlation among the 

search results derived f rom bilingual queries、and overcome the weakness of tradi-



t ional relevance estimation that only uses information of a single language or that 

of different languages separately. To this end, we attempt to learn a ranking func-

tion that incorporates various similarity measures among the retrieved documents 

i l l different languages. By modeling the commonality or similarity of search results, 

relevant documents in one language may help the relevance estimation of documents 
， 々 

in a different language, and henc烂 can improve the overall relevance estimation. This 

similar intui t ion is applicable to all the three settings described above. 

VI 



摘要 

利用跨語言的共同搜索興趣幫助萬維網搜索 

香港中文大學傅士論文 

指導教授：黃錦禪 

在這項工作中，我們研究了旨在為滿足用戶的跨語言信息需求的腾維網搜索技術， 

其中廝新的硏究内容是發現并利用不同語言用戶的共同搜索興趣來提高搜索有效 

性。我們設定了一個一般性場景，那就是單語言用戶會普遍在如下三種情況下試圆 

找到他們感興趣的相關内容：（一）找到在一種外語網頁中的相關信息，因此需 

要機器將搜索結果翻譯成用戶自己的語言：（二）找到在多種外語及原語言中的相 

_信息，因此同樣需要將外語結果自動翻譯回原語言；（三）只在用戶原語言網頁 

中找到相關信息，但是由于相當多的查詢具有跨語言的性質，在跨語言信息的辩助 

下，我們因此可以提高單語言搜索的質量。 

我們從查詢表達和相關排序兩個層次來對搜索的核心機制進行重要擴展，以使搜索 

能夠更好地跨越語言障礙。首先，有別于查詢翻譯和查詢擴展等傳統的跨語言杏詢 

表達方法，我們設計了一個稱為跨語言查詢建議的新模型，它利用大規模搜索引擎 

的搜索日志為數據來訓練，學習去建議與原語言查詢非常相關的目標語言查詢。此 

方法背后的基本原理就是利用日益增長的不同語言用戶之間的共同搜索興趣；其 

次，我們將共同搜索興趣的有效性推廣到文檔的相關排序，它利用了一種稱為雙語 

查詢的查詢請求所返回的不同諸言的搜索結果之間的相關性，這個方法能夠克服傳 

統的相關性估算方法的缺陷一只考慮使用一種語言的信息或者僅¥獨使用不同語 

言的信息•（沒有考慮它們之間的關聯）。為此，我們試圖訓練出一個多語言排序模 

型，它能夠集成各種用來衡量不同語言返回結果之間相似性的指標。通過對搜索結 

果的共同屬性或者相似性進行建模，一種語言的相關文檔可以用來辩助估計不同語 

言文檔的相關性，因此能夠提高緦體結果的相關性估算。類似的想法可以應用到前 

面提到的三種不同的搜索設定之中。 
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CHAPTER 1 

INTRODUCTION 

1.1 Web Search across Languages 
The growth of the Internet and World Wide Web has been witnessed by the 

unprecedented populari ty of user communication and information dissemination all 

over the world. In the past dccade, the Web has evolved from a network of document 

repositories serving mainly the research community, where English is the common 

language, to an universal mult i l ingual platform hosting a wide range of applications 

accessible by the general public on daily basis, such as electronic commerce, digital » 

l ibrary, entertainment, news portal, e-banking, etc. The situation of English language 

predominating electronic information on the Web has changed dramatically. Web 

information is now available in an ever-increasing number of languages. I i i recent 

years, information is increasingly published in the native language of the provider and 

can be searched for in the native language of the user. Back in early 2000, Grcfcnstctte 

and Nioche [32] expected ,that non-English languages would be growing in a faster 

rate than English. Consistent to this anticipation, the statistics from website Internet 1 

World Stats (www. i n t e r n e t w o r l d s t a t s . c o m ) shows that compared to the number of 

English users, the group of non-English users is growing very rapidly in recent years^. 

As of mid-2009, the percentage of non-English Internet users accounts for 71.3% of 
• f 

the world Internet population. This is compatible wi th another early prediction that 

by 2005, around 78% of Internet users would be non-English speakers and "only" 49% 

of Web content would be in English [70 . 

1http://www.internetworldstats.com/stats?.htm 

http://www.internetworldstats.com/stats?.htm


The explosive growth of the Web has blurred national boundaries to the point 

where a casual user may find an interest in retrieving documents in a foreign lan-

guage [52). Whi le Web search engines become increasingly powerful, they mostly 

concentrate on searching Web pages in the same language as that of the given query. 

As a result, relevant pages in other languages arc neglectcd. These pages could be 
I 

even more relevant to user's information need than those of the original language. 

For example, English users who like "Peking Roast Duck" may suffer from iinknow-

ing the most bargain restaurants before their visit to China. They may be frustrated 

by the first few retrieved pages returned by an English scarch engine as this topic 

is not so popular on English websites. Al though the retrieved information is poten-

t ial ly abundant in the Chinese-speaking world, casual English searchers, even if they 

capable, are reluctant to perform Chinese search due to the diff iculty on constructing 

meaningful Chinese queries and on understanding the search results afterwards. As 

another example, in the opposite direction, Chinese scarchcrs may want to know some 

"private aspects of U.S. President Obama”’ and i t makes sense that this interest is 

more likely to be satisfied by looking for relevant pages from English search results. 

However, ；they wi l l have to overcome a similar language barrier. 

To meet user's information need across languages, Cross-Language Information 

Retrieval (CLIR) and Mult i l ingual Information Retrieval (MLIR) are the two tra-

dit ional search techniques devised to overcome language barrier between users and 

information. Giving the source language query, CL IR retrieves documents in the col-

lection of target languagc/and M L I R merges the document lists retrieved from the 

corresponding collections of sourcc language and different target languagc(s) into a 

single reasonable list. Effectively, M L I R can be viewed as combining the results from 

a monolingual search in the source language and one or more source-to-target CL IR 

search(es). Once a set of relevant documents in a foreign language is obtained, the 
s 
/ 



user may use automatic machine translation (MT) software to help get some sense 

out of the content. 

Like tradit ional information retrieval in a single language (i.e., monolingual IR), 

C L I R and M L I R focus on search wi th in small, controlled and nonlinked document 

collections, and aim to cater for the needs of a l imited number of professional users. 

In the Web age, the focus of IR research is shift ing noticeably towards the search 

of Web documents to meet the diversity of information needs of the large Internet 

population at large. Meanwhile, the organizational structure and special properties 

of Web documents make the Web a unique document collcction, which requires sys-

tematic studies on search techniques that need to be well tailored to address the 

new challenges. However, this trend has not been envisaged in Web search across 

languages due to the technical difficulties one has to encounter to overcome language 

barriers. 

1.2 Technical Challenges 
We can resort to C L I R and ML IR techniques to retrieve relevant pages in other 

languages that are different from query's language. Considered as a whole picture, 

Figure 1.1 shows an integrated framework including monolingual search, cross-lingual 

search .and mult i l ingual search, where we assume Chinese as the source language and 
/ 

English as the target language (for CL IR and MLIR) . In CLIR and MLIR, an input 

Cliiiie«e query qc firs I liaiiblciled i i i lu English c/g. Fur CLIR, ii iuiiulii iguai search is 

performed in English only, resulting in and for ML IR , monolingual searches in 

both source and target languages (i.e., Chinese and English, respectively) are carried 

out and then both search results in Dc and De are merged appropriately. Before 

presented to the user, English results De have to be translated into Chinese Dc^-e 

for readability. Note that w i th this figure we attempt to il lustrate all the major 



components of these techniques at a high level and wi l l not focus on an integrated 

system in this study. 

(Input) 

search output) ^ 

<7 

Machine Translation 

\ 7 

(MuHUngual 
Mard) output) 

(CroM«i igual 
•put) 

Query 
ronnulatk 

Ranking 

Merga/R»-
ranfcing 

Result 

Figure l . T . The t radi t ional framework of C L I R and M L I R , where we assume Chinese 
is the source language and English is the target language. 

Full-fledged Web search across languages is very challenging due to the difficulties 

in various aspects of these components: query translation, searching, and ranking or 

merging of search results in different languages. Machine translation is often necessary 



to translate the results into user's language. We describe these specific challenging 

issues from the following three perspectives: 

1. The mismatch of keywords in query and documents is the main cause of poor 

retrieval effectiveness for IR in general. In CL IR and MLIR , the mismatch is 

harder to deal w i th due to the existence of language barriers. Traditionally, 

query translation is used to translate an original query to its.counterpart in 

the target language. The translation can be done by using dictionaries, parallel 
、 

corpora and existing commercial machine translation ( M T ) systems. However, 

these approaches usually rely on static knowledge and data which do not ef-

fectively rcflect the quickly shift ing interests of Web users. One popular query 

keyword in the source language may be unpopular, or even unknown, in the 

target language. As a consequence, the translated queries may not be the most 
1 

reasonable and popular formulations in the target language, even though the 

terms are reasonable translations of the original terms in the source language 

query. Therefore, this kind of semantic mismatch may widely exist between 

the translated terms and those actually used in the target language. Such mis-

match makes the translated queries ineffective in retrieving relevant documents 

in the target language. Direct query translation is also ineffective since accu-

rately translating a query becomes diff icult especially for Web queries, which 

are typically very short. In addition, a large proportion of Web queries contain 

Out-Of-Vocabulary (GOV) terms, which cannot be translated by tradit ional 

techniques at all. 

2. In C L I R and M L I R , existing techniques usually combine query translation and 

monolingual retrieval to derive a relevance score for each ciocument. In CLIR, 

the relevance ranking is purely monolingual, where the ranking function only 

takes into account of the query-document relevancy in the target language; and 

in ML IR , the relevance scores from different CL IR settings are commonly nor-
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malized for final combination and ranking. Ranking becomes a difficult task 

due to the information loss across language boundaries. Due to query transla-

t ion, the relevance score between the target language query and the documents 

is somewhat distorted compared to the real document relevancy wi th the orig-

inal query. In Web search environment, a wide range of rclevancc features can 

be used to compensate this loss of effectiveness. For Web ML IR , for instance, 

addit ional relevance features from the source language documents and the cor-

relation features among the retrieved documents can be incorporated in the 

result merging proccss. Unfortunately, due to the lack of such studies in the l i t-

erature, l i t t le is known on how to leverage all kinds of features and correlations 

for improving ranking across languages. 

3. Once a set of relevant documents in a foreign language is obtained, monolingual 

users have to rely on automatic machinc translation (MT) software to help get 

some sense out of the content. Therefore, M T plays an important role since 

C L I R and M L I R results would be useless to monolingual users who cannot 

understand them. W i t h the advancement of M T technologies, the readability 
e 

of translated texts has been improved remarkably in past few years. However, 

high-quality M T itself-is st i l l an open challenge for the research community, and 
A 

is generally ineffective for general applications. Therefore, in cross-language and 

mult i l ingual Web searches, i t is unrealistic to assume the availability of effective 

M T technology to facilitate meaningful online browsing. 

1.3 Thesis Outline and Contributions 
In this dissertation, wc aim to address the problems and challenges depictcd above 

and to propose effective cross-lingual and mult i l ingual processing techniques for Web 

search. In the case where M T cannot come up wi th readable search results, we 
‘ 

wil l also propose effective means to improve the precision of monolingual search to 
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cater for some important cross-lingual information needs from monolingual users. To 

deal w i th all the three challenges, we focus on effective techniques in two crit ical 

levels of Web search functionalities, i.e., query formulation and relevance ranking of 

documents, by using the information derived from common search interests of users 

across different languages. In query formulation, wc intend to resolve the weakness 

of tradit ional query translation methods. In relevance ranking, we transcend the 

l imi tat ion of tradit ional ranking schemes in C L I R a n d M L I R , where both the relevance 

features of individual documents and the correlations among documents are leveraged 

to optimize the ranking. Based on the same intui t ion of common search interests, 

we propose different algorithms to improve the effectiveness of relevance ranking for 

cross-language, mult i l ingual as well as monolingual Web search. 

Our study is outl ined as below and makes the following contributions: 

1. Chapter 2 gives the background and an overall picture of our proposed inethod-

ology. We first introduce the intu i t ion of common search mterests of users 

across different languages and then presents the statistical properties based on 

this observed phenomenon. We propose the concept of bilingual queries to re-

flect the common search interests between two groups of users using different 

languages. I t is found that a significant port ion of Web information needs fall 

into this category. We further examine search results of bilingual queries in two 

languages, and find large qualitative variances between them. These findings 

provide basic foundations to our techniques proposed in Chapter 3, 4 and 5. 

I 

2. Based on the phenomenon of common search interests, Chapter 3 describes a 

regression-based learning technique on exploit ing query logs for Cross-Lingual 

Query Suggestion. We scrutinize the l imitat ions of the tradit ional query transla-

t ion and cross-lingual query expansion approaches, and propose a novel method 

for suggesting closely related queries across languages by exploiting large scale 

query logs. We make systematic comparisons wi th tradit ional query translation 
> • -
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techniques w i th and wi thout query expansion. When evaluated in T R E C and 

N T C I R C L I R tasks, our method demonstrates obvious advantages. 

3. Based on the variance of search quali ty of bil ingual queries, Chapter 4 gener-

alizes the usefulness of underlying common search interests to enhancc search 

result ranking. We present a joint ranking model for merging and ranking search 

results from different languages in mult i l ingual Web search. An effective learn-

ing algori thm called Boltzmann machine is proposed. The algorithm can take 

into account of various correlation measm.es among the retrieved documents 

in addit ion to the commonly used query-document relevance features. By us-

ing this method, the relevant documents of one language can be leveraged to 

improve the relevance estimation of documents in different languages, and the 

jo in t relevance probabi l i ty for all the documents can be induced. Compared 

to various baseline algorithms, our method can significantly improve ranking 

effectiveness in the T R E C C L I R ranking task as well as the mult i l ingual Web 

search ranking task based on real-world search engine data. 

4. I n C h a p t e r 5, we propose t o i m p r o v e monolingual Web search by using bilingiial 

click-through information derived from common scarch interests found in the 

query logs. This technique aims to allow users to meet their important port ion 

of cross-lingual information needs wi thout having to rely on machine-translated 

search results. For a given bi l ingual query, w i th the corresponding moiiol i r i tual 

query log and monolingual ranking, we generate a ranking corpus based on pairs 

of documents, one from cach language. We then learn a ranking function by 

incorporating bi l ingual features of the document pairs as well as monolingual 

features of individual documents. Finally, we reconstruct monolingual ranking 

from a learned bil ingual ranking. Using publicly available Chinese and English 

query logs, wc demonstrate that for both languages our ranking technique cx-
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ploi t ing bi l ingual data leads to significant improvement over the state-of-the-art 

moiiol i i igl ial ranking algorithm. 
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CHAPTER 2 

BACKGROUND: COMMON SEARCH INTERESTS 

The cross-lingual information need has never been so prominent as i t is today due 

to the proliferation of Web content in different languages as well as the rise of common 

scarch interests in globally attentive topics among users. On one hand, hot topics 

can quickly draw worldwide attention due to the faat spread of news and knowledge 

from different online media; but on the other hand, relevant information for the same 

information need tends to distr ibute unevenly among different languages over these 

media. For these reasons, there is a strong and urgent demand of scarcli technology 

for relevant information across languages. 
• 、 

2.1 Common Search Interests across Languages 
.0 

To shed light on the growing common search interests across languages, we start 

w i th investigating a particular set of queries, referred to as bilingual queries. We 

designate a query as bil ingual i f the concept has been searched by two groups of 

monolingual users, each from one language (e.g., English and Chinese). As a result, 

not only does it .occur in the query log of its own language, but its translation also 

appears in the query log of the second language. For example, “哈利波特” (Harry 

Potter) and "Peking roast duck"(北京烤甲鸟）are bilingual queries in Chinese and 

English source languages, respectively. They are searched by users of both languages, 

and reflect the common information needs of users using different languages. In this 

way, a bil ingual query yields reasonable queries in both languages. In contrast, local 

queries, such as “长虹电视机”（Changhoiig T V set) and “PBS K i d s ”（公共电视网 
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Table 2.1. Examples of bil ingual (first column) and local ( third column) queries, 
together w i th their translations. Note that the translations of bilingual queries are 
also bil ingual. 

Bilingual Chinese query English translation Local Chinese query English translation 
提特汽车， Ford Motor 李白写的诗 The poems of Li-Bai 
公共关系 public relations 长虹手机 Changhong cell phones 
比尔盖茨 Bill Gates 大红厲 Great Red Eagle 
音乐欣赏 music appreciation 碧桂园地产 BiGuiYuan real estate 
Bilingual English query Chinese translation Local English query Chinese translation 
Jackie Chan 成龙 all black colleges 黑人学院 
real estate 房地严 Auto-Locator 汽车搜"̂ 网 
China Mobile 中国移动 adoption Tennessee 田纳西收养中心 
Honda Civic 本田思域 Anthony Burger {歌手1安东尼博格 

幼儿频道)，are not bi l i i igually popular and are most likely to be searched for only in 

one of the languages. More examples of bil ingual and local queries in Chinese and 

English arc given in Table 2.1 together w i th their corresponding translations. 

Of course, most queries are not bilingual. A natural question is why bilingual 

queries are significant. We did statistics based on two large independent monolingual 

query logs: A O L logi and Sogou log^. In total, we extracted over 4.8 mill ion unique 

English queries from A O L log, of which 1.3% of their translations appear in Sogou 

log; similarly, of over 3.1 mil l ion unique Chinese queries from Sogou log, 2.3% of 

their translations appear in A O L log. In terms of unique queries, the proportion 

of .bilingual queries are not large. However, if we count the frequency queries being 

issued, the proport ion of bil ingual queries is much higher. Figure 2.1 shows that as the 

number of times a query is issued increases, so does the chancc of i t being bilingual. 

A t the highest frequency, in particular, nearly 45% of the English queries and 35% of 

the Chinese queries are bil ingual. This justifies the significance of bilingual queries 

reflecting the common information needs of English and Chinese users. 

I h t t p : / / s e a r c h . a o l 

^http://www.sogou.( 

1, English query log from AOL search engine 

Chinese query log from Sogou search engine 
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Frequency (# of times that queries are issued) 

Figure 2.1. W i t h the increase of frequency, proport ion of bil ingual queries increases 
in the query logs of different languages. ‘ 

We should highlight two addit ional factors related to our statistics above that can 

further strengthen our view on the significance of bil ingual queries: 

1. We originally defined bil ingual query in a rather strict manner, i.e., a bil in-

gual query and its counterpart in the other language should be queries that are 

accurately and mutually translatable. This is pr imari ly for the purpose of sim-

pl i fy ing our statist ical calculation. In reality, users of individual languages issue 

their queries in personal and independent fashions. Thus the same information 

need may be represented using diverse formulations of queries by different users. 

For example, Chinese users commonly search for "Jennifer Anistoi i" by issuing 

“安妮斯顿”，her surname in Chinese, as a query; most English users, however, 

like to search by her ful l name (in English) instead. By counting this kind of 

cross-lingual relatedness or similarity, the proport ion of bil ingual queries in a 
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broad sense would be much higher, implying large commonalities among search 

interests across the languages. 

2. We conducted statistics on bil ingual queries between English and Chinese, where 

the two languages arc considered less correspondent. Chinese is considered 

more weakly correlated w i th English than other western languages, e.g., French. 

I t is reasonable to conjecture that there is stronger correspondence between 

the query logs in closely correlated languages. Due to the close social and 
s 

cultural background among people of those languages, their common search 

interests tend to be greater than those of people from communities which arc 

linguistically, geographically, and cultural ly apart. Therefore, bilingual queries 

in former k ind of languages are more readily available. 

Using monolingual query logs of different languages, we can find that the users of 

monolingual search engines in the same period of t ime have common search interests, 

and they submit queries on similar topics in their own languages. As a result, a 

query wr i t ten in a one language likely has a correspondent in a query log in the other 

language. In part icular, note that if the user intends to perform cross-language search, 

he/she tends to retrieve something popular or well-known in the target-language 

domain. Thus, i t turns out that such an original query is even more likely to have 

its correspondent included in the target-language query log. Potentially, this kind of 
« 

commonali ty can play a crucial role for ineetinp; user's cross-lingual information needs. 

Furthermore, i f the cl ick-through data associated w i th these queries are taken into 

consideration, the sources of information originated from common search interests 

wi l l become even more extensive. Throughout this dissertation, we wi l l investigate 

and generalize the usefulness of common search interests across languages for effective 

Web information retrieval. 
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Table 2.2. The uneven distr ibut ion of relevant information across different languages 
in some common topics (estimated based on search results of Google, as of November 
2009). 

Chinese topic # of pages Corresponding English topic # of pages 
气球勇核事件 1,760,000 Colorado balloon incident 2,610,000 
美国军营枪击案 183,000 Texas military base shooting 5,910,000 
比尔盖茨 2,650,000 Bi l l Gates 22,700,000 

—迈克尔杰克逊去世 516,000 Michael Jackson Death 79,400,000 
美国偶像 7,060,000 American Idol 34,000,000 
四川地展 23,000,000 Sichuan earthquake 1,310,000 
百度 182,000,000 Baidu 31,000,000 
孔子 9,100,000 Confucius 3,410,000 
北京奥运会 15,300,000 Beijing Olympic games 2,490,000 
北京烤鸭 14,400,000 Peking roast duck 74,800 

2.2 Variance of Search Quality in Different Languages 
Common search interest between languages is an important indicator that users 

from both sides have strong information need on a topic. However, it is frequent 

that Web search qual i ty may vary widely across different languages even for tUe same 

information need. For example, search result for the query “托马斯霍布斯” (Thomas 

Hobbes, an English philosopher) is relatively poorer in Chinese than i t is in English 

because there is less relevant information on Chinese Web due to the English origin 

of this query; on the other hand, search results for "The Duke of Zhou" (周公，an 

ancient Chinese polit ician) is worse in English than in Chinese due to its Chinese 

origin. As an i l lustration, Figure 2.2 and Figure 2.3 show the details of the top search 

results of “Thomas Hobbes” in Chinese and English, respectively, returned from a 

commercial search engine^. As we can see, four of top-5 English results are relevant 

whereas all the top-5 Chinese results are not. 

In addit ion, we observe that the amount of relevant information (approximated 

by the number of retrieved pages) for bil ingual queries is often unevenly distributed 

in different sides: the number of relevant pages in the original language of the queried 

« 

^http://www.bing.com 
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Figure 2.2. Chinese search results for the bi l ingual query “托马斯霍布斯”，where 
none of the top-5 results is relevant. 

concept are typical ly much larger than the number of pages in other languages. Ta-

ble 2.2 i l lustrates our observation, which shows the numbers of retrieved result items 

from Google for some topics widely recognized in the English and Chinese worlds. 

As we can see, the number of retrieved pages of the topics originated from the En-

glish domain is obviously larger than that of the corresponding topics translated to 

Chinese, and vice versa. A l though not d i rcct ly reflecting relevancy, i t docs reflect the 

discrepancy of search qual i ty due to the amount of information available in each side. 

Therefore, i t makes sense to investigate the methods of using this variance of qual i ty 

to improve search result in different languages. 

Informat ion on the Web and informat ion need of users are of interdependence. 

Tha t is, w i t h only few queries about something in a language by large means l i t t le 
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Figure 2 .3. English search results for the bi l ingual query “Thomas Hobbcs", where 
most of the top results arc relevant. 

relevant iiTFonnation is available in that language about the topic, and vice versa. For 

local queries, due to the lack of exposure to outside world，it can be natural ly con-

jectured tha t relevant informat ion would be distr ibuted even more unevenly between 

local and foreign languages than i t is for bi l ingual queries. Al though local queries 

have no correspondent queries in query log of a foreign language, they st i l l can be 

translated to becomc a new query in that language. Therefore, these new queries, 

although r ire topics in the "new" language, once needed by some monolingual foreign 

users, would be suitably handled by cross-language search for f inding their relevant 

documents on the Web of their original language. 
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2.3 Proposed Methods 
Based on the observation and analysis on common search interests of users across 

different languages, we propose the core Web search techniques described below. Noto 

that our methods are generic and language-independent, i.e., there is nothing specific 

to our method that is dependent on the source or target languages and the number 

of languages involved, as long as the required data resources are available. 

Cross-Lingual Query Suggestion — In order to address the keyword mismatch 

in CLIR, we propose the Cross-Lingual Query Suggestion (CLQS) technique 

using query logs of different languages. A t the level of query formulation, CLQS 

‘ automatically suggests closely related queries in the target language instead 

of pursuing accurate query translation like most existing approaches in the 

literature. We argue that accurate query translation is neither necessary, nor 

sufficient, for CLIR. Based upon our observation on common search interests 

among search users of different languages, the innovative thrust of CLQS is that 

by mining large-scale query logs of search engine, wc can discover common query 

formulations in the target language, which are highly related to the semantics 

of the original i i i foni iat io i i need. By making use of up-to-date query logs from 

the target site, i t is expected that for most user queries, we can find common 

formulations on these topics in the query log of the target language. Therefore, 

CLQS plays a role of adapting the original query formulation to the common 

formuiatioris of simiiar topics in the target language. Query log also bears good 

coverage of queries. For this reason, unknown query words, which do not exist 

in the bil ingual resources can likely be recovered from the query logs. 

Joint Ranking for CLIR and MLIR ——The information loss caused by query 

translation makes CL IR and M L I R ranking of documents a difficult task. We 

generalize the usefulness of common search interests to enhance rclevance rank-

ing by exploit ing the correlation among search results derived from bilingual 
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queries. To complement the distorted query-docuniont relevancy, we propose 

a joint ranking model to incorporate inter-docuinerit similarities. If two docu-

inents are bil ingually correlated or similar, and one of them is relevant to the 

query, i t is very likely that the other is also relevant. By modeling the similarity 

among search results, relevant documents in one language can be leveraged to 

help the relevance estimation of documents in different languages, and hence 

can improve the overall relevance estimation. This special form of pseudo feed-

back is done by leveraging the variance of search quality in clifTereiit languages 

(see Scction 2.2). Unlike existing approaches that arc focused on combining 

relevance scores of different result lists, we learn a multi l ingual ranking func-

t ion directly by incorporating various relevance features of retrieved documents. 

This is advantageous in that the optimal combination of features and similari-

ties can be solved using the popular learning-to-rank formalism, which provides 

solid mathematical ground to the final rclcvancy scores of the documents. 

Monolingual Ranking Using Cross-lingual Information 一 The previous two 

objectives proposed above are focused on effective cross-language and multi l in-

gual search based on the assumption that machine translation can help users 

smoothly understand search results in foreign languages. However, this assump-

tion is too strong to be realistic giving MT 's unsatisfying effectiveness at present 

t ime. For th is reason, we s imp l y turn to study the possibility of enhance rnono-

lingual search to meet user's important cross-lingual injonnation needs. T h e 

intui t ion behind is based upon our observation that search quality varies widely 

across different languages even for the same information needs, and thus we may 

exploit search ranking of one language and cross-lingual related documents to 
« 

help the ranking in another language. I t is well-known that the precision at top 

few positions are of paramount importance in Web search. Using our method, 

monolingual search can be tailored in a way to cnhancc the precision of top 
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search results for those queries whose retrieved relevant documents are ordered 

behind the top few positions in the ranked list. Although our method may 

not be universally effective for all queries, we wil l concentrate on improving 

the ranking quality of bil ingual queries that represent a large proportion of 

cross-lingual information needs. Therefore, wc wil l be able to eliminate the re-

quirements on M T and at the same time to better meet the important portion 

of cross-lingual search interests. 

2.4 Chapter Summary 
This chapter depicts the background, on which our techniques are proposed for 

improving Web search. Common scarch interests of users across different languages 

are important cross-lingual information needs as shown by our preliminary studies 

on bilingual queries and their search results wi th variance of qualities in different 

languages. These findings motivate us to provide three aspects of technologies based 

on the observed phenomenon and statistics to enhance Web search. 
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CHAPTER 3 

CROSS-LINGUAL QUERY SUGGESTION (CLQS) 

Query suggestion aims to suggest relevant queries for a given query, and helps 

users better specify their information needs. Previous work on query suggestion has 

been l imi ted to the same language. We extend it to cross-lingual query suggestion. 

For a query in one language, we suggest similar or relevant queries in other languages. 

This is very impor tant to Cross-Language Information Retrieval (CLIR) arid related 

applications. Instead of using existing query translation technologies for CLQS, we 

propose an effective means to map an input query of one language to queries of 

another language in the query log. Impor tant monolingual and cross-lingual infor-

mat ion such as word translat ion relations and word co-occurrence statistics, etc., 

are used to estimate the cross-lingual query simi lar i ty w i th a discriminative model. 

Benchmarks show that the resulting CLQS system significantly outperforms a base-

line system using dictionary-based query translation. Besides, wc evaluate CLQS 

wi th French-English and Chinese-English C L I R tasks on TREC-6 and NTCIR-4 col-

lections, respectively. The C L I R experiments using typical IR models demonstrate 

that the retrieval effectiveness based on our CLQS approach is significantly higher 

than several t radi t ional query translat ion methods. Moreover, we find that combining 

CLQS w i th pseudo-relevance feedback can further improve retrieval effectiveness for 

different language pairs. • 

This chapter is based on our work published in [28，29 . 
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3.1 Introduction 
Query suggestion is a designed to help users of a search engine better specify their 

information needs. This is accomplished by narrowing down or expanding the scope 

of a search wi th synonymous queries and relevant queries, or by suggesting related 

queries that have been frequently used by other users. Popular scarch engines, such as 

Google^, YahooP, Live Search^, Ask.com'^, do prov ide query suggestion func t i ona l i t y 

as a valuable addit ion to their core search technology. Moreover, the same approach 

has been applied to recommend bidding terms to online advertisers in the pay-for-

pcrformancc search market [31 . 

Query suggestion is related to query expansion which extends the original query 

w i th new search terms to narrow down the scope of the search. But different from 

query expansion, query suggestion aims to suggest ful l queries that have boon for-

mulated by users so that the query integrity and cohcrcncc arc preserved in the 

suggested queries. Therefore, i t is cxpcctcd to play an alternative or complementary 

role to query expansion in information retrieval applications. 

Typical methods for query suggestion exploit query logs and document collections, 

by assuming that in the same period of t ime, many users share the same or similar 

interests, which can be expressed in different manners [31, 39, 97]. By suggesting 

the related and frequently used formulations, i t is expected that the new queries can 

cover more relevant documents. 

To niir knowlerlge, all existing studies only deal w i th monolingual query sugges-

tion. There is no research on cross-lingual query suggestion (CLQS) by exploiting 

query logs. CLQS aims to suggest related queries in a different language. I t has 

1http://www.google.cc 

^http://search.yahoo, 

^http://www.live.com 

' 'http: //www. ask. com 
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important applications on the World Wide Web such as cross-language search or 

suggesting relevant bidding terms in e-advertising. 

CLQS can be approached as a query translation problem, i.e., to formulate the 

queries that are translations of the original query. Dictionaries, large-size parallel 

corpora and existing commercial machine translation ( M T ) systems can be used for 

translation. However, these kind of approaches usually rely on static knowledge and 

data that cannot effectively reflect the quickly shift ing interests of Web users. As 

a consequence, even though the terms can be reasonable translations of the original 

terms in the source language query, the suggested queries may not be the most rea-

sonable and popular formulations in the target language. For example, the French 

query "aliment biologique" is translated into “biologic food" by Google's machine 

translation tool^. A t the term level, the translation seems reasonable. However, the 

correct formulation should be "organic food，，. Similarly, the Chinese query “动物复 

制” is translated l i teral ly as "animal reproduction", but in fart i t is widely expressed 

as "animal cloning" in English. There are many such mismatch cases between the 

translated terms and those actually used in the target language. Such mismatches 

render the translated queries ineffective in finding relevant documents in the target 

language. 

A natural way in solving this mismatch problem is to exploit query logs in the 

target language to select the most popular query formulations corresponding to the 

original query in the source language. Ideally, the selection would be most efFective 

if one has a query log w i th aligned queries between the sourcc and target languages. 

However, such a resource does not exist. In practice, we only have separate query logs 

in source and target languages for the same period of time. Such resources are sti l l 

very useful to us. We found that the two separate query logs cover many common 

^http://www.google.com/translate. 
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search interests (see Section 2.1). Therefore, i t can be expected that for many queries 

in the source language we can find their corresponding or similar queries in the target-

language query log, especially for popular queries. 

The query logs can be used in the following way for CLQS： when a source-language 
t 

query is submitted, wc t ry to determine the most similar query in the target-language 

query log. In addit ion to considering the translation relation between the source-

language query and the target-language suggestions, we also leverage the following 

two effects from the target-language query log: 

、 

1. The suggested queries from the target-language query log arc complete queries, 

which correspond to the nornjal ways users formulate queries in the target 
參 

language. Iri this way, compared to the translation approach, more pati iral 

formulat ion of queries can be Obtained. 

2. The suggested queries from the target-language query log can not only be the 

translation of the original query, but also strongly related ones. Therefore, we 

‘ can more natural ly achieve the desired effect of query expansion to reflect users' 

needs： 
- • • -

• t 

A key issue to arrive at reasonable cross-lingual query suggestion is the estima-

t ion of cross-lingual query similarity. We propose a new method for calculating this 

s imi lar i ty by exploit ing, in addit ion to the translation information, a wide spectrum 

of bil ingual and monolingual information, such as term cooccurrences, query iogs 

w i th cl ick-through data, etc. A discriminative model is used to learn the calculation 
» 

of cross-lingual query simi lar i ty based on a set of manually translated queries. The 

model is trained by opt imizing the cross-lingual similari ty to best fit the monolingual 

simi lar i ty between one query and the other query's translation. 

The result ing CLQS system is evaluated as an independent module as well as a 
f 

new means of query "translat ion" fop^Yench-English and Chinese-English C L I R tasks 
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using prevalent retr ieval models based on TREC-6 and NTCIR-4 data collections, re-

spectively, I t is then compared w i th several t radi t ional query translat ion methods 

including a dict ionary-based translat ion approach using cooccuiTence-based transla-

t ion disambiguat ion, a phrase-based stat ist ical machine translat ion (SMT) system, 

and an automated translat ion extract ion tcchniquc by min ing unknown query trans-

lations f rom Web corpora. The results show that this new "translat ion" method is 

more effective than the other approaches. Furthermore, we show that when combined 

w i t h psoudo-relevance feedback (PRF) , C L I R effectiveness is f^irther improved. 

This chaptcr is organized as follows: Section 3.2 presents the related work; Sec-

t ion 3.3 describes in detai l the discr iminat ive model for est imat ing cross-lingual query 

s imi lar i ty ; Section 3.4 presents a new C L I R approach using cross-lingual query sug-

gestion Rs a bridge across language boundaries. Section 3.5 discusses the experiments 

and results; f inally, we summarize this chaptcr in Scction 3.6. 、 

3.2 Related Work 
Most approaches for CL IR are achieved by query translat ion followed by monolin-

gual IR. Typical ly , queries are translated using a bi l ingual dict ionary [71], a machine 

translat ion system [23], a parallel [66] or comparable corpus [60 . 

Despite the various types of resources used, out-of-vocalni lary ( 〇 0 V ) words and 

t ranslat ion disambiguat ion are the two major bottlenecks for CL IR [66]. In [16，105], « h ‘ r 
O O V term、translations, were ruined f io i i i the Web using a. st^ciicli fii^int；. In [Gl]', 

t •‘ 
b i l ingual knowfeclge i w s acquired based on anchor text analysis. In addit ion, word • - • “ . “ 、 . . 

co-occurrence statist ics in the target language were applied for t ranslat ion disain-

biguat ion [4, 26, 25,-65). • . • * 

、 ‘ When query t ranslat ion is employed for C L I R , Kwok et al. [51] i f t i l ized translat ion 
‘ I' ‘ 

, ‘ ‘ • 

results f rom different' M T tools and translat ion resources. The system achieved better 
‘ ‘ 、 » 、 . 

. ‘ ‘ 
C L I R effectiveness than the single translat ion approach. A l though we also resort to 
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various t ranslat ion resources, our CLQS approach is different from Kwok's in that we 

employ the resources for finding relevant candidate queries in the query log rather 

than for acquir ing accurate translations. 

I t is arguable tha t accurate query translat ion may neither be necessary, nor suf-

ficient, for C L I R . In many cases, i t is helpful to introduce words that arc not direct 

translat ions of any query word, but are closely related to the meaning of the query. 

From a t ranslat ion point of view, such a translat ion is certainly imperfect. However, 

several experiments have shown that such a translat ion could perform better than a 

high-qual i ty M T result [49], and even better than a professional manual translat ion 

for C L I R purpose[26]. Th is observation has led to the development of cross-lingual 

query expansion (CLQE) techniques [3, 52，64]. Ballesteros and Crof t [3] reported 

the enhancement on C L I R by post-translat ion expansion. Lavrenko [52] developed 

a cross-lingual rclcvancy model by using the cross-lingual cooccurrcncc statistics in 

parallel t'exts. McNamce and Mayf ield [64] compared the performance of mult ip le 

C L Q E techniques, including pre- and post-translat ion expansions. However, a uni-

fied framework to combine the wide range of resources and Wei) min ing techniques 

for C L Q E is yet unavailable. 

Lopez-Ostcncro [60) proposed method for cross-languagc search by accurate trans-

lat ion of the noun phrases in a query, followed by a bl ind expansion w i th frequent 

phrases. Thei r b i l ingual phrase al ignment dict ionary was bui l t on a comparable cor-

pus, and query refinement is ful f i l led by using the phrase-leased smnmar〉' of document 

content. Th is technique could be considered as a noun-phrasc-bascd CLQE. 

CLQS is different f rom C L Q E in that i t aims to suggest ful l queries that have been 

formulated by users in another language. Our CLQS approach exploits up-to-date 

query logs. I t is expected tha t for most user queries, we can find common formulations 

on these topics in the query log of the target language. Therefore, CLQS also plays a 
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role of adapt ing the original query formulat ion to the common formulations of similar 

topics in the target language. 

Query logs have been successfully used for nioi iol ingi ial IR, especially in m o n o 

l ingual query suggestions [31] and in relat ing semantically relevant terms for query 

expansion [18，41]. In [2], the target language query log has been exploited for query 

t ranslat ion in CL IR . Wh i t e et al. [98] compared the simi lar i ty of refined queries using 

query logs and P R F in Web search. Based on a BM25 retrieval model [79)，our recent 

work [28] showed that in the French-English C L I R task, a CLQS-based approach 

outperformed dictionary-based method and an online M T tool from Google for query 

translat ion, and the combinat ion of CLQS and PRF could be complementary and 

improved C L I R effectiveness. 

Nevertheless, several impor tant issues remain unclear and unexplored in our previ-

ous study: (1) When queries arc translated using online M T software such as Google, 

i t is d i f f icul t to com pare it w i th CLQS becausc the translation qual i ty frequently 

changes due to product updates made by the service provider. In addit ion, the tech-

niques and data resources used for construct ing the M T system are unknown to us; 

(2) I t is unclear how CLQS-based C L I R performs compared to query translation 

under different I R frameworks, especially when PRF is introduced. Since PRF tech-

niques vary w i th the underly ing retrieval models, i t is uncertain whether PRF could 

consistently complement to CLQS; (3) I t is unknown if high-quali ty queries could be 

suggested 

l inguist ical ly dissiniilar lai igu 

English. I t is interesting to investigate the effectiveness of CLQS for such a language 

pair where the correspondence between users' search interests might not be so strong. 

3.3 Estimating Cross-lingual Query Similarity 
A search engine has a query log containing user queries w i th t ime stamps. In 

addi t ion to queries, d i ck - th iough inforr i iat ioi i is also recorded. Therefore, we know 
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which documents have been selected by users for each query. A search engine is used 

simultaneously by users in different languages, or more precisely, each version of the 

search engine is used by users of a language group (and locale). We then have a query 

log for each language (or locale) at the same time period. The simultaneous query 

logs arc the key resources that we exploit in this study. Given a query in the source 

language,* our CLQS task is to determine one or more similar queries in the target 

language from the query log. 

The key problem wi th cross-lingual query suggestion is how to learn a similarity 

measure between two queries in different languages. Although various statistical 

s imi lar i ty measures have been proposed for monolingual terms [18, 97], most of them 

were based on term co-occurrence statistics, and could hardly be applied directly to 

cross-lingual settings since terms of different languages are not so likely to co-occur 

as monolingual terms. 

In order to define a simi lar i ty measure across languages, one has to use at least one 

translation tool or resource. As such, the measure wi l l be based on both translation 

relation and monolingual similarity. In this work, we aim to provide up- todate query 

simi lar i ty measure, and static translation resources alone is not sufficient. Therefore, 

wc also integrate a method to mine possible translations from the Web. This method 

is part icular ly useful for dealing w i th 0 0 V terms. 

Given a set of resources of different natures, the next question is how to integrate 

them in a principled manner. In this study, we propose a discriminative model to 

learn the appropriate simi lar i ty measure. The principle is as follows: we assume 

that we have a reasonable monolingual query similarity measure. For any training 

query example for which a translation exists, its similari ty mea^siire (wi th any other 

query) is transposed to its translation. Therefore, we have the desired cross-language 

simi lar i ty value for this example. We then use a discriminative model to learn the 

cross-language similar i ty function which best fit these examples. 
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键 躲 l ^ p ^ j 如 ， • 

white pages 

phone books 
hom* pao* 

telephone directory 
phone book 

telephone directories 
yellow page 

fitting 
yellow page (1.000) 
phone book (0.986) 
telephone directory (0.992) 
white page (0.837) 

CLQS candidates Monolingual query similarity as target 

Figure 3.1. A n i l lustrat ion of the principle to transpose cross-lingual query simi lar i ty 
to monol ingual query s imi lar i ty for 'CLQS candidates to f i t as target values. Note that 
the matched queries are displayed w i th the characters in the same size. 

In the fol lowing sections, the detai l of the discriminative model for cross-lingual 

query s imi lar i ty est imation is described. We then introduce all the features (mono-

l ingual and cross-lingual informat ion) which wi l l be used in the model. 

3.3.1 Discriminative Model 

We first, assume a reasonable monolingual query s imi lar i ty measure as the target 

in the discr iminat ive training. For a pair of queries in different languages, their cross-

l ingual s imi lar i ty should fit the monolingual s imi lar i ty between one query and the 

other query's translat ion. For example, the simi lar i ty between French query "pages 

jaunes" (i.e., "yellow pages" in English) and English query "telephone directory" 

should be equal to the monolingual s imi lar i ty between the translat ion of the French 

query “yellow page" and “telephone di rectory" . Figure 3.1 shows an i l lustrat ion of 

our principle based on this example. 

Compared to a query translat ion approach, the above approach has several ad-

vantages: 

1. Monol ingual query s imi lar i ty can be estimated more accurately than cross-

l ingual query similar i ty, and there are many ways and resources available for 
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i t . Using our approach, we can take advantage of the monolingual similari ty to 

deduce a way to estimate cross-lingual query similarity. 

2. Cross-lingual query suggestion is not l imi ted to query translation. Similar 

queries in the target language can also be suggested, even though they are 

not direct translations. For example, "telephone directory" can be suggested 

for the French query "pages jauncs". This wi l l natural ly lead to the -cffcct of 

query expansion. 

3. The suggested queries in the target language are those that appeared frequently 

in the query logs in the target language. Thus, we can also take into account the 

way that queries are formulated by users i i i the target language. For example, if 

the query "organic food" is submit ted much more often than the query "biologic 

food" in English, then the former would be suggested for the French query 

"nourr i ture biologique". 

The target monolingual query simi lar i ty can be determined in various ways, e.g., 

using term co-occurrence based mutual information [40] and chi-square [16]. Any of 

them can be used as the target for the cross-lingual similarit} ' function to fit. In 

this way, cross-lingual query simi lar i ty estimation is formulated as a regression task 

described below. 

Given a source language query g/，a target language query Qf., and a monolingual 

query s imi lar i ty sirriML, t l ie corresponding cross-lingual qiier), similar i ty sirricL -

defined as the following: 

simci iQ/^qr.) = (3.1) 

where Tqj is the translat ion of q j in the target language. 

Based on Equat ion 3.1，it would be relatively easy to create a training corpus. A l l 

i t requires is a list of query translations compiled by human experts and a monolingual 
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query similarity function. An existing monolingual query suggestion system can then 

be used to automatically produce similar queries to each translation, and create the 

training corpus for cross-lingual similari ty estimation; Another advantage is that it 

is fairly easy to make use of arbitrary information sources within a discriminative 

modeling framework to achicvc opt imal performance. 

In this work, support vector machine (SVM) regression algorithm [89] is used to 

learn the cross-lingual term similarity function. Given f，a vector of feature function.s « 

w i th respect to q/ and r/g, sim-cLiQ/, Qe) is represented as an inner product between a 

weight vector and the feature vector in a kernel space as follows: 

simcL(qf,qe) = w . (f){f{qf,qe)) (3.2) 

where is the mapping from the input feature spacc onto the kernel space, and w 

is the weight vector in the kernel space which wi l l be learned by the SVM regression 

training. Once the weight vector is learned, Equation 3.2 can be used to estimate the 

similar i ty between queries of different languages. 

I t is noteworthy that instead of regression, one can simplify the learning process 

as a binary or ordinal classification task, in which case CLQS can be categorized 

according to discontinuoua class labels, e.g., relevant and irrelevant, or a series of 

levels of relevancies, e.g., strongly relevant, weakly relevant, and irrelevant. In ei ther 

case, one can resort to discriminative classification approaches, such as an SVM or 

maximum entropy model, in a straightforward way. However, the regression formalism 

enables us to ful ly rank the suggested queries based on the similarity score given by 

Equation 3.1. 

Equations 3.1 and 3.2 construct a regression model for cross-lingual query simi-

lar i ty estimation. In the following sections, the monolingual query similarity measure 

(see Section 3.3.2) and the feature functions used for SVM regression (see Scction 5.3) 

are presented. 
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3.3.2 Monolingual Query Similarity Measure 

Any monolingual term similari ty measure can be used as the regression target. We 

adopt the monolingual query similari ty measure presented in [97], which used search 

users' cl ick-through information in query logs and performed effectively in inonoliii-

gual query suggestion. The reason to choosc this monolingual similarity measure is 

that i t is defined in a context similar to ours, i.e., according to a user log that reflects 

users' intention arid behavior. Therefore, we can expect that the cross-lingual query 

similar i ty learned from it can also reflect users' intention and expectation. 

Following [97], our monolingual query similarity is defined by combining both 

query content-based similar i ty and click-through commonality in the query log. First, 

the content similar i ty between two queries p and q is defined as follows: 

画 U a r U y 訓 “ p , g) = 二 二 ⑷ ) (3.3) 

where kn(x) is the number of keywords in query x, KN{p, q) is the number of common 

keywords in the two queries. Secondly, the click-through-bascd similarity is defined 

as follows: 

similarityriick-throuqh{v^ q) = f 、、 (3-4) 

where 7^d{x) is the number of clicked URLs for query x, and RD{p, q) is the number 

of common URLs clicked for the two queries. These two similarity measures rep-

resent different points of views. The content-based measure captures queries wi th 

the same or similar terms wi thout considering semantic rclatcdiicss, such as “Barack 

Obama", "Obama Barack", “Senator Barack Obama", etc., and the click-through-

based measure captures queries semantically related to the same or similar topics, 

such as "Il l inois Senator", "Obarna 2004 democratic national convention", "Michelle 

Obama", etc. 

However, user's information need may only be partial ly capturcd by cither of the 

measures. In order to take advantage of both strategies, the similarity between two 
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queries can be formulated as a linear combination of the two similarities, which is 

presented as follows: 

sirriMLiPyQ) = <5 * similarity cant eni{p^ 7) + (1 - (^) * stmilaritycUck-throu.jh(p> q) (3.5) 

where 5 is the relative importance of the content-based similarity. In this work, we 

set 5 = 0.4 empirically. I f a query p has a simi lar i ty measure higher than a certain 

threshold w i th another query q, q wi l l be regarded as a relevant monolingual query 

suggestion (MLQS) . The threshold is set as 0.9 empirically. Note that [97] described 

details about parameter tun ing and the impact of the threshold on MLQS. 

3.3.3 Features for Learning Cross-Lingual Query Similarity 

This section presents the extract ion of candidate relevant queries from the log wi th 

the assistance of various monolingual and bi l ingual resources. Also, feature functions 

over source query and the cross-lingual relevant candidates are defined. Some of the 

resources being used here, such as bi l ingual Icxicon and parallel corpora, were widely 

used for query translat ion in previous work [4，26, 64, 66, 71]. But note that wc 

employ them for a different purpose, i.e., for f inding relevant candidates in the log 

rather than for acquir ing accurate translations. 

3.3.3.1 Bilingual Dictionary 

In this subsection, we present how a bi l ingual dict idi iary is used to retrieve candi-

date queries from query log. Since mi i l t ip lo translations may be associated w i th each 

source word, co-occurrcncc-based translat ion disambiguation [4，26, 25] is performed 

and described below. 
* 

Given an input query q j = wf\W丨2 . . . w jn in the source language, for each query 

te rm w j i , a set of unique translations provided by the bil ingual dict ionary is denoted 

as Ti : D{ iUf i ) = { t i i , t i 2 , . . . , “ m } . Wc then t r y to determine a measure of cohesion 
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between the translations of different query words w/ i and w/k (i ^ k). A cohesive 

query is the one that has a high likelihood to be foriiiecl in the target laiij^uage. Here, 

we define the cohesion between the translation terms of two query terms, i.e., G T、 

and iki G Tk (T^ ： D{xufk) = {tki,tk2, • • •，亡ibn} is a set of translations of term wj^) , 

according to the following mutual information (MI) formula: 

MliUj.hi) = m”“i)l。g J^l二穴么I) (3.6) 

where P(tij,tki) = •(“;(/⑷ and P{t) = Here C(x,y) is the number of queries in 

the log containing both x and y, C{x) is the number of queries containing term x, 

and N is the total number of queries in the log. The MI value indicates how likely 

two translation terms co-occur in the queries of the target-language log. 

Based on the term-term cohesion defined in Equation 3.G, the optimal set of query 

translations can be approximated with a greedy algorithm in [26] to select the word in 

each Ti which has the highest degree of cohesion with the translation words in other 

set Tk. The set of best words from each translation set forms our query translation 

T' measured by the summation of the term-term cohesion: 

SduATl ) = ^ m a x ^ max MRU” tki) (3.7) 
i ” k、kjH 

The algorithm then iteratively finds the next set of best translation words by excluding 

one or more of the selected words. Al l the generated query translations arc added 

into the set [T'^^) and ranked by SdirAC^qj) score. For each query translation T G 

we retrieve all the queries containing the same keywords as T from the target-

language log. The retrieved queries arc candidate target queries, and are assigned 

Sdici{T) as the value of the feature Dictionar-y-based Translation ScoTe. By trial 

and error on different number of candidates, wc empirically sclect 4 best candidate 

target queries ranked by Sdu^iT) score for the suggestion, which yield nearly optimal 
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t raining performance. The number of candidates is also determined in a similar way 

for candidate extraction using parallel corpora and Web mining. 

3.3.3.2 Parallel Corpora 

Parallel corpora are precious resources for bilingual knowledge acquisition. Dif-

ferent from the bil ingual dictionary, the bilingual knowledge learned from parallel 

corpora assigns probabil i ty for each translation candidate which is useful in acquiring 

dominant query translations. 

A parallel corpus is first aligned at sentence level. Word alignments can then be 

derived by training an I B M translation model-1 [7] using GIZA + + [68]. The learned 

bil ingual knowledge is used to extract candidate queries from the query log. 

Given a pair of queries, q j in the source language and q^ in the target language, 

the Bi-Directional TranslaUon Score is def ined as fol lows: 

Smodel-liUf^Qe) = yj Prnodel-1 ( 9 / l ^ e ) X Prnodel- \{Qc\Qf) ( 3 . 8 ) 

where Pmodei-i{y\^) is the word sequence translation probabil ity given by IBM model-1 

which has the following form: 

Pmodel-] = 
X + i)\y\ 1 

|x| 
刺 (3.9) 

where P (y j \ x i ) is the word-to-word translation probabil i ty derived from the word-

aligned corpora. 

The reason to use bidirectional translation probabil i ty is to deal wi th the fact that 

common words can be considered as possible translations of many words. By using 

bidirectional translation, we test whether the translation words can be translated 

back to the source words. This is helpful to enhance the translation probabil ity of 

the most specific translation candidates. 
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Now given an input query the top-10 queries {qc} wi th the highest bidirectional 

translation scores wi th qf are retrieved from the query log, and Sjnodci-i{Qf, Qc) in 

Equation 3.8 is assigned as the value for the feature Bi-Directional Tianslation Score. 

3.3.3.3 Web Mining for Related Queries 

The translation of unknown words or Out-Of-Vocabulary (OOV) words is a major 

knowledge bottleneck for query translation and CLIR. To overcome this predicament, 

Web mining has been exploited in [16, 105] to acquirc English-Chinese term trans-

lations. The proposed methods are based on the observation that Chinese terms 

may co-occur wi th their English translations, for example, “ . . . 皇家马德里 ( R e a l 

Mad r i d ) . . . ” in the same Chinese Web page. This approach works well for foreign 

proper names that occur frequently in Web pages. Our goal is broader. We arc not 

l imited to mining translations of unknown words; instead we are also interested in 

mining strongly related tenns. For example, we expect the queries relevant to “贝克 

汉姆” (David Beckham) to be mined as well for this example as this proper name is 

very likely to occur wi th in the context of the Web pages and/or query logs related to 

Real Madrid. In this section, we describe a variant of this approach to acquire both 

translations and semantically related queries in the target language. 

I t is assumed that if a query in the target language co-occurs with the source 

query in many Web pages, they are probably semantically related. Therefore, a 

simple method is to send the source query to a search engine (e.g., Google) for Web 

pages in the target language in order to find related queries in the target language. 

For instance, by sending a French query "pages jauries" to search for English pages, 

the English snippets containing the key words "yellow pages" or "telephone directory" 

wi l l be returned. However, this simple approach may induce significant amount of 

noise due to the non-relevant returns from the scarch engine. In order to improve the 

relevancy of the bilingual snippets, we extend the simple approach by the following 
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query modif icat ion: the original query is used to search w i t h the dictionary-baijed 

query keyword translations, which are unif ied by the A ( A N D ) and V (OR) operators 

into a single Boolean query. For example, for a given query q = abc where the set 

of t ranslat ion entries in the dict ionary for word a is { a i , 02, as}, b is {61, 62} and c is 

{ci}, wc issue 八(ai V a2 V as) A (61 V 62) A c! as one Web query. 

From the top 700 returned snippets of each constructed Boolean query, query 

translat ions are first identif ied using the SCPCD (Symmetric Condit ional Probabi l i ty 

w i t h Context Dependency) measure from all word n-grams in the target language. 

SCPCD combines the symmetr ic condit ional probabi l i ty {SCP) w i t h the context 

dependency (CD) for n-grams, and is used as an association measure for determining 

an n-grain as wel l- fonned phrase (see [16] for details). The most frequent 10 candidate 

queries are then retrieved f rom the query log and are associated w i th the features of 

Frequency in the Snippets. 

Furthermore, wc use Co-Occurrcncc Double-Check [CODC) measure to weight 

the relatedness between the source and target queries. CODC measure is proposed 

in [15] as an association measure based on snippet analysis, referred to as the Web 

Search w i t h Double Checking ( W S D C ) model. In WSDC model, two objects a and 

b are considered to have an association if b can be found by using a as query (forward 

process), and a can be found by using b as query (backward process) in the Web 

search. The forward process counts the frequency of b in the top N snippets of query 

a. flenotfiH as frpn{h^n) Similarly, the backward process counts the frequency of a 

in the top snippets of query 6, denoted as freq(a@b). The CODC association scorc 

is defined as follows: 

ScODciQ/^Qe)= 
0’ i f f req{qe©qf ) . f reqiqf@qe) = 0; 

f r I f 、 （丄丄 U) 
CXp ^iOgio frcqiqf) ^ freq{q,) J ’ OtnerWlSe 
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Note that a CO DC value ranges between 0 and 1. In one extreme case where 

f req{q( .^qf ) = 0 or freq{qf@qr.) = 0, Qc and q/ have no association; in the other 

extreme case where freq{q(Mqj) — freq(qj) and freq{qf@qc) = freq[( ic), they have 

the strongest association. In our experiment, e is set at 0.15 following [15]. 

In addit ion to the frequency feature above, any mined query q̂  wi l l be associated 

w i th a feature CO DC measure w i th ScoociQ/^ Qc) as its value. 

3.3.3.4 ‘ Monolingual Query Suggestion 

For all the candidate queries Qq being retrieved using a dict ionary (see Sec-

t ion 3.3.3.1), a parallel corpus (see Section 3,3.3.2) and Web mining (see Scction 3.3.3.3), 

the monolingual query suggestion system (see Section 3.3.2) is invoked to produce 

more related queries in the target language. For each target language query (？̂, its 

monolingual source query SQmUQc) is defined as the query in Qo w i th the highest 

monolingual simi lar i ty w i th q^ as follows: 

SQMi iqe) = orgrriaXg'^,^Q^simML{qe.,qe) (3.11) 

The monolingual simi lar i ty between qe and SQmiXQp) is used as the value of 如’s 

Monolingual Query Suggestion Feature. For any target query q G Qo, i ts Monolingual 

Query Suggestion Featme is set t o 1; For any query 如雀 Qo，its values of Dictionary-

based Translation Scorcj Bi-Directional Translation Score、Frequency in the Snippet, 

and CO DC Measure arc set to be equal to the feature values of SQmjXQc)-

Following the French query example "pages jaunes" in Figure 3.1, we use Figure 3.2 

to i l lustrate how the CLQS candidate set Qo can be replenished by monolingual 

query suggestions of the candidates available and how their feature values can be 

set. Suppose Qo is in i t ia l ly constructed as shown in the left hand side of Figure 3.1. 

As wc can see from Figure 3.2, the query "white page search" is added to Qo, and 

its monolingual query suggestion feature value is set to 0.964, which is the highest 
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•心 

/ 
telephone directory (1.000) 

Q. 

white pages [xxx,1.000,xxx] 
phone books [….o see....] 

, hem*p«o* [••. ,0.000,...] 
telephone directory[....i.ooo....] 

phone book[....o.s86....] 
telephone directories (... .1.000,...] 

yellow page [….0.950...】 

. ^ phone book (0.986) 
white page (0.992) 

;2l/yellow page (0.950) 
w h t f pag . $«arch (0^02) 

wh i t * pag* s ta r ch [xxx.0.564.xxx] 

、 \ while page (1.000) 
telephone drectory (0575) 

whi t * pag* ssareh (0.964) 

phone book (0:960) 
yellow page (0.911) 

Figure 3.2. An i l lustrat ion on how the CLQS candidate set QO of French query 
"pages jaunes" can be updated or replenished by the monolingual query suggestions 
of the candidates "telephone directory" and "white page". Note that the queries are 
normalized, and plurals and non-plurals are of no difference. 

among w i th its monolingual source query "white page"，and the other feature values 

of “white page search" are set as the same values as those of "white page". 

3.3.4 Learning Cross-lingual Query Similarity Measure 

III summary, four categories of features are used to learn the cross-lingual query 

similarity. SVM regression algori thm [89) is adopted to learn the weights in Equa-

t ion 3.2. In this study, L ibSVM^ toolki t [13] is employed for the regression training. 

In the prediction stage, the candidate queries are ranked using the cross-lingual 

query similar i ty score computed using sim.ci^qf’ Qe) = w.</>(f(g/，ge))，and the queries 

w i th similar i ty score "lower than a threshold wi l l be regarded as non-relevant. The 

threshold is learned using a development dataset by f i t t ing MLQS's output. More 

specifically, we first divided the CLQS candidates into two categories: relevant i f 

a CLQS is in the set of MLQS and non-relevant otherwise. A binary classification 

'http://www .ntu.edu.tw/~cj l in / l ibsvm/ 
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model was then trained. The relevancy threshold on the predicted cross-lingual query 

s imi lar i ty is determined as the decision boundary of the classifier. 
* 

3.4 CLIR Based on CLQS 
In Section 3.3, we presented a discr iminat ive model for cross-lingual query sugges-

t ion. For benchmarking purpose, we compare the effectiveness of CLQS wi th query 

t ranslat ion for C L I R tasks. The result ing good performance of C L I R presumably 

corresponds to the higbf qual i ty of the suggested queries. 

Given a source query q/ , a set of relevant queries {cje} in the target language are 

recommended using the cross-lingual query suggestion system. The suggested queries 
.. I • 

in {(/e} arc concatenated to form a long query to retrieve documents. The advantage of 

this method over the retrieve-then-combine approach is that one can natural ly regard 

the suggested queries as the user's in format ion need as a whole. This resembles 

the way of how query expansion works by considering feedback terms as natural 

extension of the or iginal query. For retrieval purpose, three different and widely used 

I R models arc employed in our C L I R experiments^ namely, BM25 probabil ist ic model 

79], language modeling-based I R model [72，103] and vector space model (83 . 

3.5 Experiments and Results 
We benchmark the cross-lingual query suggestion system by comparing its effec-

tiveness w i t h monoi ingual query suggestion. We study the con t r ibu t io i fo t ditterent 

in format ion sources, and test their effectiveness in C L I R tasks. The language pairs 

concerned are French-English and Chinese-English. Such selection is due to the fact 

tha t large-scale query logs are readily available for the two language pairs. Moreover, 

Engl ish is considered as correlated w i t h French more strongly than w i t h Chinese. 

Thus, we can assume tha t there is stronger correspondence between the input French 

queries and the English queries in the query log and such correspondence between 
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Chinese and English queries is weaker. This enables us to study the effect of. different 

language pairs in CLQS-based CLIR. 

3.5.1 Data Resources 

Note that French-English (Chinese-English) denotes using French (Chinese) as the 

source language and English as the target language. 

3.5.1.1 English Query Log 

We used a one-month English query log of MSN search engine (now Live Search) 

i l l year 2()()5 as the target-language log. The log contained over 7.01 mil l ion unique 

English queries w i th occurrence frequency more than 10. A monolingual query sug-

gestion system was bui l t based on the method described in Section 3.3.2. For all the 

French-English and Chiriese-EngUsh experiments, we used the same English query log 

for min ing CLQS candidates. 

3.5.1.2 French-English Data 

In addit ion to the'Engl ish query log, we obtained a French query log containing 

over 3 mi l l ion queries, from which we selected a set of sourcc queries to bui ld a corpus 

for learning CLQS model. First, we randomly selected 20,000 French queries from the 

French log to form a query pool, and automatical ly translated them into English by 

Google's machine translat ion tool. We found that 42.17% (8,433) French queries had 

corresponding translations in the query English log. Among these French-Euglish 

query pairs, professional translators then manually sclcctcd 4,171 pairs of correct 

translations. Only these selected query pairs were adopted for learning. Among 

them 70% were used for cross-lingual query similari ty training, 10% are used as the 

development data to determine the relevancy threshold, and 20% are used for testing. 

To retrieve the cross-lingual related queries, a built-in-hoiisc French-English bil in-

gual lexicon (containing 120,000 unique entries) and the Europarl parallel corpus [46 
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(w i th about 1 mi l l ion French-English parallel sentences from the proceedings of the 

European Parl iament) were also used. 

In addit ion to benchmark CLQS as an independent system, the CLQS system 

was also evaluated as a query "translation" system for CL IR tasks. The goal was to 

measure the qual i ty of CLQS in terms of its effectiveness for CLIR. TREC-G CL IR 

dataset (AP88-90 English newswire, 750MB) and the officially provided 25 short 

French-English queries pairs (CL1-CL25) [85] were used for benchmarking. This 

dataset is readily available. The average length of the t i t le queries in the set is 3.3 

words long, which matches the Web queries used to train the CLQS model. 

3.5.1.3 Chinese-English Data 

We obtained a small Chinese query log of the same period of t ime with 32,730 

queries. From that we selected source queries. First, machine translation was applied 

to translate the queries into English. We found 21.41% (7,008) Chinese queries had 

corresponding translations in the English query log. We then manually checked these 

translations and selected 3,767 correct Chinese-English query pairs which were used 

for CLQS model t ra in ing (70%), testing (20%) and development (10%). 

To retrieve CLQS candidates, we employed a Chinese-English bilingual lexicon 

containing 940,000 unique entries and the LDC's Hong Kong parallel corpus (Catalog 

No.: LDC2004T08) w i th about 3 mil l ion parallel sentences. 

In C L I R experiments, wc performed the NTCIR-4's Chinese-English CL IR task 

[44]. The English documents were three subsets of the test collection including the 

news of 1998-99 from Mainichi Daily News, Korea Times, and Xinhua News Agency. 

The number of document were about 240,490. 60 search topics (001-060) were pro-

vided w i th their translations, and the t i t le field of each topic was selected as the 

query for retrieval. The average length of the Chinese t i t le queries was 4.4 words, 

a l i t t le longer than the TREC-6 queries, but i t was st i l l close to the length of Web 
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Table 3.1. Main data resources employed in our experiments. Both CLQS and 
CLQS-based C L I R experiments use the CLQS model trained on 70% of the query 
translation pairs compiled by human experts to generate cross-lingual query sugges-
tions. 

F rench -Eng l i sh Ch inese-Eng l i sh 
# queries in target-language log 7.01 mil l ion 7.01 mil l ion 
# translation pairs by expert 4,171 3,767 
% of pairs for CLQS training 70% of 4,171 (2,920) 70% of 3,767 (2,637) 
% of pairs for CLQS development 10% of 4,171 (417) 10% of 3,767 (377) 
% of pairs for CLQS testing 20% of 4,171 (834) 20% of 3,767 (753) 
Size of bi l ingual dictionary 120,000 entries 940,000 entries 
Size of parallel corpus 1 mil l ion sentences 

(Europarl corpus) 
3 mil l ion sentences 
(LDC HK parallel 
corpus) 

# C L I R query pairs 25 (TREC-6) 60 (NTCIR-4) 
C L I R document collection AP news (1988-90) Mainichi Daily News, 

Korea Times, Xinhua 
News (1998-99) 

queries. N T C I R provides two kinds of relevance judgment, i.e., "Relaxed" relevance 

and "Rigid" relevance. We based our evaluation on the "Rigid" judgment files. 

Before translation, a Chinese query must be appropriately segmented into a se-

quence of meaningful words. MSRSeg[24], a state-of-the-art Chinese word segmenter, 

was used for this purpose. MSRSeg provides a pragmatic mathematical framework 

to uni fy five sets of fundamental features of word-level Chinese language process-

ing.: lexicon word processing, morphological analysis, factoid detection, named entity 

recognition, and new word identification. 

Table 3.1 buiiiiiiarizefci the data iebuuice« uusci ibtiu above. 

3.5.2 CLQS Performance 

3.5.2.1 Performance Measure 

M^an-square-error {MSB) was used to measure the regression error and it is de-

fined as follows: 
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Table 3.2. French-English CLQS performance wi th different feature settings (DD:、 

dictionary only; D D + P C : dictionary and parallel corpora; DD+PC+Web: dictio-
nary, parallel corpora, and Web mining; D D + P C + W e b + M L Q S : dictionary, parallel 
corpora, Web mining and monolingual query suggestion) 

Features Regression Classification Features 
MSE Precision Recall 

D D 0.274 0.723 0.098 
D D + P C 0.224 0.713 0.125 
D D + P C + W e b 0.115 0.808 0.192 
D D + P C + W e b + M L Q S 0.174 0.796 0.421 

M S E = y ^ UirncLiq'f.q'r^) 一 q'J) (3.12) 

of the 

query 

where i is the index of the ？"-th sourcc query in the testing data, j is the index 

suggested queries of the ？:-th query, and and I is the number of cross-lingual 

pairs. 

A relevancy threshold was learned using the development data (see Section 3.3.4). 

Only CLQS wi th similari ty value above the threshold was regarded relevant to the 

input query. In this way, CLQS was evaluated as a claijsification Vask using precision 

(P) and recall (R) which are defined as follows: 

p — \ScLQS n SMIQSI R 一 \ScLQS 门 SMLQS 

ScLQS s MLQS 

where SCLQS is the set of relevant queries suggested by CLQS, SMLQS is the set of 

relevant queries su^Kested by MLQS (see Section 3.3.2), and |.| indicates the size of 

a query set. 

3.5.2.2 CLQS Performance 

The French-English and Chinese-English CLQS results wi th different feature con-

figurations are shown in Table 3.2 and Table 3.3, respect ively. , 

The baseline system (DD) used a conventional query translation approach, i.e., a 

bil ingual dictionary for co-occurrence-based translation disambiguation. For French-
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Table 3 .3. Chinese-English CLQS performance wi th different teat me settings 

Features Regression Classification Features MSE Precision Recall 
D D 0.236 0.854 0.149 
D D + P C 0.236 0.892 0.212 
D D + P C + W e b 0.202 0.824 0.261 
D D + P C + W e b + M L Q S 0.166 0.883 0.442 

English CLQS in Table 3.2，the baseline system only covered less than 10% of the 

suggestions made by MLQS (see recall). Using addit ional features enabled CLQS 

to generate more relevant queries. The most significant improvement on recall was 

achieved by exploit ing MLQS. The final CLQS system generated 42% of the queries 

suggested by MLQS. There was no significant change in precision among all the 

feature combinations. The performance of Chinese-English CLQS in Table 3.3 showed 

a similar trend as Table 3.2. This indicated that our method could improve recall 

w i thout loss in accuracy by effectively leveraging different information sources. 

The regression performance was improved w i th additional features and was con-

sistently reflected by the decrease in regression error (i.e., MSB). This was because 

the CLQS system increasingly enhanced the cross-lingual query similar i ty estima-

t ion by aligning w i th the monolingual query similar i ty under the help of additional 

informat ion sources. 

Chinese-English CLQS performed unexpectedly well. Compared to French-English 

performance, the high recall values ofjOhiiiese-Eiiglish CLQS were likely the result of 

the large size of bi l ingual dict ionary and parallel corpus. 

The trend of recall improvement w i th addit ional information sources also reflects 

the high qual i ty of the query log where target-language queries arc suggested. CLQS 

is constrained by the size and qual i ty of query log. When log quali ty is low, i t can be 

expected that the translated query tenns have no or only few related queries identified 

from the log. In that case, no improvement on recall can be increasingly achieved even 

if one tries to incorporate addit ional sources. Therefore, query log in reasonably good 
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international terrorism (0.991); what is terrorism (0.943); 
counter terrorism (0.920); terrorist (0.911); 
terrorist attacks (0.898); i n t e r n a t i o n a l t e r r o r i s t (0.853); 
world terror ism (0.845); global terrorism (0.833); 
transnational terrorism (0.821); human rights (0.811); 
terrorist groups (0. 777); patterns of global terrorism (0.762)； 

September 11 (0.734) 

Figure 3 .3. An example of CLQS of the French query "tcrrorisine international' 
where the queries suggested by MLQS arc shown in bold. 

qual i ty is impor tant to the success of CLQS. By observing to find such an improving 

t rend of recall, wc can determine qual i tat ively that a given query log is good enough 

or too noisy otherwise for CLQS applications. Being aware of this issue, we leave the 

specific studies on query log qual i ty for future work. 

. In addi t ion to compare CLQS output w i th the MLQS output , 200 French queries 

were randomly sclcctcd from the pool of 20,000 Fi'cnch queries. They were doublc-

clieckecl to make sure that they were nut in the CLQS training corpus. The CLQS 

system is then used to suggest relevant English queries for them. On average, for 

eadi French query, 8.7 English queries were suggested. A tota l of 1,740 suggested En-

glish queries were manual ly cross-validated by two professional translators. Among 

the 1,740 suggested queries, 1,407 queries were deemed as relevant to their original 

counterparts, hence the accuracy was 80.9%. Figure 3.3 shows an example of CLQS 

of the French query "terrorisme i i i terriatiorial” (" internat ional terrorisi i i" i i i English), 

cunuiig which the (jueries suggested for the English translation "internationai terror-

ism" by MLQS arc displayed in bold. 

We then conducted similar human evaluation as above for 60 Chinese queries. 

In average, there were 14.8 English queries suggested for each Chinese query by the 

system. The tota l number of suggested queries was 885, among which 748 queries were 

considered relevant. Therefore, the accuracy of Chinese-English CLQS was 84.5%. 
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nba michael Jordan retired (0.988); nba michael jordan retirement (0.987); 
michael and jordan and retired (0.980); michael jordan retirement ceremonies (0.911); 
jordan michael (0.843); michael jordan (0.817); 
nba jordan retirement (0.799); nba jordan retired (0.799); 
life of michael jordan (0.697); chicago bulls (0.694) 

Figure 3.4. An example of CLQS of the Chinese query “NBA麦可乔丹退休”，where 
the queries suggested by MLQS are shown in bold. 

Figure 3.4 shows an example of CLQS of the Chinese query “ N B A麦可乔丹退休” 

( "NBA Michael Jordan retirement"). 

3.5.3 CLIR Performance 

CLQS was evaluated for French-English (F2E) and Chinose-Eriglish (C2E) CLIR 

tasks. We conductcd F2E and C2E experiments using the TREC-6 and NTCIR-4 

CL IR datasets (see Section 3.5.1)，respectively. 

CL IR w£LS performed using a query translation system followed by a monolingual 

IR module based on Lemur's toolkit^. Three typical retrieval models were studied 

separately, i.e., BM25 [79], language modeling-based IR (LM) [72’ 103], and T F I D F 
嚓 

vector space model (TF IDF) [83]. The following three systems were used to perform 

query translation: 

1. CLQS: Our CLQS systems. The F2E and C2E CLQS models were trained 

on the rcspcctivc 70% of human expert compiled Fi'cnch-English and Chinese-

English query translation pairs (see Section 3.5.1.2 and 3.5.1.3) with all the 

features (see Section 5.3) configured. 

2. For F2E, we used the Moses translation engine [47], a phra.s(vbased SMT system 

based on the sourcc-channcl formalism [67，48], denoted as "SMT (Moses)". 

For C2E, we used a built-in-house SMT system [54, 104], denoted aij “SMT 

^http://www.lemurproject.org/ 
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Table 3.4. Average precision of French-English CLIR on TREC-6 dataset (Mono-
lingual: monolingual IR system; DT: CL IR based on dictionary translation; SMT 
(Moses): CL IR based on Moses statistical machine translation engine; CLQS: CLQS-
based CLIR) . IR models are tuned to nearly their optimal performance ~ BM25: 
k i = 1.2，h — 0.75, ks = 7; LM: language modeling wi th Jelinek-Mercer (interpolate) 
smoothing; T F I D F : query term T F weighting method -- Raw-TF, document term T F 
weighting method - log-TF. 

CL IR systems 
BM25 L M T F I D F 

CL IR systems Average 
Precision 

% o f 
monolingua 

Average 
Precisioi] 

% o f 
monolingua 

Average 
Precision 

% o f 
monolingua 

Monolingual 0.2954 100% 0.2844 100% 0.2739 100% 
D T 0.2130 72.11% 0.2115 74.37% 0.1958 71.49% 

SMT (Moses) 0.2545 86.15% 0.2412 84.81% 0.2448 89.38% 
CLQS 0.2916 98.71% 0.2698 94.87% 0.2585 94.38% 

(MSRA)" , which also adopted a phrase-based translation model. The two sys-

tems represented the state-of-the-art SMT tools for French-English and Chinese-

English translation, and were trained on the corresponding sets of parallel cor-

pora used by our CLQS systems (i.e., Europarl for F2E and fjDC's Homj Kong 

corpus for C 2 E ) . 
« 

3. DT: A dictionary-based query translation system using co-occurrence statistics 

for translation disambiguation [4, 26] was applied to the query log (see Sec-

t ion 3.3.3.1). Especially for C2E CLIR, we implemented the approach in [105 

to automatically extract 0 0 V translations for Chinese queries from the Web, 

denoted as “ D T (Web)". This represented the state-of-the-art Web mining 

approach for dictionary-bai>ed query translation. 

The monolingual IR performance using the standard target language queries was 

also reported as a reference. 

3.5.3.1 F2E CLIR 

The average precision of the three F2E CL IR 

were reported in Table 3.4 using different retrieval 

and the monolingual IR systems 

models. 

47 



Tab le 3.5. The p-values result from pair-wise significance t-tests for different French-
English CLIR. systems. The confidence level is set as 95% {p < 0.05 are considered 
statistically significant) 

BM25 L M T F I D F 
D T SMT (Moses) D T SMT (Moses) D T SMT(Moses) 

CLQS 0.018 0.039 0.028 0.042 0.023 0.047 

The result on BM25 retrieval showed that using CLQS âs a query translation 

tool outperformed C L I R based on dictionary translation by 36.9% (relative improve-

ment, i.e. (0.2916 - ().213)/0.213), and machine translation by 14.58%. It achieved 

98.71% of the monolingual IR performance. Consistent results were obtained using 

language modeling and T F I D F vector space model for retrieval. Using language-

rrioclelirig-based retrieval w i th Jelinek-Mercer (interpolate) smoothing, CLQS outper-

formed dictionary-based query translation by 27.57% as well as machine translation 

by 11.86%, and achieved 94.87% of the monolingual IR performance. Using T F I D F 

vector space model, CLQS outperformed dictionary-baaed method by 32.02%, as 

well as madi i i ie translation by 5.6%, and achieved 94.38% of monolingual IR per-

formance. This showed consistent advantage of CLQS-based CL IR over the other 

tradit ional query translation approaches. Wc further conductcd test for significance 

(two-tailed pairwisc student's t-tcst) [35] on the results of different approaches. The 

p-values shown in Table 3.5 suggested that the performance of CLQS-based CLIR 

was significant!}' better at 95% confidence level. 

The effectiveness of CLQS lies in its abi l i ty in snggpsting rlosply rolated nueries 

other than accuratc translations. For example, consider the query CL14 "tcrrorismc 

internat ionar (" international terrorism"). Although M T translated the query cor-

rectly, CLQS system sti l l achieved higher score by recorriiriendiiig many additional 

related terms such as "global terrorism", "world terrorism", etc. (see Figure 3.3). 

For another example, consider the query CL6 “La pollut ion causcc par I'automobile" 

("air pol lut ion due to automobile"). The Moses SMT provided the translation “the 
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pol lut ion caused by cars”’ but the CLQS system enumerated all possible synonyms 

of "car", and suggested the queries "car pol lut ion", "auto pol lut ion", "automobile 

pol lut ion". In addit ion, other related queries such a.s "global warming" were also 

suggested, resulting in an analogous effect of query expansion. For the query CL12 

"la culturc ecologiquc" ("organic farming"), Moses translated i t as "ccological cul-

ture" ,wh ich was not the term used in English. Thus i t failed to generate the correct 

translation and to f ind the relevant documents. Although the correct translation was 

neither in our French-English dictionary, CLQS system generated "organic farm" as 

a relevant query due to successful Web mining. 

3.5.3.2 F2E CLIR with Pseudo-Relevance Feedback 

The above experiments demonstrated the effectiveness of using CLQS to suggest 

relevant queries for CL IR enhancement. A related research was to adopt query expan-

sion to enhance C L I R effectiveness [3, 64). Pseudo-relevance feedback (PRF) is widely 

used to obtain more alternative query expressions from retrieved documents. Prac-

tically, our approach aims to obtain similar effects. Thus, we compared the CLQS 

approach wi th the conventional query expansion approaches. Following [64], post-

translation expansion waii performed based on PRF techniques. We first performed 

C L I R in the same way gus before using different retrieval models. We then applied the 

tradi t ional PRF algorithms corresponding to the different retrieval models to perform 

post-translation expansion. Tabic 3.6 shows the corresponding feedback models wi th 

respect to different retrieval models. 

For BM25 model, we used the method described in [75] to select expansion terms. 

In our experiments, the top 10 to 200 terms were selected based on RSV (see Table 3.6) 

from the top 30 feedback documents to expand the original query for the comparison 

between CLQS and the baseline approaches. For language modeling approach, PRF 

was clone by using a mixture feedback model described in [102). Unlike the PRF 
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T a b l e 3.6. The representative relevance feedback formulations corresponding to the 
three typical retrieval models: BM25, Language-inodeling-base retrieval (LM) , and 
T F I D F vector space model (TF IDF) . 

IR Model Relevance Feedback Model Reference 

BM25 

R S V i = Wi ‘ Vi/R 

XUi = log 

(3.13) 
(?•： + 0.5)/(H - Vi + 0.5) 

(?ii - Ti + 0.b)/(N - i i i - R - r, + 0.5) 

where RSVi is the Robertson Selection Value (RSV) for term 
2； Wi is the Robertson-Sparck Jones relevance weight [77] of 
the term; r^ is the number of relevant document for the 
query containing the term; R is the total number of relevant 
documents for the query; n-i is the number of documents 
il l the collection containing the term; N is the number of 
indexed documents in the collection. 

[751 

LM 

eQ> = (1 - a ) 9 Q + aeF (3.14) 

dp oc logp(F|(9)= 

E E c(川;划 - + MwlC)) 
i w 

where is the updated query model based on the original 
query model 吞Q and feedback model 6F\ a is the coefficient 
controlling the influence of feedback model; F is the set of 
feedback documents; p ( F \ 9 ) is a mixture model used to esti-
mate the feedback model; A is the parameter controlling the 
influence of background noise when generating a feedback 
document. 

1102] 

TFIDF 

"1 

f - ^ U i f — ' 77.2 

n-2 
Sk (3.15) 

where QI is the new query vector, QQ is the initial query 
vector, Rk (Sk) is the vcctor for relevant (non-relevant) doc-
\imoiit k, Til (77,2) is the number of relevant (non-relevant) 
documents, and /3 (7) is the parameter that control the rel-
ative contribution of relevant (non-relevant) documents. 

[801 
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Figure 3.5. Average precision of post-translation Qxpansion using PRF varies wi th 
the number of expansion terms on TREC-6 Fieiich-English datasct (BM25). 
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of BM25, the mixture model updates the query s language model instead of query 

terms using feedback documents. In addit ion to varying the number of feedback terms 

(which is the threshold to truncate the feedback model to no more than the given 

inimber of terms), we also examined the influence of feedback model by changing 

the coefficient a which controlled the extent of inclusion of the feedback model. For 

T F I D F vector space model, we expanded the queries using the tradit ional Rocchio's 

algori thm [80] associated w i th the vector space model (for the reason of "pseudo" 

feedback, P was set to 1 and 7 to 0). Through the above manual tuning, the three PRF 

approaches were tuned to their best possible performance. C L I R performances wi th 

PRF in terms of average precision using different IR models are shown in Figures 3.5-

3.8. 

0.34 

Average precision vs. # of feedback terms 
(TREC-6. F2E, BM25, 30 feedback documents) 

These results showed that the CLQS-based C L I R consistently outperformed the 

other methods when PRF was incorporated. Especially, even though PRF was not 
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Figure 3.6. Average precision of post-translation expansion using PRF changes 
w i t h the number of feedback terms on TREC-6 French-English dataset ( L M w i th 
interpolate smoothing, a — 0.5, A = 0.7). 

added to CLQS-based C L I R (i.e., w i th zero feedback term), i t st i l l performed better 

than the other two translat ion approaches plus PRF (wi th 10+ feedback terms) when 

using BM25 (see Figure 3.5) and language modeling (see Figure 3.6). In this regard, 

however, the performance gain was not shown as significant by t-test. We then 

conducted t-tests w i t h P R F added to CLQS-bascd retrieval. We found that CLQS-

based C L I R w i th P R F was significantly better than DT-based C L I R w i th PRF under 

all the examined number of feedback terms (p < '0 .05) , and was also significantly 

better than SMT-based retrieval w i t h P R F in most cases, except for BM25 (see 

Figure 3.5) using 10 feedback terms (p = 0.095) and T F I D F (see Figure 3.8) using 

less than 60 feedback terms (p varies f rom 0.112 to 0 .073)、 

The results indicated the higher effectiveness of CLQS in related query identifica-

t ion by leveraging a wide range of resources. Post-translation expansion was capable 

of improving CLQS-based CL IR. This is due to the fact that CLQS and PRF leverage 
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Figure 3.7. Average precision of post-translation expansion using PRF changes w i th 
the feedback coefficient a on TREC-6 French-English dataset ( L M wi th interpolate 
smoothing). 

different categories of resources, and both approaches can be complementary. How-

ever, the t-test showed that CLQS-based C L I R wi th PRF was not significantly better 

than using CLQS alone, and was not always significantly better than other query 

translat ion approaches plus PRF especially when only a small number of feedback 

terms were involved. This may rcflcct that the related query terms suggested by 

CLQS from the query log overlapped w i th the feedback terms from the retrieved doc-

uments, and other approaches d id not. Thus, introducing a small number of feedback 

terms was not as helpful to CLQS-based retrieval as to the C L I R based on other query 

translat ion approaches. On the other hand, because the queries suggested by CLQS 
i 

were closely related to the original query, the concatenated long query updated by 

P R F tended to be more robust to the noise introduced by the feedback process than 

other query translat ion approaches. This effect can be observed when the number of 
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Average precision vs. a (TREC-6. F2E, LM-interpolate smoothing. 
X=0.7, 10 feedback terms. 30 feedback documents) 
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Figure 3.8. Average precision of post-translation expansion using PRF changes wi th 
the number of expansion terms on TREC-6 FVerich-English dataset ( T F I D F vector 
space model). 

feedback terms increases and no drop in average precision was seen for CLQS (see 

Figure 3.5 and 3.8). 

Using langiiage-inodeling-based IR (see Figure 3.6), CLQS was significantly better 

than other translat ion approaches regardless of the number of feedback terms. Note 

that the number of feedback terms in language modeling approach was used to trun-

cate the feedback model (see Equation 3.14) to no more than the given length instead 

of the number of terms to add to the original query. I t seemed that interpolating 

query model w i th feedback model improved the effectiveness of CLQS-based CL IR 

and other query translation approaches in a similar extent give the same truncating 

threshold. We leave the reason to future study. In addit ion, average prt)cision stopped 

increasing for/al l approaches after certain number of feedback terms were used. This 

is because the feedback model was truncated when the sum of the probabil i ty of the 

included words reached the default threshold of、l. 
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Table 3.7. Average precision of Chinese-English CL IR (Rigid test) on NTCIR-4 
dataset (Monolingual: monolingual IR system; DT: CL IR based on dictionary trans-
lation; D T (Web): C L I R based on dict ionary translation w i th OOV query translations 
mined from Web; S M T (MSRA): C L I R based on MSRA statistical machine trans-
lat ion engine; CLQS: CLQS-based CLIR) . IR models are tuned to nearly their best 
performance - BM25: fci = 1.2, h = 0.75, k^ = 7; LM: language modeling wi th 
Jelinck-Mercer (interpolate) smoothing; T F I D F : query term T F weighting method — 
Raw-TF, document term T F weighting method - log-TF. 

C L I R systems 
BM25 ‘ L M T F I D F 

C L I R systems Average 
Precision 

% o f 
monoli i igi ia 

Average 
Precision 

% o f 
monolingua 

Average 
Precision 

%o{ 
monolingua 

Monolingual 0.1857 100% 0.1729 •100% 0.1733 100% 
D T 0.1416 76.25% 0.1302 75.30% 0.1314 75.82% 

D T (Web) 0.1564 84.22% 0.1448 83.75% 0.1453 83.84% 
S M T (MSRA) 0.1545 83.20% 0.1438 83.17% 0.1389 80.15% 

CLQS 0.1720 92.62% <0.1680 97.17% 0.1652 95.33% 

We also found that CLQS-based C L I R heeded not to rely on a feedback model 

heavily to boost retrieval performance. This was reflected in Figure 3.7 where the 

performance of CLQS-based C L I R began to decrease when the influence factor of feed-

back model got to alpha = 0.9. This implies t l ia t PRF was less useful to CLQS-bascd 

C L I R than to other query translation approaches since certain amount of performance 

gain was due to the suggested queries themselves. 

3.5.3.3 C2E CLIR 

The average precisions of the four C2E C L I R arid the monolingual IR systems are 

reported in Table 3.7 in terms of different retrieval models. 

Consistent w i th the F2E C L I R (see Section 3.5.3.1), the higher effectiveness of 

C2E C L I R based on CLQS shed more l ight on the advantage of CLQS over the other 

t radi t ional query translation approaches. When using BM25, CLQS-based CL IR 

outperformed dictioiiary-ba.sed query translation by 21.47%, dictionary method wi th 

OOV translation mining by 9.97%, as well as SMT-based query translation by 11.33%; 

and achieved 92.02% of the monolingual IR performance. When using language mod-

55 



Table 3.8. The p-values result from pairwise significance t-tests for different Chinese-
English C L I R systems. The confidence level is set as 95% (p < 0.05 are considered 
statistically significant). 

BM25 . LM TFIDF 
DT (Web) SMT (MSRA) DT (Web) SMT (MSRA) DT (Web) SMT (MSRA) 

CLQS 0.012 0.027 0.0014 0.0006 0.0004 0.0013 

eling, CLQS-based C L I R outperformed dictionary-based query translation by 29.03%, 

dictionary-based query translation plus OOV translation mining by 16.02%, as well 

as SMT-based query translation by 16.83%; and achieved 97.17% of the monolingual 

IR performance. When using T F I D F vector spacc model, CLQS-bascd CL IR out-

performed dictionary-based method by 25.72%, dictionary-based method with OOV 

translation mining by 13.7%, as well as SMT-based query translation by 18.93%; and 

achieved 95.33% of monolingual IR performance. 

In addit ion, dictionary-based query translation performed better than machinc 

translation when the OOV translations mined from the Web were added to the die-- * • 

tionary. The machine translation method, however, was constrained by the coverage 

of the parallel corpus, and could not deal w i th OOV translations effectively. CLQS 

leveraged different resources including Web mining of OOV translations to find rel-

evant queries from query log, and covercd more relevant information than accurate 

query translation did. The t-test results shown in Table 3.8 demonsfrated that the 

high effectiveness of CLQS-based C L I R was statistically significant. 

For more i l lustrations, we show some examples from NTCIR-4's query set. For 

query 005 “戴奥辛人体影响威胁”（“d i o x i n human body cffect threat") where “戴 

奥辛” ( “d iox in" ) is an OOV term. Both D T and SMT (MSRA) did not correctly 

translate “戴奥辛,，as “dioxin”； but both D T (Web) and CLQS did as they identified 

the translation pair from the Web corpora. CLQS further suggested related queries 

in addit ion to the translated query, such as "how drugs affect the body"，"estimated 

human body burdens dioxin-like chemicals"，and "fooc^chain"，etc. For query 030 “动 
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Figure 3.9: Average precision of post-translation expansion using PRF changes 
wi th the number of expansion terms on NTCIR-4 Chinese-English (rigid test) dataset 
(BM25). 
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物复制技术” (animal cloning technique), all the methods, except CLQS, did not gen-

erate queries wi th the term “clone，’ because "clone" was neither a translation entry of 

“复制”（“reproduction”）in our bilingual resources, nor did they coocciir frequently 

on the Web (what co-occurs more often is “克隆” and "clone"). CLQS correctly 

suggested “animal cloning technology" as i t had a high similarity with "animal re-

production technology clone" in the query log, and MLQS successfully retrieved it 

from the query log by using "animal reproduction technology"，the exact translation 

of the original query. 

3.5.3.4 C2E CLIR with Pseudo-Relevance Feedback 

Under similar settings (see Section 3.5.3.2)，wc compared the average precisions 

of these different C2E CLIR systems wi th PRF added. The results are shown in 

Figures 3.9-3.12. 
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Figure 3.10. Average precision of post-translation expansion using PRF changes 
wi th the number of expansion terms on NTCIR-4 Chiri&se-English (rigid test) dataset 
( L M wi th interpolate smoothing, a = 0.5, A = 0.7). 

The results demonstrated that when PRF was performed CLQS-bascd CLIR 

showed consistent advantage over the other approaches for a different language pair. 

I l l particular, when PRF was not used in CLQS-based CLIR (i.e., wi th zero feedback 

term), i t st i l l outperformed other query translation approaches plus PRF (with 10+ 

feedback terms) for language modeling (see Figure 3.10) and T F I D F (see Figure 3.12) 

except for BM25 (see Figure 3.9). Similarly, t-tests did not show significant perfor-

mance gain in this regard, but when adding PRF on all retrieval models, CLQS-based 

C L I R performed significantly better than D T (Web) using any number of feedback 

terms, and also significantly better than SMT (MSRA) in most cases {p varied from 

0.012 to 0.035), except for BM25 using less than 40 feedback terms. 

Different from F2E, a t-test between CLQS-based CL IR wi th and without PRF 

showed that PRF was not only useful to the CLQS-based approach, but also per-

formed significantly better provided that the appropriate number of feedback terms 
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a (coefficient controlling the influence of feedback model) 

Figure 3.11. Average precision of post-translation expansion using PRF changes 
wi th the feedback coefficient on NTCIR-4 Chinese-English (rigid test) data^set (LM 
wi th interpolate smoothing). 
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Average precision vs. a (NTCIR-4. C2E, LM-interpolate smoothing. 
X=0.7, 10 feedback terms, 30 feedback documents) 

was used. For example, when more than 20 terms were introduced in the case of 

BM25 wi th PRF, the average precision was significantly higher than that of CLQS 

alone (p < 0.003). Such significant improvement was also observed in language mod-

eling as well as in T F I D F wi th more than 10 feedback terms. This was because C2E 

CLQS, although effective, could not suggest closely related queries as effectively as its 

F2E counterpart. Unlike French queries, the Chinese queries were less strongly corre-

sponded to the queries in the English query log due to the wider linguistic gap and the 

less common search interests of users between the two locales. Thus i t was generally 

harder to find the correspondences of a Chinese query from the English query log 

than in the F2E ease. This observation was rcflectcd by the estimated proportions of 

Chinese and French queries having corresponding translations in the English query 

log, i.e., 21.41% vs. 42.17% (see Section 3.5.1.2 and 3.5.1.3). Therefore, the role of 
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Figure 3.12. Average precision of past-translation expansion using PRF changes 
wi th the number of expansion terms on NTCIR-4 Chinese-English (rigid test) datasct 
( T F I D F vector space model). 

PRF was more important in C2E than in F2E for improving CL IR effectiveness. Our 

conjecture waa proven by the results shown in Figure 3.11 (compared to Figure 3.7), 

where the performance of CLQS-based CL IR increased monotonically wi th the in-

creasing involvement of the feedback model. This implied that the performance gain 

increasingly comes from the complementary effect of PRF. 

We also noticed that the average precisions dropped remarkably after reaching the 

peeks wi th around 30-40 feedback terms for BM25 and T F I D F models (see Figure 3.9 

and 3.12). The trend of drop was more evident than the cause of F2E. This was due 

to the errors made during segmenting Chinese texts, which further resulted in a lot 

more noisy feedback terms in the expansion if the number of feed back terms used 

was large. I t seemed that langiiage-modeling-bas^jd retrieval was more robust to this 

kind of noise (see Figure 3.10). We tr ied to explain this distinct observation by the 

factors used to truncate the feedback model, i.e., the constraints on the number of 
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terms used and the sum of the probabil i ty threshold of these terms. Another possible 

reason was that the Kullback-Leibler divergence was not sensitive to the changes in 

the query model made by the noisy terms since their probability masses were tiny. 

The discussion on this problem is beyond our scope, which is left to the future work. 

3.6 Chapter Summary 
In this chapter, we proposed a new approach to cross-lingual query suggestion by 

mining relevant queries in different languages from query logs. Compared to query 

translation, our method can suggest not only better formulated queries in the tar-

get language, but also similar queries. The key issue to this approach is to learn 

a cross-lingual query similarity measure between the original query and the sugges-

t ion candidates. We proposed a discriminative model to determine such similarity 

by exploit ing different types of monolingual and bilingual information. The model is 

trained based on the principle that cross-lingual similarity should best fit, the mono-

lingual similari ty loetweeii one query and the other query's translation. 

Our method directly follows the intui t ion that a query in the sourcc language 

may have its correspondents the query log of target language. This is a straightfor-

ward application based on common search interests of different languages at query 

formulation level. 

61 



CHAPTER 4 

MULTILINGUAL AND CROSS-LINGUAL RANKING 

In Chapter 3, we presented the use of common search interests discovered from the 

query logs of different languages for Cross-Lingual Query Suggestion and CL IR ap-

plications. In this chaptcr, wc propose to generalize the usefulness of common search 

interest by concentrating on its application for the relevance ranking of retrieved 

documents in mult i l ingual as well as cross-language information retrieval. 

Ranking for mult i l ingual inforniatioi i retrieval (MLIR) is a task to rank documents 

of different languages based on their relevancy from the sourcc query's perspective. 

Exist ing approaches focused on combining separate relevance scores resulted from 

the monolingual retrieval models of different languages, and did not learn a mult i l in-

gual ranking function directly. We approach Web M L I R ranking problem using the 

learning-torank framework. Besides adopting popular learning-to-rank algorithms to 

M L I R , a jo int ranking model is proposed to exploit the correlations among documents 

and induce the jo int relevance probabil i ty for all retrieved documents irrespective of 

their origin. Using this method, the relevant documents of one language can be 

leveraged to improve the relevance estimation for documents of different languages. 

A probabilistic graphical model is trained for the joint rclcvancc estimation. Espe-

cially, a hidden layer of nodes is introduced to represent the salient topics among 

the retrieved dociiinents. The ranks of the relevant documents and the topics are 

determined collaboratively dur ing the course of the model approaching to its ther-

mal equil ibrium. Furthermore, the model parameters are trained under two settings: 

(1) optimizing' the accuracy of identifying relevant documents; (2) dircctly optimiz-

62 



ing in format ion retrieval evaluation measures, such as mean average precision. I t is 

straightforward that C L I R ranking also can be enhanced by natural ly removing the 

retrieved source-language documents from the output. 

The materials presented in this chapter are part ial ly based on our work published 

in [30]. 

4.1 Introduction 
W i t h the growing volume of informat ion in different languages on the Web, search-

ing across mul t ip le languages is becoming increasingly important . M L I R for Web 

pages however remains challenging because the documents in different languages have 

to be compared and merged appropriately. I t is hard to estimate cross-lingual rele-

vance due to the informat ion loss from query translation. ( 

Recently, machine learning approaches for ranking in information retrieval, known 

as learning to rank, have received extensive attent ion [10, 22，33, 101]. The learning 

task is to opt imize a ranking funct ion given the data consisting of queries, the retrieved 

documents and thei r rclcvancc judgments made by human. Given a new query, the 

learned funct ion is used to predict the order of the retrieved documents. 

However, there is l i t t le research to adapt the state-of-the-art ranking algorithms 

for M L I R . Exist ing techniques usually combine query translation and monolingual 
r 

retrieval to derive a relevance score for each document. The rclcvancc scores from ‘ 

different 

s6tting;s aFc then iiornialiZcd and macie corn payable for incrging and final 

ranking [55, 84，87]. Such approaches do not direct ly incorporate any feature related 

to M L I R relevancy. Hence they do not work well for mult i l ingual Web search, where 

a large number of relevance features can be util ized. 

Mul t i l ingua l learning to rank method aims to optimize a unique ranking function 

for documents of different languages. This can be done intui t ively by representing 

documents in a unified feature space followed by monolingual ranking. Nevertheless, 

63 



information loss and misinterpretation in query translation make relevance features 

between query and individual documents (especially in the target language) inaccu-

rate, rendering mult i l ingual ranking a more diff icult problem. For example, English 

query about the movie “The Mat r i x " is l i teral ly translated to “矩阵” in Chinese, 

which may result in a number of irrelevant Chinese documents about mathematical 

matr ix. As a consequence, the relevance between the source language query and the 

documents is distorted, and the retrieved Chinese documents containing keywords 

“矩阵重装上阵”（The Mat r ix Reloaded) and “矩阵革命”（The Matr ix Revolutions) 

may be ordered behind the irrelevant ones. 

In this work, we propose to leverage on the relevance among candidate docu-

ments to improve M L I R ranking. Since similar documents usually share similar ranks, 

cross-lingual relevant documents can be uti l ized to enhance relevancc estimation for 

documents of different languages, and hcncc complement the inaccuracics caused by 

query translation errors. Given a set of candidate documents, mult i l ingual clustering 

is performed to identify their salient topics. A probabilistic graphical model, referred 

t o as Boltzniann machine ( B M ) [1, 45], is t hen used t o es t imate the joint relevance 

probability of all documents based on both of query-document relevance and relevance 

between the documents and topics. Furthermore, wc train our model by two means: 

(1) opt imizing the accuracy of identifying relevant documents; and (2) directly opti-

mizing I R evaluation measures. Our model can also be applied to CL IR task directly. 

\ 

This can be achieved in a straightforward wa:, by simply removing the source language 

results from the output. We show significant advantages of our method for both a 

C L I R task of T R E C and a mult i l ingual Web scarch task under English-to-Chincsc 

retrieval settings. 

This chapter is organized as follows: Section 4.2 presents the related work of M L I R 

ranking; Section 4.3 presents M L I R ranking based on learning-torank framework; 
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Section 4.4 describes our jo in t ranking model; Section 4.5 discusses the experiments 

and results; finally, we sunimarize the chapter in Section 4.6. 

4.2 Related Work 
M L I R is a task to retrieve relevant documents in imi l t ip le languages. Typically, 

the queries are first translated using a bi l ingual dictionary, machine translation soft-

ware or a parallel corpus. The translated queries arc then submitted to monolingual 

retrievals. A re-ranking then takes place to merge different ranked lists from IR in 

different languages into a single reasonable list. 

The Round-Robin approach [95] takes one document in turn from each individual 

list to bui ld the final l ist. Score combination approach was proposed by Fox and 

Shaw [21], where the results from different lists are combined and ranked by the 

retrieval status value of each document. For the same document, the combined score 

is calculated using different combination schemes, such as the CombMin, CoinbMax, 

CombSUM, CombANZ and CombMNZ, based on its scores in different ranked lists. 

The combination can be done using the raw score, assuming that the relevance scores 

of different lists are direct ly comparable. However, different retrieval results can 

generate quite different ranges of relevance values, and a normalization method should 

be first applied to each result before merging [53 . 

Most existing work focuses on how to combine retrieved items wi th incomparable 

tjuuit!s cussucia-Led wi th each re«uit list. Different normalization strategies were pro-

posed by Savoy and Berger [84], such as Norm Max, Norm RSV, and Z-score. They 
I 

also introduced an advanced method using logistic regression to preclic:t the probabil-

i ty of binary relevancy (relevant or not) for a document according to the logarithm 

of its rank and the original retrieval status value (RSV). The rclevancc probabil i ty is 

formulated as a logistic funct ion below: 
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^Q+0iMrank{d))+02nSV{d) 
Pr [rel(d)\rank{d). RSVid)]=工 + 严 州 ) ) + 如 請 ⑷ (4.1) 

Based on the relevance probabi l i ty, they sorted the documents f rom different lists. 

Tra in ing data are required to estimate the under ly ing parameters a , 仇 and (^2. 

One par t icu lar shortcoming of previous combinat ion methods is that they treat 舍 

the votes f rom mul t ip le systems w i t h equal weights. Si and Callan [87] proposed 

a learning approach for score combinat ion. The idea is to develop a better score 

normal izat ion method and the weights of systems w i th machine learning over a set 

of t ra in ing data. The scoic funct ion is defined as a weighted combinat ion of scorcs 

f rom M ind iv idua l ranked lists: 

1 似 
score{d) = — ^ ^ Wm . scorem(dY"\ (4.2) 

m = ] 

where M is the number of ranked lists, and xUm and r ^ are the weight of the vote arid 

the exponential normal izat ion factor for the 771-th ranked lists respectively. To derive 

the parameters, Mean Average Precision ( M A P ) [74, 78) cr i ter ion is used to opt imize 

the accuracy for the t ra in ing queries as below: 

{w, f)* = arginax 
(tP.rO 

log(MAP) - f - f ^ ： ： ： ^ 
^ ' 乙 ^ 2*b 

(4.3) 

where two regularizat ion coefficients a and b are introduced to avoid overf i t t ing. 

A l though the work by [84, 87] involved learning, they pr imar i ly focused on ad-

jus t ing the scores of documents f rom different monolingual result lists and neglected 

direct model ing of different types of features for measuring M L I R relevancy. Different 

f rom the score combinat ion approaches, Tsai et al. [94] direct ly applied learning-to-

rank method to M L I R ranking. They l inearly combined a merge model and a BM25 

retr ieval model: »， 

score(d) = (1 - A) * M “ ⑷ + A * bin2b{d) (4.4) 
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where A was the in terpo la t ing weight of BM25, and the merge model Mt was a ranking 

func t ion combin ing t number of selected weak learners (the ranking funct ion after t-

t h i terat ion) to min imize the pairwise fidelity loss [93], i.e., Mt{d) — Ylt ^t'mtid), 

where a； was the weight of weak learner mt (.). Each weak learner corresponded 

to the features selcctcd at three levels: document level, t ranslat ion level and query 

level. Th is method was the f irst a t tempt of using learning-to-rank algor i thm for 

M L I R rank ing task. Bu t the feature set d id not take into account of the relevancy 

between query and documents. In contrast, our approach focuses on a jo in t ranking 

model which learns the rank ing funct ion by leveraging the correlat ion of relevancy 

(or commonal i ty ) among documents of different languages in addi t ion to the query-

document relevancy features. 

4.3 Learning for Multilingual Ranking 
The learning framework for M L I R rank ing aims to learn a unique ranking funct ion 

to est imate comparable scores for documents in different languages. A n impor tant 

step is to design a unif ied mul t i l i ngua l feature space for the documents. Based on 

these features, exist ing monol ingual learning-to-rank algori thms can be applied to 

M L I R ranking. We w i l l f irst int roduce the framework and algori thms of learning to 
« 

rank, and then give details about construct ing the mul t i l ingual feature space. 

4.3.1 Learning to Rank Framework 

The general learning f ramework for ranking described in [56] is i l lustrated in 

Figure 4.1. 

Suppose tha t each query q E Q {Q is a given query set) is associated w i th a list 

of retr ieved documents Dq = and their relevance labels L^ = {/‘}，where /‘ is the 

rank label of 山 and may take one of the rn rank levels in the set R = { n，7 , 2 , . . .， } , 
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F i g u r e 4.1. The general framework of learning to rank for information retrieval [56 

where r\ y ro . . . >- and >- denotes the order relation. The training corpus is 

then represented as {q € Q\Dq, L^}. 

For each query-document pair (cy, di), we denote the feature space as <I> : (f)(q,(“)= 

[</>((</’ where $ is the feature vector consisting of K number of relevancy fea-

tures w i th respcct to (g, d‘）’ and (pf； is one of the feature functions. The goal is to learn 

a scoring function (or ranking function) f(q, d“ lu) : ^ IR (R is the real value space) / 

to assign a relevance score for the feature vector of each retrieved document, where 

w is the vector of feature weights. Specifically, a pennii tat ion of integers / ) 

is introduced to denote the order among the documents in Dq ranked by /，and each 

integer n(di) refers to the position of di in the result list. The objective of ranking is • » 

to search for an opt imal scoring function: 

* 

/ = argmii i ^ E{'K{q, / ) , L^), (4.5) 
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which minimizes a loss function E that represents the disagreement between 7T{q, Dq, f ) 

and the desirable rank order given by Lg over all queries. The ranking function and 

loss function may take various forms in different ranking .algorithms. 

4.3.2 Learning to Rank Algorithms 

Based on their input and output spaces, three categories of learning-torank ap-

proaches have been proposed in rcccnt years, i.e., pointwise approach, pairwisc ap-

proach and listwisc approach. 

In pointwise approach, standard probabilistic classification (e.g., Support Vector 

Classifier) and metric regression (e.g., Support Vector Regression) are typically used 

for ranking by predicting the rank labels or scores of individual documents. Most of 

the popular ranking models like Ranking SVM (large-margin ordinal regression) [33), 

RankBoost [22]，RankNet [10], etc., aim to optimize pairwise loss based on order 

preference and classify the relevance order between a pair of documents, thus falling 

into the pairwise approach. More recently, listwise approach is proposed to consider 

the entire group of documents associated wi th the same query in the input space of 

the algorithms. Compared to the pointwise and pairwise approaches, the advantage 

of the listwise approach lies in that its loss function can naturally take into account 

of the positions of the documents in the ranked list of each query. Since most IR 

evaluation measures, such as M A P [74，78] and Normalized Discounted Cumulative 

Gain (NDCG) [38], arc arc position-based and used at query level, listwisc algorithms 

can directly optimize these measures. 

Al though the listwise approach wi th direct optimization methods is advantageous, 

the task of opt imizat ion is non-tr iv ial as the IR evaluation measures are commonly 

position-bas6d, and thus non-continuous and non-differentiable. To overcome this 

predicamcnt, different attempts have been made, including (1) to optimize a continu-

ous and different! able approximation of an evaluation measure，such as Soft Rank [92 
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(2) alternatively to optimize a continuous and differentiable (even convex) bound of 

the evaluation measure, such as S V M - M A P [101]; and (3) to use techniques like Boost-

ing or genetic algorithms which can optimize complex objects, such as AdaRank [100 

A comprehensive survey of these methods are given in [56 

4.3.3 Multilingual Ranking Features 

In monolingual ranking, all documents arc represented by vectors of features, 

which rcflcct the relcvancc of the documents to the query in a wide range of infor-

mation retrieval measures. Since i t is almost impossible to use only a few factors to 

satisfy complex information needs of Web users, the capability of combining a large 

number of features is highly demanding for search engines to easily incorporate the 

output of any new progress on retrieval model as one dimension of the features. 

For each Web page of a given query, query-dependent features can be extracted 

from four different sources of information: the anchor text, the URL, and the t i t le 

and body of the page. Also, query-independent features can be extracted considering 
»•丨一 

the l ink structure of Web pages, such as PagcRank and HITS. [57] presented details of 

these popular features. The task of learning is to derive the optimal way of combining 

these features. 

Monolingual search engines of different languages may adopt different sets of fea-

tures, rendering a uniform feature space for mult i l ingual ranking diff icult. .Some 

features available in one language may be missing in another language and the fea-

ture values are hardly comparable across different languages. Therefore, a key step to 

learn for mult i l ingual ranking is to design a unified mult i l ingual feature spac e for doc-

unieiits in different languages. W i t h this unified features space, existing monolingual 

learning-to-rank algorithms can then be applied for 'mult i l ingual ranking. 

Wi thou t loss of generality, suppose we would like to rank documents retrieved from 

an English and a Chinese corpora. To deal w i th the problems of missing values and 
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incomparable values of features from different languages, a unified bil ingual feature 

space can be constructed based on the following rules: 

1. Any feature values wi l l be normalized using Min-Max algorithm, and then move 

the value ranges to start from 1; 

2. Any query-independent features being used in both corpora wil l be kept in the 

new feature space; 

3. Any query-iriclepeiideiit features being used in only one of the corpora wi l l be 

kept in the new features space, and the corresponding features of documents 

from the other language wi l l be assigned a value of 0; 

4. Any query-dependent feature <f) used in the English corpus wi l l be given a new 

notat ion and this feature on the Chinese documents wi l l be assigned a value 

of 0; 

5. Any query-dependent feature (j) used in the Chinese corpus wil l be given a new 

notat ion (^c，and this feature on the English documents wi l l be assigned a value 

of 0. Note that, the value of cpc for a Chinese document is estimated based on 

the Chinese translat ion of the English query. 
* 

Figure 4.2 shows an example i l lustrat ing the construction of the unified bil ingual 

feature space based on the rules above. W i t h this unified mult i l ingual feature spacc, 

popular learn ing- torank algorithms, such a.s Ranking S V M and RaiikNet, can bê  

applied to M L I R ranking. 

4.4 Joint Ranking Model for MLIR 
Al though monolingtial ranking algorithms can be applied to M L I R , the informa-

t ion loss causcd by query translat ion can seriously affect ranking t)ffcctivcncss. To 
» 

complement query-document relevance, we propose a jo int ranking model to exploit 
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F i g u r e 4.2. An example of constructing the unified multi l ingual feature space. Note 
that for ease of reading, the feature values shown underneath are not normalized using 
rule 1 aV)ove so that readers can connect the renewed values with their raw values. 

the relationship among documents in different languages. If two documents arc bilii i-

gually correlated,or similar, and one of them is relevant to the query, it is very likely 

that tlTe other is also relevant. By modeling the similarity, relevant documents in 

one language may help the relevance estimation of documents in a different language, 
‘ N 

leading to improve the overall rclcvaiicc estimation. This can bp considered as_a 

variant of pseudo relevance feedback. In our study, Doltzmann machine (BM) [1] is 

used to estimate the joint relevance probabil ity distribution as it is well generalized 

to model any relationship among objects. 

Although joint probabilistic model was not used for IR ranking, similar approaches 

have been proposed for question answering (QA) and information extraction tasks. 
- — I 

For example, in order to exploit the dependency in classifying similar answers, on B M 
/ 

model was used to predict the joint probabil ity of the answers' correctness in the QA 
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taak [45]. In [9], Relational Markov Network was applif.d to enhance protein name ex-

traction from biomedical texts by niodeling the dependencies among individual entity 

cffTidiclates. Also, B M was used to model movie rating in collaborative filtering [81 . 

Note that in previous work the instance pairs were directly linked to represent the 

interaction between instances. This rendered the size of graph being quadratic to the 

number of instances, which is formidable to Web search ranking tai>k. 

4.4.1 Boltzmann Machine (BM) Learning 

B M is an jnidirected graphical model that makes stocha.stic predictions about 

which state values its nodes should take [1]. The global state s of the graph is 

represented by a vector s = [.S1.S2 . . . .Sn], where .s、= ± 1 is the state of the node ？: and 

n is the total number of graph nodes. The system's energy under a global state is 

defined as ， 

’ £"(s) = OijSiSj - w，,6‘" （4.6) 

iJ » 

where Oij is the edge weight between node i and j , Wi is the threshold of node i. Theo-

retically, after running a stochastic i l ^ a m i c proccss for some enough time, the system 

wil l rcach a state of thermal equil ibrium, in which the probabil i ty to find the graph in 
vj 

the global state depends only on the states of each node and its neighbors, and follows 

Boltzmann distr ibut ion, i.e., P ( s ) = 去 exp( — w h e r e Z = exp( —•^^(s)) is the 

normalization function over all possible states. 

The training of a machine is to determine the weights and thresholds in such 
A 
a way- that the Boltzmann distr ibut ion approximates the target distribution P(s) 
as closely as possible. The difference between the two distributions is measured by 

» 

Kullback-Leihler (K-L) Divergence [50]: K{P\\P) = P{s) l o g ^ . The object ive 

is to minimize the divergence using gradient dcsccnt. The weight updating rules of 

the following form can be obtained [1 

= Ol {{SiSj)damfM'.d - {'''iSj)fre.v.) (4-7) 

> > 
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Aw'i = Oc({Si)riarnped " {Sr) free) (4.8) 

where a is t l ie learning rate, and (.)c/umped and (.)free denote the expectation values 

of the node states obtained from the clamped and free-running stages in training 

respectively. In clamped stage, states are fixed to the patterns in the training data; 

in free-running stage, states are changed bailed on the rnoders stochastic decision 

rule. The procedure alternates between the two stages unti l the model converges. 

4.4.2 Joint Relevance Estimation Based on BM 

We unambiguously denote the original query and its translation as one query q 

without differentiating them, i.e., a couple of bilingual queries which reflect a common 

search interest from users of different languages. Unless mentioned otherwiso, q is 

referred to as a couplc of bil ingual queries above throughout this chaptcr, but it 

is important to note that they are searched independently wi th in their individual 

language domains. 

For each query, one can intuit ively represent the retrieved documents as nodes, 

the correlations between them as edges, and the rank label of each (lociiinont iis node 

state. Each B M then naturally corresponds to the instances of one query. However, 

the number of edges is quadratic to the number of documents with this representation. 

This is unacceptable for Web search where hundreds of candidate documents wil l he 

returned for a query. Our idea is to first discover the salient topics using a clustering 

technique’ and the dircct document connections are rcplaccd by the edges between the 

documents and the topics. In particular, only the set of top largest clusters arc kept 

so that the size of the graph's connectivity is linear wi th the number of documents. 

Figure 4.3 shows the representation of a B M for ranking. Coirespoiidingly, we 

have two types of nodes, i.e., topic nodes and document nodes. Topic nodes represent 

clusters of retrieved documents. This representation helps rcducc complexity. For 
n ‘ 

^ialient topics, we perform mult i l ingual clustering on the retrieved documents of each 
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Boltzmann machine of q 

Topic nodes 
(doc clusters) 

Edge features 
(doc similarities) 

Doc nodes 
(documents) 

Node features 
(query-doc relevancy) 

F i g u r e 4.3. I l lustrat ion of a Boltzmann machine of a query for M L I R ranking. The 
top layer contains hidden nodes corresponding to clusters, and the middle layer con-
tains output nodes corresponding to documents. Edges between every document and 
topic nodes correspond to the correlation between documents and clusters (topics). 
The bot tom layer contains input query-document relevancy foatiires. 

query q (see Section 4.4.3). We denote ry's salient topic set a.s T^ 二 •[认 T\ and D” 

correspond to different types of nodes in a graph. Topic nodes are regarded hidden 

units because their states (rank labels) are not explicitly provided, and dociii i iciit 

nodes are output units as their rank labels wi l l be the output of ranking. Although a 

document belongs to only one of the topics, the edges between a document node and 

every topic node represent the strength of their correlations. 

For each query q , suppose n docuinerits are retrieved from different languages and 

777 salient topics are identified in them. We denote sd, = Mdt 'L i and st^ = as 

the state vcctors of the document nodes and topic nodes respectively, then the energy 
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of the machine becomes: 

= = - " ^ w - - \ j y . 《 ’ 、 ( “ , t j 、 s d A (4.9) 

» “ 

where 0 = [< :̂r(<?’ and =[仏y(屯 ' 'J)]?/:! are the A^-(iirnerisioii vector of query-

document relevancy features on document nodes (i.e.，node features) and the V-

dimension vector of document-topic similarit ies on edges (i.e., edge features) respoc-

l ively, and w and 0 arc their corresponding weight vcctors. Note that one madi inc 

corresponds to only one query, and the corresponding weights of node features and 

edge features are shared across different rnachinevS (or queries). The probabi l i ty of the 

global state then follows Bol tzmai i i i d is t r ibut ion which takes the following form: 

P(s,q) = P(s〜為’ (J)=乏 exp [ -E (sdwSt…f / ) ] (4.1U) 

where Z = J2{.HD}{ST) ^̂ ^P sty, <•/)] is the normalization constant (see Sec-

t ion 4.4.1). 

A l though w i t h a hidden layer, note that our jo in t probabil istic model is differ-

ent f rom graphical models for topic discovery, such aa Latent Di i ichlot Al locat ion 

( L D A ) [5]. L D A is a hierarchical Bayesian model that views each document as a 

mix tu re of various topics. The goal is to estimate the posterior d ist r ibut ion of tho 

hidden topic variabics given a document. Different from rcicvancc features in rank-

ing, the topics and documents in L D A are represented as tfidf vectors of words in a 

collection. When applied in document cUissification, L D A is used in pre-processing 

for dimensional i ty reduction followed by specific classification algori thm. In particu-

lar, L D A reduces any document, to a fixed set of roal-valucd features - the posterior 

Dir ichlct parameters associated w i th the document. Different from L D A , Boltzrnanri 

machine is a probabil ist ic classification model based on jo in t probabi l i ty (estimation of 
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rank labels using fixed sets of query-document relevance features and inter-document 

correlations. 

4.4.3 Multilingual Clustering for Identifying Salient Topics 

For clustering and measuring the rclcvaiicc among documents, some translation 

mechanism has to be employed for comparing the similarity of documents in different 

languages. We use the cross-lingual document similarity rrioasure described in [62) for 
i 

its simplicity and efficiency. The measure is a cosine-like function with an extension of 

TF - IDF weights for the cross-lingual case, using a dictionary for keyword tiaiislatioii. 

The measure is defined as follows: 

sim{d], d'2)= 
T^(“’t^^、GT(<u、d2、tf(M,(h、i(lf(M、h)tf(M,d2")i(if[t.“t-2) 

7F (4-11) 

where Z' is given as 

Z ' {tf{tudi)idf{UJ.-2)f ( W i ’ " i W i ) ) : 
{t\,l-2)eT{di,fh) ty^Tidud^) 

X 

( 他 ’ 講 1 山 ) ) 2 + [ {tf{t,^d,)idf{h)y 
itl,h)€T(dud2) t7£T{d2,di) 

了⑷，"2) denotes the sets of word pairs where《2 the translation of t ] , and t、(^2) 

occurs in document di {do). ⑷’山）denotes the set of terms in di that have no 

translation in d) is defined similarly). idf{t\, ^2) is dofinod as the extension 

of the standard IDF for a translation pair (̂ 1,̂ 2)： 

f t / /…山）= l o g 
71 

(4.12) 

where n denotes the total number of documents in two languages and df is the 

word's document frequency. In our work, the cross-lingual document similarity is 
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measured as such, and the monol ingual s imi lar i ty is calculated by the classical cosine 

funct ion [82]. K-means a lgor i thm is used for clustering. We introduce only k largest 

clusters into the graph as salient topics, where k is chosen empir ical ly (A: = 6 achieves 

best results in our case) based on the observation that minor clusters are usually 

irrelevant to the query. 

Equat ion 4.11 is also used to compute the edge features, i.e., the similarit ies 

between documents and salient topics. The edge features for each document-topic 

pair are defined as 12 s imi lar i ty values leased on the fol lowing combinations of three 

aspects of informat ion: (1) the language — monolingual or cross-lingual s imi lar i ty 

depending on the languages of two documents concerned; (2) the field of text — the 

s imi lar i ty is computed based on t i t le , body or t i t l e+body ; and (3) how to do the 

average for the value — averaging the s imi lar i ty values w i th all tho documents in the 

duster or calculat ing the s imi lar i ty between the document and the cluster's ccntroid. 

4 .4 .4 B M T r a i n i n g as a C lass i f i e r 

The t ra in ing is to adjust the weights and thresholds in such a way that for cach 

query the predicted probabi l i ty of document rclcvancy, i.e., the model P(sdg, q)= 

Slls'tq P(sdq’ st…<7)，approximates the target d is t r ibut ion f^(sd(”(】、a.s closely a.s pos-

sible, where 
f 

1 ， i f sd , = L , ; 
/ ^ ( s d y , … = 

0, otherwise 

is obtained f rom the t ra in ing data. By min i in iz i i ig tho K-L Divergence, wc obtain the 

weight update rules 

A 队 二 a 

= a 

sdi . di) ) 一 ( sdi . d“ 
' / clmnprd \ * / frcf 

XI 城.stj . t j ) 〉 一 〈 ^ sd, . St J . ipyidi.tj] 
、。 ‘clam]}rd \ ‘fret 
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which bear similar forms as Equations 4.7 and 4.8，and i t is noted that the expectation 

values calculated here are of features and similarit ies rather than node states. 

The t ra in ing procedure alternates between the damped and free stages. I t is re-

peated several times w i t h different in i t ia l weight values to avoid local opt ima. Unlike 

an ou tpu t un i t whose state is fixed to its human label in the clamped stage, the state 

value of a hidden un i t (i.e., a topic) is decided by the model in both stages. Note 

that the exact est imation of the expectation values {.)damped and {.)free requires enu-

merat ing all possible state configurations. For efficiency, we use Gibbs sampling [96 

a Markov Chain Monte Carlo method, to approximate their values. 

4.4.5 BM Inference for MLIR Ranking 

For a new query q and the retrieved documents Dq、the relevance probabi l i ty of 

a docuriierit di € D ” can be estimated by P{sd i ,q ) = stq st< ’̂ I t 

is then straightforward to determine = argmax^,^^ P(sd i ,q ) as the rank label for 
A 

ranking and use the value of P{li, q) to break the tie. However, exact estimation of 

P{sdi,q) is t i inc-consumi| ig as enumeration of all possible global states is required. 

For efficient online predict ion, we use mean field approximat ion [37] for the inference. 

Mean field theory has solid foundat ion based on variational principle. Here we simply 

present the procedure of the mean field approximat ion for B M , and leave the formal 

just i f icat ions to [37). 

In mean field approximat ion, the state d is t r ibut ion of each node only relies on the 

states of its neighbors which are al l fixed to their average state value. Thus, giving 

the machine, we have the fol lowing equations: 

P(sd i = r ) = 

尸 K = 

‘ e x p E j 吞.V了⑷’ tj){st,)T + w . 0(r/, di)r 

E r ^ X p Y l j 召'ifKdutj){stj)r + • 山)7. 

exp 

E r exp 

(4.13) 

(4.14) 
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{sdi) = P 她=r)厂 (4.15) 
r 

⑷ = ^ P(stj = r ) r (4.16) 
r 

where P{sdi — r) is the probabi l i ty of document 山 w i th the rank label (i.e., node 

state) r , P(stj = r) is the probabi l i ty of topic tj w i th the rank label r , (sdi) is 

the average rank label (i.e., average node state) of document d“ and {stj) is the 

average rank label of topic t j . Equation 4.13 computes the relevance probabil i ty of 

a document given the average rank labels of all the topics. Similarly, Equation 4.14 

computes the rclcvancc probabi l i ty of a topic given the average rank labels of all 

the documents. Equation. 4.15 and 4.16 estimate the average rank labels given the 

probabi l i ty distr ibut ions computed by Equation 4.13 and 4.14. 

Equations 4.13-4.16 are called mean field equations, and can be solved using the 

following iterative procedure for a fixed-point solution: 
t 

f 

1. Assume an average state value for every node; 
« 

2. For each node, estimate its state value probabil i ty using Equation 4.13 and 4.14 

given the average state values (i.e., average rank labels) of its neighbors; 

3. Update the average state values for each node using Equation 4.15 and 4.16; 

4. Go to step 2 unUl the average «tate values converge. 

Each i terat ion requires 0( |TfJ + \Dq\) t ime, and is linear to the number of nodes,、 

4.4.6 BM Training with M A P Optimization 

In the previous sections, B M is optimized for rank label prediction. However, 
-V 

rank label prediction is just loosely related to M L I R accuracy as the exact rclcvancc 

labels are not necessary for deriving the correct ranking orders. [101] presents a 
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the best ranking 

i l l a similar way, 

F). The average 

r 0 depending 

i-th posit ion, i.e., 

rank ing model which d i rect ly optimizes I R evaluation measure; and 

performance has been reported. Therefore, we w i l l t ra in our model 

i.e., op t im iz ing the Mean Average Precision ( M A P ) of M L I R . 

We know t h a t the predicted ranking order is produced by 7r(r/, Dq、 

precision for q is defined as follows: 

where 7i[q) is the nuruber of retr ieved documents, ？力 is assigned as 

oi l whether di' is relevant or not [山‘is the document ranked at the 
f 

7^(di>) = z), and Pg{i) is the precision at the rank posit ion of i : pg(i) = 7 Vr 

Suppose N is the number of queries, M A P is the mean of average precision over all 

the queries, i.e., MAP — ^ JDq AvgPq. 

Simply op t im iz ing M A P is l ikely to cause overf i t t ing. Instead, we tiy,fco maximize 

the fo l lowing revised object ive funct ion: 

X Y 

MAP — ||6g|2 (4.17) 
x = l y = l 

where w^ and 9y are the weights of node features and edge features respectively，so the 

last two terms are L-2 regular izat ion terms representing the complexi ty of the model. 

The funct ion is therefore a tradeoff between the model's accuracy and complexi ty 

control led by coefficient C. S V M - M A P [101] used a s imi lar funct ion to minimize a 

l inear combinat ion of the same L-2 no rm w i t h the hinge loss relaxat ion of M A P loss. 

Since M A P is not a continuous funct ion w i t h the weights of the B M , Powell's 

D i rec t ion Set Me thod [73], which does not involve der ivat ion computat ions, is used 

for the opt imizat ion. To achieve op t ima l performance, Powell's method is repeatedly 

called a number of t imes w i t h dif ferent in i t ia l values of the BM 's weights cach t ime. 

One par t icu lar set of the in i t ia l values takes the weight values learned when the 
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B M is t ra ined to opt imize classification accuracy in Section 4.4.4. The mean field 

approx imat ion (Section 4.4.5) is used in model inference as well. 
> 

4.5 Experiments and Results 
We evaluated the proposed M L I R ranking algorithms. The experiments were con-

ducted on two datasets: (1) TREC-5&;6 English-Chinese C L I R data; (2) Chinese and 

Engl ish mul t i l ingua l Web search data. The baseline was the ranking score combina-

t ion a lgor i thm, referred to as ScoreComb below. In this method, different ranking 

algor i thms including Ranking S V M and S V M - M A P were first used to learn rank-

ing functions for Chinese and English documents separately. The scores were then 

combined by a log linear model fol lowing [84，87). 

Three prevalent learning algori thms, i.e., SVC (SVM classifier w i th probabi l i ty 

est imat ion), R S V M (Ranking SVM) , and S V M - M A P , were used to compare the per-

formance of M L I R ranking. These algori thms represent three typical categories of 

ranking schemes: (1) SVC is a typical classification-based ranking algori thm; (2) 

R S V M is the state-of-the-art ranking a lgor i thm based on pair-wise preference order 

classification; (3) S V M - M A P is a ranking a lgor i thm direct ly opt imiz ing I R relevance 

measure. We used the source codes of L i b S V M \ SVM-Light'^ and SVM-map^ to run 

SVC, R S V M and S V M - M A P , respectively. 

The proposed B M classifier ( B M C ) and B M classifier w i th M A P optimizer (BMC-

M A P ) were evaluated and compared against the above algorithms. In order to direct ly 

assess the cont r ibut ion of the relevance among documents, we reduced B M C and 

B M C - M A P in to the. conventional log linear models by simply removing the hidden 

i fa t tp : / /www.cs ie.ntu.edu. tw/- j l in / l ibsvm 

^ht tp : / /svml ight . joachims.org/ 

^ht tp: " p r o j ects.yisongyue.com/svmmap/ 
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units and the edges. This produced two addit ional systems, namely LOG and LOG-

M A P , for our comparative study. 

4.5.1 Experiments on TREC CLIR Data 

In this section, we study the contr ibut ion of similarities between documents and 

topics on' CLIR. The C L I R task of TREC-5&:6 was defined as using English queries 

to retrieve Chinese documents. Al though mult i l ingual result merge was not required, 

i t was valuable to study the effectiveness of relevant English documents in improving 

cross-lingual relevance estimation for Chinese documents. Since the joint ranking 

model required English retrieval, we addit ionally indexed the English T IPSTER cor-

pus from LDC4. We use query CHl -28 in TREC-5 topics for training and CH29-54 

in TREC-6 topics for testing. 

Three free machine translation engines were used to translate English queries to 、 

Chinese, and then an BM25 (Okapi) model [79] was employed for Chinese document 

retrieval based on the combined query translations. For learning the ranking models, 

wc implemented 25 commonly used query-document relevance features described in 

the l i terature [57] using the translated queries, including the scores of T F I D F , BM25, 

and language modeling IR, etc. 

To create B M for jo int relevance ranking, 500 English documents were retrieved 

from T I P S T E R using the original query. We ranked them by their BM25 scores. Since 

there was no relevance annotat ion in the English documents, wc chose 20 documents 

and assigned them w i th one of the following two labels: 0 for the last 10 documents 

in the result; and 1 for the top 10. Tha t is, we assumed the first 10 documents 

as relevant and the last 10 as irrelevant according to BM25 in the source language. 

Dur ing both t raining and inference, the states of the English document nodes were 

'LDC Catalog No.: LDC93T3A. http: //www. Idc.upenn. edu/Catalog/ 
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Tab le 4.1. TREC-6 CL IR performance by 11-poiiit precision-recall and AP measure 

recall BM25 SVC RSVM SVM-MAP LOG BMC LOG-MAP BMC-MAP 
0 0.658 0.73'6 0.788 0.798 0.715 0.796 0.797 0.815 

0.1 0.495 0.476 0.531 0.598 0.475 0.583 0.592 0.591 
0.2 0.411 0.393 0.427 0.486 0.391 0.469 0.480 0.502 
0.3 0.345 0.354 0.385 0.414 0.349 0.412 0.411 0.423 
0.4 0.289 • 0.324 0.346 0.368 0.324 0.367 0.366 0.37(3 
0.5 0.251 0.282 0.299 0.316 0.281 0.312 0.315 0.323 
0.6 0.203 0.222 0.241 0.245 0.214 0.247 0.241 0.269 
0.7 0.164 0.174 0.200 0.185 0.175 0.183 0.182 0.220 
0.8 0.074 0.099 0.101 0.086 0.099 0.088 0.084 0.107 
0.9 0.010 0.020 0.027 0.016 0.018 0.017 0.016 0.030 
1.0 0.002 0.007 0.012 0.006 0.004 0.007 0.006 0.008 
AP 0.249 0.253 0.280 0.30] 0.250 0.299 0.299 0.314 

fixed to one of the above values. The 25 relevance features were also calculated for 

English documents based on the source queries. 

The CL IR results arc given in Tabic 4.1 in terms of average precision (AP) and 11-

point precision-recall measures. Since no multi l ingual result merge was involved, the 

BM25 score between the translated queries and the Chinese clociinients was used as 

the baseline of ranking. I t is obvious that all the learning algorithms outperformed the 

baseline. Furthermore, SVM-MAP outperformed RSVM and SVC, and BMC-MAP 

outperformed BMC, implying that like monolingual ranking direct optimization of 

IR measure is also critical to CL IR ranking. 

We further conducted t-test, which showed that BMC significantly outperformed 

LOG (p = 0.009) and RSVM (p = 0.011). This indicates that uti l izing monolingual 

IR results for CLIR. ranking is effective. The AP improvement from SVM-MAP and 

LOG-MAP to B M C - M A P was not as large as from LOG to BMC. This may be caused 

by optimizing Equation 4.17 using a Boltzmann machine. Different from SVM-MAP 

training which achieved global optimum, BMC-MAP training only achieved a sub-

opt imal solution. However, although suffered from under-training, BMC-MAP stil l 

significantly outperformed SVM-MAP by 4.15% (p = 0.032). 
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4.5.2 MLIR Experiments on Web Search Data 

III this section, we discuss the experiments and results on real Web search dataset 

from a commercial search engine. We wi l l first describe the Web search dataset we 

used, and then give the details of experiments of mult i l ingual runs. 

4.5.2.1 Multilingual Web Search Data. 

Our Web search data consisted of queries and returned Web pages from query 

logs of a commercial search engine. There were two separate monolingual query logs 

for English and Chinese. The retrieved Web pages were annotated wi th ratings from 

0 (irrelevant) to 5 (perfect) by human labelers, representing different relevance levels 

(or rank labels). About 600 features were associated wi th English pages, and about 

900 features were associated w i th Chinese pages. The features consisted of query-

dependent features (e.g. BM25) and query-independent features (e.g. PageRank)^. 

The English part of the corpora was previously used by several learning-to-rank stud-

ies in monolingual IR [10, 12 . 

For mult i l ingual ranking, we manually selected 1,000 queries from the English 

query log and their translations from the Chinese query log. Thus wc obtained 1,000 

pairs of bi l ingual queries. Based on these queries and their labeled results, we con-

structed a bil ingual ranking corpus: Given an input query, the corresponding Chinese 

and English Web pages associated wi th the rank labels were put together. The re-

sult ing corpus contained 17,791 Chinese and 32,049 English pages wi th manual rank 

labels. After applying the rules to unify the two sets of features (see Section 4.3.3), 

we ended up w i th 352 features in the unified bilingual feature space. 

In addit ion, the edge features specific to our jo int model, i.e., the 12 similarities 

measuring the correlations between documents and salient topics, were also computed. 

®To protect copyright of the data which belong to a commercial search engine, we cannot disclose 
the detailed definition of these features. 
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ScoreComb • SVC • RSVM • SVM-MAP • LOG • BMC 謹 LOG-MAP • BMC-MAP 
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Figure 4.4. Comparison of ranking results using mult i l ingual Web search data. 

AH the model parameters were tuned on a development set wi th 197 queries; and 803 

queries were used for 4-fold cross validation. 

4.5.2.2 Experiments on Multilingual Ranking. 

The results of MAP, precisioii@l,5,10 and NDCG@1,5,10 are presented in Fig-

ure 4.4. Apparently, aU the models learned using the mult i l ingual feature space out-

performed the ScoreComb baseline. The t-test showed that all improvements were 

statistically significant (p < 0.05). This confirmed the advantage of the learning-to-

rank approaches over the score combination approach in directly learning a ranking 

function from the given features. 

By opt imizing .he ranking order of document pairs, RSVM was expected to 

perform better than SVC. This was verfied by our M L I R experiments. Similar to 

the T R E C result, B M C achieved comparable results w i t l i RSVM, implying that 

classification-based ranking algorithms, by making use of the relevance among in-

dividual documents (i.e., the documcnt-topic. similarities), performed equally well 

w i th the state-of-the-art ranking models. Interestingly, SVM-MAP underperformed 

86 



Table 4.2. The comparison results of using and without using clusters in B M models. 

M A P P®1 P@5 P®10 N D C G ® 1 NDCG®5 NDCG®10 
LOG 0.484 0.511 0.435 0.397 0.546 0.591 0.641 
BMC 0.497 0.527 0.451 0.409 0.557 0.604 0.651 

LOG-MAP 0.504 0.552 0.452 0.413 0.551 0.594 0.649 
BMC-MAP 0.523 0.580 0.478 0.432 0.587 0.626 0.674 

R.SVM. This may be because SVM-MAP cannot support the fine-grained 6-level rel-

evance while RSVM can. 

BMC-MAP outperformed all other models. In terms of MAP, i t outperformed 

the baseline by 30.22% (p = 0.003), SVC by 15.12% (p = 0.006), BMC by 5.33% 

(p = 0.029), RSVM by 3.90% (p = 0.023), and SVM-MAP by 7.40% (p = 0.009). 

Table 4.2 showed the enhancement from the joint ranking model by comparing BMC 

with LOG, as well as BMC-MAP wi th LOG-MAP. The p-value on MAP difference 

was 0.04 between BMC and LOG, and is 0.027 between BMC-MAP and LOG-MAP, 

implying the significant contribution of the correlations among documents. 

Further analysis on the clustering effects showed that our method could group 

documents wi th similar relevance labels from different languages into the same clus-

ters. The documents wi th different ratings were either put into different clusters or 

not included in the salient clusters. To assess the effects of clustering, we calculated 

the averaged relcvancc difference over every pair of documents in cach duster based 

on human relevance judgement. The relevance difference of two documents was de-

fined as , where / i and 1.2 were the rank labels, and /max('mm) the max (min) 
hnax 一 * m i » i 

rating level defined. The averaged difference in a salient cluster reflected the purity 

of the cluster according to human judgment. I t was observed that around 70% of 

the clusters had the values of averaged relcvancc difFcrcncc less than 0.3 (i.e., for 

0-5 rating levels, i t meant the difference among document ratings was less than 1 in 

average), which indicated that clustering was very effective in identifying documents 
r 

with similar relevance. 
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4.6 Chapter Summary 
We studied how to rank Web documents of different languages based on their 

relevance to the query. Different from existing researches which focused on relevance 

score combination, we applied the learning-to-rank approach to M L I R ranking. To 

further improve mult i l ingual ranking accuracy, a joint ranking model was proposed. 

The model exploited various similarities among documents in addition to the com-

monly used query-document relevance features. By using Boltzmaiin machine, this 

new model first uncovered salient topics among retrieved documents, and then col-

laboratively identified relevant documents and relevant topics. 

The jo int ranking model makes use of search results retrieved for common search 

interests, i.e., bil ingual queries. This justifies our hypothesis that in addition to query 

formulation like CLQS, the correlation or commonality derived from common search 

interests arc also helpful to mult i l ingual and cross-lingual scarch ranking problems. 
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CHAPTER 5 

MONOLINGUAL RANKING WITH CROSS-LINGUAL 
INFORMATION 

In the previous chapters, we have presented new techniques based on the observa-

tion of common scarch interests of users in different languages for cross-language and 

mult i l ingual Web search applications. But machine translation (MT) is required to 

translate search results into user's language for browsing. Contemporary M T tech-

nologies cannot cater for user's smooth reading behavior effectively. Due to this 

prcdicamcnt, the proposed cross-language and multi l ingual scarch technologies can-

not unleash the power of their ful l potential. Therefore, before a perfect M T system 

appears (if this would ever happen), we propose to re-investigate the potential of 

irionblirigual search to capture and cater for user's cross-lingual information needs. 

Web search quali ty can vary widely across languages, even for the same informa-

t ion need. In this chapter, we propose to exploit this variation in quality by learning 

a ranking function on bil ingual queries, i.e., queries representing equivalent search 

interests in the query logs of different languages. For a given bilingual query, along 

wi th its corresponding monolingual query logs and monolingual ranking, we generate 

a ranking on pairs of documents, one from cach language based on click-through data. 

We then learn a linear ranking function which exploits bilingual features (similarities) 

on the document pairs, as well as standard monolingual features of individual doc-

uments. Finally, we show how to reconstruct monolingual ranking from the learned 

bil ingual ranking. Using publicly available Chinese and English query logs, we demon-

strate that for both languages our technique leads to significant improvements over a 

state-of-the-art monolingual ranking algorithm. 
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The materials presented in this chapter are partially based on our work presented 

in [27；. 

5.1 Introduction 
Web search quality can vary widely across languages due to the origin of the search 

terms. For example, ranking search results for the query “托马斯霍布斯”（Thomas 

Hobbes) is more diff icult in Chinese than i t is in English, even while holding the 

basic ranking function constant. By the same token, ranking search results for the 

query "Han Feizi"(韩非子） is likely to be harder in English than in Chinese. A large 

portion of Web queries have such properties that they are originated in a language 

difforent from the one they arc searched. 

This variance in problem difficulty across languages is not unique to Web search; it 

appears in a wicie range of natural language processing (NLP) problems. Much recoiit 

work on using bilingual data has focused on exploiting these variations in difficulty 

across languages to improve a variety of monolingual tasks, including parsing [36, 88, 

11, 91], named entity recognition [14], and topic clustering [99]. In this work, wc 

exploit a similar intui t ion to improve monolingual Web search. 

Our problem setting differs from cross-lingual Web search, where the goal is to 

return machine-translated results from one language ia response to a query from an-
> 

other [52]. We operate under the assumption that for>many monolingual English 

queries (e.g., “ I lan Feizi"), there exist good documents on Englibh VvVu，whldi ciiti 

nevertheless ranked behind many irrelevant pages due to different reasons, such as 

their unpopularity or the sparseness of click-through data due to lack of exposure. 

If we have Chinese information as well, we can exploit i t to help find these English 

documents. As we wi l l see, machinc translation can provide important prcdictivc 

information in our monolingual setting, but we do not have to rely on machine trans-

lation for displaying the output to the user. 
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We approach our problem by learning a ranking function for bilingual queries -

queries that are easily translated (e.g., w i th machine translation) and appear in the 

query logs of two languages (e.g., English and Chinese). Due to this property, bil in-

gual queries reflect user's cross-lingual information needs even though a monolingual 

system would not actually search in a different language. Given query logs in both 

languages, we identify bil ingual queries w i th sufficient click-through statistics in both 

sides. Large-scale aggregated click-through data were proved useful and effective in 

learning ranking functions [19]. Using these statistics on clicked documents, we can 

construct a ranking corpus over pairs of documents, one from each language. Given 

a bil ingual query, we use this ranking to learn a linear scoring function on pairs of 

documents. 

We find that our 丨)ilingual rankings have good monolingual ranking properties. In 

part icular, given an opt imal pairwisc bil ingual ranking, we show that simple hcuristics 

can effectively approximate the opt imal monolingual ranking. Using these hcuristics 

and our learned pairwise scoring function, we can derive a ranking for new, unseen 

bil ingual queries. We develop and test our bil ingual ranker on English and Chinese 

wi th two large, publicly available query logs from the AOL search engine (English 

query log) [69] and the Sougou search engine (Chinese query log) [58]. For both lan-

guages, we achieve significant improvements over monolingual Ranking SVM (RSVM) 

bfiLsclines [34, 41), which exploit a variety of monolingual features. 

This chaptor is organized as follows: Section 5.2 presents o\ir ranking model 

learned from bil ingual information derived from the query logs; Section 5.3 describes 

the feature and similari ty measures used for learning; Section 5.4 discusscs the exper-

iments and results; finally, we summarize the chapter in Section 5.5. 
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5.2 Learning to Rank Using Bilingual Information 
Given a set of bi l ingual queries, we now describe how to learn a ranking function 

for monolingual data tha t exploits information from both languages. Our procedure 

has three steps: Given two monolingual rankings, we construct a bilingual ranking on 

pairs of documents, one from each language. Then we learn a linear scoring function 

for pairs of documents that exploits monolingual information (in both languages) 

and bi l ingual information. Finally, given this ranking function on pairs and a new 

bi l ingual query, we reconstruct a monolingual ranking for the language of interest. 

This section addresses these steps in turn. 

5.2.1 Bilingual Training Data 

Given a set of bi l ingual queries and their retrieved documents, wc t ry to learn 

a ranking funct ion by using the bil ingual information among the documents as con-

straints for better ranking search results of document in the desired language. Wi th -

out loss of generality, suppose we rank English documents wi th constraints from 

Chinese documents. Hence we simply call the Chinese part constraint documents. 

Given an English log L^ and a Chinese log L^, our ranking algori thm takes as input a 

bi l ingual query pair q = Qc) where q。€ L。and q。€ 乙c，a set of returned English 

documents {ei}^^, from r/c, and a set of constraint Chinese documents { c j } " ^ , from 

Qc. In order to create bi l ingual ranking data, we first generate monolingual ranking 

data from cl ick-through statistics. For each language-qucry-document triple, we cal-

culate the aggregated click count across all users and rank documents according to 

this statistic. We denote the count of a page an C(ej) or C{cj). 

The use of cl ick-through statistics as feedback for learning ranking functions is 

not w i thout controversy, but recent empirical results on large data sets suggest that 

the aggregated user clicks provides an informative indicator of rclcvancc preference 

for a" query. Joachims et al. [42] showed that relative feedback signals generated 

92 



Table 5.1. Click-through data of a bil ingual query pair extracted from query logs. 

Bil ingual query pair (Mazda, - w m ] 
doc URL 
ei 
C2 

64 
es 

C l 

C2 
C:i 

(.4 

C'5 

WWW .-mazda. com 
www.mazdausa.com 
www.mazda.co.uk 
www.starmazda.com 
www.mazdamotosports 

www.faw-mazda.com 
p r i c e . p c a u t o . c o m . c n / b r a n d . j s p ? b i d = 1 7 
auto.s ina.com.cn/salon/FORD/MAZDA.shtml 
car .au tohome.com.cn/brand/119/ 
j s p . a u t o . s o h u . c o m / v i e w / b r a n d - b i d - 2 6 3 . h t m l 

click # 
229 
185 
5 
2 
9 

50 
43 
20 
18 

9 

from clicks correspond well w i th human judgments. Dou et al. [19] revealed that 

a straightforward use of aggregated clicks could achieve better ranking than using 

explicit ly labeled data because click-through data contained fine-grained differences 

between documents, which were useful for learning an accuratc and reliable rank-

ing function. Therefore, we leverage aggregated clicks for comparing the relevance 

order of documents. Note that there is nothing specific to our technique that re-

quires click-through statistics. Indeed, our methods could easily be employed wi th 

human annotated data. Tabic 5.1 gives an example of a bilingual query pair and the 

aggregated click count of each result page. 

Given two monolingual documents, a preference order can be inferred if one doc-

ument is clicked more often than the other. To allows- for cross-lingual information, 

we extend the order of individual documents into that of bilingual document pairs: 

given two bil ingual document pairs, we wi l l wri te (e”)，。 )̂) )>- (ef^)，c产)to indicate 

that the pair of (e!i)，c;”) is ranked higher than the pair of (ei?)，。;』)) 

Definition 1 (e”），。》”)(ep)，cj2)) if and only if one of the following relations 

hold: 
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1. C (e ! i ) ) > ⑵）and > C ( c f ) ) 

忍.C(e ! i ) ) > C (e f^ ) and > C ( c f ) 

Note, however, that from a purely monolingual perspective, this definit ion introduces 

orderings on docunieiits that may not have ini t ia l ly existed. For English ranking, for 

example, we may have ( e P ^ c j ” ) ( e f ^ c ^ ) even when C(e”）) = C(ef^ ) . This 

leads us to the following asymmetric definit ion of that we use in practice: 
• » * 

Definition 2 (e|”，cj”) >• cj"̂ ^̂  if and only if the following relation holds: 

a々)）> C(ef^) and C(c^p) > C{cf) 

W i t h this definit ion, we can unambiguously comparc the relcvance of bilingual doc-

ument pairs based on the order of monolingual documents. The advantages are 

two-fold: (1) we can treat mult iple cross-lingual document similarities the same way 

aus the commonly used query-document features in a uniform manner of learning; (2) 

w i th the similarities, the relcvance estimation on bilingual document pairs can be 

enhanced, and this in return can improve document ranking. 

5.2.2 Ranking Model 

Given a pair of bil ingual queries (^e, qc), we can extract the set of corresponding 

bil ingual document pairs and their click counts {(e‘ ’ Cj)，（(7(ei)’ (7(Cj))}, where i = 

1，…，TV and j 二 1，…，n. Based on that, we produce a set of bil ingual ranking 

instances S = { ^ y , Z i j } , where cach = { x i ; y j ; s y } is the feature vector of (ei，Cj). 

consisting of three components: X| = f((/e,e‘) is the vector of monolingual relevance 

features of Cj, y i = ((QC, CJ) is the vector of monolingual relevance features of CJ, 

and sy = sim(e,-, c j ) is the vector "of cross-lingual similarities between Cj and Cj, and 

Zij = (C(et), C {c j ) ) is the corresponding click counts. 

The task is to select the opt imal function that minimizes a given loss wi th re-

spect to the order of ranked bil ingual document pairs and the gold order. We resort 
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to Ranking S V M ( R S V M ) [34，41] learning for classification on pairs of instances. 

Compared w i t h the baseline R S V M (monol ingual), our a lgor i thm learns to classify 

on pairs of bilingual document pairs rather than on pairs of ind iv idual documents. 

Let f being a linear funct ion: 

fw(ei, Cj) = iuj： . Xi + Wy . y j + 礼• sy (5.1) 

where w = {wx\ Wy\ Wg} denotes the weight vector, in which the elements correspond 

to the relevance features and similarit ies. For any two bi l ingual document pairs, 

their preference relat ion is measured by the difference of the functional values of 

Equat ion 5.1: 

(e ! i)，c f ) — ( e P > , c f ) 

/小⑴’ 41))'-/小⑵，cf)〉0 

. (xSi) - xP) ) + A . ( y f ) - yj2)) + 也 . ( s 『 - 3 ( f ) ) > 0 

We then create a new t ra in ing corpus based on the preference ordering of any two 

such pairs: S' = { ^ y , ^ [ j } , where the new feature vector becomes 

少ij 一 - Xj , Yj - Yj , Sjj Sjj (5.2) 

and the ciaas label 
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is a b inary preference value depending on the order of bi l ingual document pairs. The 

problem is to solve S V M objective: m in 去丨问丨2 + A ^ • J]). , subject to bi l ingual 
‘ uJ ^ • ‘ 

constraints: z^j . (w .中 'y) > 1 and ^ > 0，where 1 < i < TV, 1 < j < n, and 
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^i j is a slack variable measuring the degree of pairwise misclassification of preference 

order. 

There are potent ial ly F = n N bil ingual document pairs for each query, and the 

number of comparable pairs may be much larger due to the combinatorial nature (but 

less than r ( r — l ) / 2 ) . To speed up training, we resort to stochastic gradient descent 

(SGD) optimizer [86] to approximate the true gradient of the loss function evaluated 

on a single instance (i.e., per constraint). The parameters are then adjusted by an 

amount proport ional to this approximate gradient. For large data set, SGD-RSVM 

can be much faster than batch-mode gradient desccnt. 

5.2.3 Inference 

‘ The solution w forms a vector orthogonal to the hyper-plane of RSVM. To predict 

the order of bi l ingual document pairs, the ranking score can simply be calculated 

by Equat ion 5.1. However, a prominent problem is how to derive the full order of 

monolingual documents for output from the order of bil ingual document pairs. To 

our knowledge, there is no precise conversion algori thm in polynomial time. Wc thus 

adopt two hcuristics for approximating the real document score: 

• H - 1 (max score): Choose the maximum score of the pair as the score of 

d o c u m e n t , i.e., score(ei) = m a x j { f { e i , Cj)). 

• H - 2 (mean score): Average over al l the scores of pairs associated wi th the 

ranked document as the score of this document, i.e., .score(cj) = 1 /n J ^ j / { c i , cj) . 

Intui t ively, for the rank score of a single document, H-2 combines the "voting" 

scores from its n constraint documents that are weighted equally, and H-1 simply 

chooses the max imum one. A formal yet t ime-consuming approach to the problem is 

to make use of rank aggregation formalism [20’ 59], which wi l l be left to our future 

work. The two simple heuristics are employed here because of their simplicity and 
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Table 5.2. List of monolingual relevance measures used as IR features in our model. 

IR Feature Description 
BM25 Okapi BM25 score [76] ‘ 

BM25_PRF Okapi BM25 score with pseudo-relevance feedback [77] 
LMJDIR Language-model-based IR score with Dirichlet smoothing [103] 
LM_JM Language-model-based IR score with Jelinek-Mercer smooth-

ing [103] 
LM_ABS Language-model-based IR score with absolute discounting [103] 
PageRank PageRank score [6] 

efficiency. The time complexity of the approximation is linear to the number of 

documents to rank. 

5.3 Features and Similarities 
Standard features for learning to rank include differet queiy-documeiit features, 

e.g., BM25 [76], as well as query-independent features, e.g., PageRank [6]. Our feature 

space consists of both these standard monolingual features and cross-lingual similar-

ities among documents. Cross-lingual similarities are measured by either different 

translation mechanisms, e.g., dictionary-based translation or machine translation, or 

even without using any translation at all. 

5.3.1 Monolingual Relevancy Features 

In learning to rank, the relevancy between query and documents and the measures 

based on l ink analysis are commonly used as features [57]. The discussion on their 

details is beyond the scope of this work. We implement six most typical features as 

shown in Table 5.2. These include sets of measures such as BM25, language-model-

based IR score, and PageRank. Since most conventional IR and Web search relevance 

measures fall into this category, collectively they are referred to as IR features here-

after. Note that for a given bil ingual document pair (e, c), the monolingual IR features 

consist of relevance score vectors f(ge, e) in English and f(qc, c) in Chinese. 
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5,3.2 Cross-lingual Document Similarities 

To measure the document similarity across different languages, we define the sim-

ilarity vector sim(e, c) as a series of functions mapping a bilingual document pair to 

positive real numbers. Intuit ively, a good similarity function is one which maps a set 

of cross-lingual relevant documents into closc scores and maintains a large distance 

between irrelevant documents. Four categories of similarity measures are employed. 

Dictionary-based Similarity (DIG): For dictionary-based document transla-

tion, we use the similarity measure proposed by Mathieu et al. [63]. Given a bilingual 

dictionary, wc let T(e, c) denote the set of word pairs (we, Wc) such that We is a 

word in English document e, Wc is a word in Chinese document c, and We is the 

English translation of Wf, We define e) and tf{wc, c) to be the term frequency 

of We in e and that of w。in c respectively. Let rf/(⑴c) and df{wc) be the English 

document frequency for We and Chinese document frequency for Wc respectively. If 

Tie (r?.c) is the total number of English (Chinese), then the bilingual idf is defined 

as idf{wc,Wc) = log df{we)Vdfiu'c). The cross-lingual document similarity sim.{e, c) is 

calculated by Equation 4.11 (see Sect. 4.4.3). 

Simil£u*ity Based o n M a c h i n e T r a n s l a t i o n (MT) : For machine translation, 

cross-lingual measure is equivalent to the monolingual similarity between one docu-

ment and the translation of the other. We therefore adopt cosine function for this 

directly [82 . 

T r a n s l a t i o n Ratio (RATIO): Translation ratio is defined as two sets of ratios 

of translatable terms using a bilingual dictionary: RATIO_FOR - the percentage of 

words in e which can be translated to words in c; RATIO_BACK — the percentage of 

words in c which can be translated back to words in e. 

URL LCS Ratio (URL): The ratio of Longest Common Subsequence [17] be-

tween the URLs of two pages being compared. This measure is useful to capture pages 
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in different languages w i th similar URLs, such as www. a i r b u s . com, www. a i r b u s . com. 

cn, etc. 

Note that each set of similarities above except URL inchides 3 values based on 

different fields of Web page: t i t le, body, and t i t le+body. 

5.4 Experiments and Results 
5.4.1 Evaluation Metric 

Ranking metrics, such as mean average precision [8] and Normalized Discounted 

Cumulative Gain [38], designed for data sets wi th human relevance judgment are 

widely used for evaluation. However, human labeled data are not readily available to 

us. Therefore, we use the Kendall's tau coefficient [43, 41] to measure the degree of 

correlation between two rankings. For simplicity, we assume strict orderings of any 

given ranking and ignore all pairs wi th ties (instances wi th the identical click count). 

Kendall 's tau is defined as 丁(『“rb) = (P — + Q), where P is the number of 

concordant pairs and Q is the number of clisconcordant pairs in the given orderings 

Ta and r v The value is a real number wi th in [—1, +1], where —1 indicates a complete 

inversion, and + 1 stands for perfect agreement, and zero indicates no correlation. 

Exist ing ranking techniques heavily depend on human relevance judgment that is 

very costly to obtain. Similar to Dou et al. [19], our method utilizes automatically 

aggregated click count in query logs as the gold standard ranking for deriving the 

order of rclcvancy for evaluation, but not like their work, we 

use the click-through of 

different languages. We average Kendall's tau values between the algorithm output 

and the gold standard based on click frequency for all test queries. 

5.4.2 Data Sets 

Query logs can be the basis for constructing high quality ranking corpus. Due to 

the proprietary issue of log, no public ranking corpus based on real-world search engine 
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Table 5.3. Statistics on AOL and Sogou query logs. 

AOL(EN) Sogou(CH) 
# sessions 657,426 5,131,000 
# unique queries 10,154,743 3,117,902 
# clicked queries 4,811,650 3,117,590 
# clicked URLs 1,632,788 8,627,174 
t ime span 2006/03-05 2006/08 
size 2.12GB 1.56GB 

log is currently available. Moreover, to bui ld a predictable bilingual ranking corpus, 

the logs of different languages are required and have to meet certain conditions: 

(1) they should be large so that a good number of bilingual query pairs could be 

identified; (2) for the identified query pairs, there should be statistically reasonable 

amount of associated click-through information; and (3) the click frequency should be 

well distr ibuted at both sides so that the preference order between bilingual document 

pairs can be derived for SVM learning. 

For these reasons, we used two independent and publicly accessible query logs to 

construct our bil ingual ranking corpus: English AOL logi and Chinese Sogou log^. 

Table 5.3 shows some statistics of these two large query logs. 

We automatically identified 10,544 bilingual query pairs from the two logs using 

the Java A P I forGoogle Translate'^, in which each query had certain number of clicked 

URLs. To better control bil ingual equivalency of queries, we ensured the bilingual 

queries in each of these pairs are bi-directional translations. We then downloaded all 

their clickcd pages, which resulted in 70,180 English'^ and 111,197 Chinese docuinciits. 

^http://gregsadetsky.com/aol-data/ 

^http://www.sogou.com/labs/dl/q.html 

^http://code.google.com/p/google-api- • java/ 

4 AOL log only recorded the domain portion of the clicked URLs, which misled document down-
loading. We used the "search within site or domain" function of a major search engine to approximate 
the real clicked URLs by keeping the first returned result for each query. 

http://gregsadetsky.com/aol-data/
http://www.sogou.com/labs/dl/q.html
http://code.google.com/p/google-api-


These documents formed two independent collections, which were indexed separately 

for retrieval and feature calculation. 

For good quality, i t was necessary to have sufficient click-through data for each 

query. Thus we further identified 1,084 out of 10,544 bil ingual query pairs, in which 

cach query had at least 10 clicked and downloadable documents. This smaller col-

lection was used to cross-validate our model, containing 21,711 English and 28,578 

Chinese documents^. In order to compute cross-lingual document similarities based 

on machine translat ion (see Section 5.3.2)，we automatical ly translate all these 50,298 

documents using Google Translate, i.e., English to Chinese and vice versa. Then the 

bi l ingual document pairs are constructed, and all the monolingual features and cross-

l ingual similarit ies are computed (see Section 5.3.1 and 5.3.2). 

5.4.3 English Ranking Performance 

Here we examined the ranking performance of our English ranker under different 

s imi lar i ty settings. We used t radi t ional R S V M [34，41] wi thout any bil ingual con-

sideration as the baseline, which used English IR features only. We conducted this 

experiment using all the 1,084 bil ingual query pairs w i th 4-fold cross validation (cach 

fold w i t h 271 query pairs). The number of constraint documents n was empirically 

set to 5. The results are shown in Table 5.4. ‘ 

Bi l ingual constraints were helpful to improve English ranking. Our pair wise set-

tings unanimously outperformed the R S V M baseline. The paired two-tailed t-test [90 

showed that most improvements resulted from heuristic H - 2 (mean score) were sta-

t ist ical ly significant at 99% confidence level (/^cO.Ol). Relatively fewer significant 

improvements were made by heuristic H -1 (max score). This was because the maxi-

mum pair score was just a rough approximation to the opt imal document score. But 

^Since Sogou log had more clicked URLs, for balancing with the number of English pages, we 
kept at most 50 pages per Chinese query. 



Tab le 5.4. Kendall's tau values of English ranking. The significant improvements 
over the baseline (99% confidence) are represented in boldface wi th the p-values given 
in parenthesis. * indicates significant improvement over IR (no similarity). Note that 
n = 5. 

Models Pair H-1 (max) H-2 (mean) 
RSVM (baseline) n/a 0.2424 0.2424 
IR (no similarity) 0.2783 0.2445 0.2445 
IR+DIC 0.2909 0.2453 0.2496 

IR+MT 0.2858 0.2488* 
(p=0.0003) 

0.2494* 
(p=0.0004) 

IR+DIC+MT 0.2901 0.2481 0.2514* 
(p=0.0009) 

IR+DIC+RATIO 0.2946 0.2466 0.2519* 
(p=0.0004) 

IR+DIC+MT 0.2940 0.2473* 0.2539* 
+RATIO 0.2940 

(p=0.0009) (p=1.5e-5) 
IR+DIC+MT 0.2979 0.2533* 0.2577* 
+RATIO+URL 0.2979 (p=2.2e-5) (p=:4.4e-7) 

this simple scheme worked surprisingly well and stil l consistently outperformed the 

baseline. ‘ 

Note that our bilingual model wi th only IR features, i.e., IR (no similarity), also 

outperformed the baseline. This was becausc this setting involved IR features of n 

constraint Chinese documents in addition to the IR features of English documents in 

the baseline. 

The D i e similarity did not work as effectively as MT. This may be due to the 

problems such as out-of-vocabulary words and translation ambiguity, which were 

common in static bilingual dictionary. These issues however could be better dealt 

wi th by MT . When DIG was combined wi th RATIO, which included both forward and 

backward translation of words, i t could capture the correlation between bilingiially 

similar pages. For this reason, its performance was improved. 

We find that URL similarity, although simple, was very effective and outperformed 

the case without URL similarity by 1.5-2.4% of KendaH's tau value than. This was 

because the URLs of the top Chinese (constraint) documents were often similar to 
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F igu re 5.1. English ranking results vary wi th the number of constraint Chinese 
documents. 

many of the returned English URLs which were generally more regular. For example, 

in query pair (Toyota Camry,丰田佳美)，9 out of 13 English pages were anchored by 

the URLs containing keywords "toyota" and/or “camry”，and 3 out of 5 constraint 

documents' URLs also contained them. In contrast, the URLs of returned Chinese 

pages were less regular in general. This also explained why this measure did not 

improve much for Chinese ranking (see Section 5.4.4). 

We also varied the parameter n to study how the performance changed wi th 

rlifFov^int ni"T«V>pr of r»r»nctraint Hnr-iimmife Pianrp Fi 1 tlip rpsjiilfe 

using heuristic H - 2 . More constraint documents were generally helpful. But when 

only one constraint document was used, some feature would be detrimental to the 

ranking under some feature settings. One explanation was that the document clicked 

most often may not be relevant, and thus i t is likely that similar English pages would 

not exist for the first Chinese page. 'Joachims st al. [42] found that ifsers' click 

behavior was biased by the rank of search engine at the first and/or sccond positions 
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Table 5.5. Kendall's tau values of Chinese ranking. The significant iniproveinents 
over the baseline (99% confidence) are represented in boldface with the p-values given 
in parenthesis. * indicates significant iniproveineiit over IR (no similarity). Note that 
n = 5. 

Models Pair H-1 (max) H-2 (mean) 
RSVM (baseline) n/a 0.2935 0.2935 
IR (no similarity) 0.3201 0.2938 0.2938 

IR+DIC 0.3220 0.2970 
(7>=0.0060) 

0.2973* 
(p=0.0020) 

IR+MT 0.3299 0.2992* 
(p=0.0034) 

0.3008* 
(p=0.0003) 

IR+DIC+MT 0.3295 0.2991* 
(p=0.0014) 

0.3004* 
(p=0.0008) 

IR+DIC+RATIO 0.3240 0.2972* 
(p=0.0010) 

0.2968* 
(p=0.0014) 

IR+DIC+MT 
+RATIO 0.3303 0.2973* 

(;;=0.0004) 
0.3007* 

( 7 7 = 0 . 0 0 0 2 ) 
IR+DIC+MT 
+RATIO+URL 0.3288 0.2981* 

(p=:0.0005) 
0.3024* 

(p=1.5e-G) 

(especially the first). More constraint pages would be helpful as the pages after the 

first were less biased and the click counts could reflect relevancy more accurately. 

5.4.4 Chinese Ranking Performance 

We also evaluated Chinese ranking wi th English constraint documents under simi-

lar configurations as Section 5.4.3. The results are shown in Table 5.5 and Figure 5.2. 

Table 5.5 showed that improvements in Chinese ranking were ciicouraging. Kendall's 

tau values under all the settings were significantly better than not only the baseline 

but also IR (no similarity). This suggested that English information was generally 

more helpful to Chinese ranking than the other way around. This was because there 

were a high proportion of Chinese queries having English or foreign-language origins 

in our dataset. For these queries, relevant information at the Chinese side was rela-

tively poorer, so English ranking was more reliable. As far as we can, we nianually 

identified 215 such queries from all the 1,084 bilingual queries (amount to 23.2%). 
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F i g u r e 5.2. Chinese ranking results vary wi th the number of constraint English 
documents. 

To shed more light on this finding, we examined top-20 queries improved most by 

our method (wi th all features and similarities) over the baseline. As shown in Ta-

ble 5.6, most of the top improved Chinese queries were about concepts originated from 

English or other languages, or something non-local (bolded). Interestingly, among 

these Chinese queries, “政治漫画” (polit ical catoons) was improved most by En-

glish ranking.' Note that this topic was considered rare (or sensitive) content on the 

Chinese Web. In contrast, we found this type of queries very few in most improved 

English queries. But we could st i l l observe "Bruce L e c " (李小龙 ) ’ a Chinese Kung Fu 

actor, and“peony"(牡丹)， the national flower of China, whose information was more 

popular on the Chinese Web and thus helpful to English ranking. As for the excep-

tions like “Sunrider，’（仙妮蕾德）and " A n i s t o n " (安妮斯顿 ) ’ despite their English 

origins, we observed that they had surprisingly sparse click counts in the English log. 

But they appeared to be more interesting to Chinese users who provided a lot more 

click-through data that were found in the Chinese log. 
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Table 5.6. Top 20 most improved bilingual queries. Boldecl words mean positive 
example based j()n our hypothesis. * marks an exception. 

Most improved Chinese queries Most improved English queries 
沙门氏菌(salmonella) free online tv (免费在线电视） 

苏格兰(Scotland) weapons (武器） 

咖啡因icaffeine) lily (百合） 

墓志铭(epitaph) cable (电缆） 

英国历史（british history) *sunrider (仙妮雷德） 

政治漫画(political cartoons) *aniston (安妮斯顿） 

免疫系统 ( immune system) clothes (衣服） 

葡萄酒瓶 (wine bottles) *three little pigs (二只小猪） 

匈牙利（hungary) hail, care (护发） 

巫术(witchcraft) neon _(晃虹灯） 

爆米花 (popcorn) bruce lee (举小龙） 

脓泡范(impetigo) radish {W 卜） 

卫生间i女计(bathroom design) chile (智利） 

锅子（pigeon) peony (牡丹） 

北极熊（polar bear) toothache (牙痛） 

与转^Hififfl (map of africa) free online translation (免费在线 

翻译） 

拉 布 拉 多 犬 (labrador re-
• triever) 

water (7K) 

帕米拉安德森（Pamela ander-
son) 

oil (石油） 

瑜咖服装（yoga clothing) shopping network (购物网） 

联邦快递(federal express) *prince harry (哈里王子） 

5.5 Chapter Summary 
In this chapter, we aim to improve monolingual Web search ranking for bilingual 

queries, by exploiting bilingual information derived from click-through logs of different 

languages. The thrust o f our technique is to use search ranking of one language 

and cross-lingual information to help ranking of another language. Our pair wise 

ranking scheme based on bilingual document pairs can easily integrate different kinds 

of similarities into the existing framework and significantly improves both English 

and Chinese ranking performance. 



CHAPTER 6 

CONCLUSIONS 

6.1 Conclusions 
Query formulat ion and relevance ranking arc the corc scarch engine components. 

Search for information across different languages is especially challenging due to the 

predicaments in overcoming language barriers. The special characteristic of Web 

environment provides rich resources and knowledge, which can be useful for effective 

cross-language search. In this dissertation, we have explored the use of common search 

interests across different languages in formulat ing queries and ranking documents for 

better serving user's cross-lingual information needs. 

Defining exactly what makes a search interest common across the languages is dif-

f icult because no precise cross-lingual s imi lar i ty measure is available for queries from 

different languages. Bccausc of this, wc defined a subset of common scarch interests, 

referred to as bilingual queries, which were automatical ly derived from two monolin-

gual query logs of real-world search engines using machine translation (Chapter 2). 

We found that a large proport ion of frequently issued queries were bil ingual. Thus, i t 

was infer iei l in general Llial a sigiiiricaiiL p a i l uf search interns Is are cunii i ioii across 

different languages. To just i fy the usefulness of this observed property, this research 
M 

has made the following contr ibut ions to Web search: 

1. In the level of query formulat ion (Chapter 3), we developed effective algorithm's 

for learning to suggest closely related queries across different languages, referred 

to as cross-lingual query suggestion (CLQS). Our method differs from existing 

approaches for query suggestion and for query translation in three aspects: 
A 
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- W e extended monolingual query suggestion to cross-lingual query sugges-

t ion. To our knowledge, this is the first at tempt in this direction. 

- W e leveraged the target-language query log to suggest more cohesive com-

plete queries than by using a query translation approach. 

一 We proposed a discriminative method to learn to estimate cross-lingual 

query s imi lar i ty instead of manually define such a measure. This enabled 

us not only to obtain a more suitable simi lar i ty measure, but also to adapt 

the approach to different language pairs more easily. 

In our experiments, we have compared our approach w i th several baseline meth-

ods. The baseline CLQS system applied a typical query translation approach, 

using a bi l ingual dict ionary w i t h cooccurrence-based translation disambigua-

tion. Bench marked under French-English and Chinese-English settings, this 

baseline approach only covcred 10-15% of the relevant queries suggested by an 

monolingual query suggestion system (when the exact translation of the original 

query was given). By leveraging addit ional resources such as parallel corpora, 

Web min ing and query log-based monolingual query suggestion, the final sys-

tem covered 42-44% of the relevant queries suggested by a monolingual query 

suggestion system w i th precision as high as 79.6% and 93.8% for French-English 

and Chinese-English tests, respectively. 

To further evaluate the qual i ty of the suggested queries, CLQS system was used 

as a query "translat ion" system in the C L I R tasks. Using the TREC-6 Prcnch-

English and NTCIR.-4 Chinese-English C L I R tasks as benchmarks, CLQS con-

sistently demonstrated higher effectiveness than tradi t ional query translation 

methods using either bi l ingual dict ionary or state-of-the-art statistical machine 

translat ion approaches. Three t radi t ional information retrieval models, i.e., 
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BM25, language modeling, and T F I D F vector space model, were adopted in 

the experiments. 

The improvement on TREC-6 French-English C L I R task by using CLQS demon-

strated the high qual i ty of the suggested queries. This also implied the strong 

correspondence between the input French queries and the English queries in the 
、 

log. For queries of Chinese and English which showed weaker correspondence in 

the log, CLQS performed surprisingly well due to the comprehensive bil ingual 

data resources and the satisfactory coverage of the query logs. 

Pseudo-relevance feedback (PRF) and CLQS both expanded the original query 

for improving C L I R performance. Bu t they exploited different types of resources 

and dist inct ive mechanisms, and therefore could be complementary to each 

other. Interestingly, for French-English CL IR, the complementary effect from 

the pseudo feedback to CLQS was relatively smaller than that for Chinese-

English CLIR. This was because French-English CLQS could suggest closely 

related queries more effectively from the English query log than the Chinese-

English case due to the stronger correspondence between the search interests of 

users in French and English. 

2. To generalize the usefulness of common search interests, we then studied how 

to rank Web documents of different languages based on their relevance to the 

query (Chapter 4). This work was done by using the correlation information 

among retrieval results derived from common search interests. 

Different from existing researches which focused on relevance score combina-

t ion, we adopted the learning-to-rank approach to M L I R ranking first. By 

construct ing a unified mul t i l ingual feature space, popular ranking algorithms, 

such as Ranking S V M and S V M - M A P , were applied to M L I R ranking, and they 

signif icantly outperformed the scorc combination approach. ' 



To further improve M L I R ranking accuracy, a joint ranking model was pro-

posed. .The model exploited various similarities among documents in addition 

to the commonly used query-document relevance features. By using mult i l in-

gual clustering, this new method first uncovered salient topics among retrieved 

documents; and then learned to collaboratively identify relevant documents and 

relevant topics using a probabilistic graphic model called Boltzmann machine. 

By modeling the similarity among search results, Boltzmann machine leveraged 

relevant documents in one language to help the relevance estimation of doc-

uments in different languages, and induced the joint relevance probability for 

all the documents. Benchmarks using TREC-5&6 CL IR datasets and a mul-

t i l ingual ranking dataset from a search engine showed that effectiveness of the 

corresponding C L I R and M L I R ranking tasks were significantly improved by 

the jo int ranking model. * 

3. We proposed to improve monolingual Web search by using bilingual dick-

through information derived from common search interests found in the query 

logs (Chapter 5). This technique aimed to enable users to meet their impor-

tant port ion of cross-lingual information needs without having to depend on 

machine-translated search results. For a given bilingual query, wi th the cor-

responding monolingual query log and monolingual ranking, we generated a 

ranking corpus based on pairs of documents, one from each language. We then 

learned a ranking function that incorporated bilingual features of document 

pairs as well as monolingual features of individual documents. Finally, we re-

constructed monolingual ranking from the learned bilingual ranking. 

The thrust of this technique is based on similar intui t ion in joint ranking (Chap-

ter 4)，i.e., to use search ranking of one language and cross-lingual information 

to help ranking of another language. But i t is important to note that this 

approach did not rely on any human relevance judgement which is costly to 
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obtain. Instead, this pairwise ranking scheme was based on bilingual document 

pairs whose preference orders were derived automatically from click-through 

data. Moreover, this approach can easily integrate different kinds of cross-

lingual similarities into the existing framework. Using publicly available Chinese 

and English query logs, wc demonstrated that for both languages our ranking 

technique exploiting bilingual data led to significant improvements over the 

state-of-the-art monolingual ranking algorithm. 

6.2 Future Work 
As far as we are concerned, this is the first research effort made in this new 

direction on discovering common search interests shared by users of different languages 
• f t 

and applying this knowledge to information retrieval applications on the Web. Due 

to. the common knowledge potentially existing across many languages, the techniques 

that exploit this information are expected to have broad applications for Web search. 

In the future, we can further our study in the following directions: 

1. We have exploited several, types of monolingual and cross-lingual information 

in cross-lingiial query suggestion. However, more types of information can be 

integrated into the general framework for the estimation of cross-lingual query 

similarity. This is an interesting improvement for our future work. Improve-

ments can also be made in the way to determine similar queries. For example, 

query popularity or click counts of queries can be explicitly taken into con-

sideration so.that the most popular (thus usual) query formulations can be 

suggested. Furthermore, we can take into account user factors, such as search 

sessions of particular users, to better identify their search intents for disam-

biguating query's meaning. For instance, in order to identify which sense the 

word "apple" is in a given query, the feedback information in previous sessions 
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of the same user can be util ized, which contain document clicks as to the pages 

of f rui t or company. 

2. One of the key advantages of query logs is that they are up-to-date in terms 

of user needs and vocabulary. But our method works well on standard text 

collections that are not necessarily aligned wi th the timeframe of query logs. 

This may be because our query log is newer, in which all queries were issued in 

the year of 2005, than the collections of news, which happened in 1988-90 and 

1998-99. Our log is characterized wi th good backward compatibi l i ty wi th the 

news previously occurrcd as we found that nearly all the topics about the test 

queries can correlate to some entries in the English query log. On the other 

hand, our log also contains the queries that turned out to become very popular 

later on. For example, although far from so popular as nowadays, queries on 

"Barack Obama” st i l l frequently appear in this query log of early days. This 

suggests that query logs may have large intemporal value as a lexical resource. 

We would like to study specifically the temporal issues of exploiting query logs 

for query suggestion in future work. 

3. The jo in t ranking model is in fact a generic ranking mechanism. It is not 

specifically applicable to ML IR . Thus its contr ibution to monolingual IR should 

be studied in the future. Besides content similarity, any types of relationship 

among Web pages, such as structural similarity, hyperlink relation, etc., could 

be used to improve ranking under this framework. Moreover, Boltzinanii ma-

chine training to optimize I R evaluation measure, i.e., mean average precision, 

only achieved a sub-optimal solution. Therefore, there are rooms for further im-

provement. Finally, the inference speed is one of the major concerns in adopting 

the jo int ranking models for real Web search. This renders future research work 

on methods to speed up the ranking process, such as offline document clustering. 
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4. Another interesting direction is to continue the study of using bil ingual infor-

mat ion to improve the effectiveness of monolingual Web search. We wi l l study 

the recovery of the opt imal document ordering from pairwise ordering using 

well-founded formalism such as rank aggregation approaches [20，59]. Further-

more, to reduce our reliancc on bil ingual resources for producing cross-lingual 

features, we may involve more sophisticated monolingual features that do not 

transfer cross-lingually but are asymmetric for either side, such as clustering or 

document classification features, which can be bui l t from human-edited domain 

taxonomies like the open directory project D M O Z ^ 

•5. A t lost, but not the leaat, we believe ranking adaptation from one language to 

another is a promising direction for our future work. Oftentimes, i t is costly or 

prohibi t ive to prepare t ra in ing data for search engine of each language, espe-

cially when fast deployment of a ranking model is required. Thus, i t is impor-

tant to reuse the valuable monolingual t raining data under different language 

domains. We wi l l investigate adapting the ranking model trained in one lan-

guage to the ranking task in different languages based on the similar intui t ion 
V 

as using common knowledge across languages. 

‘http://www.dmoz.org/ 
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