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Evyoprotieg

H mopodoa dSdaktopikiy dwatpifr] exmovinke otnv Opdda Ontikedv Tniemkowwvidv, o©T0
gpyaotnpo Osmpntikng Hiextpoteyviog kot Ilapaymyng B’ 1tov Tunuatoc Hlektpoddywv
Mnyavikev kot Teyvoloyiag Yroloyiotav tov [Hovemompiov [atpov. Agv Bo pmopovca vo oKEQTH
TNV OAOKANP®ON onTOD TOV ONUOVIIKOD OYKOL gpydciag, yopic tn Ponbein, vmootipiln, Kot
KaBodNyNon HEPIKMV avOp®OT®V, TOLG 0TOIOVE AGHAVOLLOL TV AVAYKT) VO EVYOPICTCM.

[Ipadtov, Ba Nbera va guyopiotico tov EmPrénovia Kabnynti pov lodvvn Povda, Avaminpmt)
Kabnynm tov tunuotog HAextpoldymv Mmnyavikeov kor Texyvoloylag Ymoloyiotdv, yw nv
TPOCMTIKN KOl EMGTNLOVIKT] GTHPLEN TOL LoV TPOGEPEPE, KOOME EMIONG Kat Yo TV Kabodynon mov
HOV TPOGEPEPE KATA TN SLAPKELD TNG EKTOVNONG NG Tapovoag SdakToptkng dtatpiPnc. ‘Hrav tum
LoV oV pov 500nke N gukaipio va Bpedd Katw and TV eniPreyn Tov TOGO GE TPOTTVYIAKO OGO Kol
o€ LETUTTLYLOKO eminedo. Hrav ndvta mpocyapog vo, Pondncel Le TIg EMOTINUOVIKES TOV YVMOGELS Yo,
TNV EMTUYN OVTILETOTION TOV APOP®VY TEYVIKOV Bepdtov mov tpoékvmtay. Emiong, Ba 16sha va tov
EVYOPIOTHC® YO TNV EUMOTOCHVI TOV Hov €0€1&€, OALA Kol Yyl Tr SLUVOTOTNTO OV HOL £dMGE Vo
acyoAnb® pe TO ovykeKpEVo OEpo, KoBMG KoL VO CUUUETACK® OE GONUOVTIKA EPELVNTIKA
TPOYPOLLLATOL.

Eniong, 6o MBela va svyapiotio® to vwoélouwo pEAN TG TPLUEAODS EMITPOTNG OV, TO A€KTOpa
Baoiielo Ztolavakn kabog kot tov Exikovpo Kabdnynt Kvpidiko BAayo, yio ™ Ponfeid tovg kotd
TN SLIPKELD TG EKTOVNONG TNE TOPOVGOC O10AKTOPIKNG SLoTPPnc.

®a Nfela Wwitepa Vo ELYOPICTHGE TOLS GLVEPYATEG KOl TPOCMOTIKOVG HOL @iAovg, S1ddKTopeg
ABavacto Byeviy kot Nikoroo Moavi{ookn yo ) Ponfeid toug e OAG TO. GTASI EKTOVNONG TNG
Swtpipng. Extiud moapd modd to ¥pdvo mov TEPAGOLE KOTA T GUVEPYOCI LLOG OTO EPYOOTNPLO, OVTOG
TPOTTVYIOKOL KO LLETOUTTVYLOKOT POITNTES,

Emmiéov, Ba Beha va evyapiotiom ta vroéioma e e Opdadog Ontikdv ThAemkoveovidv yio )
ouvepyacio TOVG KOTA TN SldpKel eKTOVNONG TNG O00KTOPIKNG HOL JTpPig Kot Wiaitepa Tig
vroyneteg dddktopeg Bacsihikn Byevoroviov kot @otevn Kapivov.

Té\og, Ba MBera v EVYOPIGTAGH TOVG YOVEIG OV, Yol TN OTHPIEN, TNV OYATN Kol THV TOAVTIUN
Bonbela mov pov TPocipepav Oyl PLOVO KATA TN OEPKELD TOV SIOUKTOPIKOV OV OAAG KOl KATH T
TPOTTVYLOKA Lov ypovia. Eipot toxepog mov oe kabe Prpa g {mng pov fTav Kot ival Kovtd pov Kot
pe ompifovv. Xwpig t Ponbeia kot v aveliumn vrootipi&r tovg dev Ba. lyo KoTaEEPEL TOPd
ENY10TO OTNV EMOTNUOVIKT KOl TPOCMOTIKY OV TOPELQ.
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MEPOX A

INEPIAHYH AIATPIBHX XTA EAAHNIKA






l. Ewayoyn

To enlyslo GLGTAUATO OMTIKOV THAETIKOWVOVIOV UTOPOLV VO, VTOCTNPIEOLY TAXOTNTEC WETAOOONG
apket®v Th/s, oe anootdcelc yAddwv yilopétpov. To yeyovog avtd, to kabiotd KoTdAinio yio
AemiKov@Viakd diktvoa Koppov. Ot Tépoyol TNAETIKOIWVOVIOK®OY DINPECIOV EMOIOKOVY OAOEVE KOl
MEPIGGOTEPO T YPNOTN ONTIKMOV GLOTNUATOV Y10 VO KOADYOLV TN Jlopkdg avéavouevn {ftnon oe
0YK0 dedopévmv Kot e0pog Lovng, v TopdAAnLo avalnTtovy TPOTOLS Yo VO KOADWOUV TV ovAyK
Y10, LEI®OT TOL KOGTOVG METASOGNG avd peToddouevo bit [1].

2T0 KAUGOIKG OMTIKA TNAETIKOWVOVIOKO GUGTILOTO, TO OTOi0 YPNGILOTOI0VV SVASIKT SUUOPP®CT
nmAdrovg (On-Off-Keying — OOK) ugiwon tov kéotovg avd petadidouevo bit emtvyydvetal pe ypron
nolvmieéiog oto uMkog kopatog (wavelength division multiplexing - WDMEDpe®va pe ) teyvikn
ovTh, akptpoi ontikol TOPOL LoLpAlovTol AVALEGH GE TOAAA TNAETIKOIVOVIOKE KOVAALld, k4O Eva amd
T, omoia d1adideTon 68 droPopeTikd PNKog Kopatoc. H avénomn e yopntikdttag evog CUGTAUATOG
emTuyydvetar PEcm Tng avénong Tov pvduod oNUETOd0CI0G OVE KOVAAL Kol TNG TOVTOXPOVING
GUUTIECT G TTEPLOGOTEP®V KAVOAMDV GE TEPIGGOTEPO UNKT KOLOTOC, G€ O£d0UEVO £0POG (DVNC.

O TpoNYOVUEVES TEXVIKEC TPOCKPOVOVV OTIC SUVATOTNTES TWV NAEKTPOVIK®OV TOPWV, 01 0moiotl £xovv
TEPLOPIOUEVO VP0G {DVNG GUYKPITIKA LE TOVG OTTIKOVG, KOl TEPLOPIGUEVEG OVVATOTNTEG OG TPOC TNV
avénon tov pvOpov onuatodocioc. Evag tpdmog yio va mapoakapuedel o meplopiopog Tov SuvaTtoTHTOV
TOV NAEKTPOVIKOV TOP®V €IVl VO YpNGLLOTOMNBOVV TEXVIKES TOL VO EKUETAAAELOVTAL KOAADTEPO TO
gvpog (VNG €vOg OMTIKOD KAVAALOD, OTMC Yo, TOPASELYLOL Ol TOAVENITEdES dapoppmacelg M-ary
QAM (quadrature amplitude modulation — QAM)M—-ary PSK (M-ary phase shift keying — PSK).
XPNOOTOIOVTOG TOAVETIMEDEG OOLOPPDOGELS, uHeTadidovTar e dedopévo pubud ocvuPorwv,
nolamidoto dvadikd yneia. ITio cvykekpiuéva, ot TeTpoadikéc dapopedoel edong (quadrature
PSK- QPSKue coppmvn popacn (coherent detectiorfyovv tpafnéet t mpocoyr| g Proumyaviog
OTTIKOV TNAETIKOWVMVIOKDV GUOTNUATOV TPOGPAT®OS, AOY® WG CEPAS TAEOVEKTNUAT®V TOL
TPOGPEPOLV.

H dwpopemon QPSKkwdikonolel kdbe Evav amd Toug TEGGEPELG GLVOVAGUOVG dVO FLUSIKDOV YNEImV
0€ [0 OO TECOEPELS OOKPITEG TIUEG GAoNG evog eopéa. H T tng @dorng ovopdletar coufoiro
@baong. Me tov tpdémo avtd, éva cOUPOAO PACNC LETAPEPEL AV LLoVAdA XpOVOL TNV 1010 TANpoPopia
ue 6vo dvadikd cvuPolra. Tvvenmg, Eva ovotnua QPSKuetagépet tn dimAdoio TAnpogopio o oyéon
HE €va cOOTNHO dVASIKNG SupOPemaNg TAdTOoVG 6To id10 gvpog {dvng, N TV 1d1a TANpoPopia GTO
o6 gvpoc Cmvng.

Ot S10HOPPDCELS PACTG ATOLTOVY TOADTAOKOVE OEKTEC, €VAICONTOVE GTN PACT TOV SOUOPPOUEVOD
onNuatog, o€ ovtifeon HE TIG OOUOPPAOCELS TAUTOLG OOV OTAG OVIXVEVETOL TO TAATOG TOV
Slopope®péEVoy oNpatog. Ot TEPIGGOTEPOL OEKTEC TOV EIVOIL KOTAAANAOL Y10l OTOSIOUOPPMCT CUATOV
SO PPOUEVDVY KATA PACT], EVIAGGOVTIOL GE dVO KATNYOPIES, TOVE COUPO®VOVG OEKTEG, GTOVE OTO10VG
T0 AOUPOVOLEVO ONUO aVOLYVOETOL LUE TO ONUO €VOG TOMIKOV TOAOVTMOTY, KOl TOLG OLOPOPIKOVG
O£€KTEG, GTOVG OTOI0VG TO AAUPAVOUEVO GO AVOULYVOETOL PE [0 KABVoTEPNUEVT] £KOOGT] TOL E0VTOV
Tov. Ot GUUP®VOL BEKTEG TPOGPEPOLY TNV KAADTEPN dvvarth gvaucncia, TPAyUo oL onuaivel Ot
amaLTOVV TOV UIKPOTEPO duvatd ontikd Adyo onuotog mpog B6pvPo (optical signal to noise ratio —
OSNR) yuodedopévn mbavotnta opdiuatoc [2], [7], [9]. Mia e1d1kn katnyopio cOUPOVEOY dEKTMV, O
OEKTEG OPOPOTTOINGNG NG PACNG, TOPAYOLY oTNV €£000 TOLG OLO OPHOYMVIEG GLVIGTMGES TOV
onuotog mov AapBdvovy. Ta dvo avtd opboydvia crjpaTa TEPIKAEIOVY OAOKAN PN TV TANPOPOPIN TNG
UIYad1Kn G TEPPAAAOVOAG TOV OTTIKOD NAEKTPIKOD TESIOV TO UETPO KOL ) PACT], KO TN LETAPEPOVY OE
NAEKTPIKO ONUO, TO oOmoio umopel vo vmootel emefepyoacion pe MAEKTPOVIKA oTOLEld, Vo
derypotolnmnOel, Kot va emeEepyaotel Pe aAyOPOLOVS YNOLOKNG ETEEEPYNTTNG GTUOTOC.

To nAektpikd medio Tov ONMTIKOD CNUATOC avamapicTatal Le SvVo opboydViEG TOAMOELS, KADE Lo amd
TG omoieg pmopel vo, Swopopembel avelaptnta omd v GAAN. Alopopemdvoviag kdabe moOlmon,
gmTvyydvetar moAvmieio kotd tolmon (polarization division multiplexingkot oe cuvdvacud pe
Swpudpemon QPSK,n teyvikn avt teTpomhactdlel TV TANPoPopio TOV OTOCTEAAETOL GE GYEOT| LUE
éva oLOTNUO OLOSIKNG SUOPE®ONG TAATOVS 10iov gupovg LMVNG. XTIV TAELPA TOL OEKTN,
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OTOLTOVVTOAL SO OEKTEG dLAPOPOTOINGNC TS PACTG, EVag Yo KAOE Lo amd Tig 0pBoydvieg TOADGELS,
mote va avaktnOel ohdxkAnpn 1 mAnpoeopia amd T Hyadikn TEPPAALOVGO TOV OTTIKOV NAEKTPIKOD
ediov o€ NAEKTPIKO OTLLaL.

Avdioya TIC pn WOOVIKOTNTEG KOL TO QUIVOUEVO O1AO00TMG TOV VIAPYOVV Ge Ho. omTiky (evén,
dtapopomotovvtal ot oAyYOpIBLOlL YNELOKNG EMEEEPYUTING CUATOC TOV TPEMEL VO YPTCLOTONO0OV.
Otav ypnowomnoteitor molvmAe&io KOTA TOAMOT, OTOUTEITOL OTOTOAVTAEKTNG TOAMONG Yo VO
Sl ®P1oTOVY T VO GNUATA, JIOTL 01 GLVNOEIS OTTTIKEG TVEG OTPEPOLV TNV KATAGTACT TOAMGCNG GTNV
£€000 TovG KOl HaAoTa e TUYaio Ko ypovikd petafoiiopevo Tpomo. ‘Etot, o dvo onpate ptéivouy
TOAVTAEYLEVAL e TUYai0 TpdTO GTOV OEKTY). EXTOC 0md TOV amomoAvTAEKTY|, amotteital pia oelpd omd
oAyopiBuovg ot omoiot va eKTIOVV Kol vo, avoipovv un woavikotntes. Ilo ovykekpiuéva, ot
ONUOVTIKOTEPEG UN 1WavikoTTeg givar o 06pvPog @dong tov laser, wwitepa emProfnc yo Tig
SOPOPPMOGELG PACNG, 1| SLAPOPETIKN cLyvOTNTA TOV lasermoumod kot Tomkod TahovimT (Evoldueon
ovyvotta), n dacvpPforkn wapepPorn elattiag @idtpov 1 eawouévev diddoong (m.y. Saomopd
poOTOV TOA®OT, polarization mode dispersion — PM)1 1 avicootofpio opfoymvidotntag 6tovg
OEKTEG dLPOPOTOINONG TNG PACNG, AOY® U WOAVIKTG KOTOTKEVLTG.

Ov obppovor Oéktec dwpopomoinong TG @Aong kol TNng TOAWONG, OTOTEAEGOV EPELVNTIKO
OVTIKEIUEVO OTIG OTTIKEG TNAETIKOW®ViES TN dekoetia Tov 1980 [12]-[20].Qot660, 1| édevon g ivag
ue mpoopiteic epPiov (erbium doped fiber amplifier — EDFAgkave epiktd 10 61d)0 TG emitevéng
VYNMANG evoiotnoiog 0EKTr, Le GCLGTHHOTO OLUOPP®ONG TAATOVG, YWpiG va ypetdleton avafaduion o
GLOTALOTA e GOUPMOVOLE OEKTEG, T OToio NTav akpiPotepa Kot o ToAVTAOK. Ot GOUP®OVOL OEKTEG
dlapopomoinong g edong kot TG TOA®onNg eEXaviABAY GTO TPOGKNVIO GTO, LECH TG OEKOETIOG TOV
2000,1070 ™G AevomG WG VEAG TEXVOAOYIOG, TN detyHoToANYia, Kot ynelokn enegepyooio, oNUatog
og puOuovg dexddwv GHz [39]-[43].

IIpocpdtwe, évag peydiog aplBpdc mepapdtov €xel empPefaidosl pe Tov mo 1oyvpd TpoéTO TNV
avatepotTa g ¥pnong QPSK pe morlvmieéio katd mOA®MGON Kol YneloKovg COUPOVOVG OEKTEG OF
oyéon ue ) dvadikn dtoudpemon nidtovg [44]-[110] (oe ypovoroyikn Gelpd yio VKOAIR).

2KOmOG TG dtoTpIPng avthg gival vo vhomomoet adyopiBuovg yia yprion og cvotiuato PDM QPSK
HE oOUP®VOLG OEKTEG SlopOpOTOinCoNGg TG PACTG Kol TNG TOAMONG, Kol Yneokn eneéepyacio Tov
POTOPELHATOV. YAomomOnke €vag peydAog aptBpdc alyopiBumv kat n anddoon tovg peletiOnke,
avalvdnke kol cvykpidnke, 16c0 o€ mepPdArov e€opoiwonc, 660 Kat e TEPALOTIKE dEGOUEVAL.

H extetopévn mepinyn g datpipng ivar opyavouévn wg e&ng: Zmmv Evomnra ll, meprypdagovron ta
Baocikd ontikd Sopukd oToryEld TOV LOVTEAOTOONKOY, TO OTTOI0 EXTPETOVY TN SLUUOPPOCT PACNS
Kol T Aym OnTIK®OV onpdtov Stupopeopuéveov katd edorn. v Evomerta lll, meprypdoovror ot
aAyopdpot ot omoiol vAomomOnkav ota mAaicia tng dtpiPrg awthg. v Evomnta IV mopotiBevron
dedopéva eEO0UOIONG OV TEPLYPAPOLY TN AELTovpYio. TOV TAPUTAVE aAyopiBuwv ce didpopa
TPAKTIKA oevaptla. Téhog, oty Evotnra V, avaivovtal Kamolo Telpaplatikd dedopéva e tn ¥pnion
TOV TOPATAV® OAYopiO®V.



[l. OTiKd GVOTNHOTO TETPUSIKNG OLONOPPMGNS PAcNS pe morvmAetio
UMKOVS KOHOTOG

v evotnTa. avTi, TEPLYPAPOVUE TO OOMKE ONTIKA OTOLEl 7OV HOoVTEAOTOMONKAY Yo Vo
ypMnoorombodv ota TAGICIO OVTNG TNG OTPPrg, Kol To OTOoio YPTOLLOTOIOVVIOL GE OTTIKA
ocvotquate PDM QPSK. To povtéda mov meptypdeovtal LAOTOWONKOY G TPOYPUUUATIOTIKO
nepifdrriov MATLAB kol evoopatddnkay oto makéto e&opoimong VPI Transmission Makeéow
ovve€opoinong [113].

1. O omrtikog mopmog QPSK

‘Evag omtiog moundc QPSK amoteAeiton amd éva povotpono muoyoywkd laser,to omoio 1davikd
napdyer évo muitovoedéc miektpikd medio otabepnc cvyvomroag (popiag), évav Slapopeet
opBoywviotntag (quadrature modulator — QMo MiekTpikd KvKAGUATA Yoo THYV 081 ynon Tov
Srapopemt). To dopukd didypoppo Tov orTiKoy Toumov eaivetal oto Xy. 1. To ewg amd to laser
dympileton o dvo ioeg ovviotdoeg Kor kABe o omd aVTEG SWOUOPPAOVETOL KOTE OLOOIKN
dwapopewon edong (binary phase shift keying — BPSKg kdbe évov amd tovg khddovg Tov
Swpopemt) opBoyovidtnrag. Kdbe khddoc tov SopoppmT amoTeAEital amd Evov SLUHOPP®TY
Mach-Zehnder (Mach-Zehnder Modulator — MZMlia dwopopd @dong /2 mov dnpovpyeitan
petall Tov dvo KAAS®Y TOL TETPAYMVIKOD Slopope@th dnuiovpyel dvo onuata BPSK pe dapopd
@domng /2, ta omoia, av emavacuvdebovv, dnuovpyody Eva ofuo dtopopouévo katd QPSK. To
SLOUOPPMUEVO G YPAPETOL (OC

§( t) = Z( ap+ Jazk) g( - k-E) & =

o0
k=0 k=0

ﬂ< g t kST) jé”f°‘+§ 2@ (g—t g-)—jzéfcnjzz/z (1)

OOV TOL Oty k, U2k OVAKOLY o€ éva oheapnto {an}={-1,1}, n=0,1, nradn kabéva Tovg avVTIGTOKEL GE
Swopudpemon BPSK.

Emonpaivetror 01t 0 Stapop@®tig 0pfoymvioTnTog Eivol KOTOUGKEVAGUEVOS OO NAEKTPO-OMTIKO VAIKS
(ot ovykekpévn mepintoon LINDO3), to omoio eivar SumAobhootikd, omdTe omorteitol £vag
EAEYKTNG TOA®OMNG OTNV €16000 TOL JOHOPP®TH, BoTe Vo pLOUIleTol 1 KATAGTAGT TOAMONG TOV
ontikod mediov otv £€odo tov laserkor va gvbuypopuiletar pe v KOHplo KATAGTAGN TOA®ONS
YOUNANG €€acBEVNONG TOL JUOPPWTY.
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2yx. 1 Aopukd didypappo onticod mopmod QPSK.



Idavikd, ta povotpoma Nuoyykd lasersival LovoypmuoTikés TNYEC TOAOMUEVOD PMTOG, UE YOVIOK
ovyvotta w=2xft xar eépovsa cuyvomra f.. Ta mpoktikd lasermap’ oo ovtd, mapovsidlovy
SlOKVUAVOELS OTN OTIYUIAio. GUYVOTNTO Kol TNV KATAOTOON TOAMONG. XT0 GoOVOAO TNG dtoTppng,
Bewpodpe 011 | mOAwonN ot €060 TV lasersivarl otabepn kot ToG eivorl YpOoppKn Kotd Tov d&ova,
tov X. Emmiéov, ypnowonotodue kovovikorotnuéva dtavoouata Jones [114}ra onoia cvuforifovue

YPNOOTOIOVTAG TV avamapdotacn Dirac (]e)) [115]. H uyodikn meptpdAiovco Tov S1ovOGHOTOSG
TOL NAEKTPIKOV TTESIOV TOV OTTIKOV KOLATOG e péom 1oyl P ypdoetat

E(t)=v2Pe*"Y| g )

OOV
t
4 ()= [ o(t')t ©)
glvar o ypovikd petaforriopevog Bopvfog pdaonc. O B6pvPog eaong sivor o Toyaio dadiKacio
Wiener-Lévy [25], [116].H otiypiaio omdkAMon cuyvotntog ¢(t) povtelomoteital o¢ I'kaovoiovn
toyaio petofAnty pe undevikn péon T Kou dakvuavon 2z4vH(0), d6mov Av givol T0 QUCHOTIKO
£0pog ypoupng Tov laser kad(t) n cvvaptnon déita tov Dirac.

Mo ™ pofnuotik) avorapdotaon e KoTtaoTaons TOAMOTS, YPNCLOTOI0VVTOL KOVOVIKOTOUUEVO
Savdopata Jones [114]Ta pyadikd dovdcpata Jones 2x1606uvapody e Tpoy otk S1ovOGLOTOL
3x1 Euavocpoto Stokes)puéow evoc tcopopeiopod. Xtov yopo Stokesn katdotacn mOAwoNg
avoropioTatol ®g onueio Tave og o oeaipo povadiaiag axtivag, tn oeaipo Poincaré [114]To
al1ov010 Kot 1 EAALEITTIKOTNTO TNG KOTAGTAOTC TOAWMONG, & KOl €, AVTIOTOIYMG, XPTCIUOTOL0VVTOL Y10l
Vo, 0picovv To Kavovikomompévo didvuoua Jonesng [114]

(4)

|e> cosa cog— | Sim sia
sina cos+ j cos sia|

H éxppaon yio 10 dwoupopeopévo katd QPSKaonua oty £€£0d0 £vOg TETPOYOVIKOD SLOUOPQOTH EXEL
™ popen

E,(0) =3[ d i Falt- kD) |E,(8 ®

OOV IAES (t) elvat o nAexTpikd medio Tov SIUOPPOUEVOD GIUATOG, éin (t) glval 1o NAeKTPIKO Tedio
TOV OTTIKOV KOUATOG 6TV £16080 TOL dapopemty, dy eivar 1o pryadikd cOpPoro SapdpE®oNg yio
v k—om mepiodo, kot g(t) 1 GLVAPTNON GYNUATOS TOV TOAUOD TOV SIUUOPPDVEL TO OTTIKO GTILOL.

INa vo mpaypotorondel molvmAiedio KoTd TOA®ON OTAITOOVIOL dVLO SAUUOPPOTEC 0pBOYOVIOTNTAG,
Kkafévag ek tov omoimv dwpopemvel kKatd QPSK pa and 11g dvo 0opboydviec cLVIGTOOES TOV
niektpikov mediov Tov ontiko ofuatog. To onua oty £€0do tov laserympiletor otic opboymvieg
GUVIOTMGESG TOV, YPNOLULOTOIOVTAS £vo. dtoymploth ToAwong (polarization beam splitter — PBSvag
gheyktig nolwong (polarization controller — PCubuvypoappilel tqv kotdotoon méAmong tov Kabe
onuotog otV £€£0060 ToV KABE dLoY®PISTI TOAMONG LE TOVE KUPLOVG dEovec Tov KEBe TETPAYOVIKOD
Slpope®TH, Kot Tpaypotonoteital dapopewon QPSKoe kdbe cuviotdca. Metd tn dapdpewonn, to
Ké0e onuo mepvdel amd €vav eAeYKTH TOAMONG, O OMOIOC UETUTPEMEL To. Ovo onuato Eavd oe
opBoydvio Kol KATOTLY TOL GUATO, ETOVAcVVOEOVTAL UE Evav cuvdvaoT moldoswv (polarization beam
combiner — PBCbote va oynuaticovv éva ofue QPSK pe molvnie&io mélmone. To oynuotikd
SUAyPOUUO. TOV SLOHOPO®TH TOAOTAEENG KaTh TOA®MOT QaiveTol oto Zy. 2. ®epmdvTag Yo A0Yovg

amAOTNTAG OTL 0 JYMPIGTHS TOAWGNG EUPAVIel otV ££000 TOL TIC KATAGTUCELS TOAWDGCNG |X> Ko
|y> aEova avagopdc, N ékepacn yio To dapopeouévo onpe QPSK e molvmhe&io katd moélmon

giva



E,(0) -3 d. sin Zo(t- kD) | OO 8 ke 33 dsif3 o+ ] "Bt VE) @

omov dy x kat dy y elvorn Ta pryadikd copforo mov Srapopedvovy kobdepio and TG SVO TOADOELS.
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Xyx. 2 Aopukd ddypappa dStapopemt QP SKroivniediog katd tolmon



2. O onTikdg d£KTNG dLaPOoPOTOinoNS PAoNg

Y10 TAaiclo ovTAG TG daTpiPng, yio T ARy onudtev dtopopeopévav katd QPSK,uelemnkay ot
oOUE®VOL 0EKTEG dlapoponoinong eaong [25]-[27]. Ot cOUP®VOL SEKTEG UETOPEPOVY TI POGUATIKY
TUKVOTNTO 16%V0G TOV OTTIKOD SLOUOPPOUEVOD GTILOTOG, A T1 GLYVOTNTO, TOL Popéa (TuTiKd KovTd
oto 193.1THZ), ot Booikn {ovn 1 kovid ot Pacikr {dvn, 6mov, pEcm eoTodddmY, LETUTPETETOL
TO OTTIKO ONUO GE MAEKTPIKY KLUHATORop®n. To mAektpikd onpa eépel OAN TN TANPOQPOPia Yio. TO
TAATOC Kot T @Aom Tov SlapopPouévov popéa. H Asttovpyio OA0V T@V DTOAOITOV SOUIK®Y LOVAS®Y
Tov déKTN givol va eEAyovV EKTIUNGELG Yo TNV TANPOPOPic TOL €6TAAN oTov moumd. To nAekTpikod
nedio mov PTAVEL 0TOV dEKTN Umopel vo avarapactadel g

Es=y2Psexg j( Zft+d,5+0) e @

EVM TO NAEKTPIKO TEGIO TOL TOTKOV TOAUVTMOTN (G
Eo=v2Ro ex;{ J( Zfot+4, LO):“eLO> (8

omov P, Po givan o1 péceg woyel, fs, flo etvon ot ouyvomreg exnopmis, @, s, @, .0 ot 06pvBot edong

oV dvo laser,avtictoya, Kot |es> , |eLo> T0 KovoviKomompéva dtovospate JoONestwv 6vo ONTIKMV
KOUATOV. ZTNV Tapamdve oyion, @k eival n edon dwpdpemong yia v K-oti xpovikn otryur. Xt
TOPAKATO OVAALOT Bempodpe Yio AOYoug amhdTnTog, OTL, Ol KATACTAGELS TOAMONG TV dVO CNUATWV

glvon 101e¢ Ko otabepéc. Opilovpe TV EVOLAUEST GLYVOTNTA MO f,F = fs - fLO, KoL TN Jlpopd TV
BopvPav ehong wg Ag, = ¢n,s —¢n Lc- XKOTOG ToL 0€KTn eivan va eEdyetl T Stopodpemon pdong omd o

onuo. AvédAoyo v T NG EVOLAEONS GLYVOTNTOG GE GYE0T TO PLOUO ONEUOTOd0GING, Ol OEKTEG
katnyopronotovvral o€ opodvvovg (fir = 0), etepdduvoug (fir > Rg) kot evdddvuvoug (fir < Rg) [10].

Ot oOppovol 0£KTeg dLopOPOTOiNoNg PACTG OTOTEAOVVTIOL A0 OVO OOMKA OTOLElN, TO OTTIKO
vPpidio 90°,70 omoio eivar vIEHOLYVO Vo INULOVPYNCEL VO 1 TEPIETOTEPOVS KATAAANAOVS YPOLLULKODC
GUVOLOCHOVG TOV ANEHEVTOC NAEKTPLKOD TESIOV KOl TOL NAEKTPIKOV TEGIOL TOV TOMIKOD TAANVTOTN,
KoL TIG 1000 TAOUIGUEVEG PMTOIOG0VGE, Ol OTTOIEG LETATPETOVY TO NAEKTPIKO TTESI0 GE NAEKTPIKO PEVLLO.
Ot obppwvol dékteg O10POPOTOINCNE PACNS GTOYELOLY GTO Va. dNHOVPYNoOLY Vo opBoydvia
ONUOTO TO. OTOl0 VO TEPIEYOVY TN TANPOQPOPia TNG PACNG TOL NAEKTPIKOD MESIOV, MOTE Yo Kapio
YPOVIKY] GTIYUN VO U1 XEVETOL 1| TANPOPOPIC TS PACTG TOL ANPHEVTOG GNLOTOG.

Ta ortikd vPpidia 90° givon TabNTIKEG SLoTAEELS KO LVIEAPYEL Evag apPlOUOS SLOUPOPETIKMOV TPUKTIKMY
viomomoewv [122]. H mo kown vAonoinon sivar 1o ontikd vfpidio 90° dvo £1608wv — 1E66GpmV
eEodmv (2x4 90° optical hybridXo omoio anoteleitar amd Téocepelg kKatevhuvTikovg ovledKTeg, ot
010101 S106TOVY KOl OVOULYVOOLV T OTTTIKA GTLOTA, Kol V0 0AGONTEC Pdong, ot omoiot petafdiovy
dwwpopikd ™ o@don TV OSvo onudteov. YPpidw ovtig ™G AOYIKNG KATAOKELALOVTOL MG
oAoKANpouéve kukAdpata ard LINDO; [117],[123], [124].

To yevikd Sopikd ddypoppo evog SEKTN dlapopomoinong eaong, eaivetal oto Xy. 3o. To Zy. 3P
dgiyvel 10 dopuKO SLdypappe VO OEKTN OPOPOTOINGoNG PACTG e OAOKANPOUEVO OTtTIKO VPpPidio
90°, 10 omoio axoAovbeital 0md VO 1GOGTUOUICUEVES SLaPOPIKES PmTOO1000VC. Kabévag and toug
KkatevBuvTikovg cvlevkteg oty €i60d0 dSoywpilel To avTioTorKo GNUA GE dVO OUOLEG GUVIGTMGCEG.
M and TIC ocuVIoTMoEG KABE GNLOTOG OVOULYVOETOL LE TO GAAO ONUO GTOVLS KATELOLVTIKOVG
ovlevkteg €000V, EVA N AAAN GLVIGTOGCO VPIGTATOL Lol OAGON o PAoNC amd TOVG OMSONTEC PAoNC.
IMa Wavikn Aettovpyia, n dapopikr ohicOnon edong peta&d twv cvvictocmv eivar 90°.Ta Waviky
Aertovpyia, Ko Oempmvtag 101e¢ KOTAGTAGEIS TOAMONG Yo TO ANPHEV oNUa KoL TO GO TOV TOTLKOD
TOAAVTOTY, 0TS Téooepelg e£000vg Tov VPPLdiov AapPBdavovpe Tovg €ENC YPOUUKODS GUVOVAGIOVG:
Es—Eo. JEs+]Eo. JEs+E xaw —Eg+ JE o and nave npog ta kéto, aviiotoiymg. Xtnv ££080
TOV POTOOOOMV, 01 0pHOYDVIEG CLVIGTMOGES Eival



I ZR\/ FgFl’oCOS( Z fe t+Ag, ‘H/’k)

. . )
io =RJRR,sin(2r f. t+Ag, +9,)
omov R elvar 1 amokplopdmTa TV POTOo0d®mY, 1| omoia givol 1010 Yo OAEC TIG POTOOIOOOVC.
ITapatnpodpe 6Tl WBAVIKE, To POTOPEVHOTO OV £XOVV KAVEVAV OPO GLVEYODS PEVLLITOG,

‘Evag dAlog tomog omtikov vPpdiov 90° o omoiog ypnoyomoleitol kKupimg ce gpyocTnpla dOTL
Kataokevaleton amd dakprtd otoyeia, eivar To omtikd vVPpidto 90°dvo 1668wV — dvo eEGdwV (2%2
90° optical hybrid) [125]. Anotekeitor and évav katevBuviikd ovledktn, TEGCEPELS EAEYKTEC
wOAOOoNG, Kot 0vo ToAmTEG. To Xy. 3y delyvel 10 OOUIKO OlAypoplo. €VOC TETOLOL OEKTH
dlapopomoinong eacng, o omoiog akolovbeital amd dvo amAég POTOdO00VG. Ot eAeyKTEG TOAMONG
otV €i0000 TOV VPPLOIOL UETARAAAOVY TNV KATAGTOOT TOAMONG TV dLO oNUdTOV, 6 Ypouukn 45°
KOl KUKMKT, Y10 TO OHa £16000V KOt TOMIKOD TOAAVI®MTY, avTiotolyo. Ot 0vo EAEYKTEC TOA®ONG OTNV
€€060 ToL KOTELOLVTIKOD CULLELKTN UETABAAAOVY TNV KOTAGTOCYT TOAMGONG TOV OVOUEUELYHEVOD
OTTIKOV GNOTOG, MOTE 1) EXBVUNTH CLVIGTAOGA VO, TTEPAGEL amd TOVE TOAWTES (0 0ToioL 0LV KDPLOVG

a&oveg evBLYPUUUIGUEVOLC LE TIG KOTAOTAGEIS TOAMONG | X> Kot | y> ). 211 dvo €£650v¢ ToV VPPLdioL
TOiPVOVUE TOVG €ENG YPOUUKOVG GUVOVAGHOVG: és+ jé,_o Kot ES + E,_O ond Tave mPog To KATW,
avtioTtorya. XtV £€£000 TOV POTOIOdWMV, 01 GLVICTMGES 0pboyvioTnTOG Elvat

. R

i :Z{PS +Po+ 2[PPoCOY 2 fi t+Ad, +9,)|

. R i
i :Z{PS+ Po+ a/ﬁpm( 2r f- t+Ag, +¢k)}

(10)

omov R glval 1 amokplotudTNTO TOV EOTOSOd®Y, 1010 Yoo OAeg TIG pTod1dd0vG. [Tapatnpodue OTL
00VIKA, TO POTOPEVHATO OEV EXOVV KOvVEVAY OPO GLVEXOVC PEVLLOTOC.

- 3 (@) Tevikd dopkd Sudypappo evog déktn dwpopomoinong edong, (B) Aopkd Sibypoppo déktn
dwapopomoinong eaong pe oAokAnpwpévo ontikd vPpidio 90°, ) Aopikd didypoppa dEkTn SlaPOPOTOINONG
@aong pe ontikd vPpido 90° dokprtdv otoyeimv, (8) Aopkd ddypappa dEkTn dopoporoinong paong pe
omtikd VPpidio 90°katevBuvticod cL{gHKTN TOALATADY EIGOMV.

AveEdptnrta amd 1o €i00g Tov omTikoD VPpLdiov 90°Tov ypnoIHoToIEiTaL KO TOV avTioTOrX0 OoplOpud
TOV EOTONOé®V, Tapdyovial 6vo opboydvia pmtopedpata, 1 o€ paon (1) xatl oe opboyovidtnta (Q)
GLVICTAOCO, TV OTOIMV 1M TTLO YEVIKT LOPPT YPUPT|§ eivar



i (t)=1, +1, cof Zf t +Ad +¢ +¢)

11
o (1) =1+ sin( 2ef ot +Ads + ¢ —O) ()

omov |, I, etvar ot cuvictOceg cuvexolg pevpatog, |, Iy, eival ta TAd TV dvo CLVIGTOCGOV

opBoyaoviotntog ko £, & elvar ot amokAicelg edong. o Wavikn Asttovpyia, Ta dVO PMOTOPELUATO
. . . . , , , _ e Mo .

mpémeL Vo, £xovv {S1a mAdT, Kot va givar opBoydvia, nrady, |, =1, =1, ko1 & =6 =0°. EmmAéov,

o1 DC cuviotdoeg Tov pedboTog Tpémel va, elval oTafepES, KATL TOV EMMTLYYAVETAL OTOV TO GO TOV
Tomkoy ToAavtot) éxel mepimov 20 dB peyaddtepn 1oy omd to AapPavouevo onuo [44], [68]. Ta
wavikd eotopeduata g (96) umopodv va avomopactafodv ¢ évo uyodikd NMAEKTPIKO oMU

P(t)=i,(t)+]iqt), 0 onoio ypagperon

i(t)=1exp( 2cf .t + A, + ). (12)
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3. O ontTIKOg HEKTNG OLEPOPOTOIN GG PACTS KUl TOLOGNS

Olot o1 déKkteg d10popoTmoinong PACNG TTOV TEPLYPAPNKOV GTNV TPOTYOLLEVT EVOTNTA TAPAYOLV
QOTOPELHOTO TO OTolo €EOPTMOVTOL OO TNV KOTAGTOCT TOAMGNG TOV NAEKTPIKOV TEdiov. AToutovv
GUYKEKPIUEVEC KATAOTAGES TOAWDGNG TOGO Yo TO ANPOEV onua, 0GO Kol Yo TO OO TOV TOMIKOD
TOAOVTOTY], DCTE TO POTOPELLLATA, VO Elvar i UNOEVIKA Kot d1 opBoydvia. Avtd €10AYEL TNV avEAYKN
Yo GUVEYOUEVO EAEYYO TMV KOATAGTUCE®MV TOAMGNG 1 YO XPNOT OEKTAOV S10.POPOTOiNCNG TOADMGCNC
[23], [24]. Ot déktec Sropoponoinong mOAwong emtvyydvovy amddoon aveEaptntn Tng TOA®ONG,
AapPavovtag 1o omtikd mAekTpikd medio amd TG dvo opbBoydviec moOAMGES Eeymplotd, Kot
oLUVOLALOVTAG TO G€ €va MAEKTPIKO onuo ave&dptnto and ™ Anebeica kotdotaon molwong. Ot
O€KTEG O1LPOPOTOINGNG TOAMOTG givol amapaitnTol Yo AMyn onudtov dopopeouévev katd QPSK
pe moivmie€io TOhwong, S10TL VIAPYEL JAPOPETIKN TTANpoYopia. o€ KABe o amd TIg opboymvieg
O AwoNG. ATtouteitan évog ahydplOoc NAEKTPOVIKTG ATOTOAVTAEENG TG TOAMOTG Yo VaL avakTnBohy
Ta 5£d0UEVH TTOV SLOUOPPOGOY KAOE TOA®ON.

To dopikd ddypappa evog COLPOVOL SEKTN SLOPOPOTOINGNG PACNS Kol TG TOAMONG POIVETAL GTO
Xy. 4. To onua TOL TOTKOD TAACVTOTY, UE YPAUUIKN ToAmon 45° yio va dtopolpdletol i 1oydg Tov
€€loov oTIg OLVO TOAMOELS, Kol To ANeBEV onpa, pe avbaipetn Katdotaon mOAwong, dtoywpilovtal o
éva dayoplot molwong. Kdabe o omd 1ig opboymviec kaTtooTAoEl TOAMONG TOV CNUATOV
OVOUELYVOOVTOL GE €vay amd TOLG dVO OEKTEC dlapopomoinong edone. AveEdptnta and 1o €idog Tov
déktn Swpopomoinong eaong, to eotopevpata Bo gival, 1Wovikd, opboymvia, kot Bo vrdpyel M
GLVIOTAGCO G€ (AoT Kal o€ opBoymvidtnta, yia kdbe pia and T1g dvo Anebeiceg opHoymdvieg TOADGELS.
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2y 4 Aopukd dbrypappo evog cOUP®VOL OEKTH Sopopomoinong eaong Kat T TOAMoNG.
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4. EXQPACELS Y10, TO QOTOPEVNOTO OE VOTETIVOTY GUVOEGHOLOYIO

210 cvotuate QPSKywpic molvmAeéio katd TOAmON, 1| GVOALTIKY LOPPN TOV GNUOTOG GTOV TOUTO
(5) umopel va Eavoypa@tel 6€ HOL TO OTAOVGTEVUEVT] LOPPT], OYVODVTOG TO GYNLO TOV TOAUOD Kot
TNV TOALOGELPE, OC

és Z\/Z_PSej(ZMCH%'S) é(/’k| %>: /_2 E gznfctﬂﬁn,s) 'gk [\/::T-;J:J (13)

OTOL £YOVUE YPT|CULOTOICEL UI0l EVOAAOKTIKY LOPPN Y0 VO EKPPACOVUE TO, povadiaio dtaviouato
Jones,n onoia wepiExel Tov A0Y0 TV 10Y0O®V TOV OTTIKOV CNUATOV OTIC dVO TOAMGCELG, I, KOl T
drapopd edong 7 petald TV NAEKTPIKOV Tediwv Twv 6vo Toddoemv [114]. To avaivtikd crua Tov
TOTTIKOV TOAOVTOTN, TOA®UEVO UE YPOUUIKT TOA®on 45°, ypdepeTon mg

- j(27fLot+én 10 1 1
ELO :JZPLOEJ(Z o )E(lj (14)

‘Eva pukpd tpuiqua omtikig ivag, 0nmg yio mopadetypo vo ontikd koddmdlo oe votenivotn (back-to-
back)cvvésouoloyia, povielomoteiton mg évag povadiaiog tivakag Jones 2x2 [115]

J, J
\] :(Jll lej (15)
21 22

Y100 Tov omoio oyverl Jy =—J;, and J,, = J;;. O mivoxag (15) avTicTolyel 68 o 6Tpoey 611 coipa
Poincaré, ko1 pmopei vo ekppaoctel cuvvapticel wog yoviag olylovbov kot pog  yovieg
gaemTikOTTOC, @) &, avtiotoya [114] (o1 omoieg dev &povv oyxéon e T1¢ ywvieg alipobbiov Kot
EMEMTIKOTNTOG TOV KOTOOTAGEMV TOA®MONG TV laser),ng

J(a,e):[

Kévovtag v vndBeon OtL o1 dékteg Olapoponoinong @aomng €ivol 10avikol Kot 0gv TapAyovv
GUVIOTMOOEG GUVEXOVG PEVUATOC, TO HLYAOIKE QoTOopedaTe otny ££000 TV OEKTAOV, Yo TNV X Kol Y
TOAWDOT) AVOPOPAC, Elvat

COSx COg — | Sik siB — Sin caes+| cas gi
j j ? (16)

sin@ cos + | cos sSim cas ces-j gsin sin

iN)( =1 (\/ﬁ\] nt \/ITJ 1@]7 )ej(2ﬂf'Ft+A¢n+‘/’k)
i;( =1 (\/HJ 21 + \/r_J Zﬁj” )ej(Z”f'Ft+A¢n+§0k)

Ady® TV 1810t Tev Tov tivaka (15), ta dvo pomtopedpate dev Ba undeviotodv TovTdypova o€ Kopio
nepintowon. 'Etot, n Aqym etvon ave&dptntn g Kotdotoong TOA0oNG.

(17)

v mepintowon onudtov QPSK pe moivaielio kot mOA®GON, N OVUALTIKY HOPET TOL ANEOEVTOC
ONUOTOG LITOPEL VO, YPOPTEL, OTTMOC KoL TPV, (OC
/1_ r ei¢x,k J

= [5D Ai(27fdtrens)
Es=y2hse (\ﬁemejwk

Kévovtag tv vmodbeon O0tL ot dékteg dlapopomoinong @dong sivor davikoi, Kol Ogv TapAyovv
GUVIGTAGCEG CLUVEXOVG PEVLOTOC, TO UYOOIKA POTOPELUATO 0TV 5000 TV OEKTMV, Yo TNV X Kol Y
TOAWDOT) AVAPOPAC, Elvat

(18)

i =1 (\/1—r\]11e"”ka +/rd e e”’”) g2 letead)

iY = ( 1-rJ Zpr,k +\/FJ22€J”ej¢x'k ) eJ(Zﬁf,FH-Agﬁn)
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e avtifeon pe v mepintwon yopic moAvmAeio KaTd TOAMON, SPOPETIKN TANpOoQopia PpiokeTar
o€ KGBe (o amd TIG TOAMGELG. Ml OTTIKY v oV €104yEL UoL OA] GTPOPY] TOAMGNG, TPOKAAEL
oA omapeUPOAT TNG TANPOPOPING TOV TOADGEMY GTA, OLO LLYUOIKO POTOPEVLOTO, KOL O LOVOOIKOG
TPOTOG EMOAVAKTNOTG OAOKANPNG TNG TANPOPOPING TOL EGTAAN GTOV TOUMO, €ival vo, LEGpPYoLV
TOVTOYPOVA, KOL TO SVO POTOPEVLOTO T, OO0 TPETEL VO OTOTOAVTTAEYHOVV.

€ OmOLONTOTE O TIC OLO TEPUTTMOELS, Lo OEPA OAYOpiOL®Y detypatoinmTovy kot encEepydlovion
TO POTOPELLLOTA, OGS TEPLYPApeTOL otV Evotnta lll.
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5. Y7o perétn ovotnpa

2T1¢ TPOTMYOOUEVEG EVOTNTEG TEPLYPAWOUE OAOL TOL OTTTIKG SOUIKA GTOLXEID TTOV YPTOLUOTOLOVVTOL GTO
omtwkd ovotnuate QPSK pe molvmielio xatd moOAwor. Xty evotnTa 0T, TEPLYPAPOVUE TO
oVGTNA OV VAOTOMONKE Ko peletHOnke ota TAdicle avtig TG dratpPng. To dopkd Sudypoppo
TOV GUOTNUOTOG PaiveTal GTO XY. 5.

=
Electrical Pulse

signal shaping
Data

Phase-
diversity |
B
E Phase- _@
diversity _HEH

Polarization- and |

e e e e e e e e e e e - e e =

|

: Data phase- diversity | Processing :
|

|

| Electrical DSP

!_ signal signal

Xx. 5 Aopkd ddypappe tov ontikod cvotiuatog dtapdpemons QPSK pe molvmielio kotd moOAmon pe
GUHO®MVO JEKTN SL0POPOTOINGNG AT KaL TNG TOAMONG.

To gwg evog laser,tolopévov pe ypappky moimon 45°, dtaywpiletol o€ Evav 13aviKO S0P
TOA®MONG, TOL 0TOloL 01 KVPLOL GEOVES €ival TPOCAVOTOAIGUEVOL TAV® GTN YPOLLIKY KATA X Kot
ypoppKn katd Y modoorn. Kdabe molmwon dapopeaverar katd QPSK pe aveédptnra dedopéva, oe
&vav 18aViKd Japopeot opBoymvidtntag, Tov omoiov 1 Agttovpyia givor aveEaptntn g TOA®ONG.
O1 S1pOpPOUEVEG TOADOELS EIGEPYOVIOL GE EVOV GLVIVLOOTY TOADCEMV KOl ETAVEVAOVOVTUL GE £VOL
onuo QPSK moAivmieypévo katd moOlmon. Ze kife TETPAY®OVIKO OLOUOPOMT ELGEPYOVTOL OVO
akolovbieg dvadikav yneiov pe pubud onuatodosiog Ry 1 kabepia. To moivmieypuévo Kotd TOAWDO
onuo QPSKéyer pubud ocopporov Rs=Ry. To ofpa e&acbevel ko katomy gvioyveton Eava og évav
evioyutn He mpoopi&elg epPiov, o omoiog mapdyst BOpvPo AVOOPUNTNG EVIGYLUEVNG EKTOUTNG
(amplified spontaneous emission noise — ASE noise}d ovtdv to tpomo, pubuiletor o omtikde
Adyog onpatog Tpog BpvPo (optical signal to noise ratio — OSNR)¥L0G, T0 oo E1GEPYETOL O Eva
SUHE®VO OEKTN Stapoponoinong eaong kol g TOA®MoNG. XPNoomolovvIol 6v0 TOVOLOLOTLTO
ontikd vPpidio 90° 2x4.Ta técoepa poTopeduate diépyoviar omd yopniodiofotd eiltpa Bessel #
16&NG, TV onoimv to gvpog {dvng oALGLel KaTd TepicTao.

M oepd odyopiBumv ymoewoxng eneEepyociog onuatog derypatoinmrovy kot enefepydlovion ta
ooTopevpoTa. Metd and v eneéepyacia, 10 €100¢ TG onoiog E0PTATAL OO TO POVOLEVO TTOV
emoebnoov v Oy, yivetal eKTIUNGCT TOL OTEGTOAUEVOL UIYadlkoD GLUPBOAOVL Kol HETPATOL O
apOG GEOALATOV TOV SLASIKOV YNeimv.
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1. AlyoprOpor ynowokng eneepyaoiog

Ta eotopebpoto otnv €£000 €vOG COUE®MVOL SEKTN SLoPOPOTOiNcTNg PAcNC Kol TG TOAMONG
EPLEYOLV OAOKANPT TN TANPOQOPiot TG HIYadIKNG TEPPAALOVCAG KAl TOV OVO TOADNGEWV TOL
NAekTpkol mediov Tov OnTIKOD oNUATOC. Me derypotoAnyia, 1 TANPOPOpio. VT LETATPENETUL GE
YNewkd oMU, TO 0moio Pmopel va vrootel omolovdnmote €idovg enefepyocio. Mo mAeldda amd
TPOGQTA APOpa TEPLYPAPOVV TO. TAEOVEKTIHLATA TOV YNOLOKOV cOUeoVeV dextov [11], [44], [129]-
[137]. OLo o TEPAUATE TOV TPAYUATOTOONKAY TPOGPOTO YPNGILOTOINGOV YNELoKY enciepyacio
ONLOTOG Y10 VoL eme€EPYAGTOVV TO, TEWPAPOTIKA dedopéva [44]—[110].

1. ApITEKTOVIKI] Y QLOKOD GOUPOVOL SEKTN

To Zy. 6 ameikovilel TIg 6VO JAPOPETIKEC TOTOAOYIEG YNPLOKOD OEKTN TTOL YPNOLUOTOMONKAY GTal
mhaiowo g dwrpipng. To téooepa potopevpata amd Tig €£600V¢ TV 6VO dEKTM®V d10POPOTOINCNG
@aoNg IATPApOvVTAL Yo Vo TEPLoplotel 0 BOpvPog Kot KOTOTLY derypaToANmTToOUVTOL. AglyHOoTOANyin
npaypoomoteitol pe ovyvotnta fs idia | toAlomidoia Tov puOpod copPdrmv Ry, dnradn, fsmR, pe
7o oLV T M=2 (SerypatoAnyia pe 600 detypata avd cOpBoro).

To deiypota Tpo@odoTodvIol 010 KOKAMUO YNelokng eneepyaciag 0mov mepvave omd o celpd
oAyopiBuwv emeEepyociog, ovaroyo TO QOVOUEVO TOV EMNPENCHV TO ONUO. XTO TEAOG 1TNG
eneéepyaociog, amorteitol To delypota vo, avtiotoyody o éva deiyua avd ocopforo, dote va yivel
eKTiUNON TOL pyodikoy GvpPoiov, kot vo  petpnfel o pvbuog oeoiudtov. ‘Etol, otav
ypPNoomotovvTal dvo deiypato avé cOUPBOAO, ATOLTEITAL EXAVASELYILATOANYIO GE KATO10 ONLELO TOV
KukAopoatoc. H dwpopd peta&d tov dvo dektdv oto Xy. 6, elvor m ogpd pe v omoia
TPOYUATOTOLEITAL 1] SPOPIKT] OMOKWOOIKOTOINGT Kot 1 amdPaon Yo T0 Hyodikd ovuforo. Ztov
déxtn tov Zy. 60, 1 SPOPIKN UTOKMIIKOTOINGT| TPOYUATOTOLEITOL TPV OO TO KOKAMUO, [LyodIKNG
amdPaAcNG, YEYOVOC oL KOBLoTA TOV SEKTN aTOV Evay Jtapoptkd dEKTN. O Sk awTtdg Exel KoAn
amod00M OTAV Ol OCTEPIGHOL TOL TOPAYOVTOL EIVOL GTPAUUEVOL O10TL TOVG EMAVOPEPEL GE LOPPT] DOTE
va ypnoponomBodv otafepd KATOEAL ATOPOOTG OTO KOKA®UL Hyadikdv anopdcewyv. [Top’ oia
avTa, &yet wa mown nepimov 3 dB,og 18avikéc cuvOnKeg, 6e oyEor Le TOV 6OYYPOvo dEKTN ToL Xy. 6.
210V 3éKTN TOL Xy. 6B, M SPOPIKY| ATOKMIKOTOINGT) TPAYLUTOTOIEITOL PETE TO KOKAMMUO, ULYOOIKDV
armopdoeny. O déKTng owtdc &xel TV 0 amddoorn UE TOV 100VIKO COUQ®VO OEKTN, OAAL GE
MEPUTTAOGCELS OOV 0 OAOTEPIOUOG elvar oTpappévog, €xel Town amddoong, 1 amoutel peTafoiidopeva
KOTOQALY 0TOPOCTC.

Bewpovrag O0TL 1 derypatoAnyio yivetol pe tov puBud copPforwv, To POTOPEVIOTO, YO GVCTNUA
QPSK,ypdgpovton mg (19)

[ [n]= 1A  [n] @4 Pttt g T (20)
evd yio. ovotnue QPSKue moAvnieio katd nolmon, ypdeovtar wg (104)

I {aX’Y[n] gl b[1 éy&.k[n]} erfenTssag(r) P[] 21)

omov ot dgikteg X, Y ava@épovial 6Toug 0EKTEG dL(pOPOTOINGNG TOAMONG TOV AVIIGTOLYOVV TNV X
kot Y mowon avtictoyo, N givor o appog tov deiypotog, | =R YR Ry/2 eivar po mosdta

KOVOVIKOTOoinong A0y® g OmTIKNG 1oyvog, A, a, b eivar uyadikol cuvieheotég ol onoiot e&aptmdvan
amd ™ Angbeico kotdotaon mwOAmong, kor pP[n] elvon o pryadikn axolovbio 'kaovoiovol

npocBetikov BopOPov, pe dacmopd ai. O 6opvPoc pdaong tov laser A¢n[n] elvar o Toyaio

petapAnty toyaiog kiviong [140],
Ag,[n]=Ag,[n-1]+ W (22)

15



o6mov wWn] eivor o mpaypotiky oxolovbio I'kaovoiavod Oopvfov  pe dwomopd Oy, UE

0W=272'AV/ R, xot 6mov 4v givor 10 cuvdvaouévo gbpog (dvng Tov laser mopmod kot tomikov

toaravtoty [140]. H evdidueon ocvyvotta fir oe mpaypatikd cvotiuate petafdiietor e8] ot
ovyvotnteg tov laser petofaiiovtal, oAl givol oyetikd otabepr] otov ypdvo oe oyéon pe GAla
YPOVIKA LETAPUAASLEVO QUIVOLEVX, KOl GUVETMOC Y10l TIG EE0UOIDGELS Oempeitan oTabepd.

2y 6 Aopkd 3aypoppo, Yyneakoh cOUPOVOL JEKTN SlapopoToineng PAcNS Kol TS TOA®ONS. o) Alpoptkog
déxng, B) Toyypovog SEKTNG.
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2. AmomoldmAien TOADGE®V

Avelapmnrta and 10 av ypnoomoleiton moAvmAeEion katd mOAmon N Oxl, M Anebeica KatdoToon
TOAWONG EMMPeAlel oNUAVTIKA TO UETPO Kol TN QACT TOV ANEOEVIOV (POTOPELUAT®V KOl TOV
ynokov derypdtov, omog eaivetor otig (20) xor (21). Tha va givor 11 am63001 TOV GLOTHUATOG
aveEdptnmn TG TOAWONG, omolTeital AmOMOAOTAEEN TV TOADGEWV. XNV €votnta avt 6Ba
TEPLYPAYOVE TOVG PactkoVc aAYOPOLOVS ATOTOAOTAEENC TG TOAWMGTC TOV YPNCILOTOMmONKOY oTO
mhaiolo ovTNG TS SLoTPIPNG.

Ot otpoPég TOADONC TOL TPOKUAOVVTOL OTd TNV OMTIKN iva Umopovv vo. povielomombovv pe
YPNON TWVAK®V, OOV TO NAEKTPIKO TTEdI0 0TIV €16000 TG tvag TOAAATANGIALETOL OO TOV TIVOKO TOV
avtiotoyel oty iva, Yo va dmcel To NAektpikd medio oty £€£0d0 g tvac. H avaivtikn popen tov

ontikoy mediov oty £€0do E; diveton amd ) oyéon mvakov
Er=JEq (23)

omov o mivakoag J divetar omd v (15) 1 (16) kar to ES divetar amd v (13) 1 (18). H amomoddmAeén

TOADCEMY 1GOOVVOUEL e TNV EKTIUNGT TOV HIYOSIKOD OVAGTPOPOL GLLVYOVG TIVOKO GTPOPNG TNG
OTLTIKNG tvag, dnAadn,

w=J" (24)
To diGvuouo TV ANEBEVIOV LYodIKOV OEYLATOV T[n]z[fx[n] TY[n]]T UETATPENETAL GE £V

SIVLG L0 LLYOBIKDV SETYLLATMOV Z [n] = [ZX [ n] 2[ rﬂT YPTOULOTOLDOVTOC TNV
Z[n]=W [l [n] (25)

6mov W[n] gtvon pa extipmon g (24) yio T xpoviky otiypn N.

Mia ogipd and ueboddovg éxovv mpotabel yio Ty amomoAdnAeEn tov Toddoswy [111], [148]-[156].
210 mAaioclo ovtig TG SatpiPng, EmkevipBnKae o TpELG omd avTéC, o PEBodo 01 yoLUEVT OO
amogaon [111], wio pébodo 1 omoio BETEL TEPLOPIGUOVG OTIC OMOSEKTEG TIHEG TV GTOKEIDOV TOV

mivaxo W[n] COUPOVO, LE TNV OVOAVTIKY TOV HOPeT, 1 ool ypnoonotel to kprriipio CMA [156],
Kot po péBodo M omoia de BETEL KAVEVAY TEPLOPIGUO GTIC OTMOOEKTES TIUEG TV OTOLYEIWV TOL TivaKo
W(n], n omoio mékt otpiletan oto kprripo CMA [153].

i.  AmomoldmAeln moldGE@V 00N YOOUEVN 00 amopaot [111]

H pébodog odnyodpuevn amd andeacn mpoonabel va extipuniost to yvopevo Q=WJ, to omoio davikd
0o émpene va diver Q=I, dmov | givar o 2X2 povadiaiog wivakag. Xpnoonolel Ty avadpoutkn oxéon

W[n+1]=Q*[nW[n] (26)
T"o pukpd onpata, o avticTpoPog mivakag LTopEl Vo TPOoEYYIoTEL amd TN oxéon
Q=0 -( -7 =+ < [n]) (27)
omoTE
W[n+1]=( +u(l -Q [n])W [n] (28)

omov u givarl to Pua tov aiyopibuov. O wivakag Q vroloyiletol amd TIC UIYAOIKEG EKTIUNOELS TOV
ovuPormv, LVToBETOVTAC OTL OVTEC EIVOL COCTEG EKTIUNGELS, MG AKOAOVO®G
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Q[n]:%Z[n]ZT[n] (29)

OOV Z[I’l] glvarl To SIAVLUCHO e NG WYOOIKES EKTIUNCELG TOV ANQBEVTOV GLuUPOAY Z[n], gqv
€yovv apopebel OAeC 01 LTOAOITES TUPALOPPDOGELS Kot BOpvBot.
i.  AmomolvmAeln ne ypiijon CMA

O aAyopiBpog CMA [144] mpaypatonolel andn amomolvmieén otav ypnoipuonotel Eva pryadikd Bapog
ota @idtpa tov. Ta pryadwd Bapn dvvatal vo wdpovy omoladnmote Tiun. H e&icwon avavémong tov
Boapmdv ypheetor [143]
. . iy [n
W[n+1] =W[n]+y[f‘[ ]

iy [n]

OmoVL 1 glvar To Prpa Tov aAyopifuov.

[etapofatd) st Bl e

iii.  Amomolvmleln pe ypnion CMA pe mepropiopoig [156]

Edv Anefei vmoym n avoAvtiki popen tov mivako otpoenc (16), 10te 0 avaoTpo@og umopel vo
YPOQTEL GCUVAPTIHGEL OVO TPAYLOTIKOV GUVIEAECTMV KOl £TCL UEIMVETOL O OPOUOG TOV UETUPANTOV
IOV TIPETEL VO VITOAOYIGTOVV, OO TEGGEPELS ILYOIKEG TOGOTNTES, G€ OLO TPAYHOTIKEG. O avTIoTPOPOg
VKOG TNG OTTIKNG Tvag YpapeTOL

W (a, 5) = [
Ot ekTiunoelg @ kot & Tov aliovdiov Kot T EAMAEIMTIKOTNTOG o KO &, AVTIoTOU 0, VTOAOYI{oVTol MG

D[n+1]=D[n]-uV&[n| (32)

COSx COg — | Sim sia si@ ca@s-| cas g
j j 1 31)

—SinkCosE— | Co®& SiB  Cas Ces-j SN @i

6mov D[n] eivou to Siévocpa Tov ekTUNCEOV TV Tapapétpwv D[n]=[a[n] é[n]]T, 4 glvar to

Buo tov aAdyopibuov, ko n Tapdywyog VE (n) opiletar g o didvucua

v(;[n]:{ag_([xn] ar’;—([gn]T

Y1i¢ mapamdve, ¢N] eivor n otyaio cuvaptnon k6oTovg, M omoia Yo Tov amomoilvmAékty CMA
dtveton amod tn oyéon

(33)

e=(jalilf - B (2l - &) (34)
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3. Odépvpog aong Tov laser

O 06pvPog @dong elvar pio avamOPELKTN LopPT] BopVPOV OTIC OMTIKEG TNAETIKOWVMVIES, AOY® NG
xpNong tov laser. MéAiota, 6€ GLUOTAUATO WKPOV OTOGTACE®Y 1 OTOV YPTGOTO0VVTaL GONVA
gumopikd laser,0 06pvfog edong pumopei va, givor 1 peyaivtepn popen Bopvfov. To Xy. 7 deiyvel nv
e€EMEN Mg edomg &vog povotpomov mulaywylkov laser yio ypoviky mepiodo 3.5 us ywo tpio
dwapopetikd laser,ue e0pog pacpotikig ypouuns oto 3 dBico pe , 500 kHz, 5 MHzxot 50 MHz,
OVTIGTOY WG,

Xy 7 Metafolf] g @aorg €vog HovOTpomov maywykoy lasercuvaptioel Tov xpoévov yio d1popeg Tyég
€0pOVG YpOppNG.

216 OOUQOVEG OMTIKEC TNAEMIKOWMVIEG, onuacia £xel 0 Adyog Tov gbpovg Ldvne pe tov pubud
oVUPOL®V AVIRs, | aAMGOS TO YvOuEVO TOV €0povg (v pe v Ttepiodo cupPorov AvTs. O 06pvfog
@Aaong TpokoAel Lo Tuyoio deEIOGTPOPT 1| APICTEPOCTPOPT GTPOPT] TOL UIYOOIKOD OEIYHOATOS OVl
delypo, pe ovvénela, av o B0pvPog edong ivar peydhog, To pyadikd dstypa va fyet and 10 cmotd
TETAPTNUOPLO KoL Vo TPokANOel opdipa. To Xy. 8 deiyver v mowvy OSNRce oyéon pe 10 100viKd
QPSKaoboma pe sdpupovo 3¢kt yio mbavomta opdipatoc BER = 10° cuvaptioet Tov yvopévoo
AVTs, yio ToVG dvo dékteg Tov Xy. 6. To TpMTO TPAYU TOV TAPATNPEL KAVEIG, eivar OTL SLOPOPIKOC
déxne éxer wor wowv) mepimov 1.9 dB amovsio BopvBov @dong Mmopei emiong vo. vrootnpifet
ywopeva AvTs g kor 3x10° pe mowy pkpodtepn tov 3 dB rov avtictoyel oe laser pe gbpog
eoopatikng ypouune ota 3 dBico ue 30 MHz ota 10 GBd).O obdyypovog 6éktng, ov Kot £xelL 0
TAEOVEKTNILO GTNV Agttovpyia pe undevikd BopvPo @dong, uropel va avtéEetl yivopeva AVTs e TdENG
tov 1.5%10° (to. omoia avtioTor oy ot laserpe edpog pacpatikig ypauuig ota 3 dBico pe 10 kHz
ota 10 GBd).

"Evag peydiog aptBpuog aryopifumv ektipmong kot 016pbmong tov BopHpov @dong £xetl avamtuydel yio
TIC OTTIKEG TNAETKOWVMOVIEC LE YNPLUKOVG GOUP®MVOVG OEKTEG. X€ OAEC TIC MeBOdoVE, 1| TANpopopia
TOV Uyadtkod GuUPOAOL SOHOPPMOTG TPETEL TPMTO, VO, Apopedel Kol KOTOTY Vo EPAPUOCTEL Lua
uébodog meplopiopod 1N ektipnong tov BopvPov @dong. To pryadikd ovufora SapdpP®ONG
agalpovvtal gite pe avatpo@odotnorn e anodgacng [140], eite vydvovtag ta pryadikd dsiypozo
omv tetdptn [158]. H mpdtn pébodog éxel ypnoomombei otig [160]—[163], evd n devtepn oT1g
[111], [140], [157], [164], [165].

H éxppoon yia o pryadikd delypa amovsio eVOLAUeSTg cLuYvOTNTOS, 0TV ££000 TOV OMOTOAVTAEKTY,
dtvetar 10aviKd amd TV £KQPooT

v [n]= | xrnl giad | pv[ 1 (35)
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¥y. 8 ITowvi OSNR o oyéon pe tov 1Bavikd cdupovo déktn QPSK cuvapthcel tov ywvopévov AvTs a)
Sapopikdg d¢kng, B) Zoyypovog dEKTNG.
i.  Extipnon tov Oopofov ¢pdaong pe ovotpopoddtnon oxdépoon

Ot ahy6piBpot pe avatpo@oddtnon amd andeact AaUPAvouy aro@acel yio To Toto cOUPOAO EGTAAN,
Kol Bempdvtoc OTL 1 amdPUoT €lval cwOTH, aEalpoLy 10 cLUPoro amd To Anebév deiypo. To
amotédeopa givorl pia TocdTNTO 1 ool opeileTan povaya otov BopuPo Paomg Kot omoTEAEL exTiNn o
avtov. Yrdpyovv dvo mapdpolol alyopdpot, ot onmoiotl eaivovtor 6to Xy. 9. H kdpla dtapopd Eyketton
oTNV aAANAovyia TV TPALemv Kol Oyl OTNV oVGia TwV oAyopidumy.

O mpatog aryopBuog (Zx. 9o [160], [162]) Eexiva amd to pryadkd detypa (35), kot apoipel and avtd
pia ektipnon tov Bopvfov edong, n omoia TponAde and TV apuécmg Tponyovevn povikn oTiyun. To
omotéleoua eivor Eva puyadikd detypo

d[n)= g4l dealisied) g (36)
omov Pq[n] eivar Srapopetikdg BopvPoc and tov p[n] oAld pe v b0 daomopd 0,2) To deiypa
&[n] = exp( i, [n]) efvar pua ektipnon tov pryaducod copPorov d[n]= eXp( i#, [n]) . H extipnon

QT TEPVAEL OO TO UIYOdIKO KOKAMUN OTOPAGEDY Kol TPOKVTTEL 1) ektipnon d [n] . Osopovrog 6Tt

n extipmon d [n] eivar opbn, mpayparomoreitan 1 mpaén

a[n] d [ n] _ é'(@[“]*ﬁ[“]) é'(Mn["]*Ain[”]) +p, [n] (37)

g omoiag To amotélecpa e&aptdral povo and Tov B0pufo PACGNC Kol XPTCILOTOLEITOL V1o Vo, YIVEL 1)
ektipnon Tov BopHov dong wc €ENG

Ag, [n] = warg{d[n] d [ 1] (38)

n omoia. Ba ypnoipwonombel oto véo eloepyouevo deiypa, O6mov u givar to Pripa Tov aAyopiBuov
(0<u<1) (ahyopibuog Crivelli [160]).

O debdtepog akyopduog (Zy. 9B [140], [161]) Eexva Eovd amd To pryadikd deiypo (133), ko agopei
amd ovTo Ui extipumon tov Bopvfov edong, n onoia TPoNABe amd TV TPONYOVUEVN XPOVIKT GTLYUN.
H Bacwkn dwapopd pe mpv givar 0TL 1 ££080G TOL HIYAdTKOD KUKADUOTOS 0mOPCTG 0polpeiTtal omd To
€10€PYOUEVO dely ol Ko Oyl 0O TNV EKTIUNOT) TOL UIYAdtKoD cLBOAOL dnAaon

[[n]d [n]= #0400 deaind L pr g (39)

omov pa[n] eivan drapopetikdc 06pvPog amd tov P[] aArd pe v o dtacmopd 0,2) Oewpdviog OTL 1

eKTipunon d [ n] glval opON, M extipmon Tov BopvPov edong etvar
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Ad,[n]= arg{T[n] d[ n]} (40)

(oakyopiBuoc Taylor [140]). Mo evaAldakTik Tpocéyylon ival vo, mpoyuotoronbei tovtdypovo
eUtpapiopa Tov detypdtev otny (40) dote vo peiwbel n enidpacn tov pochetikov Bopvfov, Snradn

= arg{ZN:T[n] d[ n]} (41)

(oakyopiBuog Savory [161]).0 aAydpiBupog tov Savoryekguiiletar otov akyopiduo tov Taylor ya
N=1.

d|n]

Decision
Conj

i []
o [7]

Decision

a) z'

. 9 Aopkod Sudypappa olyopibpev avetpo@odotnong and amdpoon yio Ty agaipeon tov Bopvfov edong. )
AlyopiBpog Crivelli [160], B) AkyopiBuog Taylor [140].

i.  Extipnoen tov Oopofov ¢pdaong pe dywwon ety TETAPTY

Ot aAyopBpol mov Pacifovtol GTny DY®oN GTNV TETAPTN Y0 TNV APAIPEST TG PACNC LAUOPPOONC,
EKUETOAAEDOVTOL TO YOPAKTNPIOTIKO YvOpiopo TG depdpemnone QPSK, 6t o1 pdoelg dtapopemong
givan molamhdoieg tov /4. ovenmdg, 6tav o Pyadikd oOpfoia vywbody otV TETAPTN, N PAo
dapopemong yivetow moAlamidola Tov T kot eEapaviCetor. Edv to pryadikd dsiypota g (35)

VY®OOLV oTNV TETAPTN, N EKTipnoN Tov HophBov edong Ad, [n] glvan

Aén[n]:—arg{ [n]} = Ag, [n]+ m[ ] (42)

omov mM[Nn] eivar B6pvPoc. Edv ypnoipomomboiv dadoyikd delypote otov xpdvo, 1 pdon yperdletol
avodimiwon (Unwrapping).

H npdtn pébodoc mov viomomOnke sivar pior pEB0S0g QIATPUPIGIOTOS TOV AVAIITA®UEVOV QOCEDY
oe éva FIR @iAtpo [140], [157], [164], [165].To dopkd didypappo ovthg e uebodov gaivetor 6to
Yy. 10. Ta eioepydpeva Oeiypato LYMOVOVTIOL OTNV TETAPTN KOl TO Oplopo avadumiovetal. H
oKoAovbia TV avadimAopévev edcewyv tepvdietl amd to FIR ¢iitpo

ur}mrap[n] A¢unwrap[ n] ® W{ ] (43)

6mov ® avtotoyel oe ovvéMEn, kor WN] eivar m KpovoTikn omokplon Tov @iltpov. Ta
QIATPAPIoUEVA SEIYUATA (PACTIG OPULPOVVTOL OO TO, ELGEPYOUEVO SEIYUATA, OPOLPAOVTOS TNV EKTIUNGCT
Tov BopvPov edonc.

Ag;n A&irmump [n] A¢1rrr;fr,tui [

FIR

Zyx. 10 Aopikod didypoppo KOKAGHATOG apaipeons tov Bopvfov edong pe xprion FIR eidtpov.
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H Béitiot exrtipnon Tov Bopdpov dong A¢?n [n] gmtuyyavetol 6tav ypnoomroteitar piktpo Wiener
[157], [140].H kpovotiki andkpion givol

ofl= A(d - -1+ B § i) (a2

omov u[n] eivor n Ppatiky cvvdptnon kot A, a, b ivor cuvteEleoTEG TOV TPOKVTTOVY OO TIG GYEGELG

r

A=——
a-b
a=£(2+r+\/ﬂ/r +4)
2 (45)
b=%(2+ r—~/rr +4)
on

Kot O',i glvan m dlaomopd Tov BopHPov MN]. E&artiag tov moAdmAokmv otatiotikdv Tov Bophpov yia
10 peydio gvpog Tiudv OSNRkat yvopévov AvTs, oTig £0LOIMOELG, 0 AOYOG I EMAEYETOL EUTEIPIKA
Kot Kotd mepimtmon. Xtn dnuoocicvon [164] mpotdbnke pio mpocéyyion tov @idtpov Wiener pe
OGUVTELEGTEG O1 OTTOI0L AVTIETOLOVV GE dLOSIKOVE 0ptBpove. X [111] rpotdbnke o Tpocéyyion Tov
eiktpov Wienerpe cuvteleoTég ot omoiot £xovv id10 TAGToG (TeETpay®VIKO GiATPO).

1
—

a)

ENENENEE " BN

[or]] o

=

0*

o |

[ o

Lo |

b)
Zy. 11 Aopxd ddypoppo akyopibuov block-phase.

Mot eVOALOKTIKY TPOGEYYIOT Yo TNV €KTiuNnoT Tov Bopvfov @dong, sivar va ektiunbei o B6pvPog
@Aaong 6€ GVOTAdN N JEYLAT®OV, GOUPMOVE, LLE T GYECT
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A&:‘“:%arg{ > i~4[n]} (46)

n=(k-1) N+1

vy t0 k-oté block. H pébodoc avty omortei avadiniwon petold tov eKTUACEOV SL080YIKMOV
GLOTAOMV Kl GUVETMG gival amAovotepn. To dopkd ddypappa tov aiyopifpov avtod eaivetol 6To
Zx. 11 @iyopiBuoc block-phase). Ta cvykprtikd omotedéopato tov adyopibumv divoviar otnv
Evomnra IV.

4. Evolapecn coyvotnta

Ot déxteg dapopomoinong eaong givar opboydviol dékteg, dNradn mapdyovv oty £€£060 TIS dLO
opBoydvieg GUVIGTMOGEG OVALOYEG TOL CNUATOG oTNV €ic0d0. Mabnuatikd, ivarl 10od0vapotl pe To va
TOAMATAOGLOOTEL TO €10epYOLEVO OO HE €vo PAcOopO, TOV OmOiov 1 cvyvoTNTa €ivol aVT TOL
TOTTIKOV TOAOVTOTH. L€ MEPITTMOOT TOL 1) EVOLALEST] GLYVOTNTA EIvaL UNOEVIKT, TO UYAOIKO G0 OTNV
£€£000 TOL OEKTN TEPIEYEL LOVO OpoLg BopLPov Kot Tapapdppmong. Edv 1 evdidpeon cuyvotnta ivol
un  undeviky, TOTE TO MYOdIKO ONUA TEPICTPEPETOL OTO UIYodlkd emimedo Oefldotpopa 1
oplotePdoTPOQa, e otabepd puduod, o omoilog e€aptdtol amd TV TN TG EVOLALEONC CLYVOTNTOC.
[Mopovcio evdidueong coyvotnTag apyd 1 ypiyopa to pyadikd deiypata Bo Pfyovv amd t0 00GTO
TETOPTNUOPLO Kot Ba TpokANOel cpaiLLa.

2T1G COUQPMOVEC OMTIKEG TNAETIKOWV®ViES, onuacio £xel 0 AGYoC TG eVOLAIEONS GLYVOTNTAG LE TOV
puOud cvuPormv fie/Rs, 1 0 yvouevo g evoidueong cuyvotntag pe tov pubud copforav figTs To
Xy. 12 deiyver v mowvny OSNR oe oyéon pe 10 10avikd QPSK cuotnua pe ocoupovo déktn oe
mhoavotTo opdipatoc BER = 10° suvaptioet Tov ywvopévov fieTs, Y10 toug dvo dékteg tov Zy. 6.0
Srapopidg dékte avéxeton yvopeva figTs g tééng tov 0.02 pe mown pukpotepn tov 3 dB frov
avtiotoyel og gvdtdpeon ovyvotnto, 200 MHzoto 10 GBd).O cbyypovog 6éktng mopovotdletl mown
3 dB ot éva eEapeticd puepd yvopevo fieTs, e t6éng Tov 0.8x10° (mov avriotolyel o evdidpeon
ovyvotta 8 kHzota 10 GBd).

7 T T T J T LA B L L B B T LA N B B L B T
Differential detection

™ 6l before complex symbol estimation i
n Differential detection
5 after complex symbol estimation
@ 5 1
3
o ak i
@
=
3 1
c
g
x |
=
CD 17 |
O

O-T I HIHHI-B ‘ ‘IHHI‘-S I IIHIHI-4 ‘ IH”H‘-s ‘ IHHHI-Z IHI-1

10 10 10 10 10 10 10

fIFTS

¥y. 12 ITown OSNRog oyéon pe tov 18avikd couenvo déktn QPSKouvaptioet Tov yvouévou fieTs yua tov
YNELoKo GLYYpovo 8EkT (aploTepd), Kot yia Tov Yneloko dtapopikd déktn (de&1d).

Avéoyo, pe v Tiun tov yvouévoo fieTs, o 0mTiKG GVGTAOTO KOTUTAGGOVTOL GE TPELG KATNYOPIES: )
opddvva (fie=0) ii) etepodvva (fir >Rg), kot iii) evéodvva (0<fir<Rs). Ztnv mepintmon tov e1epOIVVODV
oLoTNUATOV, 1 evoldpeon cvyvotnTa TTPENEL va, apopedel mpv and omoladnmote Agitovpyio. Tov
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déxtm [171]. To TPOKTIKA GOUE®VO OTTIKG GUGTAWOTO OVOUEVETOL VO, £XO0VV KOO0V UNXOVICUO
EAEYXOL NG evdldueong ovyvotntag dote vo wyvel fir=0 omdte Oo vmdpyer povo pio pukpn
gvamopeivaca evOLapesT) cuyvotnTa, e€ontiog Un W0avikng extiunong, ondte Ha KataTdosovIol 6TnY
evdoduvn kotmyopia [172], [173]. To tovg €vdOSUVOLG OEKTEG, M EKTIUNGN NG EVATOUEIVOCAG
eVOLAUEDNC GLYVOTNTOG Mopel va petapepBel péoa otov ynelokd SEKTN Kot pmopel vo yivel Kot pe
EUTPOCHLN TPOPOOOTNON. YTAPYEL (o HeYOAN YKAUD alyopiOumy yio TNV eKTIUNOCN NG EVOLAUESTG
oVYVOTITOG, SOVEICUEVT Ol TIC KAOGOIKEG YNQlokeg emkowvovieg [171], [174]. TIpooedtmg, véot
aAyopiBpot £xovv TPoTabEl, £101KE Y10, TIG AVAYKEG TOV OTTIKOV ThAETIKOWV®VIGDY [175]-[179].

210 mAoicto ovTiG TG OtaTtpiPng vAomomoOnkov TPelc aAyOpOol eKTIUNONG Kol QQAipESNC TNG
gvdiaueong ovyvottag o akyopduog phase increment [171], [175%ou o1 adydpiBuot Tretterkon Kay
[174].

H éxopaon yio to pryadikd detypo amovsio evoldpeonsc ouyvotntog oty ££000 TOV OTOTOAVTAEKTY,
W0aVIKd, dtvetor amd TV £KPpaon

T[] = e Flgizntms g [ (47)

. AlyopOpog Phase Increment

O aAyopiBpog phase incremerfiociletal oto yeyovog 61t 1 dtapopd @dong Hetald dvo SludoyIKOY
deryudrov g (47), edv apopedel n edon dopdpemong, eivor o otabepd 1 onoia e€aptdrol and
v evdlgueon ovyvotnta. O 06pvPoc eaonc onuovpyet pia afefatdTnTa Yoo TV TPAYUOTIKY TN
avtig g otabepdg. Ilap’ O6Aa avtd, o Bopvfog @dong €xel undevikn pESN TUUN, OTOTE €AV
VTOAOYIGTEL 1] S10POPA PACTC LETAED O1000Y KAV SELYHAT®V, Y10 EVOV PEYAAO aptOpd detypatmv, ToTe
umopel va vTOAOYIGTEL 1] EVOLAUEST) cLYVOTNTA 0pBd. ApyiKd, detypota SLOdOYIKOV YPOVIKMDY CTLY LDV
moAlomAacialovtal To €va pe 10 [yodtkd cvluyég Tov GAAOV, KOl TO OTOTELEGHO VYMVETOL GTNV
TETAPTN Y10 VO apapedel | Ao S1OUOPPOOTG

1 ST 4
Zarg{(l [ [n-1))*| = 201, T, + Ag, ]~ g, [ n-1 (48)
IIpocBétovtag Tic dlapopéc @dong oe €va peydho umiok L ocuopformv, AauPdavetor amevbeiog m
EKTIUNON TNG EVOLAUESTG CLYVOTNTOG
~ 1 1 L-1 - - 4
fr 2——=ar Injin-1 49
e PUULIRCEEN (@9)
Oco peyahdtepo 10 UmAOK, T060 kaAvTEPN 1 eKTipnon. To Zy. 13 deiyvel 0 SOUIKO SAYPOLLLO TOV
alyopifpov.
iy ]
i, [n]

Ty

o —'-—»?—v?—> R—R

[ 174 | | 112nTe)

h 4

ila-1]

¥y 13 Aopkd didypoppo tov adyopiBuov phase incrememnto vy extipnon g eVOLAUEST|S GLUYVOTNTOG.

ii.  AlyoprOpor Tretter ko Kay

Ot olyopBpot exTiunong g EVOLAUEST|G GLYVOTNTOS TOL TPOTABNKaV and Tovg Tretterkal Kay sivar
ekt TG ehoyiotov tetpaydvav [174]. H ovoia tov adyopibuwv gival va axoAovfodv thv dtapkmdg
av&avouevn (M pewoduevn) tpoytd g (avodmA®UEVNS) PACNG GLVOPTNOEL TOL YPOVOL, Kol Vo
EKTIUOOVV TNV KAMON TNG KOUTOANG, 1 omoilo cLVOLETOL AUESH UE TNV evdlduecn ovyvotnta. Edv
apopedel 1 @daon SUOPPE®ONE omd TO UIYAdKO Oelyua €600V HE VY®OON OINV TETAPTN,
Aappavoope
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1 e
Zarg{l [n]} = 2 fnT+Ag, [ 1] (50)

Téte 1 (avodmA®UEVT) PACT TOL TPOKVTTEL LEYOADVEL 1| KPOIVEL LOVOTOVIKG MG Mol evBeio Ypapuun
pe BopuPmdn detypata, Adyw tov BopvPov eaone. H @dorn mov mpokdntet omd dradoyikd delypato g
(50) mpéner va avadimhmBei. T vo emitevydel M extiunon ehayicTov TETPAYOVOV G £V PTAOK
dedopévav peyéboug L, ypnoponotovvror dopbwtikoi cuvieleotéc. [a tov adydpiBuo tov Tretter,n
EKTIUNON Ko TNG ATOKAIONG EVOLALEDTG cvxvémwg dtvetar amd T oyéon

(M arg™{i*[n]} (51)

" 2;;T s
OTOV YPTCLOTOUCULE TOVC GUVTEAEGTEG
6(2k—-L+1
V\E):¥ 0<k<L-1 (52)
L(L*-1)

O alyépiBuog tov Kay sivar pabnuatikd 1codovapog pe tov adyopibpo tov Tretter [174], aAld
amoPeVYEL TNV avadimAmaon g eaong, ondte givol Kot amAovotepoc. I'ia tov aikydpiBuo tov Kay, n
EKTIUNON TNG ATOKAIOTG EVOLAUESNS vavc')mwg dtveton amd ™ oyéon

arg{( n]i [n—l])A} (53)

" 27rT 4

OTOV YPNOUOTOGAUE TOVG CUVTELECTEG
V\E) _ 6k( L— k)’
L(L*-1)
H agaipgon tng evoidueong ovyvotnTog TPOYUOTOTOEITOL [E TOAAUTANGCIOGHUO TOV UIYOOIKOV

deryudtaov pe €va eAcopo TOV 0010 1 TEPIGTPOPT akolovbel TNV avtifetn popd Kivnong amd ovt
oL EMPAAEL 1] EVOLALEST GLYVOTNTA, KO TOV 0010V 1 @AoT HeTaBAAAETOL LE TOV 1010 pLOS

i — e*iZ”fu:”Ts (55)

O<k<L-1 (54)

Metd TV a@aipeon TG EVOIGUESTIC CLYVOTNTOG TO UIYadtKd delypata Exovv Tnv €E1G LOPOPN|

o [n] = e llginizrtats o[ (56)

omov f, =T — f eivou n vrodewmdpevn evdidueon cuyvotnta kou c[n] givon Tpocheticd HOpLPoC.
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5. AvicootaOpuia opfoywvioTnTog

H yeviknq popon tov potopevpdtov oty €060 Tov dEKTN d10popomoinons eaong divetal amd
oyéon (11).T'evikd to pwtopedpata &xovv dtapopetikd mAatog (lip# lqp) Kat dev Exovv T 6mGTH Edon
(e£0#0°). Avtég ot amokAicelg amd TV WoviKY TEpinTwon, ovoudloviol avicootadpio TAGTOVG Kol
@aomg, avtioTolyo Kol To eavouevo ovoudletar avicootaduio opboyovidtrog (quadrature imbalance
— QI I/Q mismatch) [169], [170], [180].

H avicootabuio opBoyoviomntoag oAAdlel ) popen Tov Uyadikdv detypdtov, tpochétovtag Evov
avemBounto 06po, o omoiog emnpedlel Ko TN Agrtovpyic. OA®V TV VITOAOW®OV OAyopiBumv Tov
ymoeakov 0Ektn. AauBdvovtag v dyv TIg Un WAVIKES HOPPESG TOV POTOPEVLATOV GE LI OTAOTKN
HOPON, Ypapovue

i, (t)=1, +1,, cod p(t)+¢]
g (t)=1g+! gsin[ot)-J]

omov ¢(t) eivan 0 KOG Opog PhoNc mOL gumEPLEYEL TN Phon AOY® SApOPEOCNG, TNV EVOLAUEST
ovyvoTNTA Kot To 06pvfo pdone. Amd Tig TapUTavV®, TPOKVTTEL TO EENG ULYOOIKO QOTOPELLLN

T(E)=(1, +lg)+ p[K €0 +K , €] (58)

(57)

omov
K, :%eif |1+ (1p/ 1 )8 |

K, :%e-if [1—( |qp/|ip)ej(“‘”]

To Zy. 14 mapovcidlel Tumikd dtoypdppote, oeBoAoD Kol TOVE OVTICTOLYOVS OGTEPIGLOVG Y10 TO
QOTOPEVHOTO oIV €£000 €VOG LN 100VIKOD OEKTN dlapoponoinong @dong, amovcio, BopHPov kot
EVOLAUEOTC GVYVOTNTOG, OTNV Waviky Tepintoon (Zy. 1da), mopovoia avicootabuiog TAdtovg (Xy.
148), kou mapovoia avicootaduiog dong (Ty. 14y).

(59)

ITapovcio evotdpeong cuyvoTnTac, Ol ACTEPICHOL TEPIOTPEPOVTOL Kot oynuotilovv eddelyels. Edwka
Yy cvotHuaTo pe moAvmAeSio Kotd TOAMON, Ol AOTEPICUOL AMOTEAOVVTIOL Omd UEYPL TECOEPELS
OUOKEVTPEG EALEIVELS, OTTOG PaiveTal 6T Zy. 15.

H avicootabuio opboywvidtnrag ennpedlel Tnv amdO06 TOV CLGTHUATOS EAV OEV 100GTOOLUGTEL e
Kémotov Tpdmo. Xto mhaicla TG OaTpIPng, £yive evOeEAEXNC LEAETN NG EMIOPAONS SLOPOP®Y LOPPDV
avicootabuiog oty anddocn cvotnudtov QPSKympic moivmdiedio noAmong. Xpnoionomdnke 1o
HOVTELO €VOG omTikoy LPPdiov 90° 2x4kat avolvBnKe 1 EXITTOON TOV PN WOVIKOV TOPAUETP®V TOV
otV TOAVOTNTA GEAALATOC TOV GLOTHUOTOG, Bdon Hg NUVAIAVTIKAG HeBOOOV VITOAOYIGLOV TNG
mOovoTnTOG GPAApaTOC. MedeTnOnke N avicocTapio pACTG TOV TPOKAAEITAL ATO TOLG UM WOAVIKOVG
oMoONTéC EAomng, TV omoimv ot pdoelg oAicOnong etvar wWavikd =0 kot 90°+=90°, 6 cuVdVAGHO
pe un avikovg KatevBuvtikovg oulevkteg oty €i00d0 Kot oty ££000 ToL onTIKOL VPPLdioy, TV
omoimv o1 cuvTeAeoTég oVLEVENG vt ay, 0, a3, Kl a4 (1BaviKd £xovv Tium 0.5), kot 6€ GVVELAGUO e
OVOUOIEG OTOKPIGUOTNTEG GTIG POTOS1000V¢ Ry, Ry, Rs, andRy. To Zy. 16 deiyver v mowvry OSNRywa
mhovotTo. oedipatoc Pe=10" yio Sidpopove cuvdvaopovs. Onoc gaivetar omd v (59), 1
avicootaduia edong eaptdtat omd To Afpoispa TV anokiicemv edong 8 = e+d. E1ot, yio kébe Tyun
avicootafuiog PAcng Tov PAiveTal GTO G0 XPNCLUOTOMONKAY , koGl GLUVOVAGLOL YOVIOV € Kol J.
Mo va meprypaget n pn 16OVIKOTNTE TOV OTOKPICYOTHTOV TOV QOTOINO0W0V, XpNoilomomdnke o
AOYOC TOV OTOKPIGILOTTOV TOV POTOOOOMV.

Amd 10 Xy. 16 eaiveton 6t1 1 mown givan peyaivtepn amd 3 dByla éva peydho apBud mepmrtocemv
KoL OO, KO Y10 UKpEG amokAioelg amd to 1ovikd. H avicootabuio gdong eivot 1 o onuavtikny pn
W0oVIKOTNTA. ATO TNV AVIALOT TNG ETIOPAOTG TOV KATELOLVTIKOV GLLELKTAOV, QaiveTal OTL 1| amdOdOoN
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TOV GCULOTNUOTOC €EAPTATAL TEPLOGOTEPO MO TOVG KATELOLVTIKOVC ovlgvkTec oty €£0d0 TOL
vppdiov, mapd oty gicodo.

Xy 14 Aaypappota opBaipod kol aoTEPOUOL Yoo d1Gpopovg THTOVG avicootaduiog opfoyoviotntoac. o)
[8avikd cvompa, B) Avicostadpio midtovg (1i;=-0.41qp), v) Avicootafpio edong (0=20°,6=0°).

2yx. 15 Aotepiopdg onpeiov oty 6000 evog pn 10aVIKOD dEKTN dLapopoToinens Aaong, 6TV TEPITTOOT VOGS
ovotipatog QPSKpe molvmiesio katd moloon, nopovsio avicootabpiog mAdtovg (lip=-0.2 l4y), avicoctabuia
@aong (0=30°,£=0°) ka1 TopovGic EVOIAIESNG GUYVOTITOC.
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¥y. 16 Hown OSNR y m@avom o opdipatog Pe=10° yio 81Gpopovg cuvEvoopols TV TUPUUETPOY TOV
vPp1diov. (o) Zvvévacudg avicootaduiog eaong Kot un Wavikdv emtodiddwy, (B) Zvvévacudg avicootaduiog
eaong ko un wavikdv katevboviikov cvlevktav (Kvkdickot kotevBuviikoi cvledkteg 160800, Tpiywva:
kotevhuvtikoi culedkteg €£080V).

Apketol olydpiBuotl extipnong ko dOpbwong g avicootabuiog avamtdydnkoy iKd Yo Tig
OVAYKEG TOV ONTIKOV TNAETIKOWOVIOV HE YNEWIKOVG GUUP®VOLS dékteg. O mpdtog €& avtov
Booiotnke 6T0 YOPUKTNPIOTIKO EALEWTTIKO GYAUO TOV OOTEPICUOL Kol mpotdfnke oy [129], evd
YPNOUOTOMONKE Y10 THY OVAALON TEWPAROTIKOV dedopévav ot dnuocicvorn [181], kot avaibonke
die€odikotepa oty [182]. Tn dnuocicvon [183], potdbnke wia pébodog opboywvionoinong tomov
Gram-Schmidt [141]Mia amhovotepn péBodog mpotdbnke otnyv [184]. Téhog, otig dnpociedoelg
[185], [186],potdbnke évog TpocapuooTikog adydpiduog aciiouevoc oto kprrnpto CMA.

i.  Extipnon elhewmttikod aoTtEPLGN00

H (57) Eovaypdpeton g d10kp1To 1pOVOo OC

i, [n]=1, +1, coq @[n])

: . (60)

io[N]=1q+1 gsin(a[n]+0)
omov w[n]=p[N]+ & kou 8 = e+d. To {edyoc TV mapauctpikdv e€lodosmv g (60), aviiototyei oe (o
EAleym gav avanapaoctadel 610 pyadikod eninedo [187]. To ido 1oydEL Ko 6TV TEPINTO®OT oNUdTOV
TOAVTAEYUEVOV KATA TOAWDOT], LOVO OV TPOKLITOLV TOAAEG OUOKEVTPEG EAAEIYELS.

H ovicootafuio mAdtovg kot eaong oyetiCovion e Tig mapopétpovg e EAdenyng. ITo ocvykekpiuéva,
TO KEVTPO NG EALEYNC oyetiletal LE TIC CLVEXEIG CLVIOTAGEC TOV POTOPEVUAT®V, TO UEYIGTO TNG
EMenymg oyetiCovrar pue v avicoostadpio mAdtovg (1 omoia yio svkolio ek@paletan kKo wg A=lip/lqp),
Kol 1 yovie otpoeng g EAAewymg oyxetileton pe v avicootabuio @dong 6. Extudvtag Tig
TOPAUETPOVG NG EAAEYNG, TPOKVTTOLV EKTIUNGCELS YO TIS TOPUUETPOVS OvicooTaduiog TV
potopevpdtov |y, I, 4 ko 6 [188]-[191].

"Eyxovtag amokTioel TIg EKTIUNGCELG TV TOPAUETPOV TNG ovicootaduiog, n ovicootabuio pmopel vo
avopedel ypnoyonowwvtog o néBodo opBoywvionoinone mov HeToTpémel o EAAEWYN o€ KOKAO
[192]. Eexkwvovtag amnd 10  dibdvoopo  derypdtov  otnv  £€060  Tov  omtikoh  vPpidiov,

I [n] = [il [n] |Q[n]:|T , apykd agpopovvtol ot DC cuvicTdoeg, 0mOTE TPOKVTTEL £VOL VEO J1AVUCU, TO
I DC- free[n] ’ (DQ
i, [n]-1,
IDCfree[n]:I:.l [ ] 'I\ ] (61)
ig[n]-To

Kotony, to divoopo avtd veictotor puo enelepyacio and (molhamiacialetor pe évav mivoko
opboymviomoinong)
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lo[n]= [E O) oo vl (62)

OTOoL
E=A1"coqd
. 1 ) (63)
P=—i"sin(9)
i. TIpocappoctikég aryoprOpog CMA pe mepropiopoie

Edv agaipebodv ot cuveyeic cuviotdosg and 1o potopeduata oty (57), yio Topddetypo pe xprion
Kéamotov mokvetn, N (57) Svvato va emavadiaTonwdel 6E popen mivaka wg,

| =M, (64)

6mov | =[i| (t) iQ(t)]T elvar 10 divucpa TV Anebéviav potopevpdtay, | =[COSgo(t) siryo(t)JT

glvar to emBountd didvoopo pe o opboydvia eotopevpata kot M givar €vog Tpaypotikodg Tivakag
2%2 0 omoiog meptyplpeL TNV EMIOPACT TNG avicooTaduiog, Kot o omoiog eivat

M = l,, cose -l sine (65)
=l,sine 1, cosy

Xuvenmg, N emidpacn g avicostobuiog opboymviotntag Ba avaipebet, edv Ppedel pia ektipmon tov
avticTpo@ov mivako M, TV 0moiov 1 avaALTIKY HopeN eival

1 1
Mlzseoﬁ[lip coss | smg] (66)

-1 -1
I, siné |, cos

Ayvodvtag Tov moAMamAaclooTikd cuviedeotn secf), opilovpe tov mivaka eEicmong og

Itcoss | sing] 67)

Wi(l,,l,.€.0)= .
("’ @ ) (Ii;lmn& | ;5 COSE

To kprtpro CMA ypnotponoteital yio va, ektiunfovv ot napduarpm lip, lqp &, 0, EAayIOTOTOLOVTOG TN
ottypaio suvépmnon kéctovg &[N =€, énov € ]—IT[ n-l Q[ M- R eivat o opdiua, R 1 w0x0g
onpatog ko BopHpov, Kot fQ [n] elvar ) ektipnon tov embvunTod dVHGUATOG, TOV TPOKVTTEL (OC

To ] =w (i, [n]. T [n] &[] 3]} [ (69)

I'a vo mpokdyovv ot ektunoslg | [n],IAqp [n]é[n]é[n] opilovpe évo davuopa TOPAUETPOV

Z[n]= [,p[ n] ig[n] £[n] & [nﬂT,rou 0T0{OV 01 TIHEG AVOVEDVOVTAL YPNGIHOTOIMVTAG TV GYE0T

Z[n+1]=Z[n]- v e[ (69)
[0 508 o1t 5

Kot u glvar to Prpa. Ot ave&dptnreg UETAPANTEG TOV CULGTAUOTOC UTOPOVV VO TEPLOPIOTOVY
YPNOUOTOIDVTAG ATAOVCTEVGELS, OTMG Yo Tapdadetypa 0étovtoc € | 0=0°, | ypnoomoldvtag A avri
v 6vo mopapeTpovg lip xat lgp. Ioap’ Oho avtd, or andovotedoelg 00Myobv ce EAUPPDOS YEPOTEPES
EKTIUNGELC.
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iii.  OpBoymviomoinen Gram-Schmidt

Xt onuooisvon [183], ypnowpomoteiton o péBodog S10pbmong g avicootobuicg M omoia
oavtipetonilel o TPOPANHA e TIVOKES, OMWE KOl O TPOCUPUOCTIKOG AAYOPIOLOG OV TTEPYPAPNKE
otV mponyovpevny gvotnta. H dtopopd éykertar otn péBodo ektipnomg Tov TapapéTp®y TOL TIVOKO.
H cuvietdoa Tov otopedlaToc 68 GACT KAVOVIKOTOLEITOL 0pY KA G€ povadtaio 1oy, oynuatilovtog

£€va vEOo SLAVUC LA, POTOPEVLATOV
i, [n]/yP
I(O)[n]zll[' ]/JT] 71)
i [n]
omov P = E{if[n]}. H mpofoin tng KavoviKomomuévog GUVIGTOONS CE-QACT OQUIPEITUL Omd TNV

opBoydvio cuvictdoa, morlamiacialovtog v (71) ue Tov mivaka

(72)

1 0
" :[—p/ JR 1}
npdaén n omoia Sivet éval véo Sidvucpa
I(l)[n]:[_ il[n]/\/ﬁ ]:r;[n]] (73)
io[n]=ii[n]/R | [ig[n]
IT1¢ Topandve OYECELS, p = E{iI [n]b[n]} givar n otobepd etepocvoyitione. Téhoc, 1 opboydvia

owVIeTOGN i} [n] Kavovikomoteital o povadiaio 1oyd, kol 1o embountd Sidvucpo opfoydvimv

o] =[ié [;][/nj%] (74)

POTOPEVUATOV YPAPETAL G

omov R, = E{i(’g2 [n]} )
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V. Av@AvG1 TOV GLGTINOTOS HEGM TPOGOUOIMOTNG

Xe outV TNV votnTo. avalbovue o€ BAbog dlapopec TTLYES TV OTTTIKOV cvotnuatov QPSK ue
GOUO®VT] @OPACT) KO TOAVTAEEID KOTE TOAMGT.

1. Am6ooon aryopiOpov amomorlvmieine ™S mOAmong mapovsio. Oopvfov
av0opuN TG EKTOPTNG

2NV EVOTNTO 0LTY], GUYKPIVOLLE TNV ATOS0CT TV oAYopiOU®mY amomoAdTAEENG TG TOAMOTG. Xe OAEG
T1G e£0UOLMGELS, 0 pLOUOS svuPdrmV givar 10 GBdkat o 86pvpog petpdror o gvpoc {dvng 0.125 R,

To Xy. 1700 amewovilel éva Tomikd dtdypappo oeBoARoD oty €£000 TOL OEKTN dLOPOPOTOINGTG
@domng v éva ovotnuo QPSK ywpic moivmieéio katd moAwon, pue 13 dB OSNR.To Xy. 178
anekovilel Tov avtiotoryo aotepiopd. O mpocbetikog 00pvPog avéavel To péyebog Tov onueiov Tov
aoTePIoM0D, petoTpémovtds Ta o€ diokovc. Edv mn dwaxdpaven tov Bopvfov eivor peydan, kdmolo
BopvPmdeg onpeio Bo TepAcEL TO KATOPAL KoL 0o TPOKAAEGEL GOAALLQL.

2yx. 17 Adypoppo 09Bodpod Kot 0 avtiotorog aotepopds yio o Anedévta potopedpata oty ££050 Tov dEKTN
drapoponoineng eacng, Topovcic aToKAEIGTIKE Bopvfov avddpunTNg EKTOUTNS.

To Zy. 18deiyvel Tov peTpnuévo pupd CEUAUATOY GUVOPTHGEL TOV AOYOL GNHATOG TPog BOpLPo avd

dVadIKo YNoeio Yo To SVO CLGTILOTA TOV HEAETHONKAV GTO TANICLO TOV S10AKTOPLKOD, TO S10POPIKO

déktn xar to cOyypovo dékn. To nhektpikd @iktpo mov ypnoonoidnke eivar éva 4™ taEnc Bessel
ue evpog {dvng 0.5Rs. O dapopikdc déktng £xel o mown mepinov 1.9 dB.H mown tev nepinov 1 dB
HETAED TOV 100VIKOD GUGTILOTOC KOl TOV 100VIKOD CUUPOVOD OEKTI OPEIAETOL GTN XPTOT| TPAUKTIKMOV

HOVTEL®V OTTTIKGV O10TAEEMY KATA TNV TPOCOLOI®ON.

To Zy. 19 aneucovilel to amartovpevo OSNRyla puBpd spaipdrov BER 10% suvaptioet tov ebpoug
{dvng Tov NAekTpikoD TEdIOV, EKTEPPUCUEVOL MG KAAGHO TOL puBpod cuuPforwv, Yo £vo cOGTNHO
QPSK pe moivmietio katd molmon. Evronmon mpokaiel 1o yeyovog 6t yia 1600 vwynio BER, 1o
10aviKo gvpoc {dvng Tov nAekTpikov eiltpov sivan tepinov 0.5Rs,
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) H‘Symbol hérd decisfon
15 before differential detection
“her _o_SymboI hard decision I
after differential detection
-2F -©-Theory
é -2.51 so.\ .
§ -3- ~e\~° q
= \
3.5 0’\\ N
o &,
-4+ %~~° B
-4'54 5 6 7 8 9 10 11 12 13

SNR per bit

Xx. 18 Metpnuévog puBudc cpaipdtov cuvaptioel Tov A0yov onuatog mpog 06pvPo ava bit yia ntpocbetikd
0opvPo, kot yio Tovg dvo dékteg mov ypnoyomomdnkay (Zoyypovog dEkTng Kot drapopikog dektng). Ia
ovykpion, Tapatifeton  Bewpntikny amddoon Wavikod QPSKeovotiuatog pe bavikd cOUP®mVO dEKTT.

CMA 1 tap PDM-QPSK
14.5- CCMA PDM-QPSK p

<] CMA 1 tap PDM-QPSK
O CMA 5 tap PDM-QPSK
¥ CCMA PDM-QPSK
Dec. Directed PDM-QPSK

Required OSNR for Log(BER)=-3

03 04 05 06 07 08 09 1
Electrical filter 3 dB BW (%RQJ

%y, 19 Anartodpevo OSNR yw emitevén puBpod cearpdrov BER= 10° suvapticet tov gbpove (hvng tov
niextpkod eiktpov Yo cvompa QPSKue mtolvmietio katd tolmwon.
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2. Am6doon oiyopiOpmv amomorvmieéng T mOAmong mapovsia Bopvfov
av0opUN TG EKTOPUTNG KOL YPOVIKE NETAPOALOpEVS TOLOGNG

2NV evOTNTO OVTN, LEAETAUE TNV OTOJ0CT TOV S1APOp®V 0AyopiBumy amomoldmAeéng g TOA®ONG
mopovcia ypovikd petafaridpevne xotdotaong molmong ywo évo cvotnuo QPSK pe moAvmieiio
Kkatd moAwon. To kivtpo Ticm and avth Tn HeEAET givor 6TL Tpdopata, Tpotddnie 1 yprion QPSKue
moAvmAeEia KaTd TOA®GON G€ OTTIKOVE OLOKOTTES, OOV 1) KOTAGTACT TOA®ONG AAAALEL YpIYOpQ, AOY®
NG SLOKOTTIKNG Agttovpyiog Tov dratdéewv avtdv [193].

Xpnowonomnke 1o poviélo tg ivag (16) uévo mov 1o alywovdio o Kot 1 eAAETIKOTNTA &
Bzopovvron ypovikd petafariopevec. Avo HOVTELD XPOVIKNG LETAPANTOTNTOG YpnotporomOnkay. To
TPAOTO HOVTEAD Bewpel 0TL 1) KatdoTtaon TOAmong aAAAlel pe Pnuatikd Tpomo, 6nme 8o cuvéPatve og
mepintoon mwov oAralel kotdotoon o OkoOmTnG. Me to poviédo autd Eywve mpoomabeln v
ovykplBovv ot aArydpiBuot pe Bdon v taydnTa ovyKkhons. To cvotnua Eekivdel and o apyikn
katdotacn molwong (a, £=0) omdte KAl 0 OMOTOAVTAEKTNG GLYKAIVEL GE o, POVIUTY KOTAGTAGN
Aertovpyiag. Tote, to alipovbio a Kot 1 EAAEmTIKOTNTO & AAAALOVV [E PrLaTIKO Kot Tyl TPOTOo, Kot
0 puOudg ceaipdTmy vwoAoyileTal amd oVTH TN ¥POVIKY oTtyun kot gvievdev. To dgbtepo povtélo
Oewpel 0T M KATACTOOT TNG TOAMONG OAAALEL GUVEXDG e TUYOI0 TPOTO. Me TO HOVTELO AVTO EYIVE
mpoomddelo va. GUYKPBoLV ot aAyoplBpol og mepBariov Eviovav dtatopay®dy. To chotnua EeKivdet
amd o opykn katdotaon morwong (a, €=0) kar kdBe ypovikny otiyun (kBdvio ypdvov otnv
Tpocouoino”) mpootifetar po pkpn yovia e toyeio tpomo, INAadN Ok+1=0k+oa, Kol gui1=gctoe. Ot
toyoieg petafintég da, O avinkovv otnv kovoviky koatovopn. To Zy. 20 amewovilel dvo
mopadetypota e Kotdotaonsg TOA®oNG yo ta. ovo povtéda. Xto To Xy. 20n amewoviCovror 100
SlopOopeTIKEG TUYOiES PrUoTIKEG aAlOYEG TG TOA®ONG, eved oto Xy. 2(B amewcovileTon pia Toyoio
Sl dpon Yo TNV TEPITTMOON YPOVIKA UETUPOAAOUEVTG KOTAGTAOTC TOAMOT|G.

To Xy. 21 anewovilel Tov petpnuévo puduod ceaipdtov cvvaptioet tov OSNRya éva chotnua e
Pruatikég aAlayéc oty Kotdotoon TOAmonc. Xpnoporoidnke 1o BEATIOTO gVPOg LDdVNE NAEKTPLKOD
oiAtpov, ot 0.5 Rs. KdéBe onueio otnv xapmdAn mpokdntel amd Tov UEGo puiud cQUAUATOV PETA
ond 100 toyaieg Pnuoticée arlayéc g katdotaong téAwonc. Iapatnpodue 6tL 660 PEYUADVEL TO
OSNR, enépyetor évog Kopeopdg otov puoud cpolpdtov, 50Tt 0 puBUdS cpaipdtwyv eEaptdrtal
TEPIOCOTEPO OO TO. COAAUATO KOTA TN UETAPOOT KOl GVYKAIOT TOV 0AYOPIOU®OY TEPIGGOTEPO UNd TOV
0opvPo. Iop’ Ao avtd o aAdyopiBuog pe kprtplo CMA pe meplopiopovg €xel Kopeoud o€ pLOUo
CQUALATOV oG TaENg peyéBovg pikpotepo amd Ot ot dAAOL aAyoplBpol, AOY® YpnyopoTEPNS
GUYKAMOTC.

To Zy. 22 ametkovilet To amoutodpevo OSNRywa emitevén pubpod cpalpdtov BER= 10° cuvopriicet
™G ToOTNTOG OAAGYNG TNG XPOVIKA HETAPBOAAOUEVINC KOTAGTOONG TOAWONG, Y10 TOVG OLOPOPOVG
oAyopiBuovg. Kdbe aryopiBupoc mopovoidler éva kotd@Al mdveo ond 1o omoio dev umopel vo
avtene&éADel oTig ypnyopes oAhayéc. Eavd, o akyopiBupog pe kprmpio CMA pe meplopiopong €yet
ToAD KaAvTEPT amodoon. Kdabe onueio oty kapmdAn tpokdntel amd to péco amaitovpevo OSNRyw
100tvyoaiec petaforéc.

¥y. 20 Tpoyid tng katdotacng moOAmong miveo oe uia ogaipo Poincaréyw dvo dupopetikd ypovikd
petoforlopevo povtéra. o) Bnuatikn adlayn g katdotoong TOA®oNG, KOKKIVY Koukida: apyikn katdotoon
TOM®OTG, PUTAE KOVKISEG: KaThotaon TOAmwong netd and Pnuatikn olloyn, B) Zuveyopevog tuyaiog Prnaticpnog
g KoTdoTaong TOAmong.
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- CCMA

“A-CMA (1 tap)
-4-CMA (5 taps)
-9-Decision Directed
©-|deal PDM-QPSK

Log(BER)
N
o

o
8y
T

9 10 12

14 16 18

OSNR

Xyx. 21 Metpnuévog pubuog cpaipdtov cuvopticet tov OSNRya éva cvomua pe Pnpotikés aAlayés oty
KOTAOTOOT TOAMOTG.

e

<
<

Requirde OSNR@ Log(BER)=-3

D 2 4 6 8 10 12 14 16
SOP rotation speed (rad/sec) X 108

Ty. 22 Anartodpevo OSNRywo enitevén puBuod seuipdtov BER= 10° suvoptioet tng todtnrog oAhoync g
YPOVIKG LETABOAAOUEVIG KATAGTOONG TOAMOTG.
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3. AkyoprOpor ektipnong kot S16pOmang Tov BopvPov paong

TNV evotnta auTh cvykpivovpe tov alyopifuovg ektipmong kot 01d6pbwong tov BopvPov pdonc. H
peAétn mpaypoatomombnke oe cvotuo QPSK ywpig moivmietio katd molmon, mapovsio BopvPov
avB6punTNg eKTOUTNG Kot BopvBov acTG.

To 2. 23amewovilet v o] OSNRya pvBuod seoipdrov 102 suvaptiocet Tov ywvopévov AvTs ya
SLAPOPEC MEPUTTADGELS XPNONS Yo SLAPOPOVS aAyopiBovg avatpo@oddtnong g andeacns. To Xy.
230 avtictoyel otov oOyypovo OEKTN, v To Xy. 23P oviIoTOlKEl OTOV SQOPIKO OEKTI).
Mopatnpodpue 4Tt o1 aAyop1OUOL OVOTPOPOSOTNOTG TNG OTOPUCT OV BEATIOVOLV TNV 0mdS0CT| TV
CUOTNUATOV LE JUPOPIKO OEKTY, VA KOBLGTOOV TOLG GUYYXPOVOLS OEKTEC EAAPPE KOADTEPOVS Ao
TOVG JPOPIKOVG OEKTEC, LOVO Y10 LIKPES TIUEG ToV BopOov edong.

Ty. 23 Mowy OSNRyw pudud spoipdrav 10° svvaptiocet Tov yvopévov AvTs yio 1Gpopoug ohyopiBpove
avaTPoPOdOTNONG TNG OTOPONG. 0) Z0YXPOVOG dEKTNG, B) Alapopikdg dEKTNG.

To Zyx. 24 amswovilet v mown OSNRya pupod spoipdtov 10° cuvapticst Tov yvopévov AvTs ya
dbpopeg mePmTOGELC YPpRong Tov eiktpov Wiener.To Zy. 24o avtioTotyel 6Tov cOyYpovo SEKT, VG
10 Xy. 248 avtiotoyel otov dropopikd déktn. Tapatnpovpe 6t 10 eiktpo Wieneremitvyydvel moAd
KOAT 00300 Y10, TOVG GUYYPOVOLS OEKTES, KAVOVTAG TOLG KAADTEPOLG OO TOLG SLUPOPIKOVG OEKTEG,
GTO GUVOAO T®V YVOUEVDV AvTs Tov peAetnOnkay, evd o€ KOTOLEC TEPUTTAOCELS, PEATIOVEL Alyo KoL
™V amddoon TOV SPopPIK®MY OekTdV. Avtiotorya, 10 Xy. 25 amewovilel pe v dw oepd, v
06001 TOV aAyopiBumVy Y10, TOVg dVO GEKTEC, OTAV YPNCIUOTOLEITOL TPOoGEYYion Tov ¢iktpov Wiener.
Té\og, oto Xyx. 26 amewoviletal pe v 1010 oepd N omddoon TV aAyopiBUOV Y100 TOVG dVLO OEKTEC,
otav ypnotponoteiton o block-phaseniydpibuog. Eivar pogavig 6t ot akyopiBuog block-phasesy
TPOCPEPEL TIMOTO GTOV JAPOPIKO SEKTN, VD PeATimvel aicONTd TNV amdd0oT TOV GVYYPOVOL OEKTN
€101KA o¢ pkpd ywvopeva AvTs To Zy. 27 cuykpivel TG KOAVTEPEG OmMOdO0EL TV aAyopiOumv Kot
miotonolel 6t 1 Aon tov eiktpov tomov Wienerkat ol Tpoceyyicelc Tov TPosEEPOLY TNV KAAHTEPN
amodoom.
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Xy. 24 TTowvp OSNR yio puOud ceoipdrtov 10° GLVOPTHGEL TOV YvopEvoy AvTs Yo SLUQOPES TEPMTOCELS
xpnong Tov eidtpov Wiener.a) Xoyypovog 3éktng, B) Apopikog dékrc.

Ty. 25 IMowy OSNR yia puouéd oearpdrov 10° cuvaptiocet Tov ywvopévov AvTs yuo SIGQOPES TEPTAOOELS
¥PNONG TOL Tpoceyyicewv Tov piktpov Wiener.a) Toyypovog dEktng, P) Alapoptkog SEKTNG.
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Ty. 26 ITown OSNR yio puopud seurpdrov 10° cuvaptiocet tov yvopévov AvTs yio SIEQOPES TEPTAOGELS
xpnong Tov akyopibuov block-phasea) Xoyypovog déxtng, B) Alapopikodg dékTng.

“©=Uncompensated, New
“B=Hoffman, N=7, New

& Wiener, 7, complex, New
P=Wiener, 7, complex, Old
“©Hoffman, N=7,0Id

w
w_ o

OSNR penalty @log(BER)=-3

Xy. 27 Xhykpion 1oV KaAvTEp®V aAyopifuwv ektipnong kot d1opbwong Tov Bopvfov edong.
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4. AkyoprOpor ektipnong Kot o10pOmong TG EVOLAPESNS GVYVOTN TS

TV evOTnNTOL 0T GLYKpivovupe Tov oAyopiBuovg ektipmong kot OOpbmong TG EVOLAUESTNC
ovyvotntag. H pedétn mpaypatomombnke oe ovomuo QPSK ywpic moivmielio katd moOlmon,
napovcio. Bopvfov avbBopunTNg exmoumng kol Bopvfov edong. MeletnOnke M amdKAMon TNG
GLYVOTNTOG TTOV EKTIHATOL OO TOVG OAYOPIBLOVG amd TNV TPAYLOTIKY] EVOLGLEST CLYVOTNTO TTOV
gloayeTaL.

To Zy. 28 anewovilel To0 GPAALO GTNV EKTIUNON TNG EVOIAUESNC GLYVOTNTAG TOV TTAPOLVSIAlovV Ot
TpEI; oAyoplpol, yio tpio dStopopeTikd yvopeva AvTs, Kot To cuykekpipéva, yio AvTs = 0, AvTs =
5x10° (500 kHz laseio 10 GBd),kat AvTs = 2x10° (20 MHz laseryio 10 GBd),yto tov okydpidpo
phase incremenkf. 28a),tov aAyopiBpuo tov Tretter Ey. 28b), kot tov akyopiBpo tov Kay Ey. 28c).
Qaiverar Eexdboapa OtL 0 00pvPog @hAong dev emnpedler T Aertovpyio. Kavevog aiyopifuov
Inueloveton mop' dha avtd OTL 1 ekTipno” &ywve Tave og OAo Ta pryadikd copora e eEopoimong,
nrot 32768cvufolra.

Ey. 28 Zodhpa extipnong ywa Toug tpelg akyopibuove. o) AdyopiBuog phase incremenf) Alyopipog Tretter,
v) AlyopiBuog Kay. To cedipo petpidnke yio Tpelg SL0POPETIKEG TEPUTTMGELS TOV YvouEvov AVTs AvTs = 0,
AVTs = 5x10° andAvTs = 2x10°.
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To Xyx. 29 cvykpivel Toug Tpelg alyopiBuovg 6To 1810 Ypaen o, MOTE VO EIVOL ELPAVIG 1] SLPOPE. GTNV
amodoor). O akyopiBuoc phase incremerdel pokpdy 1o KpOTEPO GPAALN EKTIUNONC.

Xyx. 29 ZOykpion Tov oEAALATOG EKTIUNONG Yo TOVG TPEL aAyopiBuovg, yia tn mepintwon ywouévov AvTs =
2x10°.
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5. AlyoprOpor extipnong kai 016pOmong TS avicosTadpios oploymvioTnTag

v evotTo oLt cLYKPIivovpEe Tov aAyopiBpovg ektipnong kot dopbmong ¢ avicootabuiog. H
peAétn mpaypotoromnke oe cvotnua QPSK pe moivmieio kotd mOAmon, moapovsio BopvPov
avB6punTNg eKTopTNg, BopvPov Pdorg kot evildpeong cuyvotntag. H evoldueon cuyvotnta eneiéyn
va givonr 500 MHz, 1 omola, 0nwg mpoékvye amd ta mepapata, ival Tomkn tiurn. O 86pvPog phong
tov laser,eneléyn va givar 5 MHz, ok tipn yio DFB laserI'a v d16pbwon tov Bopvfov ¢dong,
ypnoonomdnke o block-phasexlyopiBuog pe péyebog cvotddac N=10, evd yio v d10pfmon g
gvdlapeong cuyvotrag, o adydpiBpog phase incremenie extipynon ce ohdKAnpo to Tapabvpo g
e€opoimong. T v peAétn tov oiyopiBuwv 010pbwong g avicootabuiag, ypnoiomomonkoy
axpaieg TWEG Yo va damotmbel o gvpog Aettovpyiag Tov adyopiBuwmv. Xpnowomomonke ¢=0°,
0=130°, xatevBuvtikoi culevkteg pe Tiun cvvreleotn +30%amd TN KOvovIKn T, Kol @OTOd{0001 e
AOYO amokpilolpoTtev ico ue +20%.

Ta Zy. 30kar Xy. 31 aneikoviCovv Tov petpnpévo pudud ceaipdtov cvvoaptioet tov OSNRywo éva
ovotnpa QPSKue tolvmiedio katd tolmon kat pe avicootadpio opfoymvioTnTog OTMS TEPTYPAPT|KE
GTNV TPONYOVUEVT] TAPAYPOPO, KOl Yid, SEYHATOANYia oTov puiud cupPormv kal pe puoud dSmAdcio
omd To puoud cupforwv, avtictorya. Evotapépov mapovotdlel 1o yeyovog 0Tt £lomTéC Yia d1opbwon
Mg  oAAnAomopeufoing ocupPoriov  dev  kotaeépvouv  va  dopbdcovy Ty avicooTtafpia
opBoyaoviotntog. Olot ot vEOrowTol aAyOpIBHOL £XOVV TOPATANGLO GUUTEPLPOPE, €KTOC OmO TOV
TPocupUooTikd alyopiBpo CMA e meplopiopovg dtav ypnoUoTolovvTol MyOTeEPEG amd TEGOEPELG
petafintég. [pénet emiong va onueiwbdei 611 0 odyopBpog ektipnong g EAAEYNG dev umopel va
EQUPLOCTEL GTNV TEPITTM®ON OTOV ¥PNCIUOTOLEITOL dETypOTOANYia e puOud SmAdcio and Tov puouod
oLUPOL®V, S1OTL O ACTEPICUOG TOVEL VAL EIVOL EAAEUTTIKOG.

2yx. 30 Metpnuévog pubuog coorpdtov cvvaptiost tov OSNR yia éva ovompo QPSK pe moivmieéio katd
noAmon Kot pe avicoctadpio opfoymviomntog. H detypotodnyia yivetat pe tov pubud copforwv.

2yx. 31 Metpnuévog pubuog coorpdtov cvvaptiost tov OSNR ya éva ocvompo QPSK e moivmieéio katd
nohoon kot pe avicootabuio opboyovidmrog. H derypatoinyia yiveton pe puBud dumhdcio tov pviuod tmv
oLUPOr®V.
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V. Avaivon TEWPORATIKAOV 0E00UEVOV

Xe out TNV evoTnTe TOPOVLCIAlOVUE TNV TEWPAPTIKY O1dTaln Kol TNV ovAALoT ETAEYUEVOV
TMEPALOTIKOV OGOUEVOV UE ¥PNOoN TOV 0AyopiBumv mov vAomomnkav oto mAaiclo ovTAG TNG

dratpPnc.

1. Hepapatk owatacn
H Booum mepopatikny didtaén ywo éva ontikd cvomuo QPSK ympic molvmieéio katd moOAmon ue
GUUPOVO OEKTN S10POPOTOINCTG PACTC KOl TNG TOA®oNS eaivetar oto Zy. 32.To pwg and v ££0do
gvog laserdwopopeaveron katd QPSKoe évav ontikd tetpaywvikd dwapopeot and LiINbO; (Photline
MPZ-LN). O Swpopentig opboyovidtntog odnyeitor and SumoMKEG KOUATOUOPPES U] EMLGTPOPNC
610 PNdév e mepiodo 2-1. Xpnoyomoidnkay pubpoi onparodosiag 0.1-10.7 Gbps.

To dwpopeouévo KaTd Ao ONTIKO GNUO LETAOIOETOL UEGH OMTIKOV VAV O1dpopmV TUT®MV, Kol
Sdpopwv unkmV Kot Aappdvetor og Evav GOUE®VO OEKTN dlopoporoinong eAacng Kot TG TOAMONC.
‘Evag omd tovg dvo dékteg dtapopomoinong ¢dong amoteAeital amd €vo omTikd vPpidio 2%2
KOTOUOKEVAGUEVO OO OOKPLTA GTOlXElD, EVD 0 GALOG SEKTNG SLOPOPOTOINGNG PACNG AmOTEAEITOL 0T
éva ohokinpopévo omtikd vfpidio 2x4 (CeLight CL-QOH-90).H ocuyvotmta tov laser mov
YPTOILOTOONKE (OC TOTIKOG TAAAVTWOTNAG GUYYPOVIGTNKE YEWPOKIVITO E TN GLUYVOTNTA TOV TOUTOD,
LE TN (PNON EVOG OVOALT] PAGHOTOG.

Yy. 32 Iepapoatikny ddtaén evog cvomuatog QPSK ywpig moivmAiedio katd moOAwon pe cOUE®OVO SEKTN
drapoponoinong eacng Kot TG TOAMCNG.

Kdabe éva amd ta té00Epa POTOPELLOTO VTECTN OEIYUATOANYIO GE EVOV YNOLOKO TOALOYPAPO
(Agilent Infiniium 80804B), 6mov kol anobnkedmKav Yo avaiven pe tpocemikd vrohoyioth. H
dvuvatdtnto derypatoinyiog tov maipoypdeov nrav 20 GSamples per seconglid kdbe pétpnon
dmpkeoe 51.25ps. INa va mpaypoatomonel molvmieéio katd mOA®GN, ypNoHoToOnKe 1 dtdtaln
ov @aivetor oto Zy. 33. To dwpoppopévo ofuo oty €£000 TOL TETPAY®VIKOD OLUHOPPOTY
dlooTdtol o€ dVO 1GEG GLVIOTMOGEG 01 OTTOIEG VITOKEWVTOL OE Lal S1opopikn kKodvotépnon. Me n yprion
ELEYKTMV TOAMONG, TO SLO CIUATO ETAVAGVVIEOVTOL EXOVTAG 0pOOYDOVIES TOADGELS.

QPSK
Modulator

SMF

™ |C0)
Laser

Pol- and
---1 Phase-
Div Rx

¥y. 33[epopotikn ddtaén yio v moivaieéio katd TtoOAmon evog onpatoc QP SK.
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2. Avalvon rEPapoTIKOV dedopuévov pvdpov copporov 1 GBd

Yy evotnta avth avoivovtol d1e€odikd To mepapatikd dedopéva omd éva neipapa 1 GBdonpotog
Srapopeopévov katd QPSK pe molvmhetio katd moAwon, To onoia daddbnkav ce 100 kmomtikng
tva omov LEAF. H adAniovyia twv aiyopiBuwmv mov ypnoiporombnkay eaivetor oto Xy. 34.

) T I I
. ' + Power } Ql | BER |y
I : : i
| =M e b 4 bt S Bl H < Ho = Lo pleo R
| p i el % | BER ||
: —D@—D g X pol tributary |
qu.x ; = |
: | LPF |ADC || T | e . = Q BER |
e [ ML o Moo bom et
= 3 1 comy 3 como | =
| _.@_’ Y pol tributary :
| .
i lapy l : :
I

Detection

2yx. 34 AAMnhovyia odyopiBumv ynoelokng eneepyonciog GNUOTOG Y0 TNV aVIALGT TEWPAPATIKAV dedopévav 1
GBd QPSKug nolvneéia kotd nérmwon, péoa amd 100 kmontikng ivag tomov LEAF.

To téooepa @otopedpoTe amd TNV ££000 TOL OEKTN OlPOPOTOINoNG QAcNG Kol TG TOAMONG
OEIYUATOANTTOVTOL Kot tofnKELOVTOL GTOV YNPLOKO TOALOYPAPO, O 0010 POl TALTOYPOVE MG EVA
yopnioodwafatd @iktpo pe edpog {dvng mepinov 4 GHz. Ta @oTOpeOHOTO JEIYUATOANTTOVIOL LE
pvoud 20 GHz, o0 omoioc yia oquo 1 GBd avtiotoyei oe 20 deiypoto avd oduforo. H pétpnon
avtotoryel og mepimov 50000 cOpPfora. H cvyvotnta Tov TOMKOD TOANVTOTYH, 1| OToid EAEyYETOL
yewokivnta, eépvel oty evoldueon ocvyvotnte petad 100 kon 500 MHz. Avtd katatdoost to
GUYKEKPIUEVO TEIPOLO OTNV KATNYOopio TV €VOOOLVAOV TEPOUATOV KOl GLVETMG, T EVOIIUEDT
ovyvotnta pmopetl va. apoipedel pe ypnon kémowov amd Tovg aAyopifuove mov peAeTHONKAV oTO
mhaiclo avtig g dratpifnig [171].

Metd v avdktnon tov dedouéveay amd Tov YnNelokd TOALOYPAPo, aKoAovBel akopa £vo oTadlo
QWATPapioUATOG e HKPOTEPO €VPOg LdVNG. Akolovbel emavaderypatoinyio amd 20 oe éva 1 dvo
delypata ovd ovpPoro, avaroyo Tovg oiyopiBpuovg mov Ba  ypnoomomBovv. Axoiovbel
GLYYPOVIGLOG TOV TEGCAPMOV 0KOAOLOIDV Kol LeTd epappolovtal ol emBupuntoi alydpifpot.

To Xy. 35 anewcovilel T0V AGTEPIGUOVG MOV AVTIOTOLOLY o1V X Kol Y TOA®MOT, UETA amd TOV
GLYYPOVICUO TOV 0koAoVOIOY. DaiveTton KoBopd M EAAEIMTIK HOPON TOV OGTEPIGUOV 1 Onoio
TOPUTEUTEL GE AVIGOoTAOUI0 0pBOYOVIOTNTOC. XVVETMS, 0 TPMTOG OAYOPIOL0G TOV e@apuOleTaL etvar
évac amd Tovg aAyopifpovg extiunong kot dtopbwong g avicootabuioc. Xe OAEG TIC TEPUTTMOELS
epapuodlovpe v opboyovionoinon Gram-Schmidtredn ivon 1 arhodotepn puébodog.

Aoxydoope ota dedopéva dtapopovg aAiyopiBuovg omomoAvmAeéng TV moAdcewv. o va
TPOKOLWYOLV 01 TEMKOL aoTeEPIGHOL, ypnolpomoteitol o adyopiBuog phase incrementia v extipnon
Kot 010pBwon g evdidpeonsg ocvyvomrog kot o adyopiBupog block phaseyio v did6pbworn tov
BopOPov pdong, e pnéyebog ovotddag N=14. X10 Xy. 360 aneikoviletor o TeEMKOG aoTEPIOUOS OTOV
ypnooromBei o odlyopibuog CMA pe 13 Bapn (o amomorvmiéxne Aettovpyel wg e€lowtc). [a va
TPOKVYEL O OCTEPIGHOG 0LTOG, €60 oKOTIHL o dtopopikr kabBuatépnon ion e tpic cOpPpora og
oyéon He TNV W0OVIKY, HETAED TOV OLO E1600MV TOV OTOTOALTAEKTN. AvTd &yve O10TL OAMDSG O
amomoAvmAéktng CMA cvykdivel oty ido. axolovdia otic dvo e£6dovg [196], [197], bnwg paivetol
oto Xy. 37, 6mov ypnowomombnke m opbn dweopik| kabvotépnon. Or actepiopol sivon
TOVOLOLOTVTIOL, pE dtapopd pia otpoeny 90°. O Adyog yia tov omoio cuppaivel owtd givar 6T pia omd
TIg dvo oameotorbeiceg TOAMOEIS £yl PEYOADTEPT oYL Oomd TNV GAAN, KOL OE OUTH TN TOA®ON
GLYKAIVOLV Kat 01 dV0 ££0001 TOL OTOTOAVTAEKTY. To @atvopevo avtd Aéyetar avicootabpio TOA®ONG
Kol opeidetar otV péBodo dnpovpyicg Tov TOALTAEYUEVOD KATO TOAMGY ONUOTOC GTOV TOUTO.
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Yrdpyovv dvo Tpoémot va aropevydei To TpoPANUe avtd oty ££000 TOov amomoAvmAEKTT. O évag etvan
va ypnotpomoindel o aiyopiBpoc CMA pe meproptopods yio v amomoAvmAeén. O dAlog givor va
ypnooromBei o adydpBpog multi-user CMA (MU-CMA) [197].

2yx. 35 Anebévieg actepiopoi yio v X kot Y wéAmaon.

Zy. 36 o) Tehkdg actepiopdg pe xprion tov adyopibpov CMA ya v anomoldmAetn. B) To uétpo tov Bapdv
tov e&lo®T petd T ovykhon, otav enttndsvpéva Exet eicaydel po dopopikn Kabvatépnon Tpudv cuUPOr®V
petaéd Tov akoiovdimv g X kot Y moOAwonc.

Yyx. 37 Telkoi actepiopol 6tav ypnowonoteital o akyopipog CMA yio v amomoAdnieén T@V oNUATOV Kot
¥PMNOLOTO10VVTAL 01 0pBEG dropopikég KabvoTepnoelg LeTtald TV okoAovdidv 6Ty €i6050.
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O emduevoc aiyopiBuog mov dokipudotnke Ntav o oiyopBpuog CMA pe mepropiopovg. To Xy. 38
OVTIOTOYEL OE OOTEPICUOVE 7OV TPOEKLYAV O  SLAPOPOVE GLVOIVOCUOVEC TOPAUETP®Y KOl
odyopibuwv. To Xy. 38x avtiotoryel otnv mepimtwon Omov ypnoipomomdnke dopbworn Tng
ovicootaduiag ophoy®VIOTNTAG TPV TOV ATOTOALTAEKTT, KOl S10pOmoN TS 0vIcooTaOpiNG TOAMONG
UeTd omo TNy d10pbwon g evdidueong cvyvomrog [195] i 610pbwon avicootabpiog TOAwoNG £yive
pe Tov akyopiduo opboywvionoinong Gram-Schmidt)'a tov anoroivaréxtn CMA e meplopiopong,
ypnoloromdnkoy ov avapevopeveg TpéG v QPSK, dniadn RS) = Fézz) =1. Hop’ 6Aa avtd T0
omotéleopa Oev givar To emBountd. Aoxudlovtag dtdeopeg TWES, Ppeédnke 6Tl o1 PEATIOTEG TIUEG
glvan ot Rél) = ZI%Z) = 2, U€ TIC OMOIEC MPOKVMTEL O ACTEPIOUOG TOL Xy. 383 6OV 01 UOTEPIGHOL TV
dvo moAdoemV eppavifovtar g 0peilay. Ot GVIGEG TIHES TOV TUPAUETPOV AVTIKOTOTTPILOVV aKkpPdg
NV avion 1oxd mov £(OLV Ol dVO TOAMGELS KAOMDG OMOCTEALOVTIOL OTOV TOUmo. Xto Xy. 38y,
emPefardveTror 0 woYVPIOUOE avTdE, O0TL  aapdviag T OWwpbwon ¢ avicootaduiog
opBoyoviotnTog Tov TOUTOD, Ol JLO AGTEPICUOL TPOKVTTOVY UE OPOPeTIKO TTAdTog. To Xy. 38
avTIoTOYKEL OTNV TEPIMTOOT OMOoV dev Ypnolonoteitol d1opObmwon ¢ avicootabpiog opfoywviotnTag
P TOV amomoAVTAEKT. Daiveton 0TL N avicootabuio opBoywvidotntag dev mailel 16s0 Kaipo pdrho
GE€ OLTY) T TEPIMTOOT, LG KO 0 AGTEPIGUAG givorl avoryTog.

¥yx. 38 Tehkoi aotepiopoi dtav ypnowomnoteitar o akyoppog CMA e mepropiopode. a) Adbog mapdapetpot
oy avavéoon tov Bapdv (RY= RP=1), B) Swctéic mopauetpot oty avavémon tov Bapdv (RP= 2RP=2), ka
g€iowon g avicootodpiog TOA®ONG TOV TOUTOD, C) TOOTEG TUPAUETPOL OTNV AVOVEMOT TOV Bopdv (R(1)=
2R(2)=2), yopic e€icwon g avicootabuiog toOAwong Tov mounov d) TWwoTég TAPAUETPOL GTHV AVOVEDGT] TMV
Bapav (R(l)I 2R(2)=2), pe e&iowon ¢ avicootabpiog mOAmoNg Tov TOUToh OAAG ywpig e&icmomn Tng
avicootaduiog opfoywviotnTog.
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Télog, dokydlovpe v yxpnon tov odyopibpov MU-CMA. [197]. ToZy. 39 anewkovilet Tovg TeAMKODS
0oTEPIOHOVE Y10 O1APOPOLE GLVIVAGLOVG TapapETpmy. To Xy. 3% aviicTolyel onv mepintwon 6mov
ypMolonoteitar dopbwon g avicootabpiog opboymvidotntog Kol ToAmong eved Yo tov MU-CMA
ypnoomoovvtal iAtpa pe téooepa Papn Kot dma=2. Alamotddnke 61t o aikydépiBuoc MU-CMA
glvol ToAD evaicOntog oTig TIEG TV Tapapétpmy. o tapddetyua, oto Zy. 3P @aiveror o TeAKOG
OOTEPIOHOG €AV YpNoLomomBody QiATpa pe enTd PApT Kot dma=8. Kottwvtag to Zy. 39y, 6mov dev
€xel ypnolpomomBel 10 KOKA®UHO OWOpbmong ¢ avicootobpiog mOAwonNg, eivar €OkoAo va
dlmotdcovpe 0Tl 1 avicooTodpio TOAmong dev Tailel TOGO GNUAVTIKO POAO GTNV TEPITTOGCT TOL
ypnowponoteitar o MU-CMA. AvtiBétmg, kortavtag 1o Zy. 3D, 0mov dev xel ypnopomombei ovte o
OAyOp1Buog ektiunong ¢ avicootabuiog opboywvidtnrog, OOmGTAOVOLHE OTL 1 aVIcOoGTOOMiN
opBoyvidTnTOg EIVOL TTLIO CNUOVTIKT.

¥y 39 Teloi aotepiopol pe amomoldmieén ypnowonoidvrag tov arydpibpo MU-CMA. o) MUCMA pe
eiltpa 1e606pOV Popdv Kot dma=2, b) MUCMA pe oiktpa entd Bopdv kot dyme=8 andM=10, and transmitter
QI compensation using the GSOP, ¢) MUCMAgiktpo 1e664p0v BapdV KOl Ima=2 XOPic TV 810pOwon g
avicootaduiag molwong, d) MUCMA pe @idtpo teccbpov Papdv Kol dma=2, xopic tnv 810pbwon tng
avicootaduiog ToAmong 1 opboymvidtnrag.
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VI. Younepdopota

O okondg avtg ¢ STtpiPnig NTAV Vo LOVIEAOTOMGEL OO GKPM o€ GKpN €vo OMTIKO GVCTNU
TETPACIKNG SLUUOPPOONG @AoNG pe moAvmAesion Katd mTOA®MOY, HE COUPOVOLS YNPLOUKOVUG OEKTEG
dlopopomoinong Acng Kol TOAMONG Kot T1 UEAETN TNG amdOO0GTG TOV GUGTHIOTOC GE TPOYHOTIKEG
ouvinkeg Asrtovpyiag. o Tov oxomd avtd vAoTomOnKe Evag peydAog aptBpog adyopiBumv ynelakng
enefepyaciag, 1 anddoon TV omoiwv peletOnke 1660 LE TPOGOUOINGT, OGO KOl YPTCLUOTOIDVTOG
TPOYUATIKA TEWPAPATIKA OEGOUEVAL.

Apycd, éywve €£ouoimoTn TOV CLGTNUOTOC GE VOTETIVOTI) GUVOEGHOAOYIN, HE YPNOT ELTOPLKOD
nakéTov npocopoinong [113]. Avamtoydnkay poviélo eopoimong yia Tig Pacikéc SOMKES HOVADES
TV cOpPOVOV cuatnudtov QPSK e molvmieéio moOAmong, 101, 0 Supopemtig opboywvidtnTag,
KOL O GOUQ®MVOG OEKTNG dLOPOPOTOINoNG GAcNG Kal TS TOA®oNS. Avamthybnkav Kamolor Pactkol
adyopiBpol ynoeaxng enelepyociog GNUATOG Y0, TNV 0QOIPESN TNG EVOLANESTG GLUYVOTNTAG KoL TNV
apaipeon tov BopvPov Pdong, ot oToiol YPNCILOTOONKAY Y10 TNV OVOAVGCT KATOL®V TEIPALATIKOV
dedopévmv pe yapmioig pubuode coupormv, fitor 0.1 GBdkor 1 GBd.

210 TACICIO TOV OVOADCE®MV TOV TEPLUOTIKOV OEOOUEVOV, TPOEKLYE OTL oL OEPd amd [N
W0OVIKOTNTEG GTOV TOUTO Kot 6Tov OEKTN emmpedlovv apKeTd TV amOO0GT| TOV CLGTHLATOS KoL 1
avicootafuio opboyovioTnTag avayvOPIoTNKE OC 0 KLPLOTEPOG TOPAYOVTAG, YEYOVOS TO OTOi0
odMynoe Ko 6TIg TPAOTEG dnpooievoelg [182], [202]. Yiomombnke vag peydiog apifuoc aiyopibuwmy
ektipnong kol dopbwong ¢ avicootabuiog, £vag €K TV 0Toimv TPOTANKE amd TNV ouddo, Kot
amod0oN Tovg peAeTnOnKe kol cLYKPIONKE, TOCO C€ EMIMEDO TPOCOUOIMOTG OGO KOl GE TEPAUATIKA
dedopéva [185], [186].

AoV mepat@bnke n PEAET TOV PUCIKOV AEITOLPYIOV TOV YNOLOKOD OEKTI KOl SameTOONKoY ot
Paocwkég un wwovikdotnTteg, Ntor N avicoctofuic opfoyovidtntag, 1M EVOAUEST CLYVOTNTO KOl O
06pvPog paonc, 10 eVOlIPEPOV EMIKEVIPOONKE GTO PatvOpeva dtadoonc. MeletnOnke n otabepn Kot
YPOVIKG UETABOAAOUEVT] GTPOPN PACTG AOY® TNG ONTIKNG vag kol vAomombnkav Kot cuykpidnkoy
apketoi akyopiBuotl amomoldmAeENG TG MOAmONG, ot omoiot viobetOnkav omd v [143]. Ot
aAyopiBpotl avtoi ypnoporoinKay ETITVYOG 6 TEWPAUOTIKA dedopéva [156]. Katd ) dadikacio
EQUPLOYNG TOVG OTO TEPOUATIKA ded0UEVA, dOTICTM®ONKE OTL GTO GLOTAUOTO UE ToAvTAESia KaTd
moOAmao|, dvvatal 1 €£000¢ TOL AMOTOALTAEKTN Vo GuYKAIvel AavBaouéva oty 1d1a axolovBio oTig
Vo €£660VG TOV. AVTO TO PUIVOUEVO OVTIUETOTICTIKE EMTVYMOG UE OLO aAyopiBuovg Tov TpoTddnKay
amo v opdda pag [156], [197].0 devtepoc, xpnoIomoBnKe ETTUYOG KOl 6€ TEWPUUOTIKA dESoUEVOL
[203].

Tavtoypdvmg, To OTOTEAECUOTO KOL 1 TEXVOYVAOCIH TOL TPOEKLYE omd vty TN oTpiPn,
ypnopomomdnke oe AAAeG PeATeC amd dropa NG i01ag opdadag. YAomomOnke éva cOGTNUO LEAETNG
dracmopds TpdénmV TOAMON S OAmV TeV TaEemv pe ypron Tolvkavovikig pebddov Monte Carlo [204],
VO TAPIAANAQ 01 OAYOP1OLOL YPNCLUOTOONKAY Y10 TNV AVAALGY| TEWPAUOTIKMOY OTOTEAECUATMV [LE
ypron QPSKoe ontikovg daxdnteg [193].

e 0Mo 10 Pdcpa g daTpPng £yive capég 0Tt Ta cvothpate QPSKue mtodlvmAieéio katd mOAmon Kot
YMOEWKOLG COUPOVOLG OEKTEG WITOPOVUV VO OVTIUETOTICOVV EMTLUYMOG &vayv pHeydlo aplBud omd
TPOKTIKA TPOPANLLOTO TOV GCLVAVIMVTAL OTIG OTTIKEG TNAETIKOWVOViES. [Tio cuykekpuéva, pTopodv va
YPMNOILOTONBOoVY  MAEKTPOVIKOT OMOTOAVTAEKTEG YlO. VO OVTIUETOTIGOVV TLYOIEG, YPOVIKA
UETOPAALOUEVEG OTPOPEC PAoNC oL TYAlovy amd TNV YPNoTn onTIK®V wav. O gyyevng 86pvPog
edong tov laser avtipetoniletor emtuymg e Pabpd mov pmopodv va ypnoyonombovv kor laser
younAng mowdtntog ue 06pvPo @dong evpovg {dvng 50 MHz og cvotquata 10 GBd, ue mown
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kpotepn and 3 dB. H avamdpevktn evdidueon ocuyvotta, Aoym un evbuypaupiong g cuyvotntog
lasermoumov kot déktn avipetomiletor dkoia péypt Tov Tocootov 0.125emi tov puOUoL cLUPOAMV.
Téhog, n avicootaduio opHoymvioTNTOS, PAIVOUEVO EVTOVO AOYM TV ONTIKOV SOMK®V GTOLYEIMV 0TO
OEKTN, AVTILETOTILETOL EMTVYMOC OPIVOVTAG UNOULULVY] TOWVY.

Oleg avtéc o1 avoyég oe U 1aviKOTNTEG Kot QUOIKE @oavopeva, kabiotodv to cvotiuato QPSKue
moAvmAeEia KATA TOAMOT KOl YNOLaKO GOUP®VO dEKTN dLopOopoToincemng GAong Kot TG TOAMOTG, TOVG
KOPLOLE VIOYNPLOVG Y1 TN VN YEVIG, OTTIKOV cvoTnudtov pe pubud onuatodociog 40 Gb/siy 100
Gb/s,evid &xovv mpokOLYEL 110N TO TPATO EPTOPIKAE TPOIOVTOL.
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. Abstract

Today’'s information society relies to an unprecedented extent on broadband communications
solutions, with applications such as high-speed Internet access, mobile voice and data services,
multimedia broadcast systems, and high-capacity data networking for grid computing and remote
storage. In order to most cost-effectively meet the widely differing bandwidth demands of various
communication applications, several communication technologies are being used, each with their very
own characteristics and advantages.

Optical communications systems can support Tb/s capacities over many thousand kilometers, which
makes them the ideal technology base for high-capacity wireline networking. Optical communications
systems vendors have steadily pursued an increase in system reach and aggregate wavelength division
multiplexing (WDM) transport capacity, in order to fulfill the steadily growing volume and bandwidth
demand of data services and the desire to meet this demand by simultaneously reducing the cost per
transported information bit [1].

In WDM systems, this cost reduction is achieved by sharing optical components among many
channels. For optical components with limited bandwidth, this means packing WDM channels as close
together as possible, while increasing the per-channel information data rate as much as possible. The
increase of per-channel information data stumbles upon electrical equipment bandwidth limitations.
One way to circumvent this limitation is to use multilevel modulation formats, such as M-ary phase-
shift keying (PSK), or quadrature amplitude modulation (QAM). Multilevel modulation formats can
also trade off noise resilience, fiber propagation characteristics, and resilience to narrowband optical
filtering due to multiple passes through reconfigurable optical add-drop multiplexers (ROADMS) [1].

The scope of this dissertation is to investigate the merits and implications of using multilevel
modulation formats in optical communications systems. Following the trend in academia and industry,
special focus is placed on quadrature phase-shift keying (QPSK), and specifically on polarization
division multiplexed (PDM) QPSK. A special kind of receiver is investigated thoroughly, the digital
coherent receiver, the equivalent of the coherent quadrature demodulator in classical communications
nomenclature. A large number of digital signal processing (DSP) algorithms are implemented, some of
them novel, and their performance is examined, analyzed, and compared in a number of practical
system scenarios. The impact of transmitter / receiver imperfections and a number of optical fiber
impairments on system performance is studied. Experimental results taken from proof-of-concept
experiments are also analyzed.

The dissertation is organized as follows: In Section Il, key concepts of digital modulation formats are
presented. The abstract model of the QPSK digital modulator and demodulator is presented. In Section
Ill, a detailed survey of the field is presented. Key terminology is introduced, along with a historical
overview of coherent optical communications, from the early days of coherent detection to the most
recent hero experiments. In Section IV, the key components enabling QPSK modulation and
demodulation in optical communications are analyzed. In Section V, all the DSP algorithms developed
and implemented in the context of this dissertation are analyzed, in parallel with the physical
phenomena they are designed to mitigate. Section VI contains simulation results that highlight the
performance bounds of the algorithms described in Section V, and attempts to answer fundamental
questions as to the performance limits of coherent PDM-QPSK optical communications systems.
Finally, Section VIl contains key experimental results, highlighting the performance of the algorithms
described in Section V, on real data. Section VIl presents the major findings and conclusions of this
work and recommends future research work.
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[I.  Multilevel modulation formats

1. Digital communications system [2]

Most generally, a communications system aims at transmitting information from a source to one or
more destinations across a channel. ¢igital communications system, the information transmitted is

of discrete nature, i.e., the information symbols belong to a finite alphabet. A digital communications
system has the generic block diagram depicted in Fig. 1. At the transmitter, a discrete information
source generates a message, to be conveyed to the receiver. This message is formed by the
concatenation of characters belonging to a finite element alphabet, which, in the majority of cases, are
encoded into binary digits (bits), i.e., 0Os and 1s. The source encoder reduces the redundancy in the
message, in order to represent it with as few characters as possible, and generates an information
sequence which is in bit form. The channel encoder purposefully introduces some redundancy in the
binary information sequence, in a controlled manner, in order to help the receiver overcome the effects
of noise, distortion and interference encountered upon transmission of the signals through the channel.
The modulator serves as the interface to the communication channel and its primary function is to map
the binary information sequence into signal waveforms.

At the receiver end, the exact inverse procedure is performed in the opposite order compared to the

transmitter. The demodulator processes the channel-corrupted received waveforms and reduces them
to a binary information sequence, which represents an estimate of the transmitted sequence, at the
input of the modulator. The channel decoder attempts to reconstruct the original information sequence

from knowledge of the redundancy contained in the received sequence. Finally, the source decoder

attempts to reconstruct the original message.

Fig. 1 Generic block diagram of a digital communications system [2].
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2. Digital modulation formats

In any communications system, the modulator serves as the interface to the channel and produces a
continuous-time signal with characteristics suitable for transmission. Continuous-time signal
waveforms can be written as a linear combination of orthonormal waveforms. In digital
communications systems, the modulator input is a bit sequence generated at a uniform rate by the
channel encoder, and the output, is a set of deterministic, finite energy waveforms, which may differ in
either amplitude, phase or frequency, or some combination of two or more of these attributes [2]. The
orthonormal functions used to expand the waveforms are the sine and cosine functions, and thus the
signal space is two-dimensional. Thus, waveforms can be represented as a set of points on a two-
dimensional diagram, the signal space diagram [2]. Equivalently, the points can also be represented by
complex in general quantities, the modulation symbols. In the remainder of this section, we clarify the
notion of complex modulation symbols and use the signal-space diagram to graphically represent the
various digital modulation formats.

We assume that bits are produced from the channel encoder at a uniformRataitefper second
(bps) and are of duratioln,=1/R, seconds. The bit sequence at the input of the modulatmy s
denoting then-th bit period, eaclhp, belonging to an alphabebj={0,1}, i=0,1, of size two. It is
transformed into a new sequence, the symseguence,, k denoting thek-th symbol period, eacty
belonging to an alphabetg, n=0,1,...M-1 of sizeM=2". This is done by taking) consecutive bits
and mapping each of the possible @mbinations to one of the elements off{ n=0,1,...M-1. If
M=2, we refer to the subsequent modulation processes as binary modulation, whigte2sagM-

ary modulation. The symbol period ©§&=mT, and the rate of symbol generation (symbol rate) is
Rs<=1/Ts symbols per second (Baud).

Depending on the symbol alphabet used, a variety of digital modulation formats are defined. Fig. 2
depicts the signal space diagrams corresponding to the complex symppls=0,1,...M-1, for a
number of modulation format8. Fig. 2a corresponds to the simple case whejef0, A}, a binary
modulation format better known as on-off keying (OOK) or amplitude-shift keying (ASK). Fig. 2b
corresponds to the general case wherp={2n+1-M)d, n=0,1,...M-1 (in Fig. 2b,M=4), 2 being the
distance between adjacent symbol amplitudes, a modulation format kndvisargspulse-amplitude
modulation M-PAM). Fig. 2c corresponds to the case whetg={ -A, A}, which can either be
viewed as a2-PAM modulation format, or as binary phase-shift keying (BPSK). (Despite the
similarity between the signal space diagram22#fAM and BPSK, these modulation formats are
totally different in implementation.) Fig. 2d corresponds to the case witgkeexp(j2zn/M+jp)
n=0,1,...M-1 (in Fig. 2d,M=4, ¢=0), a modulation format known &8-ary phase shift-keyingM-

PSK). Angleg is a rotation angle determining the exact position of the complex symbols on the
complex plane. Fig. 2e and Fig. 2f correspond to the most general case, where the complex symbol
{c.} has both amplitude and phase, formats known as quadrature amplitude modulation (QAM)
modulation formats.

There is not a uniqgue mapping from th& @mbinations ofm bits to theM symbols of £.},
n=0,1,...M-1, but a number of ways to perform the one-to-one mapping. The preferred assignment is
one in which adjacent symbols differ by one bit. This mapping is called (binary-reflegtag)
encoding[2]. It is better suited to the detection of the signal, because the most likely symbol errors
caused by noise will result in a single bit error. This is due to the fact that most likely symbol errors,
involve erroneous selection of adjacentsymbol to the transmitted symbol. Gray encoding is
performed by converting tha bits at the input, to their decimal equivaleptand then calculating the

Gray coded equivalent decima). Fromng, the mapping to ¢}, n=0,1,...M-1 is performed simply

by usingn=n,, i.e., the Gray-coded equivalent decimal is the index to the symbol alphabet element. In
all cases depicted in Fig. 2, Gray encoding has been used to map the incoming bits to complex symbol
values and they are shown on the corresponding symbol values.

! Strictly speaking, a signal space diagram should ideally be scaled to the energy of the modulation signal waveform. For
simplicity, this is not taken into account. Rather, the points on the signal space diagram are scaled according to the amplitude
of the corresponding complex symbol.
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The signal space diagrams Mfary PSK are invariant to phase rotations, which are multipéd.
Consequently, at the receiver, even in the absence of any distortion or noise source, there is a phase
ambiguity between the received phases, due to the unknown phase shift inflicted by transmission
through the channel [3]. To address this phenomenon, memory is introduced into the symbols to be
transmitted, by assigning symbols phasedifferencesrather than absolute phases. Therefore, an
additional step is introduced in phase modulation, catléfkrential encoding Assuming that,

initially, the symbol alphabet iscf} = exp(2zn/M) n=0,1,... M-1, differential encoding is performed

by the recursion

d =¢d, (75)

producing a new symbol alphabet.f = exp(2zn/M+jg) n=0,1,...M-1. An initial conditiond., = €'
is needed for time instakt0, and its choice affects the signal space diagram shape. If no differential
encoding is performedi, simply equalsy.

0000 0100 | 1100 1000
e o (e o

0001 0101 1101 1001

0011 0111 [ 1111 1011
L L | |

0010 0110 [ 1110 1010
L L o o

01

" 00 101 000

10

d) f)

Fig. 2 Signal space diagrams for various digital modulation formats. (a) On-off keying (OOK), (b) M-ary pulse-
amplitude modulation (M-PAM); M=4, (c) 2-PAM or binary phase-shift keying (BPSK), (d) M-ary phase-shift

keying (M-PSK); M=4, (e) Quadrature amplitude modulation (QAM); 2-PAM, 4-PSK, (f) Quadrature amplitude
modulation (QAM); star 16 QAM. Gray encoding is assumed in the mapping procedure for all cases.

The resulting symbol sequendgis then transformed into a continuous signal by shaping a basic pulse
g(t), a process known as baseband pulse modulation, or line coding [4]. The result is a pulse train of
infinite duration

§®=§¢dk«@ (76)
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where §(t) is the low-pass equivalent signal, or complex envelope of a real s{gn@ppendix A).

It should be stressed that the duratiorg@f need not be limited to a symbol period, nor even be of
finite duration. Nevertheless, in much of the literaw(t® is taken as a rectangular pulse of amplitude
A and duratioTs,

The pulse train can further modulate a sinusoidal carrier, producing a modulated bandpass signal,
which, in analytic form, is written as

()= o t- k) & @

wheref. is the carrier frequency, ar‘é(t) is the analytic signal representation of a real sig(ial
(Appendix A).

Fig. 3 shows an example of the detailed modulation procedure for the caf¥S#f, 4lso known as
Quadrature PSK or QPSK, which will play the central role in this dissertation. Inset Table 1 depicts
the Gray coded decimals corresponding to the input bit pairs, inset Table 2 depicts the complex
modulation symbols after differential encoding for each input Gray coded decimal, and Fig. 3b shows
the final signal space diagram with the corresponding input bits next to the differentially encoded
symbols. In this example we have usbge™'=1+j.

Fig. 3 Block diagram of an ideal QPSK modulator.

Demodulation is the complementary, or, inverse operation of modulation, and is performed at the
receiver. However, the demodulation method is not unique, in the sense that, given a specific
modulated signal, it may be possible to demodulate the signal using more than one receiver
implementations. Nevertheless, nearly all demodulators may be put into one of two clalseent
demodulators, which use a locally generated carrier signal for demodulatiomoarntbherent
demodulators, which do not require a local carrier [4].

The ideal demodulator corresponding to the ideal modulator (77) is of the coherent type. In order to
remove the carrier, the signal is multiplied by a complex sinusb@di) whose frequency is the
negative frequency of the carrier, i.e.,

m(t)=e’*" (78)

This multiplication results in a baseband signal which ideally equals (76). In order to obtain the
complex symbol sequence, some sort of processing should be performed, which normally, is just
filtering and sampling. Filtering aims at minimizing the effect of noise and interference at the receiver.
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Since the scope of this section is to provide general concepts of the demodulation and detection
process, no detailed analysis of filtering will be given. Assuming sampling at instak@égsand also

that g(0)=1, we acquire the transmitted complex symbol sequekjcdf the event of differential
encoding at the modulator, differential decoding should be performed, i.e.,

G = dk d:4 (79)

where * denotes complex conjugation. The same initial condition usel frthe transmitter should
be used foc.. If no differential encoding was performeag simply equalgl,.

Subsequently, de-mapping is performed and the decifr@drresponding to each complex symbgl

is found. This is a Gray coded decimal amgngy,. Following the inverse mapping used at the
modulator, i. e., Gray decoding, the equivalent decipais found. Finally, the binary digit of length

m corresponding ta, x is re-created and the transmitted bit sequence is formed. This demodulation
process is depicted in Fig. 4, again for the case of QPSK.

Fig. 4 Block diagram of an ideal QPSK demodulator
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3. The practical QPSK guadrature modulator

For modulation formats such 8PSK or QAM, a more practical modulation procedure can be used.
Two orthogonal carriers are modulated independently by two real symbol sequegees rather

than a single (differentially encoded) complex symbol sequdncEhe two orthogonal carriers are

then transmitted simultaneously over the channel. This is better understood if we re-write (77) using
real/imaginary representation of the complex symbol sequencedé= @y, k+j a2«

9=(at Aot KDEH=F 8 gt k) EVT 2 @t KE (e)

k=0 k=0

Each of the real symbol sequences, ., Whose elements belong to an alphabef},{
n=0,1,...,M/2-1 of sizeM/2 separately modulate the in-phase (I) and quadrature (Q) carriers,
indirectly producing a complex symbol sequedgeSuch a modulator is consequently called an 1/Q
modulator, or quadrature modulator (QM). Depending on the modulation format, the alphdbet {
n=0,1,...M/2-1 has to be chosen accordingly. For example, QPSK is implemented by agmg {

1,1}, n=0,1. A drawback of this type of modulator is that Gray encoding and differential encoding are
not straightforward to perform, and need a specialized circuipréeder

Due to the central role of QPSK in this thesis, we will describe in detail the precoder for the 1/Q
modulator, specifically for this modulation format. Two bit sequetggd,  whose elements belong

to an alphabetl{}={0,1}, i=0,1, each generated at a bit rate equdRtdps, are fed into a two-
input/two-output sequential-logic circuit, the precoder, in which differential encoding and Gray
encoding are performed. The outputs of the precadgre,, are also bit sequences, whose elements
belong to an alphabet {&{0,1}, i=0,1, and are given by Boolean expressions (Appendix A)

Gk = El,kE)z,k 1t _Qk Qk_%le it l?k Qk_(iak i q(_ Q( &
&k = El,sz,k &1t _tlk b, € i+ b B e ¢ Q_ b &

wheree; 4, € 4 can be either 0 or 1 and - denotes the Boolean NOT function. The oeitp&s, of
the precoder are mapped into symbol sequenges; , respectively, using the mapping

g=0->48=-1

g=1->48=1
It is thus easy to verify that the complex symbol sequédpbelongs to the alphabed §={1 +j,- 1+j,-
1-j,1+}, n={0,1,2,3}. The complex symbol sequence can also be associated to a phase s@gquence

with phases belonging to an alphabe{}f{ n/4, 3v/4, Sn/4, 7n/4}, n=0, 1, 2, 3. The mapping between
the symbol sequencesy, a, and phase sequenggis

{208 ={LY > 9 =7/4

) ={-11 > ¢ =3/4
{08 =1{-1-1 >¢, = 51/4
et ={L-3>o=T/4

Symbol sequences i, o,k are separately pulse shaped and are used to modulate the two orthogonal
carriers. The symbol rafgs is equal to the bit ratig, of the initial bit sequences. The block diagram of
the I/Q modulator for QPSK is shown in Fig. 5.

The 1/Q demodulator, performing the inverse functionality of the I/Q modulator described by (80), is
depicted in Fig. 6. The incoming signal is split into its two orthogonal components and each
component is separately demodulated to baseband, by using appropriate sinusoidal carriers
Mm(t)=e'*" and m,(t)= e!>*'**17?  respectively. Practical circuits may first demodulate the
incoming signal using a single carrier, and then generate the two orthogonal components. The topic of
exact receiver architecture to be used in the context of this dissertation will be revisited in Section IV.2

(81)

(82)

(83)
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The resulting baseband signals are filtered and sampled, producing two real symbol segqugnces,
anda, which are then combined into a complex symbol sequasee «tja, . Differential decoding

and Gray decoding are then performed on the complex symbol sequerase described in the
previous section. After Gray decoding, a single bit sequence is produced, which, in the case of QPSK,
has a bit rate twice the symbol rate. The two transmitted bit sequences are produced from this
sequence through de-interleaving, using a one-to-two de-interleaver, the outputs of which produce bit
sequenceb; x andb, .

Fig. 5 Block diagram of the 1/Q QPSK modulator.

Fig. 6 Block diagram of an 1/Q QPSK demodulator.
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4. Simulation of QPSK systems

Simulation of digital communications systems using binary modulation formats involves the
generation of binary sequences which are the input to the modulator. These binary sequences should
be random, but, for simulation, it is more practical to produeeuderandom sequences. Pseudo-
random binary sequences (PRBSs) are deterministic and periodic but have an autocorrelation function
that resembles the autocorrelation function of a random binary sequence [5]. Such sequences can be
produced by linear feedback shift registers. The initial contents of the register and its feedback logic
determine the successive contents of the shift register and therefore its outpustate shift register

can produce a maximum of"2listinct states. The sequence of states and the output sequence are
periodic with a period of at most'2However, if a linear shift register contains all zeros at any time, it
might be stuck in that state forever, so the maximum period cannot actually extkestazes.
Designing the pseudo-random number generator using primitive polynomials produces maximal
length sequences, i.e., sequences with peribtl, 2n which all possiblen-bit combinations appear

exactly once in the period, except for the pattermagéros [4],[5].

PRBSs which produce maximal length sequences are especially useful in the simulation of
intersymbol interference. In order to simulate the effects of intersymbol interference betviésn

the system has to be driven with a binary sequence that has all possible combinatitits,oivhere

m is the memory length of the channel. Using a PRBS generator, which produces maximal length
sequences with periodicity™2, guarantees that all but omebit combinations will occur in the
minimum amount of simulation time. In order to produce the all-petnt combination, an extra O

digit is added to the output at the part of the sequence where themelareros. A sequence of length

2™ containing all possible patterns of bits within a period 2 exactly once is called a de Bruijn
sequence [4],[5].

Simulation of digital communication systems usMgery modulation formats involves the generation

of M-ary waveforms. Pseudo-randadvitary sequences belonging to an alphabet {n}={0,M-1}

can also be generated using a feedback sift register, in much the same way as for the binary case [5].
The same holds for the generation of maximal length sequences using primitive polynomials. QPSK
systems should use pseudo-random quaternary sequence (PRQS) generators in order to produce
pseudo-random phase sequences. The PRQS generator produces integers from an alphabet
{n}={0,1,2,3}, which are assigned to complex, differentially and Gray encoded, symbols (Appendix

B). Maximal length quaternary sequences contain all phase combinations ofrferegtbept for the

one corresponding to all-zeros, within a period14 De Bruijn sequences contain all phase
combinations of lengtm including the one corresponding to all-zeros within a perfbddthough it

is feasible to construct a pseudo-random number generator to produce maximal quaternary sequences,
this technique does not cover the study of practical QPSK transmitters (e.g., Fig. 5), in which two
binary sequences are used at the input. In order to circumvent this problem in this dissertation, we
have used two methods.

The first method is to produce a de Bruijn sequence of letihtising a software package suitable for
numerical calculations (e.g., Mathematica), other than that used for system simulation. The de Bruijn
sequence of lengtH"4orresponds to the integers {n}={0,1,2,3}. The latter are used to form a complex
symbol sequence. The bit sequences at the input of the precoder, which will produce this sequence in
the channel, are calculated by differentially and Gray decoding the index sequeinte sequence

ny, and finding bit sequencds , b, by (Appendix B, (188)). These sequences are then fed at the
input of the precoder. Using this method, de Bruijn sequences of lehgth 4°, 4°, and 4 were
generated. It should be stressed that, using this method, the two bit sedpgrBgsthough pseudo-
random, i.e., periodic, with a periotf,4lo not contain all possible bit combinations of lengthror &
demonstration of the use of these systems is presented in Fig. 7. The eye closure penalty, expressed as
-10logio(eye opening/ideal eye opening), is plotted for a 10 GBd PDM QPSK system using no
chromatic dispersion compensation, for various de Bruijn sequence lengths. A fiber with 16 ps/km/nm
dispersion parameter is used. The receiver electrical filter {&-adér Bessel filter with a 3-dB
bandwidth equal to 3Rin order to minimize the effect of filter-induced inter-symbol interference
(ISI). Though the penalty when using @nd 4 de Bruijn sequences is the same, usihgetBruijn
sequences produces a significantly smaller penalty for fiber lengths larger than 40 km, and is therefore
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unreliable. Eye diagrams for thé @ase are shown in the inset of the figure for illustrational purposes.
This method of producing de Bruijn symbol sequences is especially useful in semi-analytical
techniques for the estimation of the error probability of a system (Appendix C).

Fig. 7 Eye closure penalty vs fiber length for a 10 GBd PDM PSK system with no chromatic dispersion
compensation, using de Bruijn complex symbol sequences. The fiber has D=16 ps/km/nm and the receiver
electrical filter bandwidth is 3Kin order to minimize the effect of filter-induced ISI.

The second method to produce all possible quaternary sequences of lengt, up to use PRBS
sequences at the precoder inputs. It has been shown that, in a DQPSK system which uses a transmitter
with a precoder for differential encoding (but not Gray encoding), using binary de Bruijn sequences of
length 2™ at each precoder input, produces quaternary de Bruijn sequences of [&ffjtHe]. The

two precoder inputs use the same binary de Bruijn sequence, with a specific relative cyclic shift
imposed between the two. The appropriate cyclic shift in this casm isymbols. However, this
method does not produce similar results when the precoder performing differential and Gray encoding
is used. Applying two identical, circularly shifted binary de Bruijn sequences of leflfjtht Zhe
precoder input, never produces more than 80% of the combinations of a de Bruijn sequence of length
4™, whatever the cyclic shift. This point is illustrated in Fig. 8, for binary de Bruijn sequences of length
2° (Fig. 8a), 2 (Fig. 8b) and ¥ (Fig. 8c). It was found that, using binary maximal length sequences of
length 2™71-1 does produce all quaternary combinations of length a sequence with period'4.

This however, is not a de Bruijn sequence, which would contain all combinations of tength
sequence of period"4This method is not suitable for semi-analytical techniques, but can be used in
other simulations, since it is much faster.
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Fig. 8 (a) Percentage of all 3-phase combinations in a periodic sequence of fepigitiuéed by applying &2

binary de Bruijn sequence and all possible cyclic shifts at the inputs of the precoder; (b) Percentage of all 4-
phase combinations in a periodic sequence of lerfghotiuced by applying & dinary de Bruijn sequence and

all possible cyclic shifts at the inputs of the precoder; (c) Percentage of all 5-phase combinations in a periodic
sequence of length® $roduced by applying a2binary de Bruijn sequence and all possible cyclic shifts at the

inputs of the precoder;
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[ll.  Literature survey of coherent optical communications

In this section, we present a detailed literature survey on past and current research aspects of using the
PSK modulation format in optical communications, and focus on the coherent polarization- and phase-
diversity receiver. After introducing some terminology, we start from the early research conducted in
the field of coherent lightwave systems, dating back to the 1980s. We then present a short overview of
the usage of digital signal processing (DSP) at the receiver side, since the progress in this field is what
has driven current research in coherent polarization- and phase-diversity receivers. Finally, we review
all recent experiments in the field of coherent optical communications using PSK.

Optical communications using PSK encode digital information on the phase of the optical carrier.
QPSK exhibits the best theoretical receiver sensitivity among all two and four level modulation
formats (9 photons/bit at the shot-noise limit), while offering a theoretical spectral efficiency of 2
b/s/Hz [7]. It encodes 2 bits per modulation symbol, thus halving the symbd&gatenpared to the

bit rate R,. Employing PDM can further increase the theoretical spectral efficiency to 4 b/s/Hz,
encoding 4 bits per modulation symbol, while redudiago a quarter of the overall bit rate. PDM-
QPSK can, thus, enable transmission of 40 Gbps data with a 10 GBd symbol rate. This alleviates the
need for upgrading system components’ bandwidth to 40 GHz, increases tolerances to propagation
effects (Chromatic Dispersion - CD and Polarization Mode Dispersion - PMD), and offers resilience to
non-linearities.

Two different detection techniques can be employed for optical QPSK. The first, coherent detection, is
based on mixing the received signal with the light of a laser situated at the receiver end, which plays
the role of a local oscillator (LO). The power spectral density (PSD) of the received signal is
downconverted to a frequency equal to the difference between the frequencies of the transmitter and
local oscillator laser. The second, interferometric or direct detection, uses a delay interferometer to
detect the relative phase difference between two consecutive symbols. At this point, we should point
out some abuse of terminology regarding the teohrerent In the radio communications literature the

term coherent is used to refer to detection techniques in which the absolute phase of the incoming
signal is tracked by the receiver. Many of the techniques which have come to be labeled coherent in
optical communications are explicitly incoherent in the radio communications literature.

Coherent detection of QPSK is preferred to direct detection because it has the lowest achievable
sensitivity (9 photons/bit at the shot noise limit), it exhibits high spectral selectivity and transfers the
electric field complex envelope information to the electrical domain, enabling perfect electronic
equalization of linear transmission impairments (i.e. CD, PMD) [8]. QPSK and coherent detection can
be combined with PDM to achieve a theoretical spectral efficiency of 4 b/s/Hz without any penalty in
sensitivity.

Coherent detection can be classified depending on the relative value of the frequencies of the two
lasers. The difference between the transmitter carrier freqUeranyd the LO frequencio is the
intermediate frequencyF) offset,fir = ff 0. If fir = 0, the received signal PSD is downconverted
directly to baseband. This is the casehomodynecoherent detection. Kz > Rs, then the received

PSD is transferred to the microwave region and an extra downconversion performed in the electrical
domain is needed. This is the casdeferodynecoherent detection. ffr < Rs, then the received PSD

is transferred around baseband and an extra downconversion must be performed in the electrical
domain. This is the case dfitradyne coherent detection [10]. Each of these coherent detection
methods have their advantages and disadvantages.

The best sensitivity for optical QPSK modulation is achieved using homodyne receivers (9 photons/bit
at the shot noise limit). However, homodyne detection needs a mechanism for locking the phase of the
local oscillator to the phase of the received signal, which is traditionally performed using an optical
phase-locked loop (OPLL). This technique imposes extremely stringent requirements on the spectral
linewidths of the lasers [9]. On the other hand, heterodyne detection needs only frequency locking, but
has a 3-dB receiver sensitivity penalty (18 photons/bit at the shot noise limit) and needs wideband
electronic equipment in the microwave region.
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A compromising solution is thehase-diversityeceiver, which is a homodyne technique but doesn’t
necessarily need phase locking. Using a device named ap#ifal hybrid at the front end of the
receiver produces different trigonometric functions of the complex envelope of the optical field, and
produces an analogue version of it at the electrical domain, using photodiodes. Subsequently the
electrical signal is digitized by analog-to-digital converters (ADCs) and the electrical field complex
envelope is reconstructed in a digital signal processor. The phase information is manipulated using
digital signal processing (DSP) algorithms. Digital phase estimation techniques have been developed,
alleviating the need for the two lasers to be frequency-, or phase-locked. When using free running
lasers, detection is inevitably intradyne [10]. Again, some abuse of terminology exists. The diversity
technique, well-known in radio links, describes the transmission over two or more different
transmission paths (e.g., antenna diversity). Usually these paths are chosen in order to obtain
statistically independent signals in each receiver branch. However, in optical phase-diversity receivers,
the transmitted signal (lightwave) is split not until the receiver end. As the signals in the two receiver
branches are only different trigonometric functions of the same argument they are not statistically
independent.

Polarization-independent operation can be achieved using a polarization-diversity receiver,
implemented by doubling the receiver complexity, and performing phase-diversity on the two
orthogonal polarizations composing the received optical signal. PDM can then be implemented with
no extra cost in receiver complexity, assuming polarization-diversity is used, and with no additional
sensitivity penalty.

Since polarization- and phase-diversity coherent intradyne QPSK receivers need DSP algorithms for
feedforward phase recovery, high-speed sampling and processing is needed. Integration of DSP
circuits is normally not an issue and thus, a number of other DSP functions can be implemented, apart
from phase recovery. A practical 10 GBd system will need two fold sampling per symbol (sampling at
the Nyquist rate) for using efficient DSP algorithms. Unfortunately, commercially available
technology does not yet support sampling and ADC at these rates. Despite this, commercially
available Digital Storage Oscilloscopes (DSOs) can sample at frequencies as high as 50 GHz and have
been used in a multitude of experiments, demonstrating all the aforementioned properties of QPSK
and PDM-QPSK, at bit rates as high as 100 Gbps. Only recently, has an application specific integrated
circuit (ASIC) been manufactured by Nortel, which performs PDM-QPSK real time reception at a line
rate of 40 Gbps (10 GBd) [11].

Coherent systems attracted considerable attention in the 1980s. They were initially considered as a
means to increase receiver sensitivity compared to conventional intensity modulation direct detection
(IM/DD) systems, and in this way extend unrepeated system transmission reach. They were also seen
as a means to permit tighter packing of signals in frequency, due to increased receiver selectivity,
owing to the ability to use narrowband electrical filters rather than wideband optical filters. In this
context, initially, the performance of various modulation formats with coherent demodulation was
investigated and compared, amongst them: ASK, PSK, differential PSK (DPSK), and frequency shift
keying (FSK), using both homodyne and heterodyne demodulation. Many excellent reviews exist for
the research performed at this period, e.g. [12]-[16], and references therein, and many text books were
written at the same period, e.g., [17]-[20].

Practical limitations hindered the achievement of theoretically predicted sensitivities; however,
remarkable improvements were made in receiver sensitivity compared to conventional IM/DD
systems. Limitations included large laser phase noise, polarization wandering due to fiber movement,
restrictions in attainable bandwidth of electronic devices, especially for large bit rates, the low output
power of the LO, and a spectral noise peak of semiconductor lasers at some gigahertz, affecting large
bit rate experiments. Homodyne detection, which resides on phase-locking, imposed extremely
stringent constraints on laser phase noise, because it used an OPLL, which is extremely sensitive to
random phase changes. Heterodyne detection, relaxes the constraints on laser phase noise, because it
resides on, simpler to achieve, frequency locking [21], [22]. However, it requires complex electronic
circuitry with a bandwidth at least twice the bit rate, which was a tough technical constraint at that
time, especially for large bit rates. Polarization wandering can, in principle, be combated with a
number of ways [23], amongst them polarization-diversity receivers [24].
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Due to the problems in realizing homodyne and heterodyne demodulation, phase-diversity was
introduced as a neat solution, since it requires frequency-locking, like heterodyne technigues, bit rate
electronic circuitry bandwidth, like homodyne techniques, and can easily be combined with
polarization-diversity, thus offering polarization-independent system operation [25]-[27]. The first
experiment demonstrating polarization- and phase-diversity demodulation of DPSK was conducted as
early as 1987 [28], [29], and then for larger bit-rates in 1989 [30], [31]. Naturally, experimental
investigation of QPSK followed, and a coherent homodyne phase-diversity experiment was
successfully demonstrated in 1990 [32], while others followed [10], [33], [34]. The use of digital
signal processing, after detection, to implement a digital phase locked loop (DPLL) for phase tracking,
was proposed in [10]. The use of feed-forward phase recovery, suitable for distributed feed-back
(DFB) lasers, was implemented in [34].

The concept of a receiver employing linear digital filters and powerful DSP for compensation of
transmission effects, also has its roots in the 1990s [36], but was not tested experimentally at that time.
The first experimental testing of such a circuit was demonstrated in 2003, where a multi-tap
feedforward equalizer (FFE) in a parallel implementation, with 2.5 GHz sampling and symbol-spaced
taps, was used to equalize ISI, in a 10 Gbps IM/DD system [37]. Later, a DSO was used to sample a
10 Gbps IM/DD and DPSK demodulated signal, at 20 GHz (fractionally-spaced sampling at 2 samples
per symbol) and the resulting samples were processed offline using a maximum likelihood sequence
estimator (MLSE), for ISI compensation [38]. The first real-time implementation of an MLSE was
implemented in a 10.7 Gbps IM/DD system, in which sampling at 25 GHz was performed [39].
Subsequent technological progress in the field of multi-gigabit sampling and high-speed DSP [40]-
[43] have lead to the announcement of the ASIC manufactured by Nortel [11].

Recent record holding experiments, using coherent detection [44]-[110], enlisted in chronological
order, indicate at all levels, the superiority of PDM-QPSK systems using coherent intradyne receivers
followed by DSP, compared to any other modulation format of inferior or similar complexity.

Coherent experiments can be classified into two main categories: those with off-line signal processing
[44]-[55], [58]-[60], [66]-[69], [71], [73]-[76],[78]-[81], [83]-[86], [88]-[93], [95]-[109], and those

with real-time signal processing [11],[56], [57], [61]-[63], [70], [72], [76], [77], [82], [87], [94]. The
former use a DSO to store a burst of samples (approx. 1-2 million samples) and signal processing is
performed off-line. The latter use ADCs and field programmable gate arrays (FPGAS) [56], [57], [61]—
[63], [70], [72], [76], [77], [82], or specially designed ADCs and ASICs, using a 90 nm CMOS
technology [11], [87], [94]. Another classification of experiments is whether they use DFB lasers with
3-dB laser linewidths larger than 1 MHz, [56]-[59], [61], [62], [64], [70], [72], [74], [76], [77], [82],
[85], [86], [90]-[93], [100], [104], [106], or external cavity lasers (ECL) with 3-dB laser linewidths
smaller than 200 kHz [44]-[52], [53]-[55], [60], [63], [69], [71], [73], [75], [78], [81], [83], [84],
[871-[89], [94]-99], [101], [102], [103], [105], [107]-[110] though it has been recently shown that
laser phase noise should not be the limiting factor in system performance [111], [112], and, thus,
commercially available DFB lasers will eventually be used, in order to keep the system cost low.
Finally, experiments can be classified as to whether they use RZ pulse shaping [59], [68], [79], [84],
[85], [88], [90], [92], [98], [101], [102], [110], or not.

The first proof-of-concept experiment, demonstrating the feasibility of coherent phase-diversity PSK
and digital signal processing, was performed with BPSK and off-line signal processing [44]. A proof-
of-concept experiment for digital equalization of chromatic dispersion followed [45], also employing
BPSK. The first coherent QPSK experiment performed was at the low symbol rate of 1.6 GBd [46].
The first 10 GBd coherent QPSK experiment was performed over 210 km of dispersion shifted fiber
(DSF) [47], [48], while the same experimental setup was used to demonstrate the first WDM PDM
QPSK experiment, transmitting three channels with 10 GBd per channel, over 200 km of DSF, on a 16
GHz grid [49]. Electronic dispersion compensation of CD was used in a 10 GBd QPSK experiment for
the first time, to compensate the dispersion caused by 200 km of standard single mode fiber (SSMF)
[51]. Meanwhile, the possibility of real-time signal processing using FPGAs, for QPSK and PDM
QPSK systems was investigated, using 400 MBd and 800 MBd QPSK signals over 63 km of SSMF
[56], [57], 2.2 GBd QPSK and 2.5 GBd signals back-to-back [63], [76] 700 MBd PDM QPSK signals
over 120 km SSMF [70], [72].
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The possibility of using PDM QPSK for the transmission of 100 Gbps signals was investigated by
transmitting 10 channels of 25 GBd PDM QPSK signals on a 50 GHz grid over 2375 km SSMF [68].
A multitude of 100 Gbps experiments have followed [79], [85], [86], [88], [90]-[93], [97]-[99], [101],
[102], [104], [106], [107], [109], [110]. Higher order modulation formats with coherent detection have
also been investigated. Experiments using 10 GBd 8-PSK over 200 km SSMF [52], 20 MBd 128
QAM over 525 km DSF (using OPLL) [55], 1 GBd 64 QAM over 150 km DSF (using OPLL) [69],
12.5 GBd 16 QAM back-to-back [75], 1 GBd 128 QAM over 150 km DSF (using OPLL) [81],[83], 10
GBd 8-PSK over 2800 km SSMF [84], 19 GBd PDM-8-PSK over 640 km SMF [85], [92], 10 GBd 16
QAM over 100 km SSMF[89], [95], 10 GBd PDM 16 QAM back-to-back [96], 20 GBd 64 QAM
back-to-back [103], 20 channel 100 GBd 16 QAM over 1022 km [107], 20 GBd 16 QAM over 1022
km [108], 100 GBd 32 QAM over 200 km [109], 8 channel 114 GBd 8 QAM over 800 km [110] were
implemented.

Table 1 summarizes record capacities, distances and spectral efficiencies obtained by using coherent
QPSK and PDM QPSK.

Table 1 Overview of recent record coherent PSK transmission experiments. Bold characters denote record
characteristics or combinations of record characteristics.

Channel Spectral Distan_ce
Ref. Format Baud rate Channels . . Distance | capacity
Spacing efficiency
product
PDM
[49] QPSK 10 GBd 3 16 GHz 2.5b/s/Hz | 200 km 0.024 Tbps.km
PDM
[64] QPSK 10 GBd - - - 6400 km | —
PDM
[85] 19 GBd 8 25 GHz 4.2 b/s/Hz | 640 km 0.58 Pbps.km
8-PSK
PDM
[86] QPSK 25 GBd 164 50 GHz 2 b/s/Hz 2550 km 41.8 Pbps.km
PDM
[104] QPSK 25 GBd 155 50 GHz 2 b/s/Hz | 7200 km | 112 Pbps.km
PDM
[105] QPSK 56 GBd 2500 km
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IV. Optical PDM QPSK communications systems

This section is devoted to describing a practical coherent PDM-QPSK optical communications system.
All necessary optical components are described and modeled. The models described are implemented
in MATLAB and incorporated in a commercially available simulation environment, VPI
TransmissionMaker [113].

1. The optical QPSK transmitter

An optical single polarization (SP) QPSK transmitter is composed of a continuous wave (CW) laser,
an optical QM, and appropriate driving circuitry. The block diagram of an optical QPSK transmitter is
shown in Fig. 9. The light from the CW laser is equally split, and each part BPSK modulated, in each
of the two branches of the QM. Each branch of the QM is composed of a Mach-Zehnder modulator
(MZM). A n/2 phase-shift difference between the two branches creates two orthogonal phase
modulated carriers, which are combined at the output of the modulator, creating a QPSK modulated
signal ideally represented by (80). Because the optical QM is constructed of ;L idltb®efringent
material, a polarization controller (PC) is used to adjust the laser optical field state of polarization
(SOP) with the principle axes of the modulator.

Bias and

Data _’| RF Amp
|[ | branch QM //l
|

I |
—
Bias and | : |
Bias
Data —)| RF Amp m

Fig. 9 Schematic diagram of an optical SP-QPSK transmitter. The light from a CW laser is equally split and
BPSK modulated in each branch of a QMznR phase-shift difference between the two branches creates two
orthogonal phase modulated carriers which are combined at the output of the modulator, creating the QPSK
modulated signal.

The CW laser is, ideally, a monochromatic source of polarized light of angular frequeeist and
emission frequencfe. Any practical laser will have variations in the instantaneous emission frequency
and SOP. We assume constant linear polarization along a reference SOP, whose normalized Jones

vector [114] is denoted a|1e> [115], where we have used the Dirac notation for representing 2x1

vectors [115]. The complex envelope of the vector electric field with average [poean thus be
written as
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E(t)=v2Pe* )| & (84)

where

t

#,(1)= [ #(t')t (85)

—0

is the time dependent laser phase noise. The instantaneous angular frequenq'g(tc)fmmodeled

as a Gaussian random process with zero mean and variate$((®®, wheredv is the 3-dB laser
linewidth. The phase noise is a Wiener-Lévy random walk process [25], [116].

For the mathematical representation of SOPs, normalized Jones vectors are used. In Stokes space they
are depicted as points on a Poincaré sphere with unit radius [114]. The azimuth and ellipticity of the
polarization ellipseg ande, respectively, are used to calculate the coordinates of normalized Jones
vectors, as

|e>=[cosa cog — j sim sm} (86)

sina cos+ j coa sia

which leads to a right-circular Stokes space according to the coordinate convention of [115].

State-of-the-art optical QMs are integrated devices, constructed on x-cut [117], or z-cut [118], y-
propagation LiNb@crystal substrates, using Titanium in-diffused technology, supporting single-mode
transverse electric (TE) propagation. A Mach-Zehnder structure, comprised of two 3-dB Y-junctions,
one at its input and one at its output, contains in each of its branches a nested, push-pull, electro-optic
MZM. Each of the nested MZMs produce a BPSK modulated waveform. One of the nested MZMs is
followed by an/2 phase shifter, which serves as a rotator for the BPSK signal space diagram, thus
producing four distinct phases after recombining the electrical fields at the output of the modulator.
LiNbO; devices are highly birefringent and so a PC is used at the input of the QM, in order to match
the transmitted SOP with the principle axes of the device.

In order to produce a BPSK waveform using a MZM, the bias voltage circuit should bias the MZM at
a transmission null and the radio frequency (RF) circuit should produce a peak-to-peak voltage swing
equal to ¥,, V, being the half-wave voltage of the substrate electro-optic material [119], [120]. This
biasing and RF drive voltage configuration transits the MZM between two consecutive transmission
maxima, which produce electrical fields witlx phase difference. The RF drive voltage is usually the
appropriately scaled output of a binary data source, which produces bits at aRat&hed shape of

the RF drive voltage pulsgt) determines the transition trajectory and speed, and affects the output
pulse shape, as shown in Fig. 10, for BPSK modulation. The two binary data sources at the input of
the QM have an aggregate bit rate B @vhich results in a symbol rate at the output of the modulator
equal toRs=R,,.

The expression for the QPSK modulated electrical field analytic ﬁgrﬁa) at the output of an ideal,
polarization-independent QM, with respect to the input electrical E%I(It) is (Appendix D)

.0~ 33 dsin Za(t- kD) [£,(3 (87)

whered, is the complex modulation symbd,denotes thé&—th symbol period and(t) is the pulse

shape at the output of the RF circuit, assumed to be the same for both branches. Propagation losses in
LiNbO; waveguides are not taken into account. The QM incurs at least a 3 dB insertion loss due to its
principle of operation.

The modulation procedure described in (87) corresponds to SP-QPSK modulation. PDM-QPSK
modulation is performed by QPSK modulating two orthogonal SOPs using two QMs, and combining
the two SP-QPSK signals after modulation. The electrical field from a CW laser source is split into
two orthogonal polarization components using a polarization beam splitter (PBS). A PC is used to
align each of the SOPs with the principle axes of each QM. Each of the polarization components are
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independently QPSK modulated. After modulation, a PC is used to transform each of the two
polarization components back to being orthogonal once again. The QPSK modulated signals are
combined using a polarization beam combiner (PBC) to form a PDM-QPSK modulated signal. The
schematic diagram of the PDM-QPSK transmitter is shown in Fig. 11. We can assume, for simplicity,

that the PBS produces polarized signals alond theand|y) reference axes. The expression for the
output electrical field is then formulated as

0= 35 s Sa- kD | BOO H k33 g3 0+ 1) ROt be) (e

whered, x anddy, are two independent complex modulation symbols for polarization tributaries x and
y, respectively.
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Fig. 10 Mach-Zehnder modulator transmission characteristic, with examples of the bias and RF voltages used for
BPSK modulation and the corresponding output optical power (Adapted from [121]).
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Fig. 11 Schematic diagram of an optical PDM QPSK-transmitter.
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2. The optical coherent phase-diversity receiver

In the context of this thesis, we study an optical coherent polarization- and phase-diversity receiver.
Such receivers were first investigated in [25]-[27].

An optical coherent receiver downconverts the optical PSD of the modulated optical signal to
baseband, or the microwave region, transforming it into an electrical signal for further processing. The
electrical signal is simply the measured interference between a modulated signal and a CW laser
playing the role of the LO. The electrical signal conveys all phase and amplitude information of the
modulated optical signal. The function of the rest of the receiver is to retrieve the modulation symbols
from the coherent beating term. Depending on the relative frequency difference between the
modulated and LO optical signal compared to the symbol rate, receivers can be categorized as
homodyne, heterodyne and intradyne (Section Il).

The aforementioned concept of an optical coherent receiver is illustrated in Fig. 12, where the simplest
of all coherent receivers is shown. A lossless, semi-transparent mirror is used to produce the linear
superposition between the received and CW signal, followed by a single photodetector. Assume that
the received analytic signal is

IAES:«/ZPSexr{j( erst+¢ns+¢k)]|e§ (89)
and the LO analytic signal is

IAELo =4/ 2PLO eXF{ J( ZTfLot + ¢n, LO):“ eLO> (90)

wherePs, P o are the average optical poweksf, o are the carrier frequencieﬁ,vs, ¢n'Lo are the laser

phase noises, anfks), |e,) are the normalized Jones vectors, for the modulated and LO signals,

respectively gy is the modulation phase corresponding toktle symbol interval. We further assume
that the SOPs are identical and constant, and thus drop vector notation. The resulting superposition of
electrical fields yields

A 1 /- A

E 0=—7(E 0+ Eo0) (91)

The received light illuminates a single photodiode with respondwvifyhe photocurrent is given by
. _ l had =t

.(t)_ER<E,(t)E(t)> (92)

where the angle brackets denote time averaging over an interval proportional to the response time of
the photodiode and denotes complex conjugation. Substituting (89), (90) into (92) yields

i(t):R[Ps"' PLO]+ R/IB Pocos(Zz £ tAd +¢,) (93)
directt-detection coheretnt—detection

The resulting photocurrent bears the modulation phadbe IF offsefir = fsf o, and the laser phase
noise differenceAd, =4, s—¢@, .. The modulation phase has to be extracted by the rest of the receiver
circuitry.

A profound setback of this simple receiver is evident from (93). If the argument of the coherent-
detection term becomes2, all modulation information is lost. Phase-diversity receivers on the other
hand produce two coherent-detection terms, which are in quadrature, i.e., a sine and cosine term,
ensuring that no information is lost, irrespective of the phase argument. This is achieved by producing
two or more linear superpositions of the input optical fields in a device called an optical 90° hybrid,
which is followed by an appropriate number of photodiodes.

69



Optical 90° hybrids are multiport optical devices [122]. A number of different hybrid types exist. The
most common optical hybrid type is a 2x4 90° optical hybrid composed of four directional couplers,
which split and re-mix the two input signals, and two phase shifters, which introduce appropriate
phase shifts between the signal components. An integrated form of this hybrid has been proposed
[123], constructed [117], and used [124], amongst others. A bulk component hybrid following the
same principle of operation has also been implemented and used [44].

Fig. 12 Schematic diagram of the simplest form of an optical coherent receiver.

The generic block diagram of a phase-diversity receiver, producing the two quadrature coherent-
detection photocurrents, is shown in Fig. 13a. Fig. 13b shows the block diagram of the phase-diversity
receiver utilizing the aforementioned 2x4 90° optical hybrid, followed by two balanced photodetectors
(BPDs). Each of the input directional couplers split the optical signals at their inputs into two equal
components. These signals are then intermixed at the output directional couplers, after being shifted
relative to each other by the phase shifters. For ideal operation, the upper phase shifter does not shift
the optical signal (i.e., phase shift 0°), and the lower phase shifter shifts the optical signal by 90°.
Assuming identical SOPs for the two input signals and dropping the polarization notation, the signals

impingent to the four photodetectors are proportionaléso— ELO, jés+jI§Lo, jéS+I§LO and

—ES + jéLo from top to bottom, respectively. The in-phase and quadrature photocurrents at the output
of the phase-diversity receiver are ideally (Appendix E)

i =Ry F;ROCOS(ZZ' fe t+A¢n+¢k)

. : (94)

o =R FlFl)osm(Z”' fe t+ A, +(0k)
whereR is the responsivity of the photodetectors. Perfect balanced detection eliminates common mode
terms and suppresses DC.

Another optical hybrid type, used mainly in laboratories, due to its simplicity in construction, is a 2x2
90° optical hybrid constructed of bulk optical components [125]. It is composed of a directional
coupler, four polarization controllers and two fiber polarizers. Fig. 13c shows the block diagram of the
phase-diversity receiver utilizing this hybrid, followed by two single-ended photodetectors. The two
input polarization controllers change the state of polarization of the input signals to linear 45° and
circular, respectively. The two output polarization controllers change the principle axes of the
polarizers in order to select the linear-x and linear-y polarization components of the optical signals at
the output of the 3-dB coupler, respectively. The signals impingent on the photodiodes, are

proportional toESJr jELO (quadrature), andeSJr ELO (in-phase), top to bottom, respectively. Single-
ended detection is used. The analytical expressions for the photocurrents are (Appendix F)

. R
I :Z{PS +Po+2PsPocoq Z f t+Ad, +¢k)}
(95)
R

i :Z{PS + P+ 2 PP osin( 2 fi t+ A + g3, )}
whereR is the responsivity of the photodetectors. Single-ended detection introduces DC terms.
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A third way to produce quadrature photocurrents is to use a 3x3 coupler, followed by single-ended
photodetectors [111], [126]. Fig. 13d shows the block diagram of the phase-diversity receiver utilizing
this hybrid, followed by three single-ended photodetectors. An asymmetric coupler produces three
photocurrents, of which two are orthogonal, all containing DC terms [127]. DC terms can,
theoretically, be suppressed by using an analog electrical circuit [128]. A symmetric coupler can only
produce orthogonal photocurrents using an analog electrical circuit to produce linear combinations of
the 3 output photocurrents [82].

Fig. 13 (a) General block diagram of a phase-diversity receiver, (b) Block diagram of an integrated phase-
diversity receiver, (c) Block diagram of a bulk component phase-diversity receiver, (d) Block diagram of a
multiport coupler based phase-diversity receiver; (Abbreviations: réceived electrical field, &, local
oscillator electrical field, PD: Photodetectors, In-phase: In-phase (I) photocurrent, Quadrature: Quadrature (Q)
photocurrent, PCTR: Polarization controller, DCPL: Directional coupler, Pol.: Fiber linear polarizer, PS: Phase
shifter, R: Responsivity).

Regardless of the hybrid type and the number of photodetectors used at the output of the phase-
diversity receiver, the analysis in Appendix D and Appendix E shows that two photocurrents are
produced, the in-phase, and quadrature components, and their general form is

i, (t)=1, +1,, coy Zf t +Ag, + ¢ +¢)

96
i (t) =1+ ,sin( 2zf & +Ag, + ¢, —5) (%)

where |, |, are the DC componentd,, |, are the amplitudes of the in-phase and quadrature

qp
photocurrents, angd o, are phase deviations from the ideal. For ideal operation, the two photocurrents
should be of equal amplitude, and orthogonal, ile.=I,=I, and e=5=0°. Also, the DC

component must be constant in time. The ideal photocurrents (96) can most conveniently be
represented by a single complex electrical sigiig) =i, (t ) + ji , { ), which can be written as

P(t)=1exp( 2cf .t +Ad, +9,). (97)
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3. The optical coherent polarization- and phase-diversity receiver

All phase-diversity receivers described in the previous section have polarization dependent
performance. They require specific SOPs for the received and LO signal in order to produce the two
orthogonal photocurrents. This introduces the requirement for constant polarization control, or for the
use of polarization-diversity receivers [23], [24]. Polarization-diversity receivers achieve SOP-
independent performance, by retrieving the information from both orthogonal polarizations
comprising the incoming signal, and combine it into a polarization-independent signal. Polarization-
diversity is essential for un-interrupted transmission of SP-QPSK signals where polarization drifting
can cause zero received power in one of the phase-diversity receivers and maximum power in the
other, and vice-versa. In this case a polarization combiner (POLCOMB) algorithm is used.
Polarization-diversity is imperative for demodulation of PDM signals since polarization
demultiplexing requires the complex envelope of both the received orthogonal polarizations. In this
case, a polarization demultiplexer (POLDMUX) algorithm is used.

The block diagram of a phase- and polarization-diversity coherent receiver is shown in Fig. 14. The
incoming signal is split into two orthogonal polarizations in a PBS. The light of the local oscillator,
ideally linearly polarized at 45°, is equally split by a PBS. Each of the incoming signal polarization
tributaries are mixed with the light of the LO in a phase-diversity receiver. Regardless of the optical
hybrid type, the photocurrents produced at the output of each phase-diversity receiver correspond to
the in-phase and quadrature components of the electric field of the input polarization tributary.
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Fig. 14 Block diagram of a phase- and polarization-diversity coherent receiver; (AbbreviatioRecEived
electrical field; PBS: Polarization beam splitter;oE Local oscillator electrical field; x| jnphase IN-phase
photocurrent for the X polarization optical hybrid; d,adawre Quadrature photocurrent for the X polarization
optical hybrid; | nphase IN-phase photocurrent for the Y polarization optical hybridglagrawre Quadrature
photocurrent for the Y polarization optical hybrid).
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4. Photocurrent expressions for back-to-back operation

In SP-QPSK systems, the analytic signal at the transmitter (87) can be written in simplified form,
omitting the pulse shape, and pulse train term, as

és _ ZPSej(Z;rfCHqﬁnvs) éq,k' %>=\/ﬁ) anfCHqﬁnys) @( (98)

N1-r
\/Fejﬂ
where we have used an alternative form for expressing the normalized Jones vector, utilizing the
power splitting ternt between the two polarization components, and the phase differdreteieen

the two polarization components [114]. The analytic signal of the electric field of the local oscillator,
linearly polarized at 45°, is similarly written as

A i 1(1
E — 2P el(z”fLOt+¢n,LO) _[ 99
LO LO \/E 1 ( )
A small section of optical fiber (as in back-to-back operation), can be modeled as a 2x2 unitary Jones
matrix with complex elements [115]
J, J
J :£ 1 12} (100)
‘]21 ‘]22

which should satisfy the Caley-Klein form [115], i.eJ,;=—J;, and J,=J;,. This matrix

corresponds to a rotation on the Poincaré sphere, expressed by an azimuth and an elliptictyto
be confused with the azimuth and ellipticity of the SOP of the lasers. Matrix (100) can thus be
expressed in a different parametric form as a function of two variables [114], as

J(a,e)z[

Assuming that both phase-diversity receivers are ideal and produce no DC components, the complex
photocurrents at the two phase-diversity receivers, correspondingxaitity reference polarization
components of the received signal, are

rx =1 (\/HJ 1t \/r_‘] 1@177 )ej(zﬂf‘Ft+A¢n+‘/’k)
i( =1 (\/ﬁ\] 21+\/|‘7\] 2§j”)ej(2”f\Ft+A¢n+(pk)

Following from the unitary nature of the Jones matrix and the Jones vector, the photocurrents will
never be zero simultaneously. Polarization-diversity for SP-QPSK systems thus offer the benefit of

continuous reception, although not in the same branch necessarily. Appropriately cor'f;Jo'ﬂﬁituthY
into a single complex photocurrent, produces polarization-insensitive reception (Section V. 4).

COSx COg — | Sl siam — sim cas+j cas @i
’ ’ ? (101)

Sina cos + | cos Sia Cag ces-j s8N gin

(102)

In PDM-QPSK systems, the analytic signal at the transmitter (88) can be written in simplified form,
omitting the pulse shape, and pulse train term, as

(103)

E.=.2P e"(zﬂfswn.s)(vl—rem*]
S~ S

\/Fejﬂej(p‘(,k

Assuming that both phase-diversity receivers are ideal and produce no DC components, the complex
photocurrents at the two phase-diversity receivers, correspondingxaitity reference polarization
components of the received signal, are

i~x = (\/]?J lpwx,k +\/Fleej77 ei¢x,k) é(2”f|Ft+A¢n)

D1 (Visr e b\ (104)
iY = ( 1-rJ 21eJ¢X'k +\/FJ ZzgmeWx,k)ej(Zﬂf,FtJrA;ﬁn)
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Unlike the single polarization case, in polarization multiplexed systems, transmitted information is in
both of the received complex photocurrents. A simple polarization rotation caused by the fiber causes
intra-polarization interference between the received photocurrents and polarization—diversity is the
only way of retrieving all the transmitted information. Polarization demultiplexing is needed to

retrieve the transmitted data (Section V. 4).
The photocurrents are then sampled, and processed by DSP, as will be described in Section V.
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5. Coherent optical PDM-QPSK system simulation

In the previous sections, we described all the optical components used in a coherent optical PDM-
QPSK system. We now describe the simulation model of the PDM-QPSK system used in the context
of this thesis. Its block diagram is shown in Fig. 15. We have incorporated a gray-scale color coding to
emphasize the different signal types used in the simulation, i.e., electrical signals, optical signals and
sampled signals for DSP.
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Fig. 15 Block diagram of the optical coherent polarization- and phase-diversity PDM-QPSK system used in the
context of this thesis; (Abbreviations: Prec: Precoder, Bias & RF Amp.: Biasing circuit and RF amplifier, PBS:
Polarization bam splitter, PBC: Polarization beam combiner, QM: Quadrature modulator, VOA: Variable
controlled attenuator, OA: Optical amplifier, BPF, (optical) band-pass-filter, LO: Local oscillator, LPF: Low-
pass filter).

The light from a laser diode, linearly polarized at 45°, is split in an ideal PBS with principle axes along
the x- and y-polarizations. Each polarization tributary is QPSK modulated in a polarization-
independent QM. The QPSK modulated signals are combined in a PBC whose principle axes are
aligned with those of the PBS, forming a PDM-QPSK signal. For the modulation of each polarization
tributary, two information bit sequences from two independent PRBSs, generated &,aeate, are

fed into the precoder. The bit sequences at the output of the precoder are pulse shapedrbgra 4
Gaussian filter with a 0.8, 3-dB bandwidth and then used to drive the QM. The signal at the output
of the PDM-QPSK transmitter, having a symbol rBteR,, is attenuated and then amplified by an
erbium doped fiber amplifier (EDFA). The later generates amplified spontaneous emission (ASE)
noise. The combination of the optical attenuator and the EDFA is used to control the optical signal to
noise ratio (OSNR) in order to emulate noise loading (ihget) details on OSNR measurement see
Appendix M). Afterwards, the signal is detected in a polarization- and phase-diversity coherent
receiver. A 2x4 90° optical hybrid is used, followed by two balanced photodetectors. Each
photocurrent is filtered by d"4rder Bessel low-pass filter (LPF) with 3-dB bandwidth that is subject

to optimization. The photocurrents are then sampled, and processed by DSP algorithms. After a
number of DSP algorithms, depending on the simulated phenomena, complex symbol estimation for
each polarization tributary is performed and estimates of the transmitted bit sequences are produced.

? Noise loading is somewhat different from the sequence of components used for measuring the OSNR, but for
ideal optical amplifiers with constant gain it is the same. Noise loading involves the use of an amplifier with no
input signal and therefore the noise power can be controlled independently from the signal power, whereas in
real amplifier models, the noise power depends on the gain of the amplifier
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V. Model of the digital coherent receiver and DSP algorithms

Coherent phase- and polarization- diversity receivers have been considered in the context of optical
communications, since the 1980’s [12]-[20]. However, the advent of the EDFA alleviated the need for
the increased sensitivity offered by coherent detection, and hindered the deployment of such systems,
due to their cost and complexity. Coherent phase- and polarization- diversity receivers have been
revisited recently, due to the advent of another important technological breakthrough, that of multi-
gigabit sampling and high-speed DSP [39]-[43].

The photocurrents at the output of a coherent phase-diversity receiver contain the full information of
the complex envelope of the modulated optical signal, i.e., its amplitude and phase (Section 1V.2, eq.
(97)). Sampling the photocurrents transfers this information to the digital domain, and thus
demodulation can be performed by DSP. The four outputs of a polarization- and phase-diversity
coherent receiver should ideally be sampled at the Nyquist rate. The digitized photocurrents can be
used to reconstruct the optical field of both polarizations in the digital domain. A digital coherent
receiver is highly advantageous because adaptive DSP algorithms can be used to compensate for time-
varying transmission impairments in a very hardware-efficient manner. Digitized signals can be
delayed, split and amplified without degradation in signal quality. A multitude of recent papers
describe the merits of digital coherent receivers [11], [44], [129]-[137]. All experiments have used
DSP to analyze experimental results, either off-line or in real time [44]—[110].

1. Digital coherent receiver architecture

Fig. 16 shows two instances of a typical digital coherent phase- and polarization-diversity receiver
used in the optical communications literature. The four photocurrents at the output of the polarization-
and phase-diversity receiver are first filtered to remove additive noise. ASE noise and shot-noise are
the dominant noise sources in transmission systems using optical amplifiers, whereas receiver thermal
noise is negligible [138]. The filtered photocurrents are subsequently sampled in an ADC. Sampling is
performed at a sampling ratg which, in general, is an integer multiple of the symbol Ryd.e.,

f<=mR. The two most common cases, and the only ones used in the context of this thesis] are
(symbol-spaced sampling) amd=2 (fractionally-spaced sampling at twice the symbol rate). Other
sampling rates have also been investigated [139]. It is assumed that when symbol-spaced sampling is
employed, it is performed at the center of the received pulse, whereas for fractionally-spaced sampling
the optimal sampling instant is evaluated for each case separately.

The samples are fed into a DSP unit, where they are processed, using different algorithms to remove
transmission impairments and imperfections. When fractionally-spaced sampling is performed, a
resampling operation must take place at some stage of the DSP, in order to produce one sample per
symbol, which is needed at the end of the processing chain for symbol detection. Once downsampling
to one sample per symbol has been performed, the estimates of the transmitted bit sequences can be
found and the BER can be counted. Each complex sample corresponds to an estimate of a transmitted
complex symbol. From the symbol estimate, estimates of the transmitted bit sequences are produced
by a complex symbol detector, using two different configurations. In the first, corresponding to Fig.
16a, differential decoding is performed upon soft estimabésthe transmitted complex symbol,
followed by hard decisidrand finally Gray decoding. This is in effect a differential receiver, since the

soft decisions are noisy. In the second, corresponding to Fig. 16b, complex symbol hard decision is
first performed, followed by differential decoding upon the hard decision estimates, and finally Gray

% In the context of this thesis, we use the teoft estimateo denote the numerical value of a complex symbol
expressed in machine-sized floating point accuracy.

“ In the context of this thesis, we use the téard decisiorto denote the complex symbol thresholding (slicing)
operation performed on soft estimates of a signallerd decision estimate® denote the numerical value at

the output of the thresholding circuit. For QPSK, thresholding is performed separately for the |1 and Q
components and the threshold value is zero. The output of the thresholding circuit is +1, unless stated otherwise.
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decoding. This is called the synchronous receiver. The differences in performance between the two
receiver architectures will become apparent in subsequent sections (Section VI.1).

Fig. 16 Block diagram of a digital coherent receiver; a) Differential receiver; b) Synchronous receiver;
(Abbreviations: PBS: Polarization beam splitter, LO: Local oscillator, LPF: Low-pass filter, ADC: Analog-to-
digital converter, DSP: Digital signal processing unit, DD: Differential decoding, Gray: Gray decoding, BER:
Bit-error-rate counting).

In an ideal SP-QPSK system with no transmission impairments, sampling the complex photocurrent at
the output of each phase-diversity receiver, with symbol-spaced sampling, at the center of the symbol
period, produces (Section 1V.4, eq. (102))

i~X v [n] — IAX,Y[n] ei¢»<[”] é(Z”le”Ts+A¢n[”]) + pX,Y [ n] (105)

while the same operation for a PDM-QPSK system, produces (Section V.4, eq. (104))
&~ jdy k[N idv [N j(27f | enTg+Ag [ )
|XYY[n]=I{aXYY[n]é¢X' Mg [ &l ]} 4 M o[ (106)

where subscript, Y refer to theX andY polarization phase-diversity receivers, respectivaly,
denotes the sampling instart=R,/R,P,/2 denotes the scaling factor due to optical signal power

and photodetector responsivi#, a, b are complex coefficients depending on the received SOP, and
p[n] is a complex Gaussian noise sequence due to additive noise. Each of the real and imaginary parts

of p[n] have variancenf,. When the signal and local oscillator lasers have Lorentzian lineshape, the

phase noise difference sequermg[n] is a Wiener process that is a Gaussian random walk function
[140],

Ag,[n]=Ag,[n-1]+ W (107)

where w[n] is a real Gaussian noise sequence of variaaéeand GVZV:ZEAV/RS and 4v, the

combined linewidth, is the sum of the 3-dB laser linewidth of the signal and LO lasers [140]. The
intermediate frequency offsdg will change in real systems due to laser frequency drift, but is
relatively constant compared to other time-varying processes, and will be considered as constant in the
context of this thesis.

From (105) and (106), it is thus obvious that, even a back-to-back system with noise sources and/or IF
offset, needs DSP algorithms to perform demodulation and detection. Algorithms that ensure
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polarization-insensitive detection, elimination of phase noise and intermediate frequency, and at the
same time robust to ASE noise, are needed.
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2. ldeal system eye and constellation diagrams

In this section, we present some typical eye and constellation diagrams (constéllatitims)output

of the LPF filters of a phase-diversity receiver, in order to familiarize ourselves with the eye diagrams
and constellations depicted throughout this and subsequent sections. In the absence of any noise
source, or imperfection, the photocurrents at the output of phase-diversity receiver used in a SP-QPSK
system, should have two distinct values. This can be easily seen from (102) and (105), where, ideally,
the | (real-part) and Q (imaginary-part) photocurrents are the cosine and sine of the modulation phase,
respectively. This is depicted in Fig. 17a and Fig. 17b by the dark eye diagram, and in Fig. 17c by the
square constellation, composed of dark circles. In lightshade color, Fig. 17 also depicts the eye
diagrams and the corresponding constellation, in the presence of a random, constant in time,
polarization rotation. Introduction of the SOP dependent terms in (102), changes the phase of the in-
phase and quadrature photocurrents, producing two distinct rails in the eye diagram, and rotating the
constellation by a constant angle.

Similar color coding is used in Fig. 18 for the case of a PDM-QPSK system. The same rationale can
be used for explaining the shape of the eye diagrams and the constellation. The increased number of
rails in the eye diagrams and the increased number of points in the constellation, compared to the SP-
QPSK case, are due to the fact that the | and Q photocurrents in (104), (106), contain the two
modulation phases and the phase introduced by the cross-polarization interference terms, thus
producing up to 16 distinct combinations.

Fig. 17 SP-QPSK system with no noise sources and zero IF offset. (a), (b) Eye diagrams of the received
photocurrents at the two outputs of a phase-diversity receiver (X polarization). Dark traces: Ideal eye diagrams;
Lightshade traces: Eye diagrams with random polarization rotation c) Corresponding constellation diagrams
(same color coding as in (a), (b)). Simulation parameters: Electrical fifterder Bessel filter with 0.8 §$3-dB
bandwidth; Random polarization rotation:;;=<D.5994-j0.1683, :J=0.1307-j0.7716, »3=0.1307-j0.7716,
J,,=0.5994+j0.1683.

® A constellation diagram is a graphical depiction of the signal space diagram for actual signals in a simulation or
experimental scenario. Constellations should ideally look like signal space diagrams with arbitrary amplitude. In
the presence of impairments or noise, the constellation diagram has a shape which is characteristic to the
modulation format but might be much different compared to the corresponding signal space diagram. The
constellation diagram is generated from the eye diagram by sampling the eye diagram and depicting the samples
on an axis. For QPSK, the | and Q signal eye diagrams are sampled at the middle of the symbol period, and the
these samples are depicted on the | and Q orthogonal axes, respectively.
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Fig. 18 PDM-QPSK system with no noise sources and zero IF offset. (a), (b) Eye diagrams of the received
photocurrents at the two outputs of a phase-diversity receiver (X polarization). Dark traces: Ideal eye diagrams;
Lightshade traces: Eye diagrams with random polarization rotation c) Corresponding constellation diagrams
(same color coding as in (a), (b)). Simulation parameters: Electrical fillerB&ssel filter with 0.8 R3-dB
bandwidth; Random polarization rotation;; 13;;=0.5994-j0.1683, 1J=0.1307-j0.7716, »4=0.1307-j0.7716,
J,,=0.5994+j0.1683.
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3. Basic elements of equalization

Most signal transformations in linear optical communications systems can be mathematically
represented by matrix operations [119]. Therefore, linear transmission impairments can in principle be
eliminated by performing inverse matrix operations on the received photocurrent samples. The matrix
elements can be scalars or vectors, their elements constant or time varying, updated according to a
minimization criterion. In this section, we briefly outline the equalization schemes used in the context
of this thesis. For more details see [141]-[143],

An equalizer essentially approximates a discrete inverse impulse response. In matrix form, an
equalizer is written as

W=[w, 1i,j =12 (108)

wherew;; are in general vectors, comprisedkadlements also called the filter tap weights, which can
be written as

w, = (W) (109)

We assume that the equalizer input is a ve¥ter[y,, y-]' whose elements are signal sample vectors
containing k samples each, i.e.,

T .. -
yi=(%[n],....y[n=k+1]) i j=1,2 (110)
The output of the equalizer is simply
Z=W'Y (111)

where,Z = [z, zz]T andz, z are, coplex in general, scalars.

The matrix operation described by (111) can be represented by four FIR filters in butterfly structure,
as shown in Fig. 19. FIR impulse responses are represented as complex-weight vectors.

N g 4
Wi —
[
( K |
| W21 |
L 2 :
7 Wi2 :
' ]
% r z, |
- = w2 -Iz—l"
|
L I :
| | |
| | |
! |
| | :
! | |
: NN
| Tap-weight
e ittty update
algorithm

Fig. 19 General form of a butterfly structured filter; (Abbreviations:yy. signal sample vectors containing k
samples eacl;, z, scalars; w: vectors comprised d&f elements, also called the filter tap weights).
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Matrix estimation can be performed adaptively, sample-by-sample, by minimizing a cost function.
Various cost functions and adaptation schemes have been proposed in the literature, depending on the
application under consideration. QPSK is a modulation format, which has complex symbols with
constant magnitude. Therefore, the constant modulus algorithm (CMA) [141], [144], is well suited for
adaptation, due to QPSK envelope constancy. It is widely studied in the optical communications
literature, mainly because it is insensitive to phase noise and non-zero IF offsets. Using the stochastic
gradient algorithm [141], the recursion for adapting the elemeni¥,dbr the simple case of scalar
elements, can be written as

win+g-wln]+ Y | 20 R - 2§} 2§ R-[ 4 R} (112)

where

,_Efatnr}
Rp_w,u_u. (113)

In the aboved[n] is the transmitted complex symbol at timeu is the algorithm step size, affecting
the algorithm convergence properties, &f}l denotes expectation. For normalized QPSK complex

symbols with unit amplitudeRS):l, i=1,2. Variations of recursion (112) were also used, but will be
described in separate sections.

The CMA equalizer is the method of choice for performing POLDMUX, since its butterfly structure
can emulate the inverse fiber matrix transfer function (100) apart from performing equalization. of ISI.
Using the CMA (or its variants), two DSP schemes were implemented in the context of this thesis,
shown in Fig. 20. The first, depicted in Fig. 20a, uses the CMA (or its variants) as a POLDMUX and
equalizer, and is followed by other processing algorithms. The second, depicted in Fig. 20b, uses the
CMA (or its variants) as a POLDMUX, and is followed by an additional equalizer (based on the CMA
principle), operating on real valued sample vectors, the | and Q demultiplexed photocurrent samples.
Details of the use of this structure will be provided in SectionVIl.5. When using fractionally-spaced
sampling, it should be noted that the equalizer described by (111) performs downsampling to one
sample-per-symbol, since it produces scalar values at its output, regardless of the sample vector size at

its input.
p—— T e 1 p—— e |
¥+ | |
; ) ) ' ! = ova [ i
' | CMA Proc. || ! [ i oo |!
. " roc.
: ADC P x | L, : aoc |y g cMA — — |
> |
| | | | | I Im — T’
| | |
' DSP : I ' l
| ' ' i '
a ¢ ! DT o P |

Fig. 20 Block diagram of the two DSP schemes implemented in the context of this thesis. a) The CMA or one of
its variants is used for both equalization and POLDMUX; b) The CMA or one of its variants is used for both
equalization and POLDMUX, followed by an extra equalization step, acting on the | and Q demulitplexed
samples; (Abbreviations: ADC: Analog to digital converter; CMA: Constant Modulus Algorithm equalizer (or
variant); Proc.: Processing; Re: Real part of a complex sample; Im: Imaginary part of a complex sample).
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4. Polarization combining and polarization demultiplexing

Regardless if SP- or PDM-QPSK systems are used, the received SOP plays an important role on the
relative magnitude and phase of the received photocurrent samples, as indicated by (105) and (106).
To ensure polarization-insensitive reception for SP-QPSK, a polarization-diversity receiver followed
by some sort of polarization combining is needed, in order to produce a single photocurrent,
independent of the polarization rotation experienced in the channel. For PDM-QPSK, polarization
combining is substituted by polarization demultiplexing, in order to separate the two polarization
tributaries. We now describe the various polarization combining and polarization demultiplexing
algorithms used in the context of this thesis.

Polarization rotations alter the transmitted SOP and create the need for polarization combining and
polarization demultiplexing. They can be modeled as a matrix operation on the transmitted electrical

field vectors. The analytic signal representation of the received eIectrid%i‘LeIdan be written as
E.=JE, (114)

whered is given by (100) or (101), anl%lS is given by (98) or (103), for SP-QPSK and PDM-QPSK

systems, respectively. Since the complex photocurrents are proportional to the analytic signal of the
received electric field, polarization combining and polarization demultiplexing can be performed by
estimating the channel’'s complex conjugate transpose matrix, i.e.,

w=J" (115)
where 1 denotes the complex conjugate transpose matrix, which equals the inverse of the matrix for
unitary matrices. The received complex photocurrent vetfof=| i [n] TY[n]]T is transformed

into an output complex vectat[n]=[ z [ %] rﬂT by applying
Z[n]=W [n]i[n] (116)

where\fv[n] is an estimate of (115) for time sampleExtending (116) for more samples, produces an

equation similar to (111), and therefore polarization combining and polarization demultiplexing can be
performed by equalizers.

Various methods have been proposed for estimating the complex filter taps of these equalizers [111],
[148]-[156]. In this thesis, we have concentrated on three of them, namely, a decision-directed
POLDMUX method [111], a POLDMUX algorithm imposing constraints on the acceptable values of
the inverse fiber transfer matrix according to its physical properties, which uses the CMA criterion
[156], and the conventional CMA equalizer structure, which imposes no constraints on the acceptable
values of the inverse fiber transfer matrix [153]. In the following, we describe the three algorithms.
The algorithm performance will be analyzed in Section VI.1.

i.  Decision-directed polarization demultiplexer algorithm [111]

The decision-directed method, attempts to estimate the prQdiwt], which should ideally produce
Q=I, wherel is the 2x2 unit matrix. It uses the iterative formula

W[n+1]=Q*[nwW[n] (117)
Using a small-signal approximation assuming fQad , we can write
QM= -( Q)= +( - [n]) (118)

and use this to produce a new estimét@nJrl] , using the recursion
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W[n+1]=(@ +u(l -Q [n])W [n] (119)

wherey is the algorithm step size parameter. Ma®ixs found by the soft and hard decisions of the
received complex symbols (s&8, as

Q[n]:%Z[n]ZT[n] (120)

where Z[n] is the vector containing the hard decision of complex symB¢Is|, assuming that all
other impairments have been removed (i.e., IF offset, phase noise etc). The factor % ensures that

and

‘det(VAVJ)‘—ﬂ. Improvement in performance was observed when monitc{d&i\/AV[n+ ZI])

preventing it from becoming large, where a value of two was found sufficient after a trial end error
investigation. This algorithm is subsequently referred to as the decision directed POLDMUX.

ii.  Constant modulus algorithm polarization demultiplexer

The CMA, described in Section V.3, can perform POLDMUX, when using single-tap weights. No
constraints are imposed on the acceptable values of the elements of the transfer matrix. For the simple
case of single-tap weights [143], the recursion can be written as

. . i [n]r. 3 N N

vv[n+1]=vv[n]+u[;[n]][zx[n]{l—la[ A7} 2l WA K] (121)
Y

whereu is the algorithm step size and * denotes conjugation. This algorithm will be subsequently

referred to as the CMA POLDMUX.

iii. Constrained constant modulus algorithm polarization demultiplexer [156]

Advantage can be taken from knowledge of the physical properties of the fiber rotation matrix, in
order to reduce the number of independently adjustable parameters of the estimated matrix, which
produces more accurate results and faster estimations in terms of symbols needed for convergence.
The complex conjugate transpose of the fiber rotation matrix (101) can be written as

w(a,g){

and thus, instead of four complex parameters, two real parameters need only be estimated. We have
dropped the sample indexto avoid clutter. Estimates afande, @ and &, respectively, are obtained
in an iterative manner, using

COSx CO% — | Sim sia Sil cas-| cas i
: J 1 (122)

—Sinz COE — | Co®x SiB  CQs CeS| SN i

D[n+1]=D[n]- V&[] (123)

whereDI[n] is the estimated parameter vector define®gs]=[a[n] £[n]]' , « is the algorithm step

size, and the gradie’®&(n) is defined as

v&n] :[ag[n] af_[n]] (124)

oa os

In (123), (124)1n] is the instantaneous cost function defined as

e=(jalilf - R (2l - &) (125)

This algorithm will be subsequently referred to as the constrained CMA (CCMA).

84



iv.  Constant modulus algorithm and constrained constant modulus algorithm for
polarization combining

Both the CMA and the CCMA POLDMUXs can be used in SP-QPSK systems, in which case, only
one of the two outputs are fed to the remaining part of the DSP. A special case of the CCMA
POLDMUX algorithm, applicable only to SP-QPSK systems, was also constructed and tested. The
channel in this case can be represented by a vector, fully defined by two parameters [114], as,

J(0.7)= [COS}( sin;(e"g} (126)
or a vector fully defined by three parameters
J(0,0,7)= [cos;(ej‘g sin;(e"“’} a27)

A similar procedure compared to (123) and (124) is followed for updating the estimated parameters.
v.  Maximal ratio combining for polarization combining

A simple method for POLCOMB, having no analogy in POLDMUX, was proposed in [145], [146],
and is based on the theory of Maximal Ratio Combining [147]. It is assumed that the received state of
polarization is constant over a period of time much larger than the symbol period.

The ratio of the samples is first calculated as

r[n]=ix[n]/i,[n]=A/A = A (128)
and then their average over a large numb&t s§ymbols is found
13
F=—0 129
=52l (129)

For the case whed§| <0.5, an amplitude and phase factor is calculated

™

=1y 7] (130)

n=arg{T}
and a single complex photocurrent, independent of the incoming SOP is formed as
&~ 1 . ) 1
|[n]zﬁ(lx[n]+|r|lY[n]e'”) (131)
When|F|>0.5, we simply use

b 1+ ‘TZ‘
s (132)

n=-arg{T}
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5. Laser phase noise

Phase noise is an unavoidable impairment in coherent optical communications, due to the fact that the
lasers used at the transmitter and receiver side are non-ideal oscillators (Section 1V.1). Depending on
the laser sources used, the laser 3-dB linewidth can vary from a few hundred kHz (ECLSs) to several
MHz (DFBSs).

Fig. 21 shows the evolution of the phase of a free running laser, exclusively due to the laser phase
noise, over a period of 31, for three different 3-dB laser linewidths, 500 kHz, 5 MHz, and 50 MHz,
respectively.

Fig. 21 Evolution of the phase of a free running laser vs time.

In coherent optical systems, the total laser-linewidth x symbol-period product is used as a measure of
laser phase noise, denoted 48ls or, using the symbol rare, as the ratio/Rs. Fig. 22 shows
representative eye diagrams, and corresponding constellations, at the output of the phase-diversity
receiver, for a SP-QPSK system, in the absence of ASE noise and with zero IF, for twd\Cases,

5x10° (corresponding to 500 kHz laser linewidth at 10 GBd — typical value for an ECL)\élac:

5x10* corresponding to 5 MHz laser linewidth at 10 GBd — typical value for a good quality DFB).

Fig. 22 Eye diagrams and constellation diagrams of the received photocurrents at one of the outputs of a phase-
diversity receiver in the presence of phase noise, for a SP-QPSK system. No ASE noise is included and zero
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intermediate frequency is assumed; (a), AB)s = 5x10°% (c), (d) AvTs = 5x10% (Conditions: NRZ pulses,
Electrical filter: 4"-order Bessel with 0.8 3-dB bandwidth, 8 samples per symbol, 5000 symbols).

From the constellations of Fig. 22, it is clear that, if the lasers are free running, the constellation points
will, sooner or later, wander into the neighboring quadrant, causing errors. Fig. 23 shows the OSNR
penalty due to 3 dB laser linewidth at BER =°1fbr a SP-QPSK system, for both receiver
configurations of Fig. 16, the synchronous receiver (Fig. 23a), and the differential receiver (Fig. 23b).
As a reference, the required OSNR for BER 2 d0the synchronous receiver is used, which is the
smallest. The differential receiver exhibits a penalty of approximately 1.9 dB for a zero laser-linewidth

x symbol-period product. However, it can support laser-linewidth x symbol-period products as large
as 3x10 with a penalty smaller than 3 dB (corresponding to a 30 MHz 3-dB laser linewidth at 10
GBd). The synchronous receiver, though beneficial for zero laser-linewidth x symbol-period products,
tolerates orders of magnitude less phase noise. The 3-dB penalty threshold is at a laser-linewidth x
symbol-period product of approximately 1.5%1@orresponding to a 10 kHz 3-dB laser linewidth at

10 GBd, which is practically unobtainable). Thus, the differential receiver dramatically increases the
phase noise tolerance of the system. However, phase noise estimation and compensation is still
essential in phase modulated systems.

Fig. 23 OSNR penalty vs 3-dB laser-linewidth x symbol-period product for SP-QPSK systems using: a)
Synchronous receiver; b) Differential receiver.

A number of phase noise estimation algorithms have been developed for optical coherent
communications systems using digital receivers. A maxiraysosteriorimethod for joint estimation

of phase noise and transmitted symbols was used to evaluate optimal system performance [140], [157].
Due to the inapplicable nature of joint data- and phase-estimation in real-time systems, other methods
have been proposed, estimating data and phase separately. The modulation data must first be removed,
and then some form of additive noise reduction must be performed, while the varying phase noise is
tracked and reduced. Data modulation can be removed using a decision-directed approach (decision
feedback) [140], applying a nonlinearity to the received samples [158], or, recently, by using a
multiplier-free, hardware-efficient algorithm [159]. The decision-directed approach has been used in
[160]-[163]. The only nonlinearity used in the optical communications literature up to nowMstthe

power law [111], [140], [157], [164], [165] (Appendix G). Only recently, the multiplier-free approach
has been considered for hardware efficient designs [166]-[168]. In the remainder of this section, we
describe in detail each algorithm implemented in the context of this thesis.

In the description of all algorithms, we will use as a starting point the same expression for the complex
photocurrent samples, (105). In the absence of IF offset, the complex photocurrent at the output of
each phase-diversity receiver in a SP-QPSK system, or at the output of the POLDMUX in a PDM-
QPSK system, is

iy [n]= lghx Ml gind o By[N (133)

i.  Decision-directed phase estimation

Decision-directed algorithms make decisions about the received modulation symbols, and by assuming
that these decisions are correct, produce a feedback signal to remove the phase noise from the received
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samples. There are two similar approaches to decision-directed phase estimation, both of which are
depicted in Fig. 24. The main difference lies in the sequence of processing steps, as will be made clear
immediately.

The first phase estimation circuit is illustrated in Fig. 24a ([160], [162]). Starting from the complex
photocurrent sample given by (133), an estimate of the phasem@j@e-l] is subtracted from the

incoming complex samplé[n]. For the first sample, an initial guess is needed (usually a complex
symbol with zero phase). The resulting complex sample is

d[n) = @l dtilet) g g (134)
wherep,[n] is a different complex Gaussian noise sequence piminhaving the same varianoﬁﬁ.
Sampled[n]= exp( i, [n]) is a soft estimaf® of complex symbold[n] =exp( g, [n]) . This soft

estimate is fed into a complex symbol decision circuit, which produces a hard &8tichatg. The
decision circuit has a decision function given analytically by

I'(x)=sgn Rex})+ j sgf Irix}) (135)

The complex conjugate of the hard estimate is multiplied by the soft estimate, to remove the data
symbol

a[n] a* [ n] _ é'(ﬂ[”]*&k[”]) é'(Mn["]*Mn["]) n pz[n] (136)
where the asterisk denotes complex conjugation,ping is a complex Gaussian noise sequence,
different fromp,[n] andp[n], with the same varianceﬁ. Assuming that the hard estimaﬁ n] is a
correct approximation of the actual complex symdbh] , the quantity in (136) depends solely on the

noise terms. Its argument is used to estimate the new phase noise sﬂ}g{mi}e, to be used with the

next incoming complex sampfe[n]. The phase noise sample is simply calculated as

Ag,[n]=p arg{d[r] d [ (137)

whereu is the algorithm step size{@<1). (This algorithm is subsequently referred to as Crivelli's
algorithm, after [160]). In practice, the arg{} function need not be computed, since, as depicted in Fig.
24a, it is immediately followed by the complex exponentiation function.

i [n] D) i[n) ) ‘}[”] Decision c;’[n] ir[n] N i[n] ") ‘;,["] Decision d["]
i [7] iy [#]
Conj
i Exp() : (1 i
ad[n-11T e [Arg() |
Arg()
a) z ) e

Fig. 24 Block diagrams of decision-directed algorithms for the estimation and compensation of phase noise. a)
Crivelli’s algorithm [160]; b) Taylors’s algorithm [140]; (Abbreviations: exp(-j ): Complex exponentiation; Z
Single time unit delay; arg(): Complex number argument; Conj.: Complex conjugation; Decision: Complex
symbol decision circuify: algorithm step size).

The second approach for decision-directed phase estimation is depicted in Fig. 24b ([140], [161]).
Again, an approximation of the phase noiﬁén[n—l] is subtracted from the incoming complex
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sample T[n]. The primary difference is that the complex conjugate of the hard estimate of the

transmitted complex symbol is multiplied to thexeivedcomplex sample and not the soft decision,
i.e., the quantity formed is

[[n]d" [n]= ) geabdpr g (138)

. . . . , . )
wherepg[n] is a complex Gaussian noise sequence, different pioijy with the same variance-; .

Assuming that the hard estimate is a correct approximation of the transmitted phase, the new phase
estimateAd, [n] can be directly estimated using the recursion

Ad,[n]= arg{T[n] d'[ n]} (139)

(This algorithm is subsequently referred to as Taylor’'s algorithm, after [140]). Again, in practice, the
arg{} function need not be computed, since, as depicted in Fig. 24b, it is immediately followed by the
complex exponentiation function.

Alternatively, a filtering process can be used in (139) to reduce the impact of additive noise, i.e.,
~ N ~ —~
Ag,[n] :arg{Zi [n]d [n]} (140)

where filtering is performed using a rectangular sliding window of $izéThis algorithm is
subsequently referred to as Savory’'s algorithm, after [161][140]). Again, in practicgrdfie
function need not be computed since, as depicted in Fig. 24b, it is immediately preceded by the
complex exponentiation function. Savory’s algorithm is equivalent to Taylor’s algorithm for N=1.

i.  M-th power law phase estimation

The M-th power law methods for phase estimation rely on the inherent propeirany PSK
modulation formats, that the modulation phase is eliminated if the signal samples are raiséd-to the
th power (Appendix G). If the samples in (133) are raised to the 4-th power, then an estimation of

Ag,[n] can be obtained, as

ag,[n] = argff*[n]} = ag, [n] + m{ (141)

wherem[n] is a noise process whose statistics are described in Appendix G. However, the process of
computing thearg{} of a complex number introducgshase ambiguitand the phase estimates require
unwrapping(Appendix H). Thus, the phase sequence described by (141) will be replaced by a new,
unwrapped one

A&#nwrap[n] — A&n [n] + % p (142)

where factor p is defined in Appendix H. Unfortunately, unwrapping is a highly non-linear procedure
and in the low OSNR or large phase noise regions, is prone to cycle slipping, i.e., phase slips of
magnituden/2, also called phase jumps, which are undetectable in QPSK because constellation points
differing by n/2 are stable operating points, and thus lead to errors. Two unwrapping procedures were
implemented, a rudimentary and a complex one, in an attempt to reduce the number of cycle slips
(Appendix H).

The first method implemented for phase estimation usingyittie power law, is the FIR filter method
[140], [157], [164], [165]. Its block diagram is presented in Fig. 25. The incoming samples are raised
to the 4-th power, and the argument is extracted and unwrapped. The unwrapped phases are passed
through an FIR filter
Agz?“”fm'ap[n] = Aé:”w'ap[n] W | (143)

n,
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where ® denotes convolution, ang[n] is the filter transfer function. The filter has a finite delay

and thus the incoming samples are buffered for the same delay. The filtered samples are passed
through a complex exponentiation module and multiplied to the corresponding input sample, thus
removing the estimate of the phase noise. The FIR filter is a lowpass filter, which smoothes out the
additive noise, while tracking the varying phase.

Ad, gy [n] A [n-A]
' )l FIR I

Fig. 25 Block diagram of the M-th power filter method; (Abbreviations: exp(-j): Complex exponentiafiod; Z
time units delay; arg(): Complex number argument; Unwrap: Phase unwrapping; FIR: Finite impulse response
filter).

The best linear estimate oifq;n[n] that can be made is by applying a Wiener fiIterAt,ﬁ:’”W’ap[n]
[157], [140]. There are two kinds of Wiener filters that can be considered, zero-lag (causal) filters,

unwrap

which make estimates foﬂsgz;n’mt n| based on aqu:nwrap[n] up to, and including, the-th sample,

and a finite-lag (non-causal) filters, which look up to the synmﬁl”wrap[mr D] in the future, where

D is a positive integer. Finite-lag filters are expected to give better results because they look forward
in time byD symbols, as well as looking into the infinite past. It is trivial to cope with the non-causal
nature of the finite lag filter in the digital domain, providBdis kept small, by buffering the

unwrapped phasesqz:”wra”[n] for an extraD samples. Of course a practical filter can not use an

infinite number of previous samples so the filter transfer fraction has to be trunchtedefficients.
The transfer function was found to be

win]= A(d (- n-1]+ B ¢ ) (144)

where u[n] is the unit step function and, o, b are coefficients defined by the following set of
equations

o
a-b

a:E(szm)
(241 -T\T+4)

A

(145)
b=

qQ NIk N

r=—

2|

and O',i is the variance of noise procesgn] (Appendix G). Due to the unknown details of the

statistics ofm[n] in the wide range of OSNRs and 3-dB laser linewidths studied in the context of the
Monte Carlo simulations, values for paramaterere taken from a list of possible values and the
value of the best result was kept. Fig. 26 shows the impulse response of the Wiener filter for a number
of valuesr and in the case whelN=15. Fig. 26(a) — (c) show the impulse response of a causal filter,
for r=10, r=1, r=0.1, whereas Fig. 26(e) — (g) show the impulse response of a non-causal filter, for
r=10,r=1,r=0.1. In all subsequent analysis, the non-causal filter impulse response was always used,
since small delays were used. Various approximations of the Wiener solution were investigated. In
[164], an approximation using coefficients corresponding to binary numbers was used (hardware
efficient). In [111] an integrate and dump filter was used as an approximation. All approximations are
compared in Section VI1.3.
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Fig. 26 Impulse response of the Wiener filter for N=15. a) causal filterrwitB; b) causal filter withi=1; a)
causal filter withr=0.1; d) non-causal filter with=10; e) non-causal filter with=1; f) non-causal filter with
r=0.1.

The second method for estimating the phase noise based dMtthgpower law is a block phase
estimation method. The phase noise in a block of samples is estimated and the same estimate is
removed from all the samples in the block. The incoming samples are bufferd€l limdoks, each
containingN samples, as shown in Fig. 27a. Each block aglamples is processed as shown in Fig.

27D, for thek-th block. The samples are raised to the fourth power to remove the modulating data.
Then, the samples are summed, a form of filtering, and the argument of the result is extracted and
quartered, in order to inverse the raising to the 4-th power operation, producing

A;;:““zzllarg{ % i”‘[n]} (146)

n=(k-1) N+1

The phase estimate is an approximation of the average phase of all the samples in the block.

Unwrapping must be performed between the phase estimates of neighboring blocks, which is however
less prone to errors compared to unwrapping the phases of all samples in the block. As shown in
Appendix G, the raised to the 4-th power samples contain an additive noise portion apart from the
phase noise. Intuitively, large block sizes are preferable in low OSNR and small phase noise regimes,
when the additive noise is dominant, since the filter filters out the additive noise. In contrast, large

phase noise requires small filter lengths, since the overall phase will vary substantially in the block

length, rendering the phase estimate inaccurate.

A detailed analysis of the performance of all aforementioned algorithms is provided in Section VI.3.
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Fig. 27 Block diagram of the block phase estimator; a) Block diagram of the MUX-DMUX unit; b) Detailed
block diagram of the processing unit; (Abbreviations: exp(-j): Complex exponentiation; arg(): Complex number
argument; Unwrap: Unwrapping process).
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6. Intermediate frequency offset

Phase-diversity receivers are quadrature downconversion receivers [169]. They are the equivalent to
multiplying the incoming signal with a complex exponential whose frequency is the frequency of the
local oscillator. Multiplying a real signal with a complex exponential, and subsequent baseband
filtering, results in downconverting only one side of the bilateral power spectral density (PSD) of the
modulated signal, to baseband. The other side experiences infinite attenuation. In the time domain, the
in-phase and quadrature components of the phase modulated signal are preserved in the generated
photocurrents. This process is better illustrated in Fig. 28.
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Fig. 28 The result of mixing a real signal with a complex exponential (Copied from [169].)

A non-zero carrier frequency difference between the received signal and the signal of the local
oscillator results in translating the signal power spectral density to the intermediate frefgiency
rather than to baseband. In addition, an image spectral component from the unwanted side of the
received bilateral PSD is translated fp. -This distorts the total received PSif < R, introducing

penalty in system performance. In Fig. 29, the PSD of the received complex photocurrent at the output
of a coherent phase-diversity receiver is shown, for a QPSK modulated signal. The signal has 1 GBd
symbol rate. The light-colored (green) PSD corresponds to a zero IF offset, whereas the dark-colored
(red) PSD at the background, corresponds to a 2.5 GHz IF ofifset 2.5 Rg). The central lobe,
residing around the baseband in the ideal case, is translatge itothe latter case. The existence of

an IF offset affects the electrical low pass filter optimal bandwidth characteristics. If the IF offset is
larger than the symbol rate, then a bandpass filter, rather than a low pass filter, is needed.

For symmetric PSDs, and in the case whgre< Rs, as can be expected in practical systems which

will have some form of frequency control, the impact on the signal spectrum is negligible. However,

in QPSK, the IF offset also affects the instantaneous phase of the phasor reconstructed at the receiver,
by introducing a constant phase offset per sample. This offset causes the absolute value of the phase of
the phasor to increase or decrease monotonically, as a linear function of time. As a result the complex
sample phasor rotates constantly upon the complex plane, with a rate proportional to the IF offset,
leading vey fast to erroneous phase decisions at the demodulator. Fig. 30 shows a representative eye
diagram, and the corresponding constellation, at the output of the phase-diversity receiver, for a SP-
QPSK system, in the absence of any noise source, for the cdge®@01 R, The constellation
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diagram is circular. From the constellation in Fig. 30, it is clear that, as in the case of laser phase noise,
sooner or later, the constellation points will fall into wrong quadrants, causing errors.
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Fig. 29 Power Spectral Density (PSD) of the received complex photocurrent at the output of a coherent phase-
diversity receiver is shown, for a QPSK modulated signal, for two different IF offsets. Light-colored (green)
PSD: zero IF offset; Dark-colored (red) PSD: 2.5 GHz IF offset, correspondipgta.5Rs.

Fig. 30 Eye diagram and corresponding constellation diagram of the received photocurrent at one of the outputs
of a phase-diversity receiver, in the presence of an IF offset equal to £.0lb Roise sources are included,;
(Conditions: NRZ pulses, Electrical filter"4rder Bessel with 0.8 3-dB bandwidth, 8 samples per symbol, 5000
symbols).

In coherent optical systems, the total IF offset x symbol-period product is used as a measure of the IF
offset, denoted &% Ts or, using the symbol rare, as the rditRs. Fig. 31 shows the OSNR penalty at

BER = 10° for a SP-QPSK system, for both receiver configurations of Fig. 16, the synchronous
receiver (left), and the differential receiver (right). As a reference, the required OSNR for BER = 10
of the synchronous receiver is used, which is the smallest. The differential receiver can support IF
offset x symbol-period products as high as 0.02 with penalty smaller than 3 dB (corresponding to 200
MHz IF offset at 10 GBd). Using the synchronous receiver, though beneficial in the case of zero IF
offset x symbol-period products, tolerates orders of magnitude less IF offset. The 3-dB penalty
threshold is at an IF offset x symbol period product as small as §safiesponding to 8 kHz IF

offset at 10 GBd). Thus, the differential receiver dramatically increases the IF offset tolerance of the
system, although IF offset estimation and compensation is still essential in phase modulated systems.

Depending on the relative value of the IF offset with respect to the symbol rate, optical systems are
classified into three categories: i) homodyrig=0) ii) heterodyne f> Rs), and iii) intradyne
(0<fr<Ry). In the heterodyne case, the IF offset should be removed before channel synchronization, let
aside any impairment mitigation and DSP [171]. Contemporary coherent optical QPSK systems are
expected to havér=0 with the use of some sort of automatic frequency control (AFC), so any
residual IF offset will be caused by non-ideal estimation operation of the loop control algorithm [172],
[173]. Thus, these systems will be considered intradyne systems, and some sort of IF offset estimation
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and compensation algorithm will be needed. Various algorithms for IF estimation and compensation
exist in the digital communications literature [171], [174], and some of these have been adapted in the
optical communications literature. More recently, new algorithms have been proposed, specifically for
optical communications [175]—[179].
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Fig. 31 OSNR penalty vs IF offset x symbol period product for SP-QPSK systems using the synchronous
receiver (left) and the differential receiver (right).

In the context of this thesis, we have implemented three IF offset estimation and compensation
algorithms, the phase increment algorithm [171], [175], as well as the Tretter and Key algorithms (see
[174] and references therein). In the following, we describe in detail these algorithms.

In the description of all algorithms, we will use as a starting point the same expression for the complex
photocurrent which was given in (105). The complex photocurrent at the output of each phase-
diversity receiver for a SP-QPSK system, or at the output of the POLDMUX in a PDM-QPSK system,
assuming non-zero IF offset, is

fo[n] = e tlgocizetarts 4 p 0] (147)

i.  Phase Increment algorithm

The phase increment algorithm is based on the fact that the phase difference between two consecutive
samples in (147), due exclusively to the IF offset, is constant. Neglecting additive noise, this phase
difference is easily found by taking the argument of the product of one sample with the complex
conjugate of the previous sample, raised to the fourth power

%arg{(f[n]i”‘ [n-1))'} = 2¢ 1T, + A, - A, [n-1] (148)

Since Ag,[n]-Ag,[n-1] is a zero-mean Gaussian random variable (see (107)), averaging over a
large numbetL of samples, largely eliminates phase noise, giving a direct estimiagteesipressed as

f,. zzﬁi_r?l‘rarg{ 3 (F[n]i [n—l])4} (149)

The larger the block sizk, the better the estimate, provided that the intermediate frequency offset
remains constant. The block diagram of the phase increment algorithm is shown in Fig. 32.
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Fig. 32 Block diagram of the phase increment algorithm for estimating the IF offset; (AbbreviatioSsngle
time unit delay; arg(): Complex number argument; Conj.: Complex conjugation).

ii.  Tretter and Kay estimation algorithms

The estimation algorithms proposed by Tretter and Kay are least-squares estimators [174]. The
concept behind Tretter's algorithm is to follow the ever growing trajectory of the signal phase, as a
function of time, at the output of the fourth order nonlinearity, removing the modulation data, and
estimating its slope, which is directly proportional to the IF offset. It holds that

—arg{ *[n]} = 2rfenT +Ag, [ 1] (150)

This phase increases (or decreases) without bound (monotonically) over time. Thus (150) can be
viewed as noisy samples of a linear function whose slogefids. Clearly, estimating the slope of

this line amounts to estimating the IF offset, for the two quantities are proportional. The phase
produced from (150) however, is a wrapped phase, and thus, phase unwrapping is needed before a
correct estimation is made. In order to achieve a least-squares solution to the problem over a number
of L samples, weight coefficients are used to estimate the slope. Tretter's algorithm is summarized in
the following set of equations

F 27rT 4 " arg™ ([ n]} (151)
where
M BZL4D o (152)
|_(|_2—1)

Kay's algorithm is, mathematically, equivalent to Tretter's algorithm [174], only it is much simpler,
since it avoids unwrapping. Kay’s algorithm is summarized in the following set of equations

" T 42 arg{( ]T*[n—l])4} (153)
and
o GK(LK)
=T <k<L-1 (154)

IF offset compensation is performed by multiplying the received sample sequence with a continuously
rotating phasor whose frequency equals the estimated IF offset, i.e.,

i"![n] — e—iZ;zf,FnTS (155)

After IF offset compensation, the discrete time symbol sequence has the form

iy [n]= 1M ttgirteizetaTs o ] (156)
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A

where f, = f. — f is the remaining intermediate frequency apd is a different complex Gaussian
noise sequence fropin] having the same varianeﬁ;.
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7. Quadrature Imbalance

The general form of the | and Q photocurrents for a SP-QPSK system, at the output of any phase
diversity receiver, are given in (96). In the general case, they are of different magnitutigs ig.,

and have different phase deviations from the ideal, &&#0° i.e., the photocurrents are not in
guadrature. These non-idealities are often called amplitude and phase mismatch respectively, and are
also known in classical communications as quadrature imbalance (Ql), or I/Q mismatch [169], [170],
[180].

QI affects the downconverted signal spectrum at the output of the quadrature downconversion
receiver. Fig. 33 illustrates the impact of QI on the received signal spectra (Appendix I). The mirror

image of the unilateral spectrum, which would ideally experience infinite attenuation, now experiences
finite attenuation (Fig. 33a), and is added to the desired unilateral spectrum, distorting the received
PSD (Fig. 33b). For zero IF offset, and symmetrical spectra, QI has no impact on system performance.
For non-zero IF offsets, or non-symmetric spectra, QI causes PSD aliasing, and affects system
performance.

Fig. 33 Spectra of the received signal at the phase-diversity receiver output. a) Intermixing of the image signal
(light shade, or blue) and the desired signal (dark shade, or red) results in a distorted spectrum; b) The resulting
distorted signal.

For symmetric PSDs, and in the case wHgre< Rg, the impact on the signal spectrum is negligible.
However, in QPSK, QI affects the phasor reconstructed at the receiver, causing penalty in system
performance. The photocurrents at the output of the phase diversity receiver can be written as

i (t)=1, +, Co{(p(t)+€}
ig(t)=1g+1 gsin[ ot )-5]

whereg(t) is the common phase term containing the modulation phase, the IF offset, and the phase
noise. The complex signal formed at the input of the DSP can be expressed, after some effort
(Appendix J), as

(157)

T()=(1, +il o)+, [K €04k , &0 ] (158)
where

K= e 1 11, )¢

1

| | (159)
K,=oe” [1—( |qp/|ip)el(”5)]
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Fig. 34 shows typical eye diagrams and the corresponding constellation diagrams for the | and Q
photocurrents at the output of the phase-diversity receiver of a SP-QPSK system, in the absence of
noise and IF offset, in the ideal case (Fig. 34a), in the presence of amplitude mismatch (Fig. 34b), and
in the presence of phase mismatch (Fig. 34c). The received constellation diagrams are distorted.

Fig. 34 Received eye diagrams and the corresponding constellation diagrams for various cases of QlI, at the
output of the phase diversity receiver of a SP-QPSK system. a) Ideal system; b) Amplitude mikgratéh (
lqp); €) Phase mismatchi£20°,¢=0°).

In the presence of IF offset, the constellation points will rotate and will form an ellipse instead of the
circular constellation, typical for QPSK systems (Fig. 30). Especially for PDM-QPSK systems, the
received constellation, which ideally contains up to 16 points (Fig. 18), will form up to four concentric
ellipses, as can be seen in Fig. 35.

QI affects the performance of all DSP algorithms and thus deteriorates system performance. Fig. 36
shows the impact on the form of the constellation diagrams at various stages of the digital coherent
receiver, for a PDM-QPSK system with amplitude mismatgh(.6 |,,) and phase mismatck<30°,

£=0°). Blue dots correspond to zero IF offset whereas gray lines correspond to the case where the IF
offset is non-zero. Fig. 36a depicts the constellation at the output of the phase-diversity receiver, Fig.
36b depicts the constellation at the output of the POLDMUX, and Fig. 36¢ depicts the constellation at
the output of the phase estimation and compensation module. System performance is degraded by the
fact that all algorithms assume that the photocurrents are orthogonal.
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Fig. 35 Received constellation diagram at the output of a phase-diversity receiver for a PDM-QPSK system, in
the presence of both amplitude mismatigl¥0.61,,) and phase mismatch<30°, =0°). Dots: Constellation in
the absence of IF offset; Solid lines: Constellation in the presence of IF offset.

Fig. 36 Constellation diagrams at various stages of the digital coherent receiver, for a PDM-QPSK system with
amplitude mismatchli;=0.6 |4;) and phase mismatch=30°, ¢=0°). Dark shapes correspond to the case where

the IF offset is zero, whereas light-shade lines correspond to the case where the IF offset is non zero. a) the
constellation at the output of the phase-diversity receiver; b) constellation at the output of the POLDMUX; c)
constellation at the output of the phase estimation and compensation module.

In order to thoroughly investigate system performance when QI is left unattended, for a large number
of combinations, we used the semi-analytical method for evaluating system performance (Appendix
C), for a SP-QPSK system. The model of a 2x4 90° optical hybrid was used (Appendix E), and the
explicit impact of each adjustable parameter of this hybrid was investigated in two cases. More
precisely, the phase mismatch caused by non-ideal phase:shifig was examined, in the first case

in conjunction with non-ideal 3-dB coupler coupling coefficiantsx,, az, anday, and in a the second

case in conjunction with non-equal responsivilesR,, Rs, andR,. Fig. 37 shows the OSNR penalty

at BER=10 for a number of cases. As seen in (159), the phase mismatch depends on the s of

0, thus a total phase mismatch is calculate ag + 6. For each value &, twenty combinations of

and o were used. Responsivity deviation was calculated as the ratio between the responsivities of a
balanced photodetector, i.d% / R.. The 3-dB coupler coupling coefficient was varied from its
nominal value of 0.5. All 3-dB couplers at the input of the hybrid (signal splitting couplers) and output
of the hybrid (signal combining couplers), were investigated separately. No noise source was included,
and thus no compensating algorithms were used.

From Fig. 37, it can be seen that penalties can routinely exceed 3 dB, even for relatively small
deviations from the nominal settings. Phase mismatch is the most influential impairment. Non-ideal
signal combining couplers affect system performance less than non-ideal signal splitting couplers.
Though amplitude mismatch can be effectively reduced by using an automatic gain control (AGC) at
the output of the photodetectors, phase mismatch is a much more subtle imperfection for QPSK
modulation, and needs dedicated compensation.

A number of QI compensation algorithms have been developed for optical communications systems
using digital coherent receivers. A QI estimation and compensation method based on the geometric
properties of the received constellation diagram was first proposed in [129], used in the analysis of
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experimental results in [181], and described in more detail in [182]. In [183], a Gram-Schmidt
orthogonalization procedure was proposed (adapted from)[ld1grthogonalize the non-orthogonal
photocurrents due to Ql. A simpler variant of this method, addressing only phase mismatch, was
proposed in [184]. Finally, in [185], [186], a dedicated, blind, adaptive QI compensation scheme,
based on the constant modulus algorithm (CMA) was proposed. We now describe these algorithms in
more detalil.

Fig. 37 OSNR penalty at-10° for various settings of the optical hybrid and BPDs. (a) Combination of phase
mismatch and BPD responsivity ratio deviation; (b) Combination of phase mismatch and coupling coefficient
values (Circles: Non-ideal output couplers, Triangles: Non-ideal input couplers).

i.  Ellipse fitting estimation

The discrete counterpart of (157), when sampled once per symbol, at the center of the symbol period,
can be re-written as

i, [n]=1, +1, coq @[n])

io[N]=16+1 gsin(w[n]+6) (160)

wherew[n]=¢[n]+ ¢ andd = e+J. The pair of parametric equations (160) generates an ellipse when
plotted on a x-y diagram [187]. This is also true in the case of PDM-QPSK systems when sampled
once per symbol, at the center of the symbol (Fig. 35).

The amplitude and phase mismatch are directly related to the ellipse quadratic equation parameters. In
particular, the ellipse center is related to the DC offset, the ellipse maximal points are related to the
amplitude mismatch, also denoted/as,/lq, and the ellipse rotation angle is related to the phase
mismatchd. By fitting the ellipse to a quadratic equation, estimatdg &f, A andé are produced, i.e.,

l,, iy, 4 andé, respectively [188]-[191] (Appendix K).

Having obtained these estimates, QI compensation can be performed, using an orthogonalization
procedure which transforms the ellipse back to a circle (Appendix L), [192]. Starting from the

received photocurrent vectofn] =i [n] i [n]]T , first, the DC offset is removed, producing a vector

with no DC-offset,| oc_r[N], @s
i [n]—1
IDC—free[n] =[.| [ ] ’l\ ] (161)
io[n] -1

Subsequently, the DC-free photocurrent samples are scaled and rotated into a ner\['B]:,tor
whose elements are orthogonal, using a 2x2 matrix, formulated as
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lo[n]= ( O) bc- free 1] (162)

where

E=1"codé
. S( ) (163)
P=—4"sin(4)
This algorithm is subsequently referred to as the ellipse-fitting algorithm.
ii.  Constrained CMA

Removing the DC components from (157), e.g., by using a DC block module, enables us to rewrite
(157) in matrix form, as follows:

| =M, (164)

where I =i, (t) iq(t )]T is the received photocurrent vectog, = [ cosp(t) Sirrp(t)T is the desired
quadrature component vector, avids a 2x2 real mixing matrix representing Ql, given by

I cose -l sing
= P ® 165
M (— a sino I co&i] ( )

Thus, the effects of QI can be removed, by finding an estimateof the inverse matrix

-1 l
M = sep| ® 0% o " sine (166)
l,"sing |, cose

Neglecting the multiplication factor sély(we set the expression of the equalizer matrix as

-1 1
Ifcoss | sng (167)

Wl e 8)=| " .
(o1 p:2:5) (Iiplsm& I1c039

The CMA is used to estimate parametgyslq, & J by minimizing the instantaneous cost function
&[n]=¢€[n, wheree[n=15[n1,[ - Ris the error functionR is the sum of the average optical

signal and noise powers (usually normalized to unity), fa@[uh] is the estimate of the desired
quadrature component vector, found by

To () =W (7, [, Ty [n]. &[] [l [ ] (168)
In order to produce estimate% [n],fqp[n],é[n],é[n], we define the array of estimated parameters

Z[n]= [ o [N T[] &[] 3] H , and use the stochastic gradient algorithm for its update [141], i.e.,

Z[n+1]=z[n]- e (169)
where
o1 1 <

andu is the algorithm step size. The independently-adjustable parameters can be further reduced, e.g.,
by settinge or 6=0°, or usingl instead of separately calculating and I, However, these
simplifications add a small penalty as will be seen in Section VI.5. This algorithm is subsequently
referred to as the QI CCMA.
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iii. Gram-Schmidt orthogonalization

In [183], a mixing-matrix approach is also used to compensate for QI. The difference is in the idea
behind calculating the elements of the matrix. The in-phase component of the received photocurrent
vector is first scaled to unit energy, forming a new vector

O] [i. nl/ VR ]

(171)

i [n]

wherep = E{iﬁ[n]} .The projection of the normalized in-phase component is then subtracted from the
quadrature component, by multiplying (171) with

(172)

W 1 0
-e/VR
producing an intermediate vector

O[] = W [n)/VR }:[if[”]]
o L[nl—i.[nl/e an 73

where p =E{i [n]i,[n]} is the correlation coefficient. Finally, the quadrature compongm] is
normalized to unit energy, and the desired quadrature component vector is formed as

o] =[ié [;][/nj%] (174)

where PQ,=E{ig[n]}. This algorithm will subsequently be referred to as the Gram-Schmidt

orthogonalization algorithm.

A similar approach is used in [184]. As in the previous case, it is assumed that the received in-phase
signal exists solely on the in-phase axis, whereas the received quadrature signal is split into two
components, one on the in-phase, and one on the quadrature axis. By using simple trigonometry, it can
be shown that

sin@ coY

I[n]=[ too }Q[n] (175)

wheref is the quadrature error angle, as defined in Fig. 38.

It is straightforward to calcula# by using time-averaged operations, since it is easy to show that
sing = E{i, [n]i, [n]}/E{i? [n]} (176)

Thus, |Q can easily be found by finding the inverse of the matrix in (175), as

1 0
lo[n]=| =sine 1 |I[n] a77)
cosd  co¥

This algorithm will not be used in the remains of this thesis, due to its similarity to the Gram-Schmidt
orthogonalization.

It has been shown, that all aforementioned algorithms are also suitable for PDM-QPSK systems.
However, not all are suitable for both kinds of sampling, i.e., both symbol-spaced and fractionally-

spaced [186]. The ellipse fitting algorithm can estimate the ellipse parameters successfully in the case
of PDM-QPSK and symbol-spaced sampling, since the constellation is the concatenation of ellipses
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(Fig. 35). However, in the case of fractionally-spaced sampling, the received constellation does not
have an ellipse-like shape and the algorithm fails. On the contrary, the effect of QI can still be
described by a mixing matrix, since QI is a characteristic of each phase-diversity receiver and not of
the received signal. Thus, the QI CCMA and the Gram Schmidt orthogonalization algorithms work
perfectly both for PDM QPSK signals, and for fractionally spaced sampling.
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Fig. 38 A two-dimensional representation of two non-orthogonal signals at the output of the 90° optical hybrid.
The in-phase signal exists solely on the in-phase axis, whereas the quadrature signal does not exist solely on the
quadrature axis, but can be described as a function of signals existing on both axes and @an /sngkted

from [184].)
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8. Distortion due to low LO power

Optical 90° hybrids produce linear superpositions of the electrical fields of the received signal and the
signal of the LO. They are followed by photodiodes, which produce the photocurrents that convey all
phase and amplitude information of the modulated optical signal. The photocurrent amplitudes (see
(94) for 2x4 90° optical hybrids, and (95) for 2x2 90° optical hybrids), depend on signal power,
which, in general, is a function of time, since it depends on the transmitted pulse shape (see Fig.
10).When single-ended detection is employed, a time-dependent DC offset survives, ideally cancelled
when balanced detection is incorporated. When balanced detection is not a choice, this distortion is
mitigated by using a large LO-to-signal power ratio (LOSPR), which, is reportedly around 20 dB [44],
[68].

Fig. 39 shows the impact of inefficient LO laser power on the received signal eye-diagrams and
constellations, for the case of a PDM-QPSK system exhibiting random polarization rotation, and a
non-zero IF offset. Fig. 39(a)-(c) correspond to LOSPR=20 dB, whereas Fig. 39(d)-(f) correspond to
LOSPR=0 dB. Apart from the photocurrent amplitude being one order of magnitude smaller in the
latter case, the constellation is severely distorted. The otherwise concentric constellations gf Fig. 18
become eccentric circles.

Fig. 40 shows the OSNR penalty at BER =*18 the LOSPR for a PDM-QPSK system with ASE
noise and a random polarization rotation. A CMA POLDMUX is employed with N=1 filter tap
weights. It can be seen that the LOSPR must be larger than 16 dB for negligible system penalty.

In order to combat this distortion, the algorithm adopted in [92] is employed. Approximations of the
signal-dependent DC offset and LO-dependent DC offset are obtained, denotédi as
respectively, using averaging operations.

Initially, an estimate of the LOSPRg/Ps is needed. It is also assumed tRay/Ps = I./1 . The

photocurrent samples are considered as the sum of a time-varying signal-dependent term and a
constant LO-dependent term, as

i, [n]=T0 +Is[n]+ig[n]+1 ,coqe[n]) 178)
o[N]=To+Is[n]+7gn]+1 sin(e[n])
where Ts[n] is the AC photocurrent component due to the received signal. It is then assumed that

U DRI DU R

e (179)
if[n]+i5[n]=414l
An initial estimation for the LO-dependent DC offset is
-3 TR (180)
2\ P
This is used to obtain an initial estimation of the signal-dependent AC photocurrent
. iZ[n]+i2[n]=i2[n]+iZ[n
iél)[n]:'[] Q[]_I[] Q[] (181)

41,

Despite of the simplicity of this algorithm, it has been successfully used in the analysis of
experimental results (Section VII).
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Fig. 39 PDM-QPSK system with no noise sources and zero IF offset. (a), (b): Eye diagrams of the received
photocurrents at the two outputs of a phase-diversity receiver (X polarization) for LOSPR=20 dB; (c):
Corresponding constellation. (d), (e): Eye diagrams of the received photocurrents at the two outputs of a phase-
diversity receiver (X polarization) for LOSPR=0 dB; (f): Corresponding constellation. (Simulation parameters:
Electrical filter; 4"-order Bessel filter with 0.8 &3-dB bandwidth; Random polarization rotatiog=0.5994-

j0.1683, J,=0.1307-j0.7716,24=0.1307-j0.7716,,3=0.5994+j0.1683).
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Fig. 40 the OSNR penalty at BER =10s the LOSPR for a PDM-QPSK system with ASE noise and a random
polarization rotation. A CMA POLDMUX is employed with N=1 filter tap weights. (Simulation parameters:
Electrical filter; 4"-order Bessel filter with 0.8 &3-dB bandwidth; Random polarization rotatiog:=0.5994-
j0.1683, J,=0.1307-j0.7716,,J=0.1307-j0.7716,,J=0.5994+j0.1683).
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VI. Simulation results

In this section, we analyze various aspects of the performance of coherent optical communications
systems using the simulation setup described in Section IV. 5, and the algorithms described in Section
V.

1. Performance of polarization combining and polarization demultiplexing
algorithms in the presence of ASE noise

In this section we compare the performance of various POLCOMB and POLDMUX algorithms, for
SP-QPSK and PDM-QPSK systems, in the presence of ASE noise (Section V.4). The OSNR is
measured at a 0.125 Resolution bandwidth (Appendix M).

Fig. 41a shows a representative eye diagram at the output of a phase-diversity receiver, for a SP-QPSK
system, at 13 dB OSNR. Fig. 41b shows the corresponding constellation diagram. Additive noise
uniformly increases the size of the constellation points, giving them a disk like shape. Extremely noisy
points will lie well outside the main part of the disk, and if they cross the thresholds, will cause a
symbol error. Differential detection and Gray decoding can reduce the overall bit error rate.

Fig. 41 a) Eye diagram at one of the outputs of the phase-diversity receiver, for a SP-QPSK system;. b)
Corresponding constellation diagram. The OSNR is 13 dB. No phase noise is included and a zero IF offset is
assumed.

Fig. 42 shows the BER vs SNR per bit, calculated using Monte Carlo simulation, in a SP-QPSK
system, with solely ASE noise included, for the synchronous receiver (Fig. 16a) and the differential
receiver (Fig. 16b). The electrical filter is %-drder Bessel filter with 3 dB bandwidth equal to B&S

It can be seen that differential detection, though beneficial in terms of removing uncompensated phase
noise (Section V.5) or IF offset (Section V.6), incurs a 2.3 dB penalty on system performance. This is
due to the fact that subtracting the noisy samples, as done in the differential receiver prior to complex
symbol detection, doubles the noise variance, thus deteriorating system performance. The theoretical
BER vs SNR per bit curve calculated using the semi-analytical method for an ideal QPSK system
(Appendix C), is also included for comparison. The 1 dB penalty between the performance calculated
by the semi-analytical method and that counted by Monte-Carlo simulation is attributed to the
simplifying assumptions in the former method, compared to the real-system models incorporated in
the latter.

From this point, we will focus our attention on the differential receiver, unless otherwise stated, in
order to investigate the possibility of gaining better performance compared to the 1.9 dB seen in Fig.
42. Fig. 43 shows the required OSNR for BER’ 18 the electrical filter 3-dB bandwidth, expressed

as a fraction oRs, for a SP-QPSK system, calculated using Monte-Carlo simulation, for a number of
POLCOMB cases. The electrical filter used is"sodder Bessel filter. The optimal filter bandwidth

for such a high BER is found to be approximately Rs5An ideal SP-QPSK system is one with no
polarization rotation, thus needing no POLCOMB. All other POLCOMB cases correspond to a
constant polarization rotation over the simulation time window. We observe that the MRC achieves
optimal SP-QPSK system performance for all filter bandwidths. The CCMA has a small penalty
compared to the ideal, whereas the CCMA algorithms adapted for a SP-QPSK system achieve optimal
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SP-QPSK performance only for the optimal filter bandwidth (SectionV.4.iv). It is important to note,
that the CMA algorithm performs approximately 2.3 dB better than the ideal SP-QPSK case, achieving
performance close to the same system when using synchronous detection. This is attributed the ability
of the CMA to successfully remove the ASE noise term, common in both complex photocurrents,
effectively mitigating the effect of differential detection before complex symbol estimation. Also
important, is the fact that a CMA-based POLCOMB with more than one tap per FIR filter, can remove
ISI due to tight LPF filtering, achieving good performance for electrical filter bandwidths as small as
03 R
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Fig. 42 BER vs SNR per bit, calculated using Monte Carlo simulation, in a SP-QPSK system, with ASE being
the only noise source, for the two detection techniques shown in Fig. 16. (Symbols: Diamonds: Differential
detection; Squares: Synchronous detection; circles: Ideal system performance calculated using a semi-analytical
method).
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Fig. 43 Required OSNR for BER $@s electrical filter 3-dB bandwidth for a number of polarization combining
cases, for a SP-QPSK system. (Simulation parameters: Electrical fiftesrddr Bessel filter; Random
polarization rotation: J=0.5994-j0.1683,,4=0.1307-j0.7716,,J=0.1307-j0.7716,,3=0.5994+j0.1683).

Fig. 44 shows the required OSNR for BER®*)\& the electrical filter 3-dB bandwidth for a PDM-
QPSK system, expressed as a fractioRgptalculated using Monte-Carlo simulation, for a number of
POLDMUX cases. The electrical filter used is again"sodtler Bessel filter. The optimal filter
bandwidth for such a high BER is found again to be approximately £.5He CMA POLDMUX

with more than one tap can remove the ISl incurred by tight LPF filtering, achieving good
performance for electrical filter bandwidths as small as 0s3 TRe simple CMA and CCMA
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algorithms have identical performance. Contrary to the SP-QPSK case, no algorithm achieves
performance identical to that of the synchronous receiver.
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Fig. 44 Required OSNR for BER T@s electrical filter 3 dB bandwidth for a number of POLDMUX cases, for
a PDM-QPSK system. (Simulation parameters: Electrical filt8rordler Bessel filter; Random polarization
rotation: 4,=0.5994-j0.1683,,J=0.1307-j0.7716,,J=0.1307-j0.7716,,3=0.5994+j0.1683).

Fig. 45 shows the BER vs SNR per bit waterfall curves calculated using Monte-Carlo simulation, for
the optimum electrical filter bandwidth found above, i.e.R5or both the SP- and the PDM-QPSK
systems. These curves allow us to compare the performance of various SP- and PDM-QPSK systems.
The theoretical BER vs SNR per bit curve calculated using the semi-analytical method, for an ideal
SP-QPSK system, is also included, for comparison. The results reveal the identical performance of a
SP-QPSK system using the differential receiver (no polarization rotation), and a PDM-QPSK system
using a POLDMUX and the differential receiver. Both systems perform approximately 3 dB worse
than the theoretical QPSK, and the SP-QPSK system with the synchronous receiver at BER=10

Fig. 45 BER vs SNR for the SP-QPSK and PDM-QPSK system used in this thesis, compared to the theoretical
curve. Electrical filter: SP- and PDM-QPSK systeni$odder Bessel with 0.5 &3-dB bandwidth. Theoretical
performance, *korder Gaussian filter with 0.5 R3-dB bandwidth. (Simulation parameters: Random
polarization rotation: 4=0.5994-j0.1683,,4=0.1307-j0.7716,4=0.1307-j0.7716,,3=0.5994+j0.1683).
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2. Performance of polarization demultiplexing algorithms in the presence of
ASE noise and time-varying polarization rotations

As a case study, we investigated the performance of the various POLDMUX algorithms in time-
varying polarization rotation conditions. The motivation behind this study was the fact that, PDM-
QPSK was also proposed for use in optical interconnects [193], in which arbitrary channel switching
occurs frequently, abruptly changing channel parameters, forcing the POLDMUX algorithm to re-
converge. In this context, BER is governed by the speed of convergence. The OSNR is measured at a
0.125 R resolution bandwidth (Appendix M).

The channel model of (101) was used only in this case the azimuth and ellipticiyd ¢,
respectively, were considered time-dependent. Two models of time-dependence were investigated.
First, step changes were assumed, in order to evaluate the POLDMUX algorithm performance in the
event of channel switching. An initial steady-state was assumed() and the POLDMUX was left

to converge. Theng and ¢ were abruptly changed, and the BER was evaluated from that point
onwards. Fig. 46a shows the initial SOP on the Poincaré sphere (red dot) and the final SOPs for 100
different measurements (blue dots). Parametersnd ¢ were assumed to be random variables
following statistics which produce uniform SOPs on the Poincaré sphere [194]. Seeort; were
assumed to perform a random walk on the Poincaré sphere, in order to evaluate the POLDMUX
algorithm tracking capability, in fast changing conditions. Starting from an initial steadyestat@)

it was assumed that random variaktemnde change on a per sample basis (simulation-time samples),
according to the recursion.;=o,+da, andey.1=g+6g, where k denotes the k-th simulation sample,
anddo, 8¢ are normal random variables with zero mean and variahcEhe variance controls the
average SOP rotation speed, which we estimate by summing the length of the differential arcs caused
by da, ¢, and dividing the result by the simulation time-window. An example of such a random walk
trajectory is shown in Fig. 46b.

Fig. 47 shows the BER performance vs OSNR, for the various POLDMUX algorithms described in
Section V.4, using the step-change time-dependent model. The optimal electrical field 3-dB bandwidth
found in Section VI.1 was used. Each point represents the average BER measurements over 100 trials.
Ideal system performance is included as a reference. As the OSNR increases, a BER floor emerges,
attributed to the fact the BER is dominated from the error bursts caused by the finite time needed by
the equalizers to converge to a new stable condition rather than additive noise. The CCMA algorithm
produces one order of magnitude better BER floor performance compared to the other algorithms, due
to the fact that it converges much faster, owing to the constraints imposed on the values of the
elements of the inverse channel matrix.

Fig. 48 shows the required OSNR for BER equal t8 u®the SOP rotation speed, using the random
walk time-dependent model. Each algorithm has a different threshold after which performance
deteriorates exponentially. Again, the CCMA algorithm exhibits one order of magnitude better
performance.

Fig. 46 SOP trajectory due to polarization rotation on the Poincaré sphere. a) Step changes in the SOP; red dot:
initial SOP; blue dots: SOP after step change; b) Random walk changes in the SOP. Trajectory of time varying
SOP.
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3. Performance of phase noise estimation algorithms

In this section we investigate the performance of the various phase compensation algorithms described
in Section V.5. We investigate their performance in a SP-QPSK system, in the presence of ASE noise.
Both receiver configurations were investigated, the synchronous and differential receivers (see Fig.

16). The OSNR is measured at a 0.125d®olution bandwidth (Appendix M).

Fig. 49 shows the OSNR penalty at BERZ1fbr the best cases of the decision-directed algorithms
described in Section V.5.i and the two receiver configurations. Fig. 49a, corresponds to the
synchronous receiver, whereas Fig. 49b corresponds to the differential receiver. In both figures, the
performance of the system using the differential receiver with no phase noise compensation is
included as a comparison (Fig. 23b). From Fig. 49a it can be seen that decision-directed phase noise
compensation can improve system performance dramatically (compare with Fig. 23a). Actually, the
synchronous receiver can achieve the same performance as the ideal differential receiver with no
phase noise compensation in the region of large laser-linewidth x symbol-period products, while
Savory’s algorithm performs better in the low laser-linewidth x symbol-period products. On the other
hand, from Fig. 49b, it can be seen that decision-directed algorithms deteriorate the performance of
differential receiver.

Fig. 49 OSNR penalty at BER=f0for various decision-directed phase noise compensation algorithms. a)
Synchronous receiver; b) Differential receiver.

Fig. 50 shows the OSNR penalty at BERZ1fbr M-th power law phase estimation method with a
Wiener impulse response (Section V)5fior the two receiver configurations. Fig. 50a corresponds to

the synchronous receiver, whereas Fig. 50b corresponds to the differential receiver. In both figures, the
performance of the system using the differential receiver with no phase noise compensation is
included as a comparison (Fig. 23b). The Wiener solution improves the performance of both receivers.
Using the enhanced unwrapping procedure (Appendix H) can offer system improvement of
approximately 1 dB in the case of the synchronous receiver, and, in the large laser-linewidth x
symbol-period product region, produces the best system performance. In all cases, the padmeter
(145) is optimized performing a sweep over a large number of values ranging fform 100. The

best result is always kept.
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Fig. 50 OSNR penalty at BER=f(for variousM-th power phase noise compensation algorithms using the
Wiener solution. a) Synchronous receiver; b) Differential receiver.

Due to the difficulties in implementing the Wiener solution, the various approximations described in
Section V.5.ii were tested. In Fig. 51, the two approximations are compared. Fig. 51a corresponds to
the synchronous receiver, whereas Fig. 51b corresponds to the differential receiver. Whereas Noé's
algorithm is suitable for laser linewidth x symbol period products up to approximately®3x10
Hoffmann’s algorithm offers good system performance for all laser linewidth x symbol period
products up to 3x10

In Fig. 52 the performance of the block phase algorithm, commonly used in the first coherent QPSK
systems studied experimentally [165], is examined, for both receiver configurations. Fig. 52a
corresponds to the synchronous receiver, whereas Fig. 52b corresponds to the differential receiver. In
Fig. 52a, the important role of the block size is illustrated. Large block sizes are favorable in the case
of small laser-linewidth x symbol-period products, since the slowly varying phase noise can be
tracked from block to block correctly. The larger the laser-linewidth x symbol-period product, the
smaller the required block size. In contrast, Fig. 52b indicates that system performance for the
differential receiver is not improved by the block phase estimation method.

Fig. 53 compares the OSNR penalty at BER:¥6r the best cases of the all algorithms, comparing
both receiver configurations. The differences are small, but the best performance of all is obtained
synchronous receiver, when the Wiener solution is used, with a filter size of seven taps, using the
enhanced unwrapping method. The most hardware-efficient method is Hoffmann’s algorithm, also
with seven coefficients, for which both receiver configurations perform similarly, with a small penalty
compared to the Wiener solution. Nonetheless, we safely conclude that the 3-dB laser linewidth is not
the limiting impairment in coherent systems, since laser linewidth x symbol period products as high as
5x10°% can be tolerated with a penalty smaller than 3 dB (corresponding to lasers with 50 MHz
linewidth at 10 GBd).
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Fig. 51 OSNR penalty at BER=f@or variousM-th power phase noise compensation algorithms using a Wiener
solution approximation. Noé’s algorithm: rectangular filter approximation; Hoffmann’s algorithm: Binary
coefficient filter approximation. a) synchronous receiver; b) Differential receiver.

Fig. 52 OSNR penalty at BER=F@or variousM-th power phase noise compensation algorithms using the block
phase method. a) Receiver Synchronous receiver; b) Differential receiver.
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Fig. 53 Comparison of the OSNR penalty at BER:f6r the best cases of the algorithms described in this
section, for both receiver configurations.
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4. Performance of intermediate frequency offset compensation algorithms

In this section we compare the estimation error of the various IF offset compensation algorithms
described in Section V.6, using the mean absolute estimation error as a criterion. IF offsets in the

range between and 0.z are investigated.

Fig. 54 compares the performance of the three algorithms for three different laser-linewidth x symbol-
period products, namelyvTs = 0, AvTs = 5x10° (500 kHz 3-dB laser linewidth at 10 GBd), atfdTs

= 2x10° (20 MHz 3-dB laser linewidth at 10 GBd), for the phase increment algorithm (Fig. 54a),
Tretter’s algorithm (Fig. 54b), and Kay’'s algorithm (Fig. 54c). It can be seen that the laser linewidth
does not affect the estimation capability of any of the algorithms, however, every one of the three
algorithms have totally different performance. It is also worth noting that the phase increment
algorithm produces the best estimation, which, especially for high OSNRs, is almost ideal. However,
the algorithm fails to estimate correctly IF offsets larger than OR2In all cases, the estimation
block length is equal to the simulation time window, i.e., 32768 symbols.

Fig. 54 Estimation capability of a) the phase increment algorithm; b) the Tretter algorithm; c) the Kay algorithm.
In each figure three different laser-linewidth x symbol-period products are depitvdd = 0, 4vTs = 5x10°,
andAvTs = 2x10°.

Fig. 55 compares the three algorithms for the case whéfe= 2x10° It is obvious that the phase
increment algorithm performs better with more than an order of magnitude, even for IF offsets
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approaching 0.Rs. In the remainder of this thesis, we will use the phase increment algorithm for IF
offset estimation and compensation, unless stated otherwise.

Fig. 55 Comparison of IF offset estimation algorithm performance. Laser linewidth x symbol period product
AVT=2x10°,

In any practical system, the block size over which the IF offset will be estimated will be much smaller
than the simulation window size used above. In Fig. 56 we show the mean absolute estimation error
for AvTs = 0 (Fig. 56a) andvTs = 2x10° (Fig. 56b), for estimation block sizes equal to 32768, 1024,
512, 128 symbols. The smaller the block size the worse the estimation, especially for low OSNRs.
Phase noise doesn’'t have much impact on estimation capability. We can see that in the low OSNR
region, the estimation is much larger than the original IF offset, and thus, subtracting it from the
complex samples will actually increase the IF offset, deteriorating the performance of the phase noise
removing algorithms which follow.

Fig. 56 Estimation capability of the phase increment algorithm for various estimation block sirel; aD; b)
AVTs = 2x10°.
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5. Performance of quadrature imbalance compensation algorithms

In this section, we investigate the performance of the QI compensation algorithms described in Section
V.7. A PDM-QPSK system is used and both amplitude and phase mismatch are simulated. We study
the BER performance vs OSNR in a realistic system which has both non-zero IF offset and phase
noise. The IF offset is set to 500 MHz, a typical value for intradyne coherent systems, as exhibited in
the analysis of the experimental results in Section VI. The 3-dB laser linewidth is assumed to be 5
MHz, typical for a good quality DFB laser. Since quadrature imbalance is an effect imposed by the
phase-diversity receiver, QI compensation algorithms are inserted immediately after the sampling
module and before the IF offset and phase noise compensating algorithms. Receivers operating with
both symbol-spaced and fractionally-spaced sampling were investigated. The differential receiver is
used, since 1Q imbalance compensation algorithms often leave a residual rotation of the constellation
at their output. For IF offset compensation, the phase increment algorithm is used (Sectjon V.6.i
whereas for phase noise compensation, the block phase estimation algorithm is used, with a block size
N=10 (Section V.5.ii).

An ideal receiver exhibiting no QI is considered as a reference, using a rudimentary CMA POLDMUX
algorithm, with 1 tap and 2 taps, for symbol-spaced and fractionally-spaced sampling, respectively. QI
is then introduced. A specific case of amplitude and phase mismatch is assumed, corresponding to a
rather exaggerated, arbitrarily set case, in whie®® ando=30° / =-30° for each phase-diversity
receiver, respectively, the coupling coefficients of the 3-dB couplers are set to +30% of their nominal
value, and the balanced photodetector responsivity ratio deviation is +20%. Fig. 57 (a)-(e) show
representative constellations at the input (a), the output of the POLDMUX ((b) (d)), and after phase
tracking ((c) (e)), with, and without QI compensation, respectively, at 22 dB OSNR.

Fig. 57 Representative constellations: (a) input; (b), (d) at the output of the POLDMUX and (c), (e), after phase
tracking, with, and without QI compensation, respectively, for a system with symbol-spaced sampling.

Fig. 58 and Fig. 59 show the BER vs. OSNR for a variety of QI compensation options, for the
receivers with symbol-spaced and fractionally-spaced sampling, respectively. Dotted curves
correspond to the case where no dedicated QI compensation is performed, rather the CMA
POLDMUX is the only algorithm with equalizing capabilities. It is obvious that although multi tap
butterfly equalizers are successful in mitigating ISI, they are inadequate for compensating large
amounts of QI. It is also interesting to note that in the presence of QI, they also exhibit extremely slow
convergence properties (not apparent in the figures), requiring as many as 20,000 symbols. This is
attributed to the inability of the transverse filter in each butterfly branch to unravel the erroneous
superposition of the two quadratures. For the ellipse fitting algorithm, only 1,000 samples were used
for ellipse estimation, since the ellipse shape is formed by a small number of samples. In
implementing the Gram-Schmidt orthogonalization algorithm, time averaging over realizable block
sizes is performed and it was found that a minimum block size is required. As described in V.7.ii, the
constrained QI CMA can be implemented using four independently adjustable parameters, or,
alternatively, taking advantage of the form of the inverse transfer matrix (167), reducing their number
to three {, ¢, d) or two (, 9). Decreasing the number of independently adjustable parameters produces
a penalty, which is more significant in the case of fractionally-spaced sampling. It is interesting to note
that all optimized algorithms exhibit almost identical, close to ideal performance, due to their similar
operating principle, i.e., they are zero-forcing equalizers that differ only in the accuracy of the
estimation of the parameters of the mixing matrix.
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Fig. 58 BERvs OSNR for a system with symbol-spaced sampling for a number of QI compensation algorithms.

Fig. 59 BERvs OSNR for a system with fractionally-spaced sampling at twice the symbol rate for a number of
QI compensation algorithms.
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VIl.  Experimental results

In this section, we present the experimental setup used to evaluate the performance of the algorithms
described in Section V and analyze the experimental results for a number of situations.

1. Experimental setup

The basic SP-QPSK polarization- and phase-diversity experimental setup is shown in Fig. 60. Light
from an ECL laser, acting as an optical carrier, is QPSK phase modulated, using an integratgd LINbO
QM (Photline MPZ-LN). The QM was driven by a pair of bipolar binary NRZ waveforms, produced
by a pulse pattern generator (PPG), which is driven by a PRBS with péro®R rates in the range

of 0.1-10.7 Gbps were used. The two binary waveforms are identical, time-shifted by a 36 bit periods
for de-correlation.

The phase-modulated optical signal is transmitted over an optical channel, which varied depending on
the experiment. A short span of SMF fiber was used in back-to-back experiments designed to provide
proof-of-concept results. Fiber spans of 75 km SMF or 100 km C&triifAF® (subsequently
referred to as LEAF) were used to emulate transmission over repeater-less distances. In all cases, a
variable optical attenuator (VOA) and an EDFA were used at the receiver side to adjust the received
OSNR. The light after the VOA was detected using a polarization- and phase-diversity coherent
receiver. One of the two phase-diversity receivers was comprised of a bulk component 2x2 90° optical
hybrid followed by two photodiodes with 10 GHz bandwidth, whereas the other was comprised of an
integrated LiNbQ 2x4 90° optical hybrid (CeLight CL-QOH-90) and two balanced photodetectors
with 40 GHz bandwidth. A tunable ECL was used as an LO. The signal from the LO was split in a
polarization independent 3-dB coupler. The frequency of the LO was manually tuned within a signal
bandwidth interval from the frequency of the optical carrier, resulting in a small but non-zero IF offset,
thus categorizing the experiments as intradyne.

Fig. 60 Experimental setup for coherent a SP-QPSK system with polarization- and phase-diversity.
(Abbreviations: Tx Laser: Transmitter laser, PCTR: Polarization controller, RF Amp: Radio frequency amplifier,
PRBS: Pseudo random binary sequence, VOA: Variable optical attenuator, PBS: Polarization beam splitter,
ECL: External cavity laser, DSO: Digital sampling oscilloscopgmk Sampling period).

Each of the phase-diversity receivers produce two output photocurrents, one for the in-phase and one
for the quadrature part of each of the polarization tributaries of the received optical signal. The four
photocurrents were fed into a four-channel DSO (Agilent Infiniium 80804B), were sampled, and
stored. The sampling capability of the DSO is 20 GSamples per second when all four channels are
recorded, and 40 GSamples per second, when only two of the channels are recorded. Each
measurement lasts 51.25. The stored samples were processed off-line with a personal computer
using Mathematica or MATLAB.

A variant of the basic QPSK experimental setup was used for producing PDM-QPSK signals, as
shown in Fig. 61. The light at the output of the QM was split into two equal-amplitude components,

using a symmetric, polarization independent 3-dB coupler. One of the two components was delayed
using approximately 8 m of SMF optical fiber. The SOPs of the two signals were adjusted using two
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PCs until the two signals became aligned with the principal axes of the PBC,
forming a PDM-QPSK signal.

QPSK
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and were combined
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Fig. 61 Experimental setup for a coherent PDM QPSK system with polarization- and phase-diversity.
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2. General processing

In this section we present the general processing steps used in the analysis of all the experimental
results. We also present the basic non-idealities encountered, and refer to the algorithms used to
mitigate them.

i.  Channel synchronization

All algorithms described in Section V require one or two samples-per-symbol. Depending on the
symbol rate of the experiment, the DSO can acquire 200 samples-per-symbol for the 0.1 GBd
experiments, up to 2 samples-per-symbol for the 10 GBd experiments. In the case where the DSO has
more samples-per-symbol than needed by the DSP algorithms, a downsampling operation must be
performed, in which an initial sample from the measurement is chosen and, starting from this sample,
samples at constant intervals are taken, at the desired rate. The initial sample to choose from for each
of the four photocurrents is not a trivial task to find. Due to the non-standardized length of the optical
fibers used at the receiver, the two polarization tributaries experience different delays from the
polarization beam splitter to the input of the hybrids. Moreover, the optical hybrids are different and
have different operating principles, thus imposing different delays upon the signals. Finally, there are
unequal delays are due to the unequal signal paths between the photodiodes and the DSO. It is
therefore not trivial to combine samples of the four photocurrents corresponding to same time instants,
as required by the DSP algorithms. Some sort of channel synchronization is needed for every
experiment and, as it was found, synchronization in many cases requires introducing relative delays
which are tens of times larger than the symbol period.

Though channel synchronization is by no means a trivial process, we adopted a simple method to
synchronize the channels, based on the shape of the received constellation, on the grounds that the
delays pose a systematic error and once calculated, can be eliminated manually.

Fig. 62 shows the received constellation for two different initial sampling instances, for a 10 GBd
experiment. In Fig. 62a, the first received sample of the in-phase photocurrent is combined with the
first received sample of the quadrature photocurrent. Although the received constellation diagram is
expected to be an ellipse (or ideally a circle), it has an irregular shape instead. In Fig. 62b, a
differential delay of three samples is used between the initial samples used from the two sequences,
giving the expected ellipse-like constellation.

Fig. 62 Constellation diagrams for 1000 samples of a 10 GBd back-to-back experiment. Sampling is performed
at the symbol rate. The constellation to the left corresponds to the case where wrong sampling instances are used
for the in-phase and quadrature photocurrents used. The constellation to the right corresponds to the case where
the correct sampling instances are used.

To calculate the delay, the received eye diagrams for the 1 and 5 GBd back-to-back experiments are
plotted, because the high SNR and large number of samples-per-symbol produce clearly
distinguishable eye diagrams. Then, two different synchronization processes are performed, targeting
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the elimination of two different timing errors. The first, is to find the correct sampling instant
producing samples at the center of the eye diagram. The second is to find how many symbol periods
the two waveforms differ in order to become synchronized. An example of this procedure is shown in
Fig. 63 for a 1 GBd back-to-back experiment. The outline of the eye diagrams of the received
quadratures is clearly visible and the optimal sampling instants can be found visually by a trial and
error procedure. The upper constellation corresponds to a wrong sampling instant combination, while
the lower constellation to the correct sampling instant combination. When analyzing PDM-QPSK data,
an additional differential timing error must be found, the timing error between the two polarization
tributaries. This is determined by observing the output of the POLDMUX.

In-phase (a.u.)
Quadrature (a.u.)

- =time (T) In Phase (a.u.)

Quadrature (a.u.)
Quadrature (a.u.)

time (T) In Phase (a. u.)
\ ‘\ Correct

Wrong  Sampling
Sampling instants
instants

Fig. 63 Procedure for finding the differential delay between quadratures in a 1 GBd experiment. The outline of
the eye diagrams of the received quadratures is clearly visible and the optimal sampling instants can be found
visually by a trial and error procedure.

ii.  Transmitter and receiver distortions and imperfections

Having addressed the issue of synchronizing the received photocurrents, the next task is to identify
imperfections and distortions that might affect signal reception and deteriorate system performance,
without being expected. Imperfect electrical and electronic equipment were identified as the main
culprits behind unexpected distortions. More specifically, time-drifting and multi-level waveforms at
the output of the PPG were found to cause significant distortions upon the received signal.

Fig. 64 shows the eye diagrams at one of the two outputs of the PPG, for a 10 GHz pulse rate, for two
different time instances of the same measurement. The light-colored waveform corresponds to the
beginning of the measurement, whereas the dark-colored waveform to the end of the measurement.
The time drift is obvious and is approximately half a symbol period. This affects the optimal sampling
instant at the receiver as the measurement evolves.

Fig. 65, left, shows the constellation diagrams at the output of the bulk component phase-diversity
receiver, for three different symbol rates, namely 1 GBd, 5 GBd and 10 GBd, for a SP-QPSK system

in back-to-back configuration. Constellations correspond to a sampling instant found by examining the
first samples of the measurement. The measurements are composed of 50000, 250000, and 500000
symbols, for the 1 GBd, 5 GBd and 10 GBd cases, respectively, but only the first 250000 symbols are
depicted in the constellations for the latter two cases. To the right of each constellation diagram is the
plot of the absolute value of the complex photocurrent sample for the whole length of the
measurement. It can be seen that, as time passes, especially for the case of the 10 GBd experiment, the
absolute value becomes smaller, and eventually fades to zero. Keeping the original sampling instant
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will cause reception to be lost in the 10 GBd case. This change in the complex sample absolute value,
is caused by the time drift shown in Fig. 64, and is more severe in the 10 GBd case.

Fig. 64 Eye diagrams at one of the two outputs of the PPG, for a 10 GHz pulse rate, for two time instances of the
same measurement. The light-colored waveform corresponds to the beginning of the measurement, whereas the
dark-colored waveform to the end of the measurement.

Another subtle imperfection affecting the received constellation is multi-level waveforms at the output
of the PPG. Fig. 66 shows the constellation diagram formed by the two outputs of the PPG for the 100
GBd experiment. It is clear that the voltage waveforms exhibit non-negligible ringing at their upper
trace, more specifically, two distinct levels are obvious. These non-ideal pulses, which drive the QM,
lead to erroneous phase variations at the QM output (see Fig. 10). This makes the received
constellations thicker in one quadrant, as verified via simulation in a list of figures shown in Fig. 67.
More specifically, Fig. 67a shows the ideal constellation diagram at the output of a phase-diversity
receiver, in the case of a SP-QPSK system, in the absence of any form of noise, and with zero IF offset
and QI. Fig. 67b shows the same constellation diagram when the pulses driving the QM exhibit a 20%
ringing at their upper trace, equal to the measured ringing seen in the experimental results. Fig. 67c
corresponds to the case where there is a non-zero IF offset and non-negligible QIl. It can be seen that
the upper right quadrant of the constellation is thicker than the rest of the constellation due to the
multi-level waveforms at the transmitter. Fig. 67d depicts an experimental constellation diagram
similar to Fig. 67c, verifying that multi-level waveforms at the transmitter-side affect the received
signal constellation shape.
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Fig. 65 Left: Constellation diagrams for three back-to-back experiments, with different symbol rates. Right:
Magnitude of the corresponding phasors a) 1 GBd, b) 5 GBd, c) 10 GBd. The constellation for the 1 GBd cases
is made of 50000 symbols, whereas for the 5 GBd and 10 GBd case 250000 symbols are shown. The plots
corresponding to the magnitude of the phasors are made of the whole length of the measurement, which is
50000, 250000 and 500000 symbols for the 1 GBd, 5 GBd and 0 GBd cases, respectively.

Fig. 66 Constellation diagram formed by the two outputs of the PPG for a 100 MHz pulse rate.
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Fig. 67 a) Ideal constellation diagram at the output of a phase-diversity receiver, b) Constellation diagram when
the pulses driving the QM exhibit a 20% ringing at the upper trace, c) Constellation diagram when the pulses
driving the QM exhibit a 20% ringing at the upper trace and there is a non-zero IF offset and non-negligible QI,
d) Experimental constellation.

iii. Quadrature imbalance

The next step in analyzing the experimental results is to identify various impairments and
imperfections defined mathematically in Section V, in order to asses which algorithms should be used.
Fig. 68a shows the downconverted complex PSD for a 0.1 GBd back-to-back experiment. The main
lobe of the modulated signal resides at the IF offset, which is estimated visually to be approximately -
250 MHz. An attenuated image of the central lobe can be seép abused by QI. For larger symbol

rates and assuming that the IF offset is within the range + 400MHz, the impact of QI will not be so
severe on the shape of the PSD but, as shown in Section V.7, will cause a non-negligible penalty, and
therefore, it will have to be compensated. Fig. 68b shows the same PSD after QI compensation. QI
compensation greatly reduces the unwanted image spectral component from the received PSD. The
central lobe of the image spectrum is attenuated by more than 10 dB compared to Fig. 68a.

Fig. 68 a) Received signal single-sided PSD, for a 0.1 GBd back-to-back experiment. QI causes an attenuated
image of the central lobe to reside at —IF; b) Two-sided PSD for a 0.1 GBd back-to-back experiment, after QI
compensation.
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After QI compensation, using any of the QI compensation algorithms analyzed in Section V.7, the
constellation diagram resembles a circle, as shown in Fig. 69, in comparison to the initial constellation
diagram.

1.5
1
05
0
-05

Quadrature (a.u.)

-1

-15
-15-1-050 05 1 15
In Phase (a. u.)

Fig. 69 Constellation diagrams for 1000 received symbols of a 10 GBd back-to-back experiment, before (red
points) and after QI compensation (green points). DC offset has been removed with DC block.

iv. IF offset compensation

The impact of a non-zero IF-offset is also evident on the received signal PSD, as shown already in Fig.
68, where the central lobe of the received signal PSD resides at the IF offset, rather than at baseband.
After compensating for the IF offset, the spectrum of the received signal is transferred to the baseband.
This is better shown in Fig. 70 for the same 0.1 GBd back-to-back experiment as in depicted Fig. 68,
where the initial spectrum with QI and IF offset are also shown for comparison.

Fig. 70 Two-sided PSD for a 0.1 GBd back-to-back experiment, after QI compensation and IF compensation
(below). The initial spectrum is shown for comparison (above).

In Fig. 71, we can see the unwrapped phases for 1000 data-free phasor samples , from a 10 GBd back-
to-back experiment, before IF estimation (red) and after compensation (other colors), for all three
estimation algorithms described in Section V.6. Each algorithm produces a different estimation, and
thus produces a different unwrapped phase sequence at its output. It is clear that the phase increment
algorithm produces the best estimate, since the slope of the unwrapped phases after IF offset removal
is smaller than the other two. Kay’s estimator produces the worst estimate, as predicted in Section
Vi.4.
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Fig. 71 Unwrapped phases before IF offset estimation and removal (red) and after IF offset estimation and
removal, a) Green: Phase increment algorithe 206.32 MHz), b) Tretter's algorithmf -191.76 MHz), c)
Kay’s algorithm (f: -187.16 MHz).

In the analysis of the experimental results, it was found that compensation of the IF offset eliminates
only the bulk intermediate frequency but doesn’t turn it exactly zero. This is partly due to the fact that
noise in the samples contaminates the estimate of the IF offset, and partly due to the fact that the
frequency of any practical laser always varies slightly with time. In some cases it was found beneficial
to perform a second IF offset estimation and compensation before performing phase noise
compensation, even though most phase noise compensation algorithms can tolerate small IF offsets. In
Fig. 72, the unwrapped phases for the same 1000 data-free phasor samples as in Fig. 71 are shown,
after a second IF removal step. For the bulk IF removal, the phase increment algorithm was chosen,
since from Fig. 71, we found that it produced the best estimation. Tretter’'s algorithm seems to produce
the best fine-resolution estimation in the second IF removal step, producing a nearly zero-slope phase
trajectory at its output. A second estimation with the phase increment algorithm makes no difference
on the result. Kay’s algorithm produces again the worst estimate.

Fig. 72 Unwrapped phase trajectories before second IF estimation and removal (red — not seen because it
coincides with the green trace) and after second IF estimation and removal, a) Green: Phase increment algorithm
(second estimate: 97.42 kHz), b) Tretter's algorithm (second estimate: -3.88 kHz), ¢) Kay's algorithm (second
estimate: 1.45 kHz).

V. Phase noise

In practice, any of the algorithms described in Section V.5 can be used for phase noise compensation.
However, unwrapping should be avoided, since, in a highly noisy environment, unwrapping exhibits
cycle slips. Errors can be reduced by using the enhanced phase unwrapping technique described in
Appendix H, but cycle slips are not eliminated completely. Fig. 73 shows the constellation diagrams
after phase noise correction for the two different unwrapping functions, for a 10 GBd back-to-back
experiment, when the Wiener filter solution is used. Next to the constellation diagrams, are the
unwrapped phases before (red) and after filtering (green). The upper set corresponds to the
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rudimentary unwrapping algorithm, whereas the lower set corresponds to the enhanced unwrapping
algorithm. In the first case phase jumps and therefore symbol errors occur frequently. In the second
case the results are better for this part of the measurement, however, errors still occur since the random
nature of the phase noise, in conjunction with the remaining IF, produce all kinds of confusing
combinations. On the other hand, for the same measurement, any algorithm not using unwrapping,
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Fig. 73 Constellation diagrams after phase noise correction and unwrapped phase trajectories before (red), and
after phase filtering (green), for a 10 GBd back-to-back experiment, with Wiener filtering phase noise
compensation. The upper graphs correspond to the rudimentary unwrap algorithm, whereas the lower graphs
correspond to the enhanced unwrap algorithm. The unwrapped phases indicate that a small IF still exists.
Filtering reduces the variance of the phase, and using the enhanced phase unwrap algorithm reduces the number
of phase jumps by 77% in this particular measurement.
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3. Analysis of 0.1 GBd experimental data

In this section we present the results obtained by analyzing the experimental data from a 0.1 GBd
PDM-QPSK experiment, over 100 km of LEAF optical fiber. The experimental setup used is shown in
Fig. 61. The sequence of steps followed to analyze the experimental data are shown in Fig. 74, starting
from the output of the DSO.

e
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T P Q3
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Y pol tributary

POLDMUX

Bulk IF
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Fig. 74 The sequence of steps involved in analyzing the experimental data obtained from a single-channel 0.1
GBd PDM QPSK experimental set-up. (Symbols: LPF: Low-pass filter; ADC: Analog-to-digital converter; FFT:
Fast Fourier transform; QI comp.: Quadrature imbalance compensation; POLDMUX: polarization demultiplexer;
IF comp.: IF offset compensation; PN comp.: Phase noise compensation; DD: Differential detection.)

The four photocurrents at the output of the coherent polarization- and phase-diversity receiver are
sampled by the DSO, which also acts as a low-pass filter with an approximate 3-dB bandwidth of 4
GHz. The photocurrents are sampled at a rate of 20 GHz, which for the 0.1 GBd signal corresponds to
200 samples per symbol. The measurement is approximately 5,000 symbols long. The frequency of
the LO laser is controlled manually, and so the IF offset is substantial compared to the symbol rate.
From a range of experiments, it was always found to be larger than 100 MHz, so the 0.1 GBd
experiment is categorized as a heterodyne experiment. Therefore, the bulk IF offset must first be
removed in order to obtain signal around baseband [171]. The IF offset is found using an FFT method,
and the estimated IF offset is removed by multiplying a complex rotating phasor from the received
samples, whose frequency is the opposite of the frequency produced by the FFT. After bringing the
signal close to baseband, low-pass filtering is performed to remove out-of-band noise. After filtering, a
resampling process is performed at a constant sampling rate. Depending on the algorithms to be used,
sampling is performed at the symbol rate, or at twice the symbol rate, corresponding to one or two
samples-per-symbol, respectively. At the same time, the channel synchronization procedure described
in Section VII.2.i is performed, by starting the sampling process from different instances of the four
signal vectors, and combining the samples with relative delays from the beginning of the
measurement. After resampling, a number of DSP algorithms described in Section V and various
combinations of those are used, amongst them, QI compensation algorithms (Section V.7),
POLDMUX algorithms (Section V.4), IF offset estimation and compensation algorithms (Section
V.6), and phase noise compensation algorithms (Section V.5). Algorithms whose necessity is
debatable, as explained further down, are illustrated in dotted lines in Fig. 74. Finally, error counting is
performed, by comparing the received symbol sequences with the transmitted sequences, derived from
the PRBSs. In what follows, we illustrate the performance of the various DSP algorithms or the
penalty for not using them.

Fig. 75 shows the PSD of the X-polarization tributary of the received signal, corresponding to the 2x4
90° optical hybrid, before bulk IF offset removal (Fig. 75a) and after bulk IF offset removal and low-
pass filtering (Fig. 75b). Observing Fig. 75a, it can be seen that the central lobe of the received signal
PSD is around 350 MHz, i.e., the IF offset is approximately 350 MiHz 3.5Rs). It can also be seen

that an attenuated image of the central lobe resides at approximately -350 MHz, a phenomenon caused
by QI (see Section V.7). Due to the noisy PSD, the FFT estimation of the IF offset is not absolutely
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accurate, and a trial and error testing revealed that the optimal frequency for the rotating phasor to
perform bulk IF compensation is -371.6 MHz. After IF offset removal, the central lobe is translated to
the baseband and, despite additional low-pass filtering, the side lobes are still visible, though
attenuated.

Fig. 75 PSD of the received complex signal at the out put of the 2x4 90° optical hybrid. a) Before bulk IF offset
removal, b) After bulk IF offset removal and low-pass filtering. The IF offset is approximately 350 MHz.

Fig. 76 shows the eye diagrams at the output of the LPF after bulk IF removal. The transitions of the
eye diagram can clearly be distinguished, facilitating the manual channel synchronization process. An
interesting fact is that, within the symbol period, there seem to be two smaller eye diagrams of
different durations. Simulations revealed that this discrepancy is due to the fact that the delay
introduced by the fiber when constructing the PDM-QPSK signal at the transmitter side, is not an
integer multiple of the symbol period. It is expected that the larger the symbol rate, the smaller this
phenomenon will be, as is verified in subsequent sections. Fig. 76 also shows the sampling points used
for the two polarization tributaries. The sampling instances are phenomenally the same, except that the
two polarization tributaries must be combined with a difference of one symbol period, i.e., 200
samples.

Fig. 76 Eye diagrams for the received photocurrents, after bulk IF removal and low-pass filtegiggb)al e
C) lipy: d) lgpy.
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Fig. 77 shows the constellations produced when symbol-spaced sampling is performed at the sampling
instants denoted in Fig. 76, for the X polarization (Fig. 77a) and Y polarization (Fig. 77b) tributaries,
respectively. The constellations in Fig. 77 are composed of concentric circles with unequal radii.
These, are a tell-tale sign of cross-polarization interference between the two PDM-QPSK signals, in
the presence of a non-zero IF offset [156]. Although the spectrum in Fig. 75a indicates that substantial
Ql is present, the constellations are circle-like, indicating that no QI exists. This however is due to the
large distance of the unwanted side lobe from base band, due to the large IF offset, and the tight
filtering which reduces its effect, as seen in Fig. 75b.

Fig. 77 Received constellation for the a) X-polarization tributary; b) Y polarization tributary.

Assuming that no QI exists based on the form of the constellations of Fig. 77, the sampled
photocurrents are immediately fed into the polarization demultiplexer, without performing QI
compensation. For symbol spaced sampling, both the CMA POLDMUX algorithm, and the CCMA
POLDMUX algorithm can be used (Section V.4.iii)). After polarization demultiplexing, the phase
increment algorithm is used to perform IF offset estimation and compensation (Section V.6.i), and the
FFPE algorithm to perform phase noise compensation (Section V.5.ii), using averaging over 14
samples.

Fig. 78 shows the final constellations at the end of the processing chain, before differential detection,
for various POLDMUX cases. Fig. 78(a),(b), correspond to the CCMA POLDMUX whereas Fig. 78c
corresponds to the CMA POLDMUX algorithm. Each of the two distinct colors represent one of the
two transmitted polarization tributaries. Permutation of the outputs of the polarization demultiplexer is
common for both algorithms [156], and therefore the BER is the only criterion in deciding which
output corresponds to which transmitted polarization.

Fig. 78a corresponds to the case where parameﬁé?st(z) of the CCMA assume values

Rgl) = If) =1, as should be expected in the case of QPSK (see (113) and (125)). It turns out that these
are not the correct values in this case. Trial and error analysis revealed that the optimal values for
parametersR.”, R? are R = 2R? = 2, which are the values which produce the constellations in Fig.
78b. The final constellations have different average radii. Simulation analysis revealed that the
asymmetry in the radii is connected with the relative value@f&f I{Z) and originates from the non-

ideal polarization multiplexing process at the transmitter. More specifically, it was found that, due to
maladjustment of the PCs or due to the non-ideal power splitting of the 3-dB coupler when forming
the PDM signal, the two polarization tributaries that are combined at the PBC have unequal average
powers, leading to different final constellation radii [156]. Fig. 78c corresponds to the CMA
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POLDMUX algorithm with single-tap filter tap weights (Fig. 19). Using more filter tap weights does
not alter the shape of the final constellation.

Though the constellations in Fig. 78(b),(c) are clear, obviously some phenomenon has not been
compensated for, since the final constellations are rhomb like. Comparing the constellations with those
of Fig. 34, intuitively QI comes in mind. In Section V.7 it was argued that QI is a phenomenon
introduced by the phase-diversity receiver. Naturally, the QI compensation algorithm should be placed
immediately after sampling the received photocurrents, as indicated in Fig. 74, in order to eliminate
the impact of the phenomenon, before applying any other algorithm targeting transmission phenomena
or noise. Fig. 79 shows the final constellations when the Gram-Schmidt orthogonalization of QI is
applied (Section V.7.iii). Averaging is performed over the whole length of the received complex
symbols. Fig. 79a corresponds to the case where the CCMA POLDMUX algorithm is used (with

Rﬁl) =2F§2) = 2) whereas Fig. 79b corresponds to the case where the CMA POLDMUX algorithm is

used (using single-tap filter tap weights). Comparing to Fig. 78b and Fig. 78c, it is seen that little
improvement is achieved.

Fig. 78 Final constellations for various POLDMUX scenarios. a) CCMA POLDMUX with edligdaRameters
(RM= R?=1); b) CCMA POLDMUX with unequal & parameters (R= 2R?=2): c) CMA POLDMUX with
single-tap filter tap weights.

Fig. 79 Final constellations for various POLDMUX scenarios when Gram-Schmidt orthogonalization of QI is
performed before POLDMUX a) CCMA POLDMUX with unequaf’ Parameters (R= 2R?=2): b) CMA
POLDMUX with single-tap filter tap weights.

A recent article addressing quadrature imbalance in OFDM coherent systems [195], indicates that QI
can also be caused by a non-ideal transmitter (transmitter QI). Transmitter QI should be compensated
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after IF offset estimation and compensation, as explained in [195]. Applying the Gram-Schmidt
orthogonalization algorithm to the complex symbols after IF offs®t phase noise compensation
produces the constellations depicted in Fig. 80. Fig. 80a corresponds to the case where the CCMA
POLDMUX algorithm is used whereas Fig. 80b corresponds to the case where the CMA POLDMUX
algorithm is used. Constellations for both polarizations have regained their ideal form, suggesting
either that there also exists transmitter QI in the experimental setup, or non-ideal polarization
multiplexing at the transmitter is essentially a quadrature imbalance problem, solved algorithmically
with the aforementioned way. Even better results are obtained when using the QI CMA algorithm for
QI compensation (Section V.7.ii), both at the beginning, and at the end of the processing chain, as
indicated by the constellations in Fig. 81. Fig. 8la corresponds to the case where the CCMA
POLDMUX algorithm is used whereas Fig. 81b corresponds to the case where the CMA POLDMUX
algorithm is used.

Fig. 80 Final constellations for various POLDMUX scenarios when Gram-Schmidt orthogonalization QI
compensation is performed before POLDMUX and after IF offset and phase noise estimation and compensation.
a) CCMA POLDMUX with unequal & parameters (R= 2R?=2); b) CMA POLDMUX with single-tap filter

tap weights.

Fig. 81 Final constellations for various POLDMUX scenarios when QI CMA QI compensation is performed
before POLDMUX and after IF offset and phase noise estimation and compensation. a) CCMA POLDMUX
with unequal R parameters (R= 2R?=2); b) CMA POLDMUX with single-tap filter tap weights.

To conclude, the optimal DSP algorithm sequence for the 0.1 GBd PDM QPSK experiment is as
follows: First remove the bulk IF offset, then perform QI compensation to remove receiver QlI, then
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perform POLDMUX to remove random polarization rotations in the fiber, then remove the residual IF
offset, then filter the phase noise, and finally perform QI compensation to remove transmitter Ql.
Analysis revealed that the QI-CMA algorithm for QI compensation produces slightly better results
than the Gram-Schmidt orthogonalization algorithm. When using the CMA for polarization
demultiplexing, single tap filter tap weights are sufficient, and more taps bring no improvement in
performance. Applying fractionally-spaced sampling at twice the symbol rate was investigated, but
was not found necessary, since it made no improvement in performance.
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4. Analysis of 1 GBd experimental data

In this section we analyze the experimental data obtained from a 1 GBd PDM-QPSK experiment over
100 km of LEAF optical fiber, based on the experimental setup shown in Fig. 61. The sequence of
DSP algorithms used to analyze the 1 GBd experimental data is shown in Fig. 82, starting from the
output of the DSO.
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Fig. 82 The sequence of steps involved in analyzing the experimental data obtained from a single-channel 1 GBd
PDM QPSK experimental set-up. (Symbols: LPF: Low-pass filter; ADC: Analog-to-digital converter; Power
comp.: Low LO-to-signal power ratio compensation; QI comp.: Quadrature imbalance compensation;
POLDMUX: polarization demultiplexer; IF comp. IF offset compensation; PN comp.: Phase noise
compensation; DD: Differential detection.)

The four photocurrents at the output of the coherent polarization- and phase-diversity receiver are
sampled by the DSO, which also acts as a low-pass filter with an approximate 3-dB bandwidth of 4
GHz. The photocurrents are sampled at a rate of 20 GHz, which for the 1 GBd signal corresponds to
20 samples-per-symbol. The measurement is approximately 50000 symbols long. The frequency of the
LO laser is controlled manually, and is typically between 100 and 500 MHz. Thus the 1 GBd
experiment is categorized as an intradyne experiment, and therefore bulk IF offset need not be
removed prior to other DSP algorithms [171]. Low-pass filtering is performed to remove out-of-band
noise. After filtering, a resampling process is performed with a constant sampling rate. Depending on
the algorithms to be used, sampling is performed at the symbol rate, or at twice the symbol rate,
corresponding to one or two samples-per-symbol, respectively. At the same time, the channel
synchronization procedure described in Section VII.2.i is performed, by starting the sampling process
from different instances of the four signal vectors, and combining the samples with relative delays
from the beginning of the measurement. After this resampling process, a number of DSP algorithms
described in Section V and various combinations of those where used, amongst them, compensation of
low LO-to-signal power ratio (Section V.8), QI compensation algorithms (Section V.7), POLDMUX
algorithms (Section V.4), IF offset estimation and compensation algorithms (Section V.6), and phase
noise compensation algorithms (Section V.5). Algorithms whose necessity is debatable, are illustrated
in dotted lines in Fig. 82. Finally, error counting is performed, by comparing the received symbol
sequences with the expected sequences, derived from the PRBS sequences used at the transmitter. In
what follows, we illustrate the performance of the various DSP algorithms, or the penalty for not using
them.

Fig. 83 shows the PSD of the received signal at the output of the 2x4 90° optical hybrid, before (Fig.
83a) and after low-pass filtering (Fig. 75b). From Fig. 83a, it is seen that the central lobe of the
received signal PSD is around 350 MHz, i.e., the IF offset is approximately 350fMHZ2(35R).

Though this IF offset is far from the estimation capability of the best IF offset estimation algorithm
found by simulation (i.e. the phase increment algorithm whose estimation range up t&{-12&e

Fig. 55), as we will see, the residual IF offset is small enough for the phase noise estimation algorithm
to clear the constellation without the use of a second stage of IF compensation.
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Fig. 84 shows the eye diagrams at the output of the LPF. The transitions of the eye diagram can clearly
be distinguished, facilitating the manual channel synchronization process. The relative delays between
the quadratures per polarization, and between the polarization tributaries, are close to those found by
analyzing the 0.1 GBd experiment (Section VII.3), since they pose a systematic error. Fig. 84 also
shows the sampling points used for the two polarization tributaries. The sampling point of the two
quadratures corresponding to the Y-polarization tributary (Fig. 84c, d) differs by one symbol, i.e. 20
samples, and the sampling points corresponding to the X and Y polarization tributaries differ by 200
samples i.e. 10 symbols. This is the same differential delay between the two polarization tributaries as
in the 0.1 GBd case.

Fig. 83 Power spectral density of the received complex signal at the output of the 2x4 90° optical hybrid. a)
Before low-pass filtering, b) After low-pass filtering. The IF offset is seen to be approximately 350 MHz.

Fig. 84 Eye diagrams for the received photocurrents, after low-pass filterigg, @) lpy C) lipys d) lgpy-

Fig. 85 shows the constellations produced when symbol-spaced sampling at the sampling instants
denoted in Fig. 84 is performed, for the X-polarization (Fig. 85a) and Y-polarization (Fig. 85b)
tributaries, respectively. The constellation in Fig. 85a, corresponding to the 2x2 90° hybrid, is
composed of eccentric ellipses with unequal radii, owing to a mixture of low LO-to-signal power ratio
at the receiver, Ql, and cross-polarization interference between the two PDM QPSK signals, in the
presence of a non-zero IF offset (Fig. 35). The constellation in Fig. 85b, corresponding to the 2x4 90°

138



hybrid which uses balanced detection, and is composed of concentric ellipses with unequal radii, a
tell-tale sign of QI and cross-polarization interference between the two PDM-QPSK signals, in the
presence of a non-zero IF offset (Fig. 35).

Based on the shape of the received constellations, we easily conjecture that the effects of both QI and
low LO-to-signal power ratio (for the 2x2 90° optical hybrid) have to be combated prior to
polarization demultiplexing. For symbol spaced sampling, both the CMA POLDMUX algorithm
(Section V.4.ii) and the CCMA POLDMUX algorithm (Section V.4.iii) can be used. After polarization
demultiplexing, the phase increment algorithm is used to perform IF offset estimation and
compensation (Section V.6.i), and the FFPE algorithm to perform phase noise filtering (Section V.5.ii)
averaging over 14 samples. Finally, QI compensation is performed at the end of the processing chain
when needed. The Gram-Schmidt orthogonalization algorithm is used, performing averaging over all
the symbols. We first use the CMA POLDMUX algorithm with a small number of filter tap weights,

so that compensation can be performed in case of some unidentified distortion, and then investigate
whether single-tap filter tap weights can be used, in order to use the CCMA POLDMUX algorithm.

Fig. 85 Received constellation for the a) X-polarization tributary; b) Y-polarization tributary.

Fig. 86a shows the final constellation when all algorithms depicted in Fig. 82 are used, and the CMA
POLDMUX algorithm uses 13-tap filter tap weights.

Fig. 86 a) Final constellation when using a 13-tap filter tap weights CMA POLDMUX algorithm. The two
polarization tributaries are purposefully shifted by 3 symbols compared to the ideal. b) Magnitudevgf the
(circles) andw,; (rhombs) filter tap weights.
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The following parameters were used in the analysis. For combating low LO-to-signal power ratio we
use LOSPR,, = 12 dB and LOSPR, = 20 dB. The first 13000 symbols after the CMA POLDMUX

are discarded, in order to remove the transient phenomena in the equalizer. The phase increment
algorithm produces an IF offset estimation of approximately 108 MHz, for both polarization
tributaries.

The differential sampling instant between the X and Y polarization tributaries was purposefully set to
13 symbols compared to the ideal value of 10 symbols, to illustrate an alternative method as to how
the two polarization tributaries can be synchronized. Fig. 86b depicts the magnitude of the coefficients
of the final equalizer filter tap weights for the butterfly structure depicted in Fig. 19. Circles
correspond tavi;, whereas rhombs correspondwvig;. The difference between the maximum values
corresponds to the differential error in combining the two tributaries at the input. A single-tap
equalizer structure would be unable to correctly combine the two polarization tributaries, because it
would not be able to perform the necessary relative shifting. For what follows, we use the ideal
differential sampling of 10 symbols, and remove the final QI compensation stage which doesn't play
an important role in the case of the CMA POLDMUX algorithm.

Using the correct differential sampling instant between the X- and Y-polarization tributaries
introduces a very subtle effect, that of singularity [196], [197]. Both equalizer outputs converge to the
same symbol sequence, which is mathematically manifested as the (generalized) determinant of matrix
(108) becoming zero. The final constellation diagrams for the two polarization tributaries, in the case
where single-tap filter tap weights are used, are shown in separate figures in Fig. 87. The
constellations are perfectly the same, having only a relative rotation of 90°. Fig. 88 shows the
magnitude of the two complex outputs for the period the algorithm converges. It can be seen that after
approximately 4800 symbols, the outputs become identical in magnitude. Using more filter tap
weights doesn't alter the result.

Fig. 87 Final constellations when using a 13-tap CMA POLDMUX algorithm. The two polarization tributaries
have no purposeful shifting compared to the ideal. The two constellations are exactly the same, rotated by 90°.

It was found that no combination of DSP algorithms can prevent this outcome for the CMA
POLDMUX when the ideal relative delay between the polarization tributaries is used at the input. This
is due to the fact that one of the two polarization tributaries at the input has stronger average power
and the equalizer converges to this polarization tributary at both of its outputs. In order to work around
this problem, two ways were used. The one is to use the multi-user CMA (MU-CMA) algorithm
proposed in [197], and the other is to use the CCMA algorithm, both of which avoid singularity.
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Fig. 88 Magnitude of the X and Y polarization tributaries at the output of the CMA POLDMUX. After a short
conversion period, the magnitudes are identical.

We first show the results obtained by using the CCMA algorithm. Fig. 89 corresponds to various
scenarios in which the CCMA POLDMUX algorithm is used. Fig. 89a shows the final constellation
when all algorithms depicted in Fig. 82 are used. The following parameters were used in the analysis.
The low LO-to-signal power ratio compensating algorithm uses parameters LQSPR2 dB and
LOSPRyo = 20 dB. The first 13000 symbols after the CCMA POLDMUX are discarded, in order to

remove the transient phenomena in the equalizer. The CCMA Iages F@z) =1, as should be
expected in the case of QPSK (see (113) and (125)). As in the 0.1 GBd case, it turns out that this are
not the suitable values. Usir@l) =2RZ‘2) = 2 produces the constellations in Fig. 89b which are error-

free. Fig. 89c corresponds to the case where QI compensation at the end of the processing chain is
omitted. It can be seen that transmitter quadrature imbalance or non-ideal polarization multiplexing
process at the transmitter is effectively solved by using a QI compensation technique at the end of the
processing chain, as described in [195]. Fig. 89d shows the final constellation when the algorithm for
low LO-to-signal power ratio is omitted. Clearly, a small system performance penalty exists.

Subsequently, we investigate system performance using the MU-CMA POLDMUX algorithm
proposed in [197]. Fig. 90 shows the final constellation diagrams for a variety of cases, when using the
MU-CMA POLDMUX, and various combinations of algorithms depicted in Fig. 82. Both polarization
tributaries are successfully retrieved at the end. The following parameters are used in the analysis. The
low LO-to-signal power ratio compensating algorithm uses parameters LQSPRL2 dB and
LOSPR0 = 20 dB. The first 20000 symbols after the MU-CMA POLDMUX are discarded, in order

to remove the transient phenomena in the equalizer. The phase increment algorithm produces an IF
offset estimation of approximately 108 MHz, for both polarization tributaries. The Gram-Schmidt
orthogonalization algorithm is used, performing averaging over all the symbols. The MU-CMA was
found to be extremely sensitive to its parameters. The best results are obtained when using 4-tap filter
tap weights or morei,,=2, and a step sizein the range of 5xID(Fig. 90a).
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Fig. 89 Final constellations for various scenarios, when using the CCMA POLDMUX algorithm. a)
Compensation of low LO-to-signal power ratio and QI compensation using Gram-Schmidt orthogonalization,
CCMA POLDMUX with equal R parameters (R= R?=1), transmitter QI compensation using the Gram-
Schmidt orthogonalization; b) Compensation of low LO-to-signal power ratio power and QI compensation using
Gram-Schmidt orthogonalization, CCMA POLDMUX with equal Barameters (R= 2R?=2), transmitter QI
compensation using the Gram-Schmidt orthogonalization; c) As in b), without the final stage of transmitter QI
compensation; d) As in b), without low LO-to-signal power ratio compensation.
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Fig. 90 Final constellations for various scenarios, when using the MUCMA POLDMUX algorithm. a)
Compensation of low LO-to-signal power ratio, QI compensation using Gram-Schmidt orthogonalization,
MUCMA POLDMUX with 4-tap filter tap weightsgn.=2, and transmitter QI compensation using Gram-
Schmidt orthogonalization; b) Compensation of low LO-to-signal power ratio, QI compensation using Gram-
Schmidt orthogonalization algorithm, MUCMA POLDMUX with 7-tap filter tap weight§.=8, and
transmitter QI compensation using Gram-Schmidt orthogonalization; ¢) As in a), without the final stage of
transmitter QI compensation or the low LO-to-signal power ratio; d) As in a), without the low LO-to-signal
power ratio compensation algorithm, or any QI compensation.

To illustrate the sensitivity of the algorithm, a wide range of valuegfgrwere investigated, in
conjunction with various numbers of filter tap weights. It was found that a very limited number of
combinations produce the two polarization tributaries correctly demultiplexed at the output. In the
majority of cases, the equalizer falls into singularity, or does not converge for one, or none of the
outputs. For example, using less than 4-tap filter tap weights, causes singularity regardless of the value
of dmax Using more taps (in the range between four and eight) produces good results, ywhekept

smaller than 6. Using a larger value &g, prevents the equalizer from converging correctly at one of

the two outputs, as in Fig. 90b , where the equalizer uses 7-tap filter tap weiglts,a8dUsing

correct parameters for the equalizer (as in Fig. 90a) but omitting the low LO-to-signal power ratio
compensation algorithm at the beginning, and the final QI compensation at the end, produces good
results, as seen in Fig. 90c. Omitting the QI compensation stage before the POLDMUX, causes large
system performance deterioration (Fig. 90d).

We now turn our attention to the IF offset estimation issue. From Fig. 83 we see that the IF offset is
approximately 350 MHz, i.e., 0.3Bs, and is therefore outside the estimation range of the phase
increment algorithm. We investigate if the true IF offset can accurately be found by observation of the
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received PSD or whether this method is inaccurate for PDM-QPSK systems in the cadg whye
as in this case.

Fig. 91 shows the unwrapped phase trajectories for the two polarization tributaries at the output of the
CCMA POLDMUX, for the best case, corresponding to Fig. 89b. The slope of the phase trajectory for
each polarization tributary is different, indicating that each polarization has a different IF offset. This

is counterintuitive, since the IF offset is common for both polarization tributaries. However, thermal
noise for each photodiode in each phase diversity receiver is different. But, more importantly, due to
the relative shifts imposed during the synchronization procedure, the instantaneous IF offset and phase
noise values per sample in the POLDMUX are different, since they correspond to different time
instances. This is the main reason for the different slopes in the unwrapped phases.

Indeed, the phase increment algorithm produces different IF offset values, for the X- and Y-
polarization tributaries, i.e., 108 MHz, and 107 MHz, respectively. In Fig. 91 the unwrapped phase
trajectory of an ideal complex rotating phasor is also shown. The ideal complex rotating phasor has a
frequency of 54 MHz. Given the estimates of the IF offset, it is seen that due to the nature of the
random-walk process introduced by phase noise, and the random fluctuations due to thermal noise, the
unwrapped phase trajectories are equivalent to an ideal trajectory corresponding to a smaller
frequency. In the inset of Fig. 91 a detail of the unwrapped phases is shown where the random
fluctuations of the phase are evident.
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Fig. 91 Unwrapped phase trajectories for the two polarization tributaries at the output of the CCMA
POLDMUX. Different slopes correspond to different IF offsets.

Fig. 92 shows the unwrapped phase for the two polarization tributaries after the phase increment
algorithm. It can be seen that the phase trajectory of the X-polarization tributary is much closer to
having a zero slope. This indicates that the X-polarization estimation value (108.8 MHz) is a better
estimate than the Y polarization estimation value (107.7 MHz). The wavy trajectory resembles the
unwrapped phase trajectory attributed to laser phase noise (see Fig. 21) and definitely means that the
remaining IF offset is negligible. Therefore the IF offset is approximately 108 MHz, by far smaller
than what the location of the central lobe of the received signal PSD shows in Fig. 83.

From Fig. 92, it can also be seen that after IF offset estimation and compensation, the two polarization
tributaries contain different amounts of residual IF offset. Especially, one of the two polarization

tributaries has a much larger residual IF offset compared to the other. Since a large residual IF offset
might affect the performance of the phase noise estimation algorithms, more than one IF offset
estimation stages were used to find if system performance will be improved. Applying the same

algorithm to the same set of data does not alter the estimation, so different estimation algorithms are
applied to the data in order to improve the IF offset estimate. The best sequence of estimation
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algorithms is to apply Kay’s algorithm after the phase increment algorithm and subsequently Tretter's
algorithm. The results are summarized in Fig. 93. The final constellation after three IF offset
estimation stages is practically un-altered compared to the case where only the phase increment is
used. This shows that, in this case, the phase noise compensation algorithm is capable of removing
small residual IF offset values.
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Fig. 92 Unwrapped phase trajectories for the two polarization tributaries at the output of the phase increment
algorithm.

Fig. 93 Unwrapped phase trajectories for the two polarization tributaries at the output of successive IF offset
estimation and compensation stages. a) X-polarization tributary; b) Y-polarization tributary.
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To conclude, the optimal DSP algorithm sequence for the 1 GBd PDM QPSK experiment is as
follows. For the CCMA POLDMUX, the effects of low LO-to-signal power ratio on the received
signal corresponding to the 2x2 90° hybrid has to be removed first, followed by QI compensation. At
the end of the processing chain transmitter-QI compensation has to be removed. The CMA
POLDMUX fails to demultiplex the PDM-QPSK signal, falling into singularity, regardless of the
sequence of other DSP algorithms used, or the number of taps. In order to perform both polarization
demultiplexing and equalization, the MU-CMA must be used. However, the MU-CMA POLDMUX
algorithm needs a fine tuning of its parameters to avoid singularity, but has the advantage that it does
not need compensation of the low LO-to-signal power ratio, or transmitter-Ql compensation at the end
of the processing chain. Applying fractionally-spaced sampling at twice the symbol rate was
investigated, but is not necessary, since it makes no improvement in performance. Use of more than
one IF compensation stages, offers no performance improvement in this case.

146



5. Analysis of 5 GBd experimental data

In this section we analyze the experimental data obtained from a 5 GBd PDM-QPSK experiment over
100 km of LEAF optical fiber, based on the experimental setup shown in Fig. 61. The sequence of
DSP algorithms used to analyze the 5 GBd experimental data are shown in Fig. 94, starting from the
output of the DSO.
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Fig. 94 The sequence of steps involved in analyzing the experimental data obtained from a single-channel 5 GBd
PDM QPSK experimental set-up (Symbols: LPF: Low-pass filter; ADC: Analog-to-digital converter; QI comp.:
Quadrature imbalance compensation; POLDMUX: polarization demultiplexer; IF comp. IF offset compensation;
PN comp.: Phase noise compensation; DD: Differential detection.).

The four photocurrents at the output of the coherent polarization- and phase-diversity receiver are
sampled by the DSO, which also acts as a low-pass filter with an approximate 3-dB bandwidth of 4
GHz. The photocurrents are sampled at a rate of 20 GHz, which for the 5 GBd signal corresponds to 4
samples-per-symbol. The measurement is approximately 250000 symbols long. The frequency of the
LO laser is controlled manually, and is typically between 100 and 500 MHz. Thus the 5 GBd
experiment is categorized as an intradyne experiment, and therefore bulk IF offset need not be
removed prior to other DSP algorithms [171]. Low-pass filtering is performed to remove out-of-band
noise. After filtering, a resampling process is performed with a constant sampling rate. Depending on
the algorithms to be used, sampling is performed at the symbol rate, or at twice the symbol rate,
corresponding to one or two samples-per-symbol, respectively. At the same time, the channel
synchronization procedure described in Section VII.2.i is performed, by starting the sampling process
from different instances of the four signal vectors, and combining the samples with relative delays
from the beginning of the measurement. After this resampling process, a number of DSP algorithms
described in Section V and various combinations of those are used, amongst them, QI compensation
algorithms (Section V.7), POLDMUX algorithms (Section V.4), IF offset estimation and
compensation algorithms (Section V.6), and phase noise compensation algorithms (Section V.5). The
possibility of using an additional equalizing step after the POLDMUX algorithm is also investigated
(Fig. 20), especially for the case of the CCMA which has no equalization capabilities. Finally, error
counting is performed, by comparing the received symbol sequences with the expected sequences,
derived from the PRBS sequences used at the transmitter. In what follows, we illustrate the
performance of the various DSP algorithms, or the penalty for not using them.

Fig. 95 shows the eye diagrams at the output of the LPF. The transitions of the eye diagram can still be
distinguished, facilitating the manual channel synchronization process. However, the small number of
samples-per-symbol compared to the 0.1 GBd and 1 GBd experiments makes the synchronization
difficult if no knowledge of the relative delays between the quadratures per polarization and between
the polarization tributaries is known. Fig. 84 shows the sampling points used for the two polarization
tributaries. The sampling point of the two quadratures corresponding to the Y-polarization tributary
(Fig. 84c, d) differs by six symbols, i.e. 24 samples, which is approximately the same compared to the
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20 samples found for the 1 GBd experiment. The sampling points corresponding to the X- and Y-
polarization tributaries differ by 208 samples, approximately the same as the 200 samples in the 1
GBd experiment, only in this case they correspond to 52 symbols.

Fig. 96 shows the constellations produced when symbol-spaced sampling at the sampling instants
denoted in Fig. 95 is performed, for the X-polarization (Fig. 96a) and Y-polarization (Fig. 96b)
tributaries, respectively. The constellation in Fig. 96a, corresponding to the 2x2 90° hybrid, is
composed of eccentric ellipses with unequal radii, owing to a mixture of inadequate LO-to-signal
power ratio at the receiver (Section 8V.), Ql, and cross-polarization interference between the two
PDM QPSK signals, in the presence of a non-zero IF offset (Fig. 35), although the low OSNR does
not enable the visual verification of all the phenomena. The constellation in Fig. 96b, corresponding to
the 2x4 90° hybrid which uses balanced detection, is composed of concentric ellipses with unequal
radii, a tell-tale sign of QI and cross-polarization interference between the two PDM QPSK signals, in
the presence of a non-zero IF offset (Fig. 35), also not directly visible.

Fig. 95 Eye diagrams for the received photocurrents, after low-pass filterigg, @) lpy C) lipys d) lgpy-

Fig. 96 Received constellation for the a) X-polarization tributary; b) Y-polarization tributary.
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Based on the shape of the received constellations and previous experience from the 0.1 GBd and 1
GBd experiments, it is easy to conjecture that QI exists and must be compensated for. When using the
CMA and MUCMA POLDMUX algorithms, experience gathered from the 1 GBd experiment
indicates that low LO-to-signal power ratio effects and transmitter QI are successfully combated by
the equalizer itself, and thus these algorithms are not used, a result also verified in the analysis but not
shown here. After polarization demultiplexing, the phase increment algorithm is used to perform IF
offset estimation and compensation (Section V.6.i), and the FFPE algorithm to perform phase noise
filtering (Section V.5.ii), averaging over 14 samples. For QI, the Gram-Schmidt orthogonalization QI
compensation algorithm is used, performing averaging over all the symbols. Both symbol-spaced and
fractionally-spaced sampling at twice the symbol rate is used.

First, we use the CMA POLDMUX algorithm with a small number of taps, so that compensation can
be performed in case of some unidentified distortion, and then investigate whether single-tap filter tap
weights can be used, in order to use the CCMA POLDMUX algorithm. We use the ideal differential
delay between the two signals. Initially, we use symbol-spaced sampling. Fig. 97a corresponds to the
case where single-tap filter tap weights are used. The constellation is completely closed. Fig. 97b
corresponds to the case where 5-tap filter tap weights are used. The constellation is relatively open but
will not be error-free.

Next, we investigate the effect of using an additional equalizing step per complex symbol sequence,
after the POLDMUX. The rationale behind this is that at 5 GBd, transmitter and receiver distortions
become more important (Section VII.2.ii). Transmitter distortions are imposed on the signal prior to
polarization multiplexing, and before polarization rotation which mixes the polarization tributaries
causing cross-polarization interference. Therefore, this type of distortion could be best removed when
the signals are already polarization demultiplexed. Fig. 97c corresponds to the case where the CMA
POLDMUX uses single-tap filter tap weights, followed by CMA equalizers with 7-tap filter tap
weights. Comparing to Fig. 97a, the result is much better. Fig. 97d corresponds to the case where the
CMA POLDMUX uses 5-tap filter tap weights, followed by CMA equalizers with 7-tap filter tap
weights. Though the results seem to be very similar, an important detail is that the constellation points
have a disk-like shape, compared, e.g., with Fig. 97b where the constellation points are amorphous.
This indicates that noise is the only impairment left to distort the signal in Fig. 97d.

Next, we continue to investigate the benefits of fractionally-spaced sampling at twice the symbol rate.
Fig. 98 shows various scenarios for the case of fractionally-spaced sampling. Fig. 98a corresponds to
the case where rudimentary 2-tap filter weights are used. Unlike the rudimentary single-tap case for
the symbol-spaced sampling case, the constellations are completely open. Even better results are
obtained when using 6-tap filter tap weights, as shown in Fig. 98b. Using the additional equalizing
step per complex symbol sequence after the POLDMUX, the constellation opening is further
improved. Fig. 98c corresponds to the case where the CMA POLDMUX uses 2-tap filter tap weights,
followed by CMA equalizers with 7-tap filter tap weights, whereas Fig. 98d corresponds to the case
where the CMA POLDMUX uses 6-tap filter tap weights, followed by CMA equalizers with 7-tap
filter tap weights. Results are similar, so the use of the extra equalizing step isn't justified.

In all cases depicted in Fig. 97 and Fig. 98 the equalizer converges to a singularity, meaning that both
outputs are the same apart from a constant rotation. Thus, either the CCMA, or MU-CMA POLDMUX
algorithms must be used.

The MUCMA was first used in order to successfully recover both polarization tributaries with clear
constellations. In all cases, the MUCMA ugks=2, and a step sizein the range of 5xIdwhich
were found to produce the best results. Fig. 99a corresponds to symbol-spaced sampling and 5-tap
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filter tap weights. One of the two polarization tributaries is not recovered. Fig. 99b corresponds to the
same case as Fig. 99a, followed by CMA equalizers with 11-tap filter tap weights. Fig. 99c
corresponds to using fractionally-spaced sampling at twice the symbol rate and 6-tap filter tap weights.
Both constellations are perfectly retrieved, producing a zero BER after differential detection. Fig. 99d
corresponds to the same case as Fig. 99b, followed by CMA equalizers with 11-tap filter tap weights.

Finally, we use the CCMA POLDMUX to retrieve the data. Fig. 100a shows the final constellations
when using symbol-spaced sampling. We WE=2R?=2. The final constellations are totally

closed. Fig. 100b shows the final constellations when using symbol-spaced sampling and the CCMA is
followed by CMA equalizers with twenty single-tap filter tap weights. The constellation for one of the
two polarization tributaries is open, indicating that the POLDMUX works correctly. However, the
other polarization tributary is not recovered error-free. Fig. 100c shows the final constellation when
fractionally-spaced sampling is performed. The CCMA POLDMUX has single-tap filter tap weights
which means that every sampling instant it processes the current samples and not previous time-instant
samples. This does not prohibit it from performing polarization demultiplexing on samples
corresponding to the same symbol. However, since a downsampling procedure must be performed to
keep one sample per symbol, CMA equalizexsstbe used after polarization demultiplexing. CMA
equalizers with 20-tap filter tap weights are used. The result is somewhat better than that shown in Fig.
100b, but again not both polarization tributaries are retrieved error-free.

Fig. 97 Final constellations for various scenarios, when using the CMA POLDMUX algorithm with symbol-
spaced sampling. QI compensation is performed using the Gram-Schmidt orthogonalization algorithm. In (c),
(d), the outputs of the POLDMUX are fed into an additional equalizer for distortion mitigation. a) single-tap
filter tap weights; b) 5-tap filter tap weights, c) single-tap filter tap weights, followed by 7-tap filter tap weights;
d) 5-tap filter tap weights followed by 7-tap filter tap weights.
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Fig. 98 Final constellations for various scenarios, when using the CMA POLDMUX algorithm with fractionally-
spaced sampling at twice the symbol rate. QI compensation is performed usingrame-Schmidt
orthogonalizatioralgorithm. In (c), (d), the outputs of the POLDMUX are fed into an additional equalizer for
distortion mitigation. a) 2-tap filter tap weights; b) 6-tap filter tap weights, c) 2-tap filter tap weights, followed
by 7-tap filter tap weights; d) 6-tap filter tap weights followed by 7-tap filter tap weights.

151



Fig. 99 Final constellations for various scenarios, when using the MUCMA POLDMUX algorithm. (a), (b):
Symbol-spaced sampling. (c), (d), Fractionally-spaced sampling at twice the symbol rate. a) 5-tap filter tap
weights; b) 5-tap filter tap weights followed by CMA equalizers with 11-tap filter tap weights; c) 6-tap filter tap
weights; d) 6-tap filter tap weights followed by CMA equalizers with 11-tap filter tap weights.
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Fig. 100 Final constellations for various scenarios, when using the CCMA POLDMUX algorithm. (a), (b):
Symbol-spaced sampling. (c): Fractionally-spaced sampling at twice the symbol rate. a) Single-tap filter tap
weights; b) Single-tap filter tap weights for the POLDMUX, followed by CMA equalizers with 21-tap filter tap
weights; c) Single-tap filter tap weights for the POLDMUX, followed by CMA equalizers with 21-tap filter tap
weights.

To conclude, the 5 GBd PDM QPSK experimental data pose a challenge for successfully retrieving
both polarization tributaries in the experimental set-up used in the context of this dissertation. Though
the CMA POLDMUX seemingly performs polarization demultiplexing correctly, it falls into
singularity, producing the same polarization tributary at both its outputs. The CCMA POLDMUX
cannot retrieve both polarization tributaries error-free, even though it is shown that it can function well
with fractionally-spaced sampling, followed by CMA equalizers for downsampling to one sample per
symbol. The MU-CMA is the only polarization demultiplexing algorithm which successfully retrieved
both polarization tributaries error-free. Though it is more time-consuming for simulations and will be
more difficult for hardware implementation, it is the only choice under the circumstances investigated.
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VIII. Conclusions and recommendations for future research

The aim of this dissertation was to model an optical polarization-division-multiplexed (PDM)
quadrature phase-shift keying (QPSK) system with a digital coherent receiver, and investigate its
performance under realistic operating conditions. For this purpose, various digital signal processing
(DSP) algorithms were implemented and tested both using simulation and upon experimental data.

Initially, an abstract model of a QPSK system was designed, using differential encoding and decoding,
as well as Gray mapping and de-mapping. First, we designed a novel precoder for use in QPSK
systems with quadrature modulators, incorporating differential encoding and Gray mapping. With this
precoder, pseudo-random quaternary sequences were generated and the corresponding binary
sequences at the input of the quadrature modulator were calculated. A semi-analytical method for the
estimation of the system error probability was implemented and used to calculate the system
performance theoretically.

Subsequently, we simulated a back-to-back coherent optical PDM QPSK system using a commercially
available simulation software package [113]. Theoretical models of components used in optical PDM

QPSK systems were implemented in the aforementioned software environment. More specifically, we
implemented an optical quadrature modulator and a coherent polarization — and phase-diversity
receiver. Two different optical 90° hybrids were implemented and analyzed.

The main DSP functionalities of the digital coherent receiver were then implemented using MATLAB,
i.e., IF offset estimation and compensation and phase noise compensation. Using these algorithms,
proof-of-concept SP-QPSK experimental results were analyzed, with symbol rates ranging from 0.1
GBd to 10 GBd. Analyzing these experimental results, several transmitter and receiver imperfections
turned out to affect system performance substantially. These were namely, transmitter imperfections
due to non-ideal quadrature modulation, time-drifting of modulation sequences, and quadrature
imbalance due to non-ideal coherent receivers [182]. Special attention was given to quadrature
imbalance [202], which was found to be the most important impairment for back-to-back operation,
and a key phenomenon in transmission experiments. A number of quadrature imbalance algorithms
were implemented using MATLAB, one of them designed by our team, and their performance was
investigated, both via simulation, and using experimental data [185], [186].

After concluding the study of the basic functionalities of the digital coherent receiver, i.e., quadrature
imbalance compensation, IF offset estimation and compensation and phase noise compensation, our
focus shifted to transmission phenomena. Drift of the received state-of-polarization, though not
evident in the short duration of the experimental results, was identified as a key transmission
impairment to be mitigated. For this purpose, polarization combining algorithms for SP-QPSK
systems were implemented and analyzed using MATLAB. For PDM QPSK systems, where random
polarization rotations cause a mixing of the transmitted polarization tributaries at the receiver,
polarization demultiplexing algorithms were adopted from [143], and used to analyze experimental
data [156]. In the process of analyzing the experimental data, we concluded that the coefficients of
conventional polarization demultiplexers can fall in to singularity, i.e., the two outputs of the
polarization demultiplexer converge to the same polarization tributary. This situation was remedied by
robust algorithms developed by our team [156], [197]. The latter algorithm, [197], was successfully
used on experimental results [203].

Simultaneously, the results developed in the context of this dissertation were disseminated and used by
other members of our team. A testbench has been implemented for simulation of all-order polarization
mode dispersion using a Multi-canonical Monte Carlo simulation [204]. The same algorithms
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developed in the context of this dissertation are being used in wavelength-space permutation switches
for supercomputer optical interconnects [193].

Throughout this dissertation, it was demonstrated that optical PDM-QPSK systems with digital
coherent receivers have certain very attractive practical attributes, apart from their superior theoretical
performance. The algorithms in the digital coherent receiver can compensate for a large number of
practical imperfections and transmission effects. More specifically, polarization demultiplexers
compensate for random, fiber-induced, time-varying polarization rotations (Section V.4); phase noise
compensation algorithms can compensate linewidth x symbol period products as largeasifx 10
OSNR penalties smaller than 3 dB (Section V.5); IF offset estimation and compensation algorithms
can estimate IF offsets as large as 0.125 times the symbol rate with an error smaller than 1% (Section
V.6); and finally quadrature imbalance compensation algorithms can alleviate non-ideal receiver
imperfections, restoring system performance to the ideal (Section V. 7).

The tolerances to imperfections and non-idealities offered by the algorithms in the digital receiver
make PDM-QPSK easy to implement even with off-the-shelf components. Cheap bulk-component 90°
optical hybrids can be used, and their non-ideal, time-varying operation can be compensated for, by
using quadrature imbalance algorithms. Off-the-shelf DFB lasers with large 3-dB linewidths can be
used owing to the large tolerance to phase noise offered by the phase noise compensation algorithms.
No feedback control of the LO laser is needed, since IF offset estimation and compensation algorithms
can eliminate relatively large, time-varying, IF offsets.

PDM-QPSK systems at 40 Gb/s and 100 Gb/s are already becoming commercially available, which
means that crucial decisions upon the algorithms to be implemented been taken by the industry.
However it is not obvious that the optimality of these algorithms has been fully investigated. For
future research, four topics should be of interest. 1) Investigate fundamental theoretical limits due to
transmission effects, using semi-analytical or Multi-canonical Monte Carlo simulation methods. For
example, fiber non-linearities such as SPM and XPM in WDM systems will govern the performance
of ultra-long haul systems using PDM-QPSK. 2) Investigate implementation aspects of the algorithms
proposed for the aforementioned transmission effects in the digital coherent receiver. Most algorithms
proposed in the context of this thesis and in the literature, have been used in off-line signal processing.
Hardware limitations due to complexity may introduce unforeseen penalties. 3) Explore various FEC
schemes. Efficient and powerful FEC schemes are expected to be used. Designing good codes for
various transmission phenomena is a major challenge. 4) Extend the digital coherent receiver
algorithms and design to even more advanced modulation formats and other fiber types. Multi-QAM
modulation formats, in conjunction with cheap multi-mode fibers will provide unprecedented
information bandwidth to the end-user.
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Appendix A Signal representation nomenclature [2]

In this dissertation, an equivalent low-pass representation of narrowband signals is used. For
completeness, in this appendix we present the formulation used in all Sections.

Suppose that a real-valued sigrét) has a frequency content concentrated within a narrow band of
frequencies of bandwidtB, around a frequendy, as depicted in Fig. 101a. This is the case for optical
signals which are centered around the laser emission frequency, which in this dissertation, is always
193.1 THz. In order to sample this signal and use it in a simulation, sampling should be performed at a
ratefs > 2f.+B. Since this is an enormous sampling rate, it is of interest to find an equivalent low-pass
representation of the signal. We first construct a signal that contains only the positive frequencies in

x(t) theanalytic signalx, (t) [2],[4], as
X, (f)=2u( f)X(f)
x, ()= F*{X, ()}
whereu(f) is the unit step function in frequenc(f) is the spectrum of the narrowband sigk(8), and

F{} denotes the inverse Fourier transform. Fig. 101b shows the spectrum of the step fungjion 2
Fig. 101c shows the spectrum of the analytic signal. The analytic signal can be written as

(182)

X, (t)=x(t)+ jX(t) (183)
where X(t) is the Hilbert transform ok(t) defined as

%(t)= % ® (1) (184)

and ® denotes convolution. The analytic signal is a complex signal, since it has a one-sided spectrum.
It is then shifted to baseband, by multiplying it with a complex phasor of frequinéyrming the

complex envelope(t)

X(f)=X(t+ 1) 185
X(t)=x (t)e’>™

By solving the time-domain equation (185) for the analytic signal and inserting it into the right hand
side of (183), we get

X(t) = Re{x(t) &>} (186)

Therefore, the narrowband signmﬂt) with bandwidthB can be represented by a complex band-pass

signal >”((t) with bandwidthB/2, which can be sampled at a frequeficy B, a frequency which is
realizable in simulations.
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Fig. 101 Spectrum of various signals involved in the definition of the complex envelope representation of a
narrowband signal. a) Spectrum of the narrowband signal. b) Spectrum of the frequency-domain unit step
function. c¢) Spectrum of the analytic signal. d) Spectrum of the complex envelope representation.
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Appendix B QPSK Gray and differential encoding precoder

In order to derive the Boolean expressions implemented in the precoder used in the QPSK quadrature
modulator, we construct the truth table describing its operation. We employ the following conventions
in doing so.

Bit sequencesb;, i, by, belonging to an alphabebj={0,1}, i=0,1 are transformed into bit sequences
€1 &k belonging to an alphabet}e{0,1}, i=0,1, using the precoder.

Bit sequences;g &, are mapped into real symbolg.aa  belonging to an alphabetfa{-1,1},

i=0,1 following convention
G524 (187)
g=1->4=1

Differentially and Gray encoded complex symbd|selonging to an alphabet {={1+j,-1+,-14,1-
i}, n=0,1,2,3 are formed a& ctjaz.

For clarity, we represent differentially and Gray-encoded complex symbol seqderine the
corresponding index sequencg. Thus, differential decoding, represented by symbol recursion
c=d,d . can also be representedng&=<n-N-1>mods Whereng is a sequence of Gray-coded integers.
The Gray-encoded sequenag is decoded into the two original bit sequenbeg by, following

mapping
n,=0—>hhb, =00
n,=1->hb =01
n,=2—->hb =11
n,=3—>hh =10

(188)

Owing to the memory introduced by differential encoding, presentrgtate dictated by botim, and
N1 and so are bit sequence valbeg b, . All possible symbol combinatiomg andny; in the channel
are given in Table 2.
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Table 2 All possible combinations of symbol pairs transmitted in the channel, the corresponding Gray-encoded
complex symbol, and the corresponding pair of bits at the receiver output.

Ny | N | Nge | P | Bax

0 0 0 0 0
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Given the mapping betwees and n, described above, Table 3 gives all combinations; Qf @,
which produce all the possible combinatiopa,.; and therefore bit sequence valigg b .

Table 3 All possible combinations of precoder output bit pairs and the corresponding combinations of symbol
pairs transmitted in the channel, the corresponding Gray encoded complex symbols, and the corresponding pair
of bits at the output.

e.l..k—l e2.k—1 qﬂk %,k nk_l nk ng,k bl.k bZ.k

1 1 1 1 0 0 0 0 0
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From Table 2 and Table 3, the truth table for the precoder is easily derived, and given in Table 4,
assuming inputb, , b2y, € k1, &1, and outputsg, &, Karnaugh tables for output variableg, & .
not shown here, produce the Boolean expressions of (81).

Table 4 Truth table for the precoder used in a QPSK system with differential detection and Gray encoding

By | By | Gur | n | Bk |

0 0 1 1 1 1
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Appendix C  Semi-analytical method for the estimation of error
probability

System performance can be evaluated in a number of ways via simulation, the most accurate being the
counting of the bit-error-rate (BER), under actual system conditions. Since this is difficult to perform,
especially for low target BERs, due to the overhead caused by simulation time, other reliable
techniques for estimating the BER performance of a system are needed, such as the probability of
error, or error probability. [4]. For the theoretical evaluation of the performance of coherent M-PSK
systems, it is necessary to use the error probabHityas a criterion. Different expressions for the

error probability of these systems in the exclusive presence of additive white Gaussian noise are
presented in several digital communications textbooks, e.g., [198],, [#&8] various degrees of
accuracy. Adaptation of these formulae in the case of optical communications systems employing
binary PSK (BPSK) and QPSK modulation and an optically-preamplified, synchronous homodyne
receiver was done by [200].

All aforementioned analytical expressions for the error probability contain simplifying assumptions
for mathematical tractability, so they are valid only in idealized cases, e.g., for perfectly rectangular,
non-return-to-zero (NRZ) pulses, in the absence of distortion. As a result, they are inadequate for
capturing the impact of fiber transmission impairments and electronic DSP functionalities of the
synchronous homodyne receiver on the system performance. Therefore, it is necessary to develop a
quasi-analytical method for the accurate evaluation of the error probability [201]. According to this
technique, the distortion of the signal due to transmission impairments and electronic DSP
functionalities is computed by simulation in the absence of noise, the noise statistics at the input of the
decision circuit are calculated analytically, and the average bit error probability is estimated using an
analytical formula.

The expression for the received photocurrent samples at the output of the ADC circuit, for a SP-QPSK
system, when symbol-spaced sampling is performed, is given by (105). In the absence of any form of
noise source, or IF offset, the photocurrent sample for the n—th symbol is given by

i [n]=1A[n] A" (189)

where | =R/R,R,/2 is the photocurrent amplitude due to photodetection, An{l is the time

varying amplitude due to ISI. Ideall{n]=1. Neglecting the scaling factbror normalizing to a unit
symbol power, the expression for the symbol error probability is

P, =erfc(p,) (190)
where p, is the equivalent per-bit OSNR

p, = A[20? (191)
The per-bit error probability for Gray mapping is approximately

1 1
Ffe|bEEPqS:_Zerfqpb) (192)

In the presence of distortion, the error probability varies between symbols. We evaluate the average
symbol error probability using the arithmetic mean over all the simulated symbols

Nsymbols
R > P

€els els

(193)

symbols n=1
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where Ngympoisdenotes the number of simulated symbols @’gkd is the conditional error probability

for the k—th symbol. In order to take into account the intersymbol interference (ISI) duadjacent
symbols on each side of a symbol, we selaghinoisSO as to contain all possible combinationsrof2
symbols. The most efficient way to do so is to use de Bruijn symbol sequences. Since each QPSK
symbol takes four possible values, one needs to simMigig,s= 4™". A sequence of length*Z*
containing all possible patterns of bits within a period 4™ exactly once is called a de Bruijn
sequence of lengtm-1.

The notion of symbol error probability can be easily explained visually. Fig. 102 shows the series of
conceptual steps for the calculation of the per-symbol error probability. Fig. 102 shows the ideal
QPSK constellation diagram in 3-D form, where the third dimension corresponds to the probability
density function (pdf) of the amplitude of the four possible symbols to be received. At each time
instant, only one of the four possible symbols are received, and ideally, the pdf is a Dirac delta
function of unit amplitude. The effect of additive noise is to transform the received pdf. Since the in-
phase and quadrature components of the total receiver noise are independent, identically distributed
(i.i.d.) Gaussian random variables with zero mean and variehdeir joint probability density
function (pdf) is written as

7”12“"22
e 267

2716 (194)

Pry.n, (M 1) =

In this case, the received symbol pdf becomes as shown in Fig. 102b. Performing symbol hard-
decision corresponds to setting the thresholds depicted in Fig. 102c. The probability of error for the in-
phase component of the received complex symbol is the integral of the pdf at the sampling point,
below the threshold (Fig. 102d red circle). The same holds for the probability of error for the
quadrature component of the received complex symbol (not shown). The symbol error probability is
simply the mean of the error probabilities per quadrature.

Fig. 102 Graphical representation of the calculation of symbol error probability in QPSK. a) probability density

functions of the four possible complex symbols; b) One complex symbol has additive Gaussian noise
superimposed; c) graphical depiction of the thresholds used; d) part of the probability density function used to
calculate the error probability (red circle).

Throughout this dissertation, the threshold was always assumed to be fixed at zero for both the in-
phase and quadrature symbol components.
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Appendix D  Optical quadrature modulator

In this section, we derive the input/output characteristic of the optical quadrature modulator. As a
starting point, we derive the transfer function of a LiNbd@ach-Zehnder modulator in terms of
scattering matrices. A scattering matrix defines the relationship between the input and output analytic
electric fields of a device [119], [120].

A LiNbO3; Mach-Zehnder modulator is comprised of an input directional 3-dB coupler, two parallel
branches connected to each of the output ports of the directional 3-dB coupler, two phase shifters
causing voltage-dependent phase shifts on the optical signal of each of the branches, and an output
directional 3-dB coupler, whose inputs are the two phase shifted optical signals. Only one of the input
ports of the directional 3-dB coupler is active and only one of the outputs of the output directional 3-
dB coupler is used for further transmission of the electrical field.

The scattering matrix of a lossless, polarization-independent, directional coupler is written [119]

s:%G ij (195)

The scattering matrix of the two parallel branches of a push-pull Mach-Zehnder modulator, with the
phase shifters, is written

ie
2

p=| ¢ (196)

where ¢ is the sum of a phase shift due to the propagapipand a phase shift due to the voltage-
dependent refractive index (Pockels effect) [120]

\Y
P=0,— ”I (197)
where
Po = Z_Hnl-
%o (198)
 2d
il

and/, is the free-space wavelength of the input optical béaimthe length of the phase-shiftetss
the distance between the electrodess, the refractive index in the absence of voltages the Pockels
electro-optic coefficientV, is the half-wave voltage, an¥ is the applied drive voltage. The
birefringence of LiNbQis neglected.

Assuming that only one of the input ports of the input directional 3-dB coupler is used, with an input
analytic electrical field denote&hl(t), the analytic electric fields at the output ports of the output

directional 3-dB coupler are
E 3
—* |-spg) Tt | (199)
E.., 0

Discarding one of the outputs, it can be shown that the input/output relationship for a Mach-Zehnder
modulator is
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E.=i sin%éu (200)
For the modeling of the quadrature modulator, which is a Mach-Zehnder modulator super structure,
composed of a Mach-Zehnder modulator in each branch and an additional phase shifter, we define the
scattering matrix for the nested Mach-Zehnder modulators as

jsinﬁ 0
M| 2 (201)
0 jsin&
2
and the phase shifter as
it
ez 0
D= e (202)
0 e?

We have assumed that phase shifting is equally split between the two branches. The analytic electric
fields at the output ports of the directional 3-dB coupler at the output of the quadrature modulator are

[EM] (E J
_° |=soms| T |. (203)
E,. 0

Discarding one of the outputs, it can be shown that the input/output relationship for the quadrature
modulator is

.V, V3
. v iy .
Eol:ie = Jsin MO —e "= sin o) = (204)
T2 yaY) paY) '

”1 2

In the ideal casey; =V, 3, Vi(t)=aV,;q( 1), Vo (t)=2a,V,,0,(1), and g, (t) = g,(t)= g(t) is the pulse
shape of the modulating voltage waveforms at the two Mach-Zehnder modulators, and+1
correspond to the input binary bits in polar form. Then we can write

IAEOYl = %(aﬁ jaz)sin[% g (t)} IAEiY1 (205)

Since it is assumed, for simplicity, that the polarization of the optical signals is preserved, we can
write

o= %kz desin| % a(1- k)|, (206)
or
E =1id sin[ﬁ g(t- KT )}E (207)
out Zk:() k 2 S in

where d = a + ja, is the complex modulation symbol akdcorresponds to th&th modulation
symbol.
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Appendix E  2x4 optical 90° hybrid

In this section, we derive the input/output characteristic of the integrated 2x4 90° optical hybrid and
give the photocurrent expressions at the output of the corresponding phase-diversity receiver. The
block diagram of the optical hybrid is shown in Fig. 103. It is comprised of four polarization
independent directional couplers, DCPL1-DCPL4, with splitting raties,, respectively, and two
polarization independent phase shifters, PS1 and PS2, with phase shift valaed, 90°%
respectively. All couplers and phase shifters are externally controlled using bias voltages.

Assume that the analytic signal of the electric field of the received optical waveform is

Es=+/2Psexp| j( 2 fst+g,s+4,)]|e9 (208)
and that the analytic signal of the electric field of the LO is
ELO =42P, exp[ j( Zfot+a, LO)]| eLc,) (209)

wherePs, P o are the average optical powels fio are the carrier frequencies, ., ¢, , are the laser

n LO

phase noises, anﬁas>,|eLo> are the normalized Jones vectors, for the received and LO signals,

respectively. In additiong, denotes the modulation phase corresponding tk-tinesymbol interval.

The scattering matrix of a lossless, polarization-independent directional coupler with splitting ratio

is [119]
_1(+1-a jiva
S_ﬁ[ ia x/l—a] (210)

The phase shifters simply introduce a phase shidindje”’. At the input, only two of the four coupler

input ports are used, and & =E., E, =E.=0and E, =E,,. At the output of the hybrid, all four
coupler output ports are used, each illuminating a photodetector. The four photodetectors, with
responsivitiefk;-R, are connected in pairs (1-2 and 3-4) forming two balanced photodetectors.

Fig. 103 Block diagram of the 2x4 90° optical hybrid. (Abbreviations: DCPL: Directional coupler, PS: Phase
shifter,R;-R,: Responsivity).

With some elementary algebra, the scattering matrix of the optical hybrid is

exp(je)aa,  —(1-a)(1-a)
jexp(je)(1-a;)a, jJ(1-a,)a,

iy(i-a)a, —exp(j6)y/(1-a,)a,
—J(1-2,)(1-a) jexp( i6)\/a,8,

(211)
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Assuming constant polarization, we can drop polarization notation from the analytical signals of the
electric fields. Then, the hybrid input/output characteristic becomes

exp(j&)asa ~J(1-a,)(1-a,)
2 | _ jexp(jg)\/(l_aS)al j\/(l_az)aa [ SJ (212)
)a,

j (l_ai)a4 —exp(j&) (1—a ELO .
-J(1-2,)(1-a) iexp( j0)\2,2,

The output photocurrent at each photodetector is

>

m> ._[Th

J>|'l'|> JTI)

i :%R<I§i(t) E'(1),i=1,234 (213)

where the angle brackets denote time averaging over an interval proportional to the response time of
the photodiode and T denotes complex conjugation. The analytic expressions of the four photocurrents
are

L =R{aaR+(1-3)(1- 3) B-2/a d- (1 @) PPcog 2 f +Ad, +4, +2)]
1-a,)aR+(1- 3 @P+a/ ad(l- J(1- @y PPcos 2 f +4d,+4, +2)|

- " s
L =R{(1-a)aR+(1-a)aR+2/ aa(l- 9(1- @y PPsin Z f +Ag, +4,-0)|
|4=R4{(1—a4)(1 a)R+aaP, 2\/aza4 1- a)(1- a) PR sin Z f tAg +4, - )}
The two quadrature photocurreritsandi, are formed a$ =i, -i, andi, =i, i,
i =[Ra(1-a)-Raa] P+[ Ral- 3- R1- J(=- 3] P
+9R+R]VER{ 23(1- §)(1- @)cof Z f +A, +4 +¢) (215)

=[Ra,(1-a)- R(1- a)(1- a)] P+[ RAl- A- Rad P
+ R +R]VERY 23(1- @(1- @sin( 2 | tAg, +4, -0)

Assuming ideal directional couplers,fa,=05=04,=0.5), ideal phase shifting%£6=0°), and perfectly
balanced photodetectors;fR,=R;=R,=1) the hybrid input/output characteristic becomes

'_['I'I >
H

|
|_\

J (216)

m> [T M
w N

Il
N |-
[

H
/N

4

From (215), the corresponding photocurrents are

i, =R\RR, cos( 2r f t+Ag, +4,)

| . (217)
o =RyRE, Sln(Zﬂ- fi t+Ag, +¢k)

Balanced detection thus removes any DC components.
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Appendix F  2x2 optical 90° hybrid

In this section, we derive the input/output characteristic of the 2x2 90° optical hybrid proposed in
[125], and give the photocurrent expressions at the output of the phase-diversity receiver. The block
diagram of the hybrid is shown in Fig. 104. It is comprised of four polarization controllers (PCTR1-
PCTR4), a directional coupler, and two fiber polarizers (Poll and Pol2). All controllers and polarizers
are manually controlled. The polarizers are followed by single photodetectors, with resporiRjvities
andR,, respectively.

Fig. 104 Block diagram of the 2x2 90° optical hybrid. (Abbreviations: DCPL: Directional coupler, PCTR:
Polarization controller, Pol: Linear fiber polarizer, R: Responsivity).

Assume that the analytic signal of the electric field of the received optical waveform is
Es=+/2Psexp| j( Zrigt+g,s+4,)]€9 (218)
and that the analytic signal of the electric field of the LO is
Ero =/2Po et i( 2r fiot+41.10)]|€0) (219)

wherePs, P o are the average optical powelis fio are the carrier frequencieg,, ¢, , are the laser
phase noises, anfks),|e ) are the normalized Jones vectors, for the received and LO signals,

respectively. In additio®, denotes the modulation phase corresponding tk-thesymbol interval.

We assume that the directional coupler is a lossless, polarization-independent device, with a scattering
matrix given by (195). Because the SOPs of the received and LO signals are important, we cannot
drop polarization notation. The analytic electrical field vectors at the input of the hybrid can be written
as

E,()=Es(t)]e)

R A (220)
Ez(t) =E, (t)| eLo>
After the polarization controllers, these electric field vectors become
E-E(1)]e)
(221)

E0=Eo(t)]ec)

After the polarization-independent ideal directional coupler
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E(t)—[[E 0+ JEM == [é (t)e

>+ jELO(t)
ed)+ Eq()

o)
o)

Assuming that polarization controllers PCTR3, PCTR4 produce $@Psnd|p,) respectively and

) ) (222)
Ee(t)=ﬁ[ng(t)+E4(t)} [

that fiber polarizers Poll and Pol2 have principle axes along polarization diregtipnand | p,)
respectively,
@oﬂl P

é7(t)=1[és(t)<pl\%’>+ o0 0

i X (223)
Eq(t)= [ E.(1)(p.|a)+ Eo(9( @o’ﬂl )
we define
< > o, &
<p > p &
(224)
<p > o, &
< > ﬂzéffz
After the photodiodes
- %{afPs + PP+ 20, B[R RSN 27 fp t Ad +6, +¢, - &1}
(225)
i, = iz{azzp + B3P, — 20,5\ R PLoS'n[2”f|F t+Ag, +4 +4, - 52]}
For ideal hybrid operation
(C=&) (&) =(K+D7 (226)

The simplest arrangement of input polarizations to achieve orthogonality between the two
photocurrents is to have 45° linear and right-hand circular polarization, for the received and LO
signals, respectively

A _[X+]Y)
N ey 0
eLO,>: \/E
Then, we can write
E.(0)= [[E )+ JELD ] = {[E‘ (6)+ Euo ()]0 +[ Es (9 o (D] 9}
(228)

Ee(t)=ﬁ[ng(t)+E4(t)] 2 {lEs )+ Ew 0]+ i[Es(9)+ Eo (9] )

After the polarization independent ideal directional coupler
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E0=[ B0+ B.0)= 5[ &0+ Eo ]9 +[E(0-Eo(0] )
) l - ) ) ) (229)
B0 = [IE0+E0]= 5 {[s )+ Ewo ()] %)+ I[ & (9+ B (9] )

Assuming the fiber polarizers have principle axes along polarization direckilqhs|x) and
|p,) =|Y), the electrical field vectors at the output of the hybrid are

i (230)
Es(t) _E[Es (t)"' ELO(t):“ y>
and the resulting photocurrents are
i, = i{PS + Py + 2, PsPosin[ 2z f t+ Ag, +¢k]}
4 (231)

i :%{PS + P +2PsPocod Z fi t+Ag, +¢k]}

It is clear that,=ig andi,=i,. It is also clear that single-ended detection produces DC terms, depending
on both the received signal and the LO signal power.
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Appendix G M-th power law removal of information symbols

Though this process is generic tolHary PSK formats, the case of QPSK is explicitly analyzed. The
complex photocurrent at the output of each phase-diversity receiver in a SP-QPSK system, is

i[n]=exp( g [n]) exp ( ZfnT, +A¢n[n])}+ p[ ] (232)

where ¢, for QPSK, belongs to an alphabet={7/4,37/4,5/ 4%/ %, and we have dropped
amplitudel for simplicity. Raising (232) to thé"4ower, produces

i“[n]=exp(j 4 [n]) exdj 4 2fnTs+Ag,[n])}+d[n] (233)

whereq[n] is a sum of unwanted cross terms between the signal and the additive noise process. The
quantity 44, belongs to an alphabdi ={47/ 4,12/ 4,26/ 4,28 |4={z B 75 79 and in all cases

producesexp(j 44,) = -1, thus removing phase modulation. Quantjty] is given by
a[n]=4exp( j 3 [n]) exp{ j8 2f.nT, +A¢n[n])} dd+d B[ i (234)

The quantity34, belongs to an alphabé, ={37/4,%/ 4,15/ 4,28/ 4={ 3 4/ %43 %&b} thus
producing the complex conjugate of the transmitted modulation symbol. Tiypoigis essentially a
random process, it is no longer Gaussian. It can be approximated as a Gaussian noise process with

varianceo; , given as [140]
2 6 8
aj :160p144+a;‘+ 386 ,+ 192 (235)
It is clear that, in the absence of IF offset, an estimammm] can be obtained from the argument of
i*[n] simply by using

Ady[n)=Z arg{*[n]} = ag, [+ nf (236)

where 4[n] is the angular projection gfin] corrupting the estimate 0Lf\¢n[n] [157]. Assuming that
the additive noisg[n] is small, a small angle approximation can be adopted, in which

4A¢3n [n]= arg{T“[n]} =4A¢,[n]+ q[ N (237)

whereqy[n] is a real Gaussian noise sequence with variaufce
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Appendix H Phase unwrapping

The phase noise estimates for the received complex samples are be given by (236), which we show
again at this point for easiness of reference

Agn[n]:%arg{74[n]} —ag,[n]+ n{ 1 (238)

The arg{} function however cannot distinguish between phases that diffet, lan@ produces results
within the ¢z,z] interval, i. e., the resulting phase estimaﬁg[n] lies in the interval-@/4,7/4] and it

is awrappedphase [171]. To reinstate linearity over time, special techniques have to be used to
unwrapthe phases [157], [140], [171].

The unwrapping process used in the context of this thesis, is based on the idea of adding (or
subtracting) an integer multiple a@f2 to (from) Aq?n[n], depending on the values of the previous

estimates, in order to ensure that the magnitude of the phase difference between adjacent symbols is
always less thar/4. Two approaches were followed in the context of this thesis. The rudimentary
approach uses the difference between the previous unwrapped estimate and the current wrapped
estimate for estimating whether a jump occurs. It is best formulated as [157],

Agem™=®n] = Ad, [n] +% p (239)
where

p=L0.5+%(Aq§:r‘wrap[n—l]—Ag;n[n]) J (240)

and| | denotes the floor function.

At low SNR or large phase noise, the fluctuations due to noise are large, and the rudimentary
unwrapping technique may produce erroneous phase jumps, or else, cycle slips. Phase jumps occur
when the real phase makes a jump larger ##imn its trajectory. The wrap property of the 0.25arg{}
function will produce a wrapped phase value which will “confuse” the unwrap process. A wrong value

of p will be computed, and a phase jump will occur. Phase jumps are initidllyut eventually the
unwrapped phases will settle att® mean phase difference compared to before the jump. Phase
jumps are thus undetectable in QPSK and produce symbol errors, because constellation points
differing by /2 are stable operating points.

A more sophisticated method for unwrapping should be used in such cases. The problem of phase
jumps can be avoided if several previous phases are used to cgnamuatdor this purpose, a second,
enhanced method of phase unwrapping was used. This method uses three previous phases, equally
weighted, to computp. The formula used for updating (240) is hereby

p—{o.5+3[(A€5#nmp[”—1]+Aéﬁ”m”[”—Z]+A45n””wra"[“—3]]A¢3 [n]“ (241)

Vs 3

This method can easily be extended to accommodate even more previous estimates.

To illustrate the issue of phase jumps, an unwrapped phase produced by (239) is depicted in Fig. 105,
for the two cases of unwrapping described previously. Phase jumps occur when using the rudimentary
unwrap procedure, but are avoided when using the sophisticated method
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Fig. 105 Unwrapped phase using the rudimentary and sophisticated unwrapping procedure. A phase jump is
avoided using the latter.
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Appendix |  Spectrum distortion due to quadrature imbalance and
non-zero IF offset

In this section we provide mathematical proof of the distortion on the received signal spectrum caused
by quadrature imbalance and non-zero IF offsets. We calculate the spectrum of the mirror image of the
unilateral spectrum, which would ideally experience infinite attenuation and give an expression for the

total spectrum.

Neglecting DC offsets, phase noise, and modulation, the outputs of the phase diversity receiver (157),

are written as
?, (t)=A(1+¢)g(1) c.os( Zf t+0) (242)
i (t)=Ald-¢)g(t)sin( 2 f.t-0)

whereA is the received pulse amplitudgt) is the received pulse shapes a small distortion of the
amplitude,d is a small distortion of the phase, apd) is the common phase term containing the
modulation phase, the IF offset, and the phase noise. The complex received signal is

P(t)=i, (t)+jiot) (243)

Using Euler's formulae for representing the cosine and sine function

co's(x)zé(ejx +e¥)

1 (244)
sin(x)=—(e&* — e*
(=5 ("= e”)
the complex signal in (243) is written as
i (t)=Ag(t)(cosd+ je sim)e’® ' + Ag( t)(cosd - f sing) e'*'" = (245)
— rlAg(t)ejZ”letﬂ% + rzAg( t) e*l'Z”let*J'(ﬂz
where we have defined
r,=+/co 0+ & sirf o
r, =\ e?cog 0+ sirfo
@ =tan” (& targ) (246)
P> = tanl( ta:@j
The signal spectrum of (245) is [2],
[(f)=reAG(f-f )+ e’ AQ f+ f) (247)
Given that ¢t) is a real valued signal, it holds thai(®=G(f), and (247) can be re-written as
[(f)=nr{e"G(f-fe)+neG(-f- f) (248)
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Assuminge—0, andf—0, it follows thatr;—1 and p—0 and the spectrum of the mirror image of the
unilateral spectrum approaches zero.
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Appendix J  Effect of quadrature imbalance on the received complex
sample sequence

The general expressions of photocurrents at the output of the phase diversity receiver (157) can be
formulated into a complex signal, as

F(t)=i, (t)+jiot )=+l o) ip{cos[(o( )+ 4 sinfof )—5]} (249)

Using (244), we can re-write (249) as

. o . N . o
F(t)=(1,+jlg)+ ip%{e e re el 4 b ) @t e @) 8} (250)

ip ip
and after proper factorization

- . I e | : I s ,
i(t)=(|| +J| Q)+I o {izLe je |:1+%ej(a+b):|ew(t) +%e je |:l_|_qp é(sﬂ)):l ejq)(t)}:

ip ip

(251)
=1+l + [k +K g ]
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Appendix K Estimation of ellipse parameters by least squares fitting

In this section we derive estimates of the phase and amplitude mismatch of the received photocurrents,
caused by non-ideal 90° optical hybrids. The discrete counterparts of (160), repeated here for
convenience, are written as

i, [n]=1, +1, cogw[n])

(252)
ig[n]=1q+1gsin(w[n]-0)
These equations generate an ellipse when plotted on a x-y diagram.
An ellipse is described by a quadratic curve [188], [189], as
F(xy)=aX+ bxy cy+ dx ey #£0 (253)

under the constrairti>4ac<1, and we define the ellipse parameter veataasa=[c, b, ¢, d, e, f]".

Sincem a represents the same quadratic curva dses (#0), and assuming appropriate scaling, the
constraint can be changed into an equabity-#=1. Under this assumption, the ellipse-fitting problem

can be approached as a least-squares minimization problem of a predefined cost function,
corresponding to the total distance between the data points and the ellipse quadratic curve [190],

[191]. The minimization procedure is formulated m‘sn||Da||2 subject to the constrairg' Ca=1,

where D is the design matrix constructed from a large numbeilNo$ample pairs, given by

(il [n].iq [n]) as

D= . . . . . (254)
FINT L INTiG[NTBGINT i [N] ig[N] 1
andC is the constraint matrix, given by
0O 0 2 0 0 O
0O -1 0 0 0 O
c- 2 0 0 0 0 O (255)
0O 0 0 0 O O
0O 0 0 0 0 O
0O 0 0 0 O ¢

The estimation procedure can be applied to a limited number of symbols instead of the whole data
sequence, since quadrature imbalance varies slowly with time.

Having obtained parameter vectgra modified parameter vectaris computed, defined as

b de [
A=|AB,C,DEF|=| a-,c——,f 256
[A ] [az ¢ } (256)
corresponding to the quadratic curve

F(xy)=AX+2Bxy C§+2Dx 2 Ey EC (257)
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Fig. 106 shows the ellipse quantities to be found, namely, the ellipse (ﬁeq;ugg), the ellipse
maximal points( X Ymax) » @nd the ellipse rotation angje

The ellipse centefX,, ¥, )is found as [189]

_CD-BE
- B?’- AC
_ AE-BD

o= BT AC

From the ellipse center, an estimate of the DC offset can be obtained as

(258)

[ =X
N (259)
IQ:yO

The ellipse maximal point§X,... Yma) ON the (X, y)—plane, are found by solving (X, y)=0 for

oF (X, - .
two casesxyax IS the solution offF (x, Yy ) =0 whereyy is solution ofM= 0. Similarly, Ymax IS

oy
oF (%, y)

the solution ofF (x,, y) =0 wherexy is solution of p
X

=0. The two solutions per independent

variable are

_—CD+ BF+yJC?D’-2BCDE+ B CF AC F

ax 2
-B°+ AC (260)
B BD—AEi\/ ACD - ABDE- AE+ ABF ACI
max —B?+ AC

We keep the solution giving the largest numerical value.

From the ellipse center and maximal points, an estimate of the amplitude mismatch can be obtained as

i = (Xmax - XO)/( Yimax ™ yO) (261)

The ellipse rotation angla, is found as

O.SCofl[(:z;BAJ for b0 and a< ¢
‘e (262)

Z 4 0.5cot? C-A for b0 anda> ¢
2 2B

From the ellipse rotation angle, an estimate of the phase mismatch can be obtained as [187]

é:z— -1 t (Xmax - XO)2 _( Yimax ™~ yO)2 263
2 cos { ar( z) 2(Xmax_X0)( Yinax ™ yo) ( )
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-

o » xmax

X
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Fig. 106 Ellipse schematic defining all the quantities needed for estimating amplitude and phase mismatch.
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Appendix L Quadrature imbalance orthogonalization

In this section, we prove the orthogonalization procedure described in [192]. We adopt the formalism
used in [115] for representing complex signals. Assume the outputs of the phase diversity receiver,
(157), are written as

i, (t)=A(1+£)g(t) cof Z f.1)

264
i (t)=Ag(t)sin( 2z f.t+p) (264)
The analytic signal representation of these signals is
(1) =AL+2)g() e 265)
iAQ (t ) = Ag (t) ej(zﬂflptw—ﬂ/z)
The vector representation of these signals, is
. . T
li)=A(l+e)g(t) cof Z f.t) sif 2f.t)] 266)

. . T

lio)=Ag(t)[sin( 2z ft+9) - cog Zf.t+p)]
These signals are depicted on the complex planex, in Fig. 107. We define a new complex plane,
denoted as¢ - x, , rotated with respect to the original plare- x, by 27 ft, such that signdli,)

coincides with axisx, . The unit vectors of this plane are denoted as

lu)=[cos2r et sinzf.t]

. (267)
|u,)=[-sin2zf .t coszf.t]
We can thus write
iy=A(1 t
|f'> (+€)9( )u) (268)
lig) = Ag(t)(sing|w) - cosp|w,))
The projection ofiy) on|u,) is
o . . . sing,.
‘IQ >:—Ac05(p|u2> :‘ |Q>— sinp|u,) Z‘IQ>—ﬁ|I|> (269)
We choose a new vect)jr'>, collinear with|iI > having the same magnitude‘ags'>
)

We can thus transform sign#ls} and|iQ>, into two new orthogonal sign34|i$'> and‘iQ'> , using a

transformation matrix, as
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(271)

Fig. 107 Vector representation of the complex outputs of the phase diversity receiver on the complex plane.
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Appendix M Measurement of the optical signal-to-noise ratio

In the context of this dissertation, the only source of noise considered is ASE noise generated by
an EDFA model [113]. The block diagram of section of the simulation block diagram (see Fig. 15)
controlling the OSNR is shown Fig. 108. An ideal attenuator attenuates the incoming optical signal by
A dB. It is followed by an EDFA that has a constant gain of A dB, equal to the attenuation of the
attenuator. Therefore the signal power does not change but the signal is contaminated by ASE noise.

Ideal Attenuation EDFA Amplifier

...... _/d D

Optical Attenuation Optical Amplification
A (dB) A (dB)

Fig. 108 The block diagram of section of the simulation block diagram controlling the OSNR.

The OSNR is measured in a bandwidth of 12.5 GHz for 10 GBd signals [78]—-[80], using the block
diagram shown in Fig. 109. The optical signal is centered arigund93.1 THz. We assume that all
signal power is concentrated in a 3-dB bandwidth equalR¢aound the carrier. Assuming that the
signal psd is negligible at frequencies larger thanR2.&way from the carrier, we center an optical
band-pass filter with a 50 GHz 3-dB bandwidth and infinite attenuation arguftefoptical power at

the output of this filter #;) contains the power of both the signal and the noise in the specified
bandwidth. An identical optical band-pass filter with infinite attenuation and a 50 GHz 3-dB
bandwidth is centered around an offset frequeficy 5 Rs. The optical power at the output of this
filter (P,) contains the power of the noise in the specified bandwidth. The signal power is then
calculated a¥Ps=P;-P,. Subsequently, an identical optical band-pass filter with a 12.5 GHz 3-dB
bandwidth and infinite is centered around an offset frequeificy 5 Rs. The optical power at the
output of this filter P3) contains the power of the noise in the specified bandwil{kRsz). The
OSNR is simply calculated as OSNRRs/Py. Fig. 110 shows the output of an optical spectrum
analyzer and depicts the offsets and 3-dB bandwidths described previously.
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Signal
OSNR
+
j_\ SV\ o Power @

Optical band-pass filter Power
Central frequency: f; meter (P4)
— Bandwidth: 50 GHz

J L w
Optical band-pass filter Power ( ).1

Central frequency: f,+Af meter (P,)
Bandwidth: 50 GHz

{1 {
W Noise
Power

Optical band-pass filter Power
Central frequency: f+Af meter (P3)
Bandwidth: 12.5 GHz

Fig. 109 Block diagram of the OSNR measurement module. OSNR is measured in a 12.5 GHz bandwidth.

Fig. 110 Optical spectrum analyzer output for a 10 GBd PDM-QPSK signal contaminated with ASE noise. All
bandwidths used for the measurement of the OSNR are depicted.
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