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Abstract

This dissertation examines the role of governments in adopting Sparce Software
(OSS) for their needs and tries to explain the variation in adoptidrinaplmentation,
among both developing and developed countries. The work argues that ¢heifeeaent

logics guiding developing and developed countries OSS adoption. As developed
countries follow a pattern based on the Varieties of Capitatirel, the difference in
OSS adoption in developing countries is a combination of the relatiored®tthe state

and market forces (especially how business and firms are cegaiaizd state capacity to
overcome collective action problems and to reap the benefits of tegiwalupgrade.

This dissertation also presents a structured and focused comparisan azfses (Brazil

and Mexico) and define which are the factors that matter for the outcomes.
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1. Technology, Open Sour ce Software, and I nternational
Relations

1.1. Introduction

In the last decades, an important new technological developmentakas place
globally: the creation and expansion of open-source software (OS®ese types of
software go against the logic of proprietary software (opsetl-source” software)
because they are produced in a system of collaboration, insteadcehtrating research
and development inside one firm. Individual programmers around the woridbaite
to the code of the program, which is freely available on thenete This is ale facto
global activity, since anyone with programming skills in anyt pdrthe world can
contribute to building and maintaining these systems and programseoWoy the fact
that the source-code is always available guarantees that oreharage and adapt the
program directly to his/her needs. Contrary to the usual intedlegiroperty issues
brought up by the use of commercial products or commercial soft@&®,is based on
intellectual property licenses that allow for its modificatiord dor its redistribution
(Lessig 2001). One of the pillars of this movement has been the Operating System

(Varian and Shapiro 2003; Varian et al. 2004; Weber 2000, 2004; Wong and Sayo 2004),

! For an excellent short “history” of the open-source process agfugtion and how it came
about, see Weber (2004: 20-53).
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but several other pieces of software have been extensively usedna time with

impressive results.

To participate in any attempt to write programs and contribute to the joint developime
several of them, it is only necessary to have a computer, andht@mnection and have
the necessary programming skills. Discrimination is not an issue: the delyacneeded

to participate in these “programmers’ virtual communitieshes skill to find “bugs” (or
glitches in lines of code), to contribute with original code, odéwelop individual
programs and ask for help. The open-source production process rerdifiem the
traditional production of goods -- there is no final physical product,lijuss of code,
distributed digitally. OSS also differs from the organized prodaocftound in global
commodity chains — the sites of production are both independent and do notowork f

profit.

Open-source software production follows a different logic of comialetechnological
development because unlike previous technological transfers, it doaseedtto be
traded for something or bought. OSS and its creation process arspalsal global
public goods, because anyone can benefit from the efforts of thousands akel, unl
“normal” public goods, the more OSS is consumed, the better iagetsiore people can
use it (Weber 2004: 154-155). OSS has also little parallelsnrs tef how it is produced

— despite our theories about the difficulty of collective action ao the market

%2 Some examples are: web-servers like Apache, internet appig€such as the Mozilla Firefox
browser, productivity applications such as OpenOffice, and prograntamggages such as Perl,
among others.
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functions, for the most part, it still works as a system eé fexchange, much like the

scientificethosfrom which it came. And it works (Benkler 2006: 91-127; Weber 2004).

Parallel to the steady and constant growth of OSS for indivielui@dusers and firms,
governments have recognized the benefits of open-source adoption forothei
purposes. In recent years there has been a steady movement in Jabtipetk and
developing countries to implement open-source architectures for kheaucracies,
educational systems, and even defense systems (Weber 2004: 242). As a receat empi
study shows, by the end of 2005, there had been 265 initiatives frermétodnal and
local governments for the implementation of OSS (see Table £\ consider that the
first attempts to implement OSS for governments are no older ttre late 1990s, this
number shows an increasing trend in OSS adoption. There is vahatioim thescope
(eithernational adoption olocal adoption), thelepth of adoption handatoryadoption,
preferencefor OSS when choosing softwarecommendatioffior use, or justesearch,

and finally, theprogressof adoption(how fast and integrated is the process itself). This
adoption has been controversial, which is only normal when distributionakquences
are present. Some countries have also tried to start the pawddave since failed or

given up.

There is also aegional difference in the adoption of OSS. While Europe leads the
number of initiatives for the implementation of OSS in absolutagdiboth nationally

and regionally), the composition of this implementation varies {(gageffor the national



numbers). It is important to notice that, despite the number oftivéisa European

countries are less extreme when it comes to implementation policies.



National
Initiatives

Mandatory

Preference

R&D/Advisory

Europe 73 11 (15%) 17 (23%) 45 (61%)
Asia 58 0(0%) 24 (42%) 34 (58%)
Latin America 25 11 (44%) 5(20%) 9 (36%)
Africa 4 0 (0%) 1 (25%) 3(75%)
Middle East 3 0 (0%) 1 (33%) 2 (66%)
North America 3 0 (0%) 0 (0%) 3(100%)

Table 1.1. Source: Lewis 2006. This table does not include supra-natidisives

promoted by the UN, the OECD or the BU.

3 This table lists the number of OSS initiatives made by governments atitveahkevel.

These initiatives can be multiple, even for a single government.
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What can explain this variation? Despite economic and techndlogasons to adopt
OSS, | argue that the main forces driving this disparitypatiéical — the adoption of
OSS presents governments with a series of advantages, egpegalidingautonomy
anddevelopment The broad goal of this dissertation is to shed some light on lab&s st
take advantage of technological developments, specifically ircdbe of OSS. The
process of open source software production is truly innovative irotigsand it shows
that public goods are not only possible under certain conditions, but iraieisthey can
actually provide an alternative way to think about how countries fiogtd technological

edge in the search for both autonomy and development.

1.2. Technology and IR

For International Relations scholars, this is a moment in timae deserves particular
attention. Military strategies are now conditioned by instant ipuigbinion, while

terrorist plots are organized and benefit from the Internet. tirateecommunication has
shattered the image of the detached and calculating diploridirdematters of state on
behalf of his country in far-away lands. Negotiations have bedostentaneous affairs,
with direct impact over constituencies, while politicians need tayveven more than
previously about the short-term consequences of decisions. Wheth&mttamental

nature of international relations has changed its inner coretlfeestate system) is still a

matter of heated debate — there is little doubt, however, tladéiores among states have



been “turbo-charged” and have become intertwined, generating snghetbse to an

“Interdependence 2.0".

Technology is not a new theme in the field of International Rati Traditionally,
technology has been associated with change. States, while lotkirngecome
increasingly autonomous from other states, develop technologies thafiveahem the
comparative advantages needed to survive in an international systekedmby
competition? Changes in the international system, however, are notoriouslyuttific
measure, to understand and even more to predict. That is one e&sbas why the IR
field has mainly looked at the international system as fatific. Even one of the
modern classics of the discipline has suffered from the criticism ttan ibardly account

for change in power differentials in the international system (Waltz 1979).

IR scholars have previously recognized the importance of technfdogiiange to occur
-- not only in terms of economic gains and more efficient waysrdanize production,
but also for military ends and for state formation itself (E#n1975). Several times in
history, the introduction of a simple process or object had a deep impathe

distribution of power among actors. It is not difficult to point outneples where the
technology of war, for example, has changed both the nature ofsetiraihd of the units

fighting them, such as the invention of gunpowder and firearms,ntrention of the

* There is a broad consensus in the field of IR, from bothsteadnd institutionalists, regarding
the anarchic nature of the international system and the systentes that contribute to make it a
contentious realm. There is great disagreement, however, digoutays that this contention
operates and the mediation of institutions to lessen its impact.
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airplane, or the creation of tanks (McNeill 1982; Kennedy 1987). Tdestrial
revolution — and the technological changes that made it possible -- brought méganshif
the distribution of power among countries, redefining what it meabe twealthy and
spurring countries to accelerate the search for markets. aMilgower alone could

hardly account for these changes in the international system.

Technology is one of the main tools for development. With technologiogress, a
country can increase its productivity, reduce the time it taeput products into
markets, and can also add value to things it produces. Moreloesenvices sector gets
more dynamic and adaptive, while the costs of communication aresgedtdistorically,
technology has also helped to change (among other factors) ardisaich as literacy,
life expectancy, or the reduction of infant mortality. Developihaways involved the
mastering of certain techniques together with the ability taemare efficient ways of

production.

Apart from the application of technology for war, InternationalaRehs scholars have
largely relegated its impact to a systemic approach, wherelapbments in technology
are never politicized. Technology and its diffusion are usuakigntaas environmental
variables, with very little discussion as to how they translatie iesources that states
create, master and control. What is usually left out of the siraly that, historically,
this diffusion has not been neutral or employed in the same mantiee bgtors of any

system. Technology is a necessary, but not sufficient conditiortHange in the



international system -- it, in fact, creates “windows of opporttmtyvhich well-defined
strategies play a fundamental role in order to reap the betiefde changes generate. It
is certainly not enough to know that a certain technology exite great challenge is to
incorporate it in a way that can bring comparative advantagdsaa edge in a
competitive international system. Some states are awdhatoflap and make sure that
their own technological discoveries are well-protected. As litieajeconomy becomes
more knowledge-based, the stakes in dominating certain technologoesne even
higher. Mastering an important technology may represent the etiffer between

advance or stagnation, and maybe even survival or extinction.

In a book written in 1962, economist Alexander Gerschenkron mentionedvabkator
him, one major characteristic of systemic change --- hieccal “the advantages of
backwardness”. The so-called “advantages” were represented tacttthat developing
economies could “jump stages” of development by incorporatingatat kimes the
technological advances of the system without incurring the cospsooiucing them.
Developing countries would be, in economic terms, “free riders” ohnlogical
advance (Gerschenkron 1962). Moreover, in order for that process to take thia
author believed that the role of the state in defining theategtes was central — the later
the entrance in the international industrial development cycleording to
Gerschenkron, the more state intervention was required to promoteedneed

“catching-up”.



According to Gerschenkron’s logic, developed countries would have noirestd see

his prophesy come true. This creates a paradoxical situatiaich there are clear

incentives for the constant production of new technology, but very little incentive & shar

it. Even if all countries could benefit from technology in the savag (which is not
true), still it would make sense to protect any technologmaiparative advantage from
being appropriated by others. The recent battle for intelleptoglerty protection in the
World Trade Organization, embodied by the TRIPS agreement, is buhaméestation

of this (Sell 1998, 2003).

The push for tighter intellectual property laws has experiencadge in recent years.
Since the establishment of the Uruguay Round of the GATT in the 19808D
countries, and chiefly among them the United States, have beectiresthe possibility
of technological free riding by developing countries. This é&gimg of intellectual
property protection has deep implications for the developing world. Thrawgries of
“sticks and carrots,” developing countries have to comply with patgfdivs in order to
enter into free trade agreements and/or have been submitte@dts tbf retaliation for
not thoroughly enforcing these laws. In order to reap the benefitsnofra integrated
international economy, the developing world has had to abandon the oldisgaié
protectionism and the creation of “infant industries”. Open sourdea@f is different
because while it has the potential for major change, it isaadgibable (as a strategy) to

all -- or so it may seem.
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Apart from the current tighter intellectual property regiraed the reduced possibilities

for “jumping stages” as Gerschenkron envisioned, “free riding” do¢some easily --

as political scientists well-know, institutions matter. Theemsish to acquire certain
technologies or even the international conditions allowing it to happen are not ehaugh i
state does not possess the institutions capable of absorbing thegesciKohli 2004;
Acemoglu and Robinson 2006). Countries differ in regards to the conditions for applying
or incorporating the technology that may come from the developed wontd other
words, they need to have certain “institutional complementarittesfap the benefits of

technological change (Hall and Soskice 2001; Buthe and Mattli 2003).

It becomes clear that protectionism, for example, is not enough.y damtries used
different degrees of protectionism, with many different resultConversely, trade
liberalization alone has yielded widely different results (Rod999). This happens
because it is theombinationof institutions and how they operate together that can
promote or hamper development policies. New institutions alwayesthasperate in old
institutional environments, with previous equilibria. Institutions thatfoaction well in

a certain environment and promote a certain outcome can have aetdynpifferent
effect if transported to a different institutional environmenbur@ries have institutional
histories and different rates of adaptation to change. Thehtdhiere is a clustering of
different “varieties of capitalism” that can perform very differenmtlyhe same conditions

highlights the importance of paying attention not only to singletutisins, but to the

11



interactionof several of them (Hall and Soskice 2001). The case of technslogg of

the most affected by these equilibria.

In order to reap the benefits of technological “windows of opportfirstates need to
possess “state capacity.” This is one of the concepts that leawgsantrigued political
scientists. Principal-agent theories have tried to accommduatiadt that the goals of
representatives may be very different than the representedelagasmhose that emit
orders and those who follow them. The decision to implement any p®lay from its
actual implementation. There are many layers between aath@itlecisions and who
implements them. Bureaucracies can be the single most impdatdor in the way
orders are transmitted from top to bottom, and if politicians’ ineestare not aligned
with what bureaucrats want, it is extremely difficult to promeng long-term changes or
any policy that intend to have a broader scope. Depending on how cohesive
insulated bureaucracies are, their goals can have longer timzedAsthan politicians’

reelection prerogative.

1.3. Bureaucracies

Another goal of this dissertation is to shed light on an issuehftsabeen overlooked in
the literature on bureaucracies, since although not new, itlimebmplete. Since Max
Weber published his works on bureaucracy as the culmination of the mstdéen

different applications of his ideas and challenges have been pdbligtspecially when

12



studying the military, scholars highlight issues edprit de corpsand cohesion
(Huntington 1957), or their worldviews in crises situations and deemiking (Allison

1969; 1971). Those works have not however diminished the gap between what is known
regarding elective positions and bureaucracies. The literatureomplete because of

the inherent difficulty of studying closed systems and of beimgnhgaccess and data
from usually unaccountable bureaucrat&iven both their incentives and their training,
bureaucrats tend to focus on the leeway they have to implemeciepolil argue that
despite previous attempts to infer that bureaucracies try tomzaxbudgets, a good way

to grasp what they do is to infer that they try to maximize control over means.

States differ greatly in terms of bureaucratic capacity. Bistead of seeing
bureaucracies as something separate from the political pracessecessary to stress
that they are an integral part of the components that characteach variety of
capitalism. They are embedded in the political process, respond strategicgaland try
to steer it so as to get more control over the outcomes.iniipisrtant to remember that
changes in the political process usually have long-term impactboveaucratic careers
and the possibility of future control. Understanding how bureaucraperste and their
interaction with the private sector is fundamental to grasp thaicabkeconomic

equilibrium that underlies each society.

® Some works have recently attempted to find other ways to gdttar on the impact of
bureaucracies, especially in regards to how they can influamcenaking (Huber and Shipan
2002). Another traditional branch that studies the impact of bure@siathe so-called “public
choice theory” — Gordon Tullock (2005) is an example of that line oarelseusually theoretical
in nature and highly critical of bureaucracies in general.

13



In the 1990s, due to the Washington Consensus literature, the scholady a@a to
recommend that the less the state got involved in the economy, the (Bstins 1992).
Bureaucrats were seen as rent-seekers, and as such, an impéalidexeiopment. The
resulting attempt to apply one-size-fits-all policies led tasilldsionment to its
prescriptions — by the late 90s, it became clear that whatéates sieeded were capable
and accountable bureaucracies, and not necessarily their reductiorany cases, state
capacity was affected, leaving governments with little leyeta implement reforms or

any kind of planned developmental policies.

Especially in Latin American countries — given the data on cals and legal training

-- the private sector has proven to be unreliable in providing credhbder structures for
the middle-classes, which continuously rely on the state for bdile stad high-paying
jobs (Schneider 2004; de Ferranti et al. 2003). In fact, there is anfienti political
unfeasibility in Latin America of coordinating business' future dgwalent of
engineering careerand middle-class expectations of children's careers. Technical
training remains limited, while at the same time, thera reeed to invest more and to
attract jobs in technical sectors, especially in Informationhitelogy (IT) and high

value-added products (Rodrik 1999; de Ferranti et al. 2003).

In the realm of technology, especially in the computer industiyeldping countries
faced a dilemma. Not having a highly trained and available pooluthamous

programmers or engineers, and in need of IT technology, these ceuwstilidhad to

14



import “black boxed” solutions. With closed economies (which was the foat most of
the developing world until the late 80s), the only solution for saag to build, from
scratch, an autonomous software industry, as Brazil, India, and Chirxafople, tried

(Amsden 2001 205-206; Evans 1995).

Closed economies are particularly unsuitable for technologica&l@@went that require
dynamic and mobile innovations, which can only be provided by either an open market or
by a diversified and trained IT labor force. There was a fmeddal tension between
dependence on foreign technology and innovation. In the 90s, the conjunction of two
factors served to change this scenario. First, liberalizatf markets forced countries to
implement new developmental strategies based on market forcegratman into the
world economy meant “playing by the rules” that is, a constraipessibility of
government intervention. Second, the growth of the network econorhyg iadivanced
industrial countries implied that investing exclusively in induktgeowth was not
feasible; information became the center of production (Gereffi 200he advent of
open-source software allowed the best of both worlds: both the pagsiofli
incorporating highly dynamic software development and the legatde to alter it and
customize it to one’s own needs. This generated the possibility Hat Wwcall a

“constrained strategy of development.”

15



1.4. The Rise of Open Source Softwére

The technological developments that led to the present “informaimtution” had been
brewing since the late-60s and early-70s inside American unigsrahd research
complexes. The popularization of the personal computer and the rapid edvdimms
to reap the benefits of such innovations accompanied this period afnegptation with
new technologies. The early 80s consolidated the era of personalteosnp By the
early 90s, personal computers became intrinsically linked tepresad of information in
an open and fairly unregulated space, called the Internet. Thefeheé Cold War
merely worked as a facilitator to the widespread use and apgpticof this massive

technology, generating new political dynamics both inside and outside countries.

The main component of all this "information revolution” is caleftware The turning
point to the production of goods as we used to know happened when, in onwdek}o
the machines needed "a set of rules" to follow, a programntingtsre that allowed
them to receive and process commands. Software represents raeslataéd into
programming language -- 1s and Os assembled in such a form éswmmalers to be

followed. But much more than that, software is the necessary backbone of technology.

® A lot has been written about how to refer to both the softamdeits creation process, a debate
that has major philosophical underpinnings for the open-source corgmuAg& a matter of
convenience and as a way to make sure that both sideperserged, both “free software” (in
the FSF definition) and “open-source software” are used interchagdeetighout the text.

16



Several ways to "communicate" with computers were creatpgramming languages
were the basis for the creation of "operating systems", ota*pregrams” that enable a
computer to work. At first, operating systems were highly cempind hardly "user-
friendly" -- there was no graphic interface and one needed tdubet fin computer
programming in order to operate such a program. In the beginhimgs hard to
determine what would be the use of computers for anybody, excepteersyiand

hobbyists.

With the creation of the graphic user interface (or GUI), coerpuiecame friendlier and
acceptable by the mass market. Programs with widespresdst were created such as
spreadsheets and word processors, which helped popularize the idemgfahpersonal
computer. In a 20-year span, a new industry (software) veaeck from nothing, and
the focus of the computer industry overall changed from producing andydedrdware
(which IBM dominated) to producing software and operating systemglfwlicrosoft

came to dominate).

The creation of software progressively became a controversig.idn the beginning of
the production of “programmed orders for computers” no one was sure sifubguire it
should have. Since software was produced mainly in academic envrsnarel the
market was practically non-existent, questions of patents and properé far away
from programmers’ minds — the first generation of softwaeators had a very specific

scientific ethos which stipulated that software would be created on a need-toasse
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as a way to solve ad hoc problems (Weber 2004: 35-37). When MicrokbtbdBM
the rights to use their operating system, most of the ba#testill being fought over

hardware, not software.

One of the first to publicly defend the idea of “free” softwar@sveomputer scientist
Richard M. Stallman. After seeing that most of the softwagepts developed
communally in the early 70s were becoming proprietary and subjéztedmmercial
limitations, Stallman decided to protect what he saw as a fumdaimeght for the
development of new software (Weber 2004: 46-47; Williams 2002: 1-12). mBEer
example for him was the development of the UNIX operating systdmch despite
having been created in a system of collaboration, due to the sourtewiolg for the
project became a property of AT&T. For him, “closing the codels a major
impediment to the development of new software technology. Stalln@adedethat he
should promote the adoption of “free software” (which he qualifiadt free as in ‘free
beer’; but free as in ‘freedom™). He developed the GNU Publiehsé -- anything he
produced would have its code open, meaning that anyone with the undegstahdi
computer language could not only see “under the hood” of the program butatemld
modify it to their needs, independently of the permission of itdaredVhat they could
not do initially was to patent it and then sell it as his/her onything released under
the GNU Public License would be automatically reproduced under program was

born free and would remain free.

! http://www.gnu.org/copyleft/gpl.html
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Stallman knew that corporations would have little interest in ldpirey software that
they could not patent and protect (Williams 2002: 14). However, frenbélginning he
was not unaware of the possibilities for profit from the software produced tnedéiNU
License: he made sure that software could be sold under the GRhygh always
accompanied by its source code. Despite being “free,” the aveftsiill needed support

and documentation, which might also create a demand for services (Weber 2004: 47-48).

This is what progressively happened. What Stallman could not havetpdedias its
scope: it would be impossible to envision companies such as IBM oMiBoosystems
ever joining forces with the open source community or that majts patheir software
code would be made open. A major contributor to the transition of the sopeoe
process to the mainstream of the computer industry was brought bipoanother
independent development that profoundly altered the importance of kES&eation of

the Linux operating system.

When Finnish Computer Science graduate student Linus Torvalds dezidezhte his
own version of Unix in 1991, he had no idea of the impact it would later hawe
imagined that only hobbyists would use it. Torvalds worked on a keheetrhotor” of
operating systems) that could run on PCs and posted it on theelntsking for
suggestions and improvements, while immediately making its cocee”“fto be

duplicated or changed (Weber 2004: 54-57). Linux grew in tandem withtdreet and
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Torvalds used the global network to build the community around the opesgstem.

He relied on what later became known as the “Linus’ Law”: “gieaough eyeballs, all
bugs are shallow” (Weber 2004: 113; Raymond 1999: 30). The experience of
contributing to a project that allowed developers to create s@&twathout the
boundaries of commercial applications was the bonus that many programwvanted

when they joined the Linux community.

It would not be late for companies to realize the potential tedtunder this process of
production. By the late 90s, just a few years after Torvaldsectéds kernel, companies
that adopted the open source paradigm started to appear, such as Red Y& Linux.

It would take little time for other companies already esthbtisin the market to realize
that the open source community was an untapped source of innovationtaraséefor
applications and ideas. Moreover, as open source programs startemvtoetiability
and to be used on a larger scale, companies started providing leadvwdasupport for
anyone willing to adopt OSS for different needs. A criticagsnaf users (both corporate
and individual) had already been providing scale to this new markea(vand Shapiro

2003: 5-6).

1.5. Governments and OSS Adoption: Autonomy and &epment

It is not trivial to implement OSS as new systems in goventrbereaucracies. There

are at least three major problems. First, there are the sbsts of adopting a new
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system (Arthur 1994; Pierson 2000; Shapiro and Varian 1999; Varian, |Famdl
Shapiro 2004 21-25). Once the implementation of a certain piece whsefhappens, it
becomes almost path dependent, because changing would involve not ordynsiteon
costs themselves, but also the costs of re-training the labortf@atevill be using the
system. It is difficult to change patterns of software use amglswo organize

information that users have been accustomed to accept and consume on a daily basis.

Second, even with thepenaspect of “open-source,” in which the costs of maintaining
the software updated diminish (as this is done by the programcomgnunity around
the world, instead of the need for constant paid upgrades and royetfiesed by the
proprietary company), it does not eliminate the need for softwappost and
maintenance. In fact, the opposite may happen: unlike proprietary softine offers
support with the software it provides, OSS requires a pool of progeesnthat can
modify the software to the needs of both the government and the &sew| as provide

support for its use.

And finally, due to the commercial implications of the adoption of egmnce systems
for countries’ bureaucracies, lobbying is intense. It is no séoagé Microsoft has a
major stake in maintaining tretatus quo(Hahn 2002), i.e., preventing the adoption of
open-source software. Microsoft is currently investing in a Windsyséem (Starter
Edition) that is exclusively targeted to developing countries.pidethe strategies from

companies like IBM and Sun Microsystems that have decided to provihease and
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services for open-source architectures supporting large-scggetgr likeOpenOfficeor
RedHat Linux for example, Microsoft is still largely dominant in the s@ite market

(Weber 2004; OECD 2006: 55).

If adopting open source software is so difficult, how can we exples recent surge in
government usage? And how can we explain the variation that undleése=schanges?
From an economic perspective, two major explanations can bedftesxplain general
adoption of OSS. Although these explanations seem reasonable, they skemoto

fully explain the variation in adoption patterns.

The first one is purelypased on costsupposedly, the fact that this software is “free”
(i.e., with no license fees) can reduce costs of implementinguemsystems in a large
scale. It is argued that given the availability and open natut@sosoftware, the mere
change from paid proprietary software will automaticadlgiuce the costs, strengthening
the logic for adoption. However, this seems an incomplete explanatandgeit leaves
out three important factors. The first one, and most important, is that if ceskeanain
reason for adoption, this does not help to understand the great variatasséid above
and it prevents us from understanding why some developing countriee@dofiS
while others did not. Second, costs may not be reduced by the impdioenf OSS
since there are still the expenses of retraining the workfanck paying for software
support. Explanations of this kind usually leave out what is ctdtaticost of ownership

(TOC), which includes transaction costs and time related costsnolw, it is unclear if
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OSS possesses any real advantages in TOC (Varian and Shapira2Q33; due to the
inherent difficulty of measuring some intangible costs. A tfactor limiting a cost-
based explanation is the inherent assumption that governments chooss foais2d on
cost-reduction. This is an explanation that leaves out the motivatipoliticians in

regards to government spending, as well as assumes that goveraneeetficient in all

areas.

The second explanation technological OSS may simply be better software than
proprietary software. Although OSS advocates claim that thisva@tis more stable
and secure, and even though it appears that in certain casesel®garian and Shapiro
2003: 15-16), | remain skeptical of claiming that government adoptibased on mere
software superiority. Again, the assumption behind the technologicaretian is that
governments not only are enlightened in the decision of what is,daftealso that they
are able to choose efficiently between these options. Morebeeguestion of variation
remains: if the choice for OSS is based on technological super@one, how can it

explain the variation among countries?

The two explanations above are incomplete and do not help us fully undetbta
variations in adoption patterns. While they may point tooaerall adoption by
developing and developed countries alike, | argue that two majardantatter for
government implementation of OSSdaveloping countriesautonomy and development.

In turn, these factors are mediated by the capacity thehstateo implement these new
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technologies — | will show through the use of two major caseestuldatstate capacitys

a fundamental aspect of OSS adoption.

The guest foautonomyis a perennial issue for countries, and especially for soma:. Fe
of being trapped in a closed-source system, and thus jeopardizownitsovereignty in
regards to information lead countries to adopt software systerhshdlva an open
architecture at their core. By promoting OSS, developing cegntan hedge their bets
by switching reliance on a few firms with great powerseveral communities of

programmers that produce openly.

States have longer time-horizons than firms: archives and datab@seso be both
protected and accessible for many years, and in some casesceaveries. The
processes a country uses to organize its information go to thecoeeyof state
organization. As technologies get more proprietary and the rulesége get tighter,
countries that depend heavily on foreign technology, that cannot count onspneate
domestic base of technical workforce and programmers, and haveblapaicracies,

may have a higher propensity to avoid lock-in risks.

In times of globalization, autonomy is directly connected to theeisd risk-avoidance.
For developing countries, diplomatic capital is scarce — these mmuntsually lack
credibility when they threaten to exit from disadvantageous deals or whemytheylefy

the rules of the system (Borges 2004; Gruber 2000). Choices areasmtstin an
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international system in which deviance from established pathsestnired conduct
represent retaliation. Remaining autonomous in times of high ineardepce does not
mean withdrawal — which is far too costly for industrialized coest instead, it means
two things: ability to choose from more alternatives in the futifreeeded,and the

ability to survive the costs of changing, if needed.

The second major factor is development. Adopting OSS presents @atertsand legal
way to promote internal technological development (the “constrastemtegy of
development”). Although the question about the total costs of implati@ntis
debatable, the opportunities for growth generation and upgrading in gexidr can be
better realized if the country has capacity to implement th@nge. The OECD
countries have a major advantage over developing countries: the bulk ppbthection
of software and the expertise to change it is centered there. méje software
companies are located in the US and Europe (OECD 2006: 55), where@shé&raimed
labor force in software programming also works.8 With a pool d¢iveoé programmers
and developers, the issues of autonomous IT technology or developmerseseeaiary,
if not null. In fact, costs can be reduced if a country alrgamsesses a trained and

abundant IT labor force and implements OSS.

8 That may change in the future, but for now the learning center¢ha bulk of innovation still
come from the advanced industrial countries, especially the dJSii@tes (in the list of top 10
software companies, 8 are American, while 1 is European andapdseke) (OECD 2006: 55).
As for open source development, there is a wider variationewtdljor open source projects are
located in the US (the Mozilla Foundation, for example), Eurapatit contribute massively
with code (Weber 2004: 67-70).
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For developing countries, implementing OSS can generate the denthtideampetus
for further investment in the IT area, both in terms of domespiataand international
capital. By investing in OSS, developing countries can have sdyaefits: first, they
bypass the problems of intellectual property ever present imaéxgy debates, using
software tools that have very broad licenses and that sevel cogporations in the IT
world support. Second, they are able to create an “industrial peWtlydut closing the
market with protectionist measures or protecting a priori apgip companies. OSS,
ironically, represents an answer to the pressures of liberahizay providing an extreme
form of market openness: instead of relying on a handful of fiinesfdcus changes to
the communities that produce the software — anyone can participatetandards are
open, and there is no product lock-in. And finally, governments can coreentra
resources on training the workforce for producing and modifying sodtwehich is one
of today’s pillars to upgrade a country’s economy. This is alpoliay that tends to
create positive externalities through time — by stimulatindy ls@mand and offer for
programmers, it seems normal that the private sector will join at a future heimxtend
of which will depend on the institutions and the variety of capitalsesent “on the

ground”).

1.6. The Structure of this Dissertation

This dissertation is divided into four major chapters, afterittiieduction. In Chapter 2,

| examine theoretically how the connection between the structugevefrnment and its
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relation to market forces helps to explain how and why countdepteopen source
software or not. Government usage is introduced along with thetigarpatterns and
how the internal institutional complementarities of countriescargral to understand
how countries adopt this technology. The major theoretical claims naade,

differentiating countries according to their models of development.

The third chapter will deal specifically with the statistiexidence of OSS adoption
throughout the world. | will explain why we can find stark diffeeshdetween
developed and developing countries' software strategies. Whitkee¥etoped countries
OSS adoption varies along the lines of Liberal Market EconomidsCaordinated
Market Economies, the developing world follows a different logic. hWite model
presented in this chapter, we can also gauge with more precisionexaostly the
difference between regions pans out, as well as the differ@émcetional and local OSS
adoption. We can also observe that among developing countries thermasked
difference between large, middle-income countries (which |"caididle powers") and
small, poor countries, being, in great measure, a function of tieecstaécity of each of

these groups.

The fourth chapter deals specifically with the case of Brazitountry noted by analysts
to be on the forefront of open source adoption, the Brazilian statealdas long history
of technology promotion with huge costs involved. | will try to show hbes apen

source adoption policy of the 2000s provided some advantages over previoyssatte
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create domestic technology and a path to development, and how mplamented with
the help of key parts of the bureaucracy. The process of impldmansdll faced
several problems, with pressure from multinational corporations astdrsdrom the
government itself. The case of Brazil helps to illustratartiportance of insisting on an
industrial policy, even though it does not seem to bring immediateparent results, as

well as the constant need to boost state capacity in the long run.

In the final empirical chapter (Chapter 5), | will discubs case of Mexico, where the
national government did not adopt OSS. This chapter highlights awtese existing
theoretical explanations do not hold well, i.e., where according toctireomic models
we would predict OSS adoption but there is none. | show why this hagosssstent
with the theoretical argument that | develop in Chapter 2. Itirtlaé chapter, | relate

these empirical findings to broader conclusions.

28



2. Adopting Open Sour ce Software in Developing Countries:
Theoretical Explanations

2.1. Introduction

In the last five years, developing countries have been on the forefragen source
software adoption. However, not every developing country is adoptinga@&&ose
that are adopting it show variation — not only in theope of adoption (central
governments initiating the program of OSS migration or not), but msterms of
progressof adoption(how fast and integrated is the process itself) anddéyeh of
adoption (mandatory adoption, preference for OSS when choosing software,
recommendatiorfor use, or justresearcl). While in some developing countries the
government has been on the forefront of OSS adoption, in others kfr@isaed from
pursuing a more assertive role. Moreover, the will to implem@868 does not
necessarily translate into full implementation — some countid@e had more success

than others.

How can we explain this variation? In this chapter, | argueth®ae are three major
"paths” to OSS adoption and each one is based on what | call theddatween

"economics versus politics" or the ability of the state taleg and impose its rules on
market forces. This variation — or three paths — can bedtrc¢he great wave of

liberalization among developing countries in the 1980s and 1990s and tltimngdo
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previous experiences with industrialization (Haggard and Kaufman #fjard and

Maxfield 1996; Simmons and Elkins 2004).

What | will argue in this chapter is that it is impossibleutaderstand patterns of
government adoption of OSS without understanding the balance of forcgsetait in
certain countries between governments, bureaucracies and firmsdasdquently, the
"structure of capitalism” they embody). This balance of foig@s turn a result of how
developing countries previously dealt with the wave of liberalizatiothe 1980s and
1990s — the responses to the challenges of liberalization and irdeahiaation are key
to the set of incentives that stimulate or hamper policies eh ggpurce software
adoption. The argument in this chapter is an attempt to link twoctele aggregated
concepts —developmentand autonomy— with individual preferences, showing that
patterns of adoption are inextricably linked with how society functeomd how these

preferences are connected with prevailing equilibria.

| will first present the set of incentives of individual actdrigihlighting the benefits for
each (as well as the problems) of implementing OSS. This helpsnderstand
individual motivations for policy and the possible constraints faceedoh actor. | will
then proceed to establish the connection between actors' strasegiethe causal
mechanisms that generate three different equilibriantagketpath, thestate path, and
the pendulumpath. Each of these "paths" presents an outcome based on collective

responses to liberalization — in each case, the balance of bmtvesen the state and the
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market produces constraints that shape individual incentives and tlenqaesf an

Information Technology (IT) policy.

2.2. Individual Incentives

What are the individual incentives that create the need to pushrtbtive agendas of
development and autonomy? In the case of OSS adoption, the institstroicéure in
which actors are involved helps to explain the variation in adoption aa@rgjoping

countries.

2.2.1. Government

It is a consensual assertion among political scientists thaici@ols want to be reelected

and stay in power (Mayhew 1974; Hinich and Munger 1997). Either asaasno an

end or an end in itself, this goal provides the motivation for angnadtanalysis of
political action (Riker 1982; Mueller 2003). Because of the instahif a political
career, politicians are said to be myopic most of the time, hey, focus their scarce
political capital on what is going to assure them immediat®@mes and continuation in
power (Buchanan and Tullock 1962; Mueller 2003). These assumptions do not mean
necessarily that politicians' goals are automatically diageati from long-term
development — at certain points, individual incentives are aligned hth

implementation of long-term policies, especially in cases whlogt-term rewards are
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also present.

How can politicians in government benefit from the adoption of OSS*e &re three

major incentives for going the course of OSS:

(1) OSS may provide governments with a "visible policy" that allowditccaiming —
The discourses of cost-saving and technological edge are powerjuktrdssing the
supposed savings brought about by the adoption of OSS as well as tlfies ke
openness, the government creates a strong sense of caringhaboudget and being on
the forefront of the "digital revolution" and "e-government.” If goyernment expands
the policy to include public schools, the impact can be even greateg, this creates a
direct link between governments and constituencies. In developingriesurgublic
schools are mostly frequented by the poor, which allows for cetdihing in larger

groups.

(2) Bringing the middle-class ir The government can provide a "free lunch" to the
middle-class (and gain political support in return), by offeriaghtng and technical jobs
insidethe government. These jobs provide security and mobility for em@pged the
government reduces the risk of upsetting the prevalent equilibriuhowtita radical
disruption in educational policies. The government would also be in chatganng

the middle-class to use OSS by investing in jobs as a way targea support and a

skilled base of programmers with good technical education.
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(3) Overcoming international obstacles Adopting OSS does not create the need for
protectionism (which can be divisive at home) and generates tiorfrigith litigation in
international forums in regard to the intellectual propertymegi It is a form of
promoting an "industrial policy" of information technology without thevwus costs of
the import substitution (ISI) policies of the last century (latkcentives for innovation,
inefficiency in production, creation of long-term entrenched intereand trade

retaliation from developed countries, for example).

What are the disincentives to the government's goals? Again afeet@o main factors

that can prevent or delay adoption:

(1) Internal lobby of coordinated software firms|If there is a previously established
domestic software industry, if it is coordinated and it alresgpresents a significant
proportion of the economy, the calculus of implementation for the governiment
complicated. If firms are able to present a credible thoetite political group in power,
the policy has few chances of being implemented — the logiorafentrated losses and

diffuse benefits applies here (Haggard and Kaufman 1992).

(2) Bureaucratic capacity- It is extremely difficult to implement this policy if the
bureaucracy does not have the capacity to implement it. Althougjoteenment might

have perfectly good individual reasons to go forward, it needs to counbureauicracy
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that can reliably stay the course (Evans and Rauch 1999). Evenpiblitye appeals to
the bureaucracy and is aligned with the bureaucracy's incentives)ahiaot be enough

— it may not have the tools or be too fragmented to actually implement the policy.

2.2.2. Bureaucracy

According to Max Weber's work, bureaucratic capacity is osymous with
modernization and the professionalization of the state. Weber iddrtig creation of a
professional corps as the single most important development of thenrerde(\Weber
1958). By creating predictable career goals, valuing merit, anstimgsthat a state
worker needs a specific kind of training to operate efficietttly,modern state could not
only plan its actions, but could also serve as springboard for developmelif itse
employing a new kind of trained worker. These workers couldtese the advantage
of larger time horizons than politicians, since they would not neethetdbound

necessarily with the current administration (Huber and Shipan 2002).

The nature of bureaucratic work, again according to Weber, iseti$ically coordinate
and implement political goals by finding the right "means" (Wel$58). Bureaucrats,
however, the same as other workers, respond to incentives. The ecdteratiaré that
promotes the virtues of free markets has, rather successfullgnethbureaucrats. The
mere use of the word invokes images of inefficiency and inactitesit and at worse,

corruption and rent-seeking (Tullock 2005). By focusing on "means,bubhsaucracy
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can have a great deal of discretionary power. Not only does itstade how things
operate inside the "machine of the state,” it can also provide ondess support for

certain policies by the way it implements them.

How can bureaucracies benefit from OSS implementation? Theregheee main

incentives for the bureaucracy:

(1) More control over processes Implementing OSS guarantees access to the source
code and gives the bureaucracy great leverage over what Iethstad how information

is organized. This is a way to customide factohow the government operates,
transferring this power from firms' proprietary software tolhesaucracy's own vision

of how this software should work. Instead of using proprietary prkagad software

that is produced to cater to a greater scope of consumers, thedramy can tailor OSS

to its own needs, without the fear of infringing patents or the teewdait for future

versions of the programs it requires.

(2) More control over the budget Budget money that used to be allocated to purchase
licenses tend to stay "in-house" and can be used in many othsy @ften chosen by
bureaucrats themselves. This does not mean specifically thaty nwreaved, but
assuming bureaucracies have no incentives to decrease their own bhuelgean have
more control over how they spend this money. Using this money iningaior

purchasing hardware, for example, can increase bureaucratiol@gtificantly. Even
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if there are no substantial differences in the final budgetenmoney is used to the

bureaucracy's discretion.

(3) More leverage out of future governmentsiaving more control over how things are
implemented means creating path dependent conditions inside theButa¢aucrats use
their power of implementation to "lock-in" their own software ameddtiire, making
present policies more resilient over time. Bureaucrats use @SSmeans to reduce
dependence on firms and future administrations. This need for consilynarises
because of the asymmetry of time horizons between the burepard the government
(Pierson 2004). By controlling the tools of implementation now, bureaasrgoarantee
that the costs of change for a government that intends to changeutiters in the future

are significantly increased.

What are the main disincentives to the bureaucracy regarding an OSS policy

(1) Bureaucratic infighting and organized lobbiesBureaucracies are not monolithic.
Inside groups that are connected to opposition lobbies may delaysangtdhe policy
from the inside. Lobbies have the potential of dividing and influencingpubheaucracy
either with bribes or with the possibility of offering jobs outsidéis is mitigated by the
political support the bureaucracy can guarantee from the governnetnhe degree of
cohesion it maintains. For example, strong ministries thainackarge of technology

may push policies more effectively than a piecemeal policyamehtation. However, if
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the bureaucracy is not reasonably insulated from every outside gdidice, it can be
easily captured by special interests, thus hampering governrfferts do apply a

coherent policy change.

(2) Bureaucratic inertia— Bureaucracies are, by nature, averse to change. It is difficult t
overcome inertia because of established habits and ways of doings thing
institutionalization is at the soul of bureaucracies. Overcomiedia requires new ways
of implementing policy and involvement of key sectors. The main Igeema
bureaucracy can have over a government is being able to controietes to policy
implementation; in other words, the bureaucracy's powedesfactoveto power. Time
and institutionalization are bureaucratic allies -- the more @batbureaucracy wields
inside the state over time, the greater is the resistanaleetp policies from above that
may undermine its coherence, and the more the government is forcadeletyate
authority in order to get things done. Not working with the bureaucracy may mean poli
deadlock for governments — which can be fatal for politicians'teshtsrm horizons.
Sometimes, governments are forced to dismantle whole bureaucrastesad of

reforming them because of enormous resistance to change.

2.2.3. Firms

Firms are more ambiguous actors. They have both long-term andeshorstrategies,

which can be either favorable or disrupting to policy implementadiepending on how
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government's decisions and bureaucratic implementation affect fhiems can be vocal
supporters or vocal opposition, in some cases having great leveragdinareial

support for parties and politicians or having the means to lobby. arkediexible actors;
even in places where there is an "unfriendly” market atmospherns, ¢an still prosper

by adapting to unfriendly conditions.

Despite having the means to lobby, it is not always the basehis will happen. Firms
face a typical problem of collective action — they would ratherspend resources and
time protesting for something from which other firms might &lepefit, without coping
with the costs (Olson 1965; Hardin 1982). That is why firm coordinas the key to
understanding political pressure — the degree to which domestie &rencoordinated
may explain why governments make decisions that affect themongStusiness
associations, for example, mean stronger pressure on governamehtsureaucracies.

What are the motivations of firms?

(1) Selling software to the governmenfFirms that produce and sell proprietary software
are usually at odds with OSS implementation. If the governmerd Bpscific policy of
mandatory use or preference for OSS, the business model in whieHithesoperate is

directly threatened.

(2) Control over licenses and upgradesThe business model on which proprietary

software is based requires a certain degree of "lockaitder to keep selling upgrades
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when firms decide no longer to support previous versions of a prograypeoating
system. There is a great incentive to keep producing new versidns keep restricting
both the level of support for previous versions and the backward compatisih older
data. Moreover, required features can only be added if thighe ibest interest of firms,

not in the client's.

The level of coordination between firms is essential to lobhy #he pressure the
government and the bureaucracy against the implementation of OSBerdf are
established and strong entrepreneurial associations or lobbying gfoupthese

companies, it is harder for governments to oppose them (Schneider 2004).

2.2.4. Social-Economic Groups

How does the population (the potential voters and constituencias) fit assume a basic
societal division into two groups that can be found in different degoesstically
everywhere (with all the caveats involved in a broad compatisthe) middle-class and

the poor.

These groups do not necessarily need to be voters, but | assuitheyhadve an impact
on developmental policies — one or both groups provide the basis fomgwreal

support and, depending on their strategic moves, can promote or hindepded,

! This division has been used elsewhere in comparative studiesvag @ simplify groups in
order to study their interaction. See, for example, Boix (2003).
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responding to incentives created by government and the market. For daeteajtoups

OSS can have a different impact.

(1) The poor— The poor can gain indirectly from the OSS policy. They camgee
access to computers (as the middle class) through subsidizeddowemputers or from
the use of computers in the public education system, since the opgcall of the
computer tends to fall because the government does not have to megadtias for
operating systems or software running in them. They may afsdibm the long term if
the demand for technical jobs is increased over time. Since thibl&Vipart of OSS
tends to target the poor, this could increase their chances of cormfmutary. Again,
OSS is not a salient issue for poor supporters of the governmersts unkconnected to

access to computers.

(2) The middle-class- The middle-class may have the most to gain from governments
implementation of an OSS policy. The middle-class gets two kindeméfits: more
access to computers and, potentially and more importantly, moessate jobs. The
OSS policy can facilitate the consumption of computers by lowehieig final cost and
can generate demand for training in technical jobs. In developing iesytre middle-
class is much less mobile than the wealthy. Their capémityelying on the private
sector for secure jobs is lower than public sector johgsually, the middle-class is a

product of industrialization — where the state has been able to gromvastl a middle-

%1t is therefore not surprising that the middle-class has beenof the loudest groups against
privatization in developing countries, especially in Latin Acger See, for example, Lora and
Panizza (2003) and Baker (2003).
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class was created to support it (Huntington 1968; Evans 1995; Kohli 20@t)thd-
middle-class, the costs of this policy are small: as longdmes not represent a threat to

either job security or to the education system, it can benefit from the policy.

It is important to point out that the middle class will only suppartpolicy of
technological change if it can see the benefits of trainingpartcular environment. If
the technological opportunities are seen as insufficient or,riglgy tend to prefer

stability over change.

2.3. Strategic Interaction and the Effects of Liladization

As previously argued, bo@utonomyanddevelopmenplay a central role in the adoption
of OSS in developing countries. These two concepts, both of which cambected to
individual preferences, help explain why developing countries have thé&dead in this
initiative and why the role of the national government is seereaBat to make the
policy work. The pursuit of this policy is a function of a constrdiset of options,

limited both by the domestic political process and international conditions.

When | refer toautonomy I meanthe ability to avoid long-term commitments and
dependency by maximizing the control of informafioThe basic principle behind

autonomy is the need to reduce the costs of changing policiesunkhewn future. As

3 When 1 refer to "control of information,” | am not implying aripdk of media censorship or the
like. I refer here to the ownership of the tools kndw-howfor development.
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the costs of uncertainty are increased (especially in theota@®yeloping countries), the
need to avoid commitments also increases. This rationale appli@sny cases: for
example, if a country bases its agricultural exports in agoléuct, its whole economy
can collapse if market conditions change in the future or if tleelyast becomes a
commodity; if a worker is only trained to perform a certain kinavofk, he/she can find
him/herself out of work if the market changes and his/her abildie easily found
elsewhere. Control of information (i.e., know-how and diversificatioproduction in
the first case or multiple abilities in the second) can gueeathiat the costs in the future
will not be as high if change is needed. As Keohane and Nye shosxaimple, this is a
clear case obkensitivityto changes in policy (Keohane and Nye 2001: 10-11). More
autonomy means more negotiating power and less dependency on outsiakeollable
forces. The fewer resources a country has, the more vulnerahle liecome in the face
of changing conditions. Having a big internal market, for exampés, help shelter

countries during a crisis.

When | refer tadevelopmentl meanthe ability to upgrade industrial capacity, upgrade
human resources and innovateDevelopment does not automatically mean growth --
although growth is a necessary condition, it is not sufficient. Gravety be the result of
policies that have little to do with long-term development, in aawitdf resource
extraction, for example. In order to produce development, it isssacy to have both
state capacity and the establishment of an equilibrium that caeraje positive

externalities. Development has to do with how well institutionsocmamplement each
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other to create the possibility of reaping the benefitongiterm investment, be it in
terms of infrastructure or human capital. In the case of develapungfries, in order to
grow, a functioning market must be supported by a broader set ofepdinat only the
state can provide (Wade 1990; Amsden 2001, 2007; Rodrik 2003). By the statan |
the state apparatus (i.e., the bureaucracy), which can have lengendrizons than the
politicians in countries where institutions keep changing and thes"ailthe game" are

usually fluid.

Despite the differences in specific and local histories andtutistial configurations,
countries tend to cluster in one specific aspect: they preséaincestitutional equilibria
that hinder or stimulate divergent development paths. The way in wisgttutions
interact and complement each other generates ideal-typicatiearf capitalism that are
sustained through time (Soskice 1999; Hall and Soskice 2001). Thesgucatidns
have a broad range of influence on how capitalism is organized fispbaracteristics,
that range from how firms are organized to the shape of thecfalasector and labor
market, vary sharply in coordinated market economies and libexdtetneconomies.
While these varieties of capitalism have been studied in advancedri@dismocracies,

there has been little work so far regarding developing countries.

For the past century, the developing world has been resorting to @naofriechniques
in order to break away from its cycle of underdevelopment and guanaaie leeway in

terms of policy implementation. States require both the captcitpyplement policies
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(i.e., some degree of bureaucratic competency) and the technotogiésctively bolster
production (i.e., the ideas and tools for economic development). Thesedparites"
are deeply connected to what | calltonomyanddevelopment it is both necessary to
have the means of implementation as well as the technologicaltdoathieve the goal

of development.

Developing countries have certain equilibrium configurations thad te hinder
development and perpetuate thstatus quo Because of the institutional
complementarities existing in such countries, patterns of (undelgevent tend to
endure — when institutions embody a certain kind of capitalism, émelyto reinforce it,
constraining choices and creating incentives for the societargé to stick to that
equilibrium. Therefore there is reingle problem for governments to address — solving
just one problem at a time may not be enough to overcome an underdea@lopm
equilibrium; even if governments have the political support and willadkenan effective
change, understanding the prevalent equilibrium in a given s@setywholas the only
way to address the developmental bottlenecks. In addition, the irdaalaystem tends
to reinforce these patters of institutional complementaritieause it traditionally offers
developing countries little opportunities for technological upgraditechnology being

at the center of comparative advantages of developed countriech&@daon 1962;

Wade 1990; Amsden 2007).
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One of the attempts to achieve both autonomy and development has begndo rel
protectionist policies and to isolate the bureaucracy into techiarafccountable
groups expecting that they could steer developmental policibsdéisier 1993; Geddes
1994). Bothdevelopmentalisrand autarky were prevalent in great part of the so-called
"Third World" during the 20th century. These policies had manyfliene terms of
creating industrial conditions in countries that previously had nomanéE1995). In
some of these cases, this developmental moment was also édsemtia creation of a

stable middle-class, for example (de Ferranti et al. 2003; Kohli 2004).

However, with the acceleration of the technological and libengliforces of the 1990s

and the increasing costs of closeness, the previous developmental nuaahet berd to
sustain. Beginning in the 1980s and continuing throughout the next twoededtaere

has been a progressive opening of economies in the developing wedtiafe and
Milner 1996; Simmons and Elkins 2004; Milner and Kubota 2005). For some developing
countries, especially in Latin America, liberalization mealmaia blow to the established
middle-classes, as the state could not sustain its own growtioa& and countries could

not compete with the technological innovation from abroad merely flosing their
markets and expecting that innovation would happen endogenously without the
incentives to upgrade their industries (Amsden 2007: 127-135). Respontgas ISI

crisis were not the same across the developing world nor dichépgen simultaneously

— reforms were a function of how countries were affected and howypuakers

perceived the degree of success of previous experiences with industolizati
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Usually faced with macroeconomic crises, countries that decadbteralize markets
were faced with the dilemma of "economics versus politics"q@ate vs. market"), i.e.,
trying to define the degree to which the state could regulatéengmuke itself on market
forces. | argue that in order to understand the balance of foreés amintries and to
understand the paths of OSS adoption, we need to focus on how countriaseghibe

liberalizing process and what kind of institutional configurations tbhe&es generated.
In the next section, | identify three of these configurations, gaths") that gave way to

different policy results in terms of further IT policy and OSS adoption incodati

2.4. The Three Paths of OSS Adoption

When talking about the OSS implementation, there are three mdjsrthat may lead to

three different outcomes: (1) The Market Path; (2) The Stdte &ad (3) The Pendulum

Path. These "paths" are all connected to previous experiencehisfrialization in each
country and the subsequent liberalization of the 1980s, 1990s and 2000s. Each one
presents a stylized model of how the state interacted with miaroes and re-shaped

each model of capitalism in developing countries. These responses to liieralezhto
different incentives for social groups, the state and firmsill ewplain the logic behind

each of the three paths and how these paths generated each approach to the YOSS polic
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(1) The Market Path

When countries choose the "market path,” the state willingly gipesiost of its ability

to impose itself on the market. It is the market and not the #tat is able to steer
development and to assure ds factoindependence from the state apparatus. The
economies of these countries rely heavily on market disciplinenencetiuced capacity

of the state to restrict market transactions.

For developing countries, the market path usually comes about wheratbeasd
economic elites perceive previous experiences with industrializas failures. These
perceptions are usually associated with sharp crises or collahaesimpelled
policymakers to revert previous protectionist policies and to relppen markets for
development, in effect abdicating of the possibility of directlemwvgning on market
forces. This "victory" of economics over politics marks a shanp against the concept
of autonomy and the belief that only the market can correctbcalt resources for
development. Decisions about economic development are not decidedj@a¢hement
level, but are decided by decentralized market forces. In plith,” governments are
inherently skeptic of "industrial policies" of any kind, since tlaeyomatically involve

some kind of intervention.

Developing countries that rely on the market path are very unliteelgdopt OSS

policies. The main thrust of technology production (if any) Wwél based on market
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forces — which means the government will make no efforts to immgaie OSS from top
down; proprietary software will prevail given the overall sgthnof business compared
to the state. In the market path, governments have no incentive to interfebrsiitess.
Market forces also tend to weaken bureaucracies — theysaredberent, present less job
security and have shorter-term horizons. The middle-class campanreéhe state for
jobs or training and needs to go into the private sector counting dnthehmarket can
offer. Skills are usually non-specific and there is littleemtore to learn OSS, since the

basis of the information technology sector heavily relies on proprietary seftwa

This basic causal mechanism for the market path is summarized in Figure 2.1:
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Figure 2.1: The Market Path
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In countries where economics trumps politics -- where businessoigger than the state

— we would expect to see no OSS adoption.

(2) The State Path

The state path represents the opposite side of the market path, thée state, even
though it might have opened its economy to foreign investment, never @ney the

power to regulate, interfere with, and direct market forces. sdte here remains strong,
in some cases even authoritarian. Even though market forcesptaygld role, the state
has the prerogative over the market — it might change the rules ivdlecides, and its
bureaucracy has a strong say in the direction the economy should gket kdaces are

subject to state discipline, not the other way around, which meanth¢hatate selects

which sectors it needs to promote and then create incentives for market fortes to a

For developing countries, the state path appears in two cases: hehstate had the
capacity to resist liberalization or when previous experiencesindustrialization were
perceived as successful by the state and economic elitesstatbestructure remained
intact and isolated from the market, keeping bureaucrats focusedgstetam goals and
state policies, rather than shrinking the state and relying ahkem#orces. This
represents the "victory" of politics over economics, where indugtolady is seen as an

essential function of the state and where market forces need to remain ahntrolle
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Developing countries that rely on the state path are very likaipjplement OSS, either
because it makes sense in terms of developmental policy and aut@ooesrns or
because it does not have any support of the market. These coumtrmasrarlikely to
implement OSS decisively, relying on the strength of the buraeyi¢o carry it out. In
these countries, governments will try to set the standard & @Sbusiness, and
bureaucrats have strong incentives to implement OSS because ahegffectively
maximize control. The middle-class has an incentive for traimn@SS because it
knows it can either credibly rely on the state for jobs or go t@tivate sector that is
adapted to the state discipline. Relying on the state meangshéhatiddle-class can
acquire more specific skills and guarantee that it can be getbloo matter where it

decides to go.

This basic causal mechanism for the state path is summarized in Figure 2.2:
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Figure 2.2: The State Path
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In countries where politics trumps economics — where the staterger than business,

| would expect to see strong OSS adoption.

(3) The Pendulum Path

The pendulum path is the middle ground between the two other pathappkns when
there is no clear predominance of either market forces or dte sfwo main forces
create a tension with each other: the power of legacies anddéssitg to change. For
the countries on the pendulum path, liberalization was never theofit&in among
political elites — liberalization was either delayed or unendistisally adopted.
Although market forces tend to be powerful, the state still masaart of its power to
influence industrial policy and promote development. Because of thepgperc of
"successful" past experiences with the previous developmental,bdealization was
never completed and positions "swing" according to political fortdse a pendulum, it
oscillates between moments of more liberalization and setbagisevmus practices.
Autonomy and development are defined contextually, depending on théldeasi

alternatives available to policymakers.

For developing countries, the pendulum path can take place in two scewrghes
countries experienced limited liberalization of the state dimeaeed for change or they

experienced fast but unsuccessful liberalization and had subsequenksetba those
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cases, the state structure is not isolated from market fdsoest presents a resilience
that prevents drastic changes. Bureaucrats still have someetdisary power and
constantly struggle for more control. These countries usuallyrrdeek-in" politics —
i.e., groups that attempt to consolidate a certain policy for a exbeaded time-horizon.
Because of that, political struggle and lobbying usually takeepinside bureaucracies,
not on the usual political battleground. With the pendulum path, there ideao c

"victory" of either politics or economics — they are in constant struggle foratont

On this path, countries are likely to experience difficultieh @SS implementation —
either struggles inside the government, strong differenckgebe local and national
patterns of adoption, or only partial implementation of OSS. In tlhesmtries,
governments still have an incentive to implement OSS because afoaut and
development, but they are more aware of bureaucratic problems amchpwolifighting.
Business has a strong incentive to pressure the bureaucracy tachaonge, while the
bureaucracy tries to gather support for its own form of implementaihe middle-class
still has the incentive to acquire skills in OSS if the govemnseable to offer jobs and

guarantee job security and mobility.

This basic causal mechanism for the pendulum path is summarized in Figure 2.3:
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Figure 2.3: The Pendulum Path
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In countries where there is no clear winner between politics @mbgics — where the
state struggles with market forces for control — | would expect to see egttial or slow

adoption of OSS.

In the next chapter, we will see how well the paths trangt#betihe empirical record by
examining the cases in developing countries that adopted or not OS$hend
subsequent experiences with the process. | apply a grading sgsteeasure both the
centralization/decentralization of adoptigoentral governments initiating the program of
OSS migration or not), and th@ogress of adoptiorthow fast and integrated is the

process itself).
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3. The Deter minants of Open Sour ce Software Adoption

3.1. Introduction

In the last chapter, | made the theoretical connection betwmantries' responses to
liberalism and open source software adoption. The main idea prbpmas that
countries that chose a certain "path” to development (the markettipa state path, or
the pendulum path) would produce a certain set of incentives and consfaitie
actors involved. In turn, these equilibria would favor or hamper openessoftware
(OSS) adoption and actors would respond accordingly. The paths areypisatreated
to highlight the connections between incentives and outcomes, which Idahgle
explain why certain countries are or have been adopting OS8 ethiérs were not, and

how the process is being carried out in the countries that adopted OSS.

Given that the paths were approximations of a more complexyrehbiv do they
translate into countries' real adoption experiences? In thisteshd will make the
connection between the theoretical paths and data from a newdgted| data-set on
governmental efforts throughout the world to implement OSS, pointing oht thet
differences and similarities between them. In order to conghfiezent experiences, |

create a measure of OSS adoption.
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As | have argued in chapter 2, the logic of OSS adoption difkesply between
developed and developing countries. Public policies toward OSS in therfdepend
on where they fall on the Varieties of Capitalism dimension (Hall and SaB@®. For
reasons discussed above, LMEs prefer proprietary software \8heMBs prefer open

source.

OSS adoption—and in particular government attitudes and policies toviESd-@llow
a different logic in developing countries. Among developing countries, nop,
theoretical argument leads me to expect a marked differegeeding OSS adoption.
Not all developing countries are alike, but it is not the LME-CMdimiction that matters
here (if it is applicable to developing countries at all). Rathe main difference among
developing countries, | have hypothesized, concerns their statess eéfobuild and
maintain technological policies geared towards development. The esutitat had a
significant experience with industrial policies, and continue to doredhase referred to
as "middle-powers”, "regional powers" or "whale countries". Th¢oniya of these
countries have invested heavily in state-led (but not necessstalg-controlled)
development, using the advantages of the scale of their own maricetabor force to

"jJump stages" of development (Chang 2002).

If the theory is correct, we expect to observe that (1) developaadtrees adopt OSS
according to the Varieties of Capitalism logic; (2) developoogntries vary among

themselves -- while the "middle-powers"” tend predominantly to add®, Qess-
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developed countries with no previous ISI experience or technologicalfiadygmlicies
tend to refrain from adopting OSS (or for that matter, even havsujtware policy); and
(3) differences within the “middle-powers” can be explained by $trength of the

government vis-a-vis the market actors.

3.2. The Data

3.2.1. Refining the Dependent Variable: the Adoption Index

One of the greatest challenges to this research is finding ieahpimeasures of open
source software adoption, which are sufficiently differentiatedlltavame to test the
theoretical argument, yet also sufficiently general to bedvaleasures across all
countries. Measuring the success or failure of such policiemtiseasy for several
reasons. First and most importantly, government data on software hgagublic
bureaucracies simply does not exist beyond a few countries. dadkisof data has a
simple practical reason: as my field research in Brazil sdgwsoftware purchase
decisions are decentralized and uncoordinated even in quite centraiassl
bureaucracies. In most countries, each government agency hderadigitdecided its
own software purchases, with little or no oversight over what ishicargd why. In fact,
| have argued that the bureaucratic patterns that cause khefldata create one of the

incentives for OSS adoption. Decentralized and uncoordinated softiap®om has led

! For details, see Chapter 4.
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to inefficiencies, including buying different pieces of softwéweperform the same
functions. These choices have tended to be made by each successistration,
leaving bureaucrats with little or no control over what got installed. The adoptidd®f O
thus came to be seen by some as a way to rationalize tlceustrof installed software

and to guarantee consistency throughout the whole system of computers in sigiEsage

Another problem for gathering data on OSS adoption is that the technsletly very
new, and any policies regarding OSS therefore have to be aia@rlglirecent. The
Brazilian case again illustrates the problem: Despite beingobtige first countries to
create an OSS policy for software adoption, the announcement of aagidr policy
was only made in 2003 and its implementation is still underway. r Otlumtries, even if
faster in implementation, still have little to show in termshaf consequences that OSS
might generate. It is too early to assess if an OSS pulikybe resilient enough to
undergo changes in governments and the coalitions supporting them. Foonsing
longer-term consequences of OSS policy such as whether it iedd$oped-for
increased economic development would have to take into account several dimensions that
are beyond the scope of this research, such as diverse macroecongabtes and
controls for many other factors. The debate on the causesoabmic growth is

multifaceted to the point of confusién.

% From the size of nations (Alesina and Spolaore 2003) to rel{garro 2002), from language
fragmentation (Easterly and Levine 1997; Easterly 2001) tdigadlicompetition (Bueno de
Mesquita et al. 2001), the proliferation of variables seenwiyhaonducive to a consensus in the
short-term.
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Given the lack of resources to pursue an up-to-date assessnseraice$s or failure of

OSS adoption, the main strategy of measurement of the dependenteviariadii to focus
onresultsbut to focus orattempts Trying to implement a policy is visible and generates

a trail — groups inside countries have found many ways to push fo@&®dadoption or

to block it. These efforts show a great degree of variatiordatadled accounts of those
efforts are available for many countries from the work of Jafesewis (2006). To
examine my hypotheses systematically, | have built an atigiataset of OSS adoption
policies in both developed and developing countries. Specifically, | have encoded several
guantitative variables, which measure various aspects of OSS adoglimnand can be

analyzed statistically, thus allowing a panoramic view of the procesgloba scale.

164 countries are included in the data-set. The data collection fewwrs lis merely
descriptive. | coded his narratives of OSS policies into thmadeators, which will serve

as the key dependent variables:

e |ocal: Number of local initiatives, i. e., how many attempts to imeetOSS at the
local level (in regions, provinces, states or cities); if @ @tovince or state has tried
to implement legislation regarding OSS adoption or has promotearchsegarding

0SS, it is counted here;

e national: Number of national initiatives, i. e., how many attempts to émgint OSS

at the national level; if the central government or the natioegislature has tried to
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implement legislation regarding OSS adoption or has promoted resegatuing

0SS, it is counted here;

e 0ss action (composite index): This is an ordinal variable trying to measure the level
of OSS adoption by a country. It ranges from O to 6 and its formula is:
1 point if only local adoption;
2 points if only national adoption;
3 points for both local and national;
PLUS
1 point if proposal is R&D and/or Advisory;
2 points if proposal is Preference and/or Mandatory on Local Level,

3 points if proposal is Preference or Mandatory on National Level;

In order to get these last points, the proposal must have been appyolkedidiatures
and/or sanctioned by the central administration. National decidi@w® more
importance than local decisions in the final score in order to makelsat the number of
local adoptions does not overpower the number of national attempts (ayccamtonly

have a few national attempts but can have many local attempts.).

This variable is created to give us a rough measure of adoptempas across cases.
The distribution of points for each country gives weight to local aolodirst, then

national adoption and to both nationahd local adoption if possible. This is
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complemented by a distribution of points for the importance of the proposals (one point if
the proposal is only about research and development or advisory, aagonts if open
source software is preferred or imposed on the local and the ndageH). So, if a
country has never attempted to use OSS, it gets zero pointsr dkample, it only tried

to adopt OSS at the national level and this proposal was for the togndse of OSS, it

gets 2 points plus 3 points, and d@ss_actiorrating is 5. A country with the maximum
number of points (6 points) must have both laad national attempts and the national

attempt must be either preference or mandatory use of OSS.

Although these are simple variables, they allow us to see gesulseveral ways
according to the local/national differences and to rank countgesrd@dng to their
adoption of OSS. There is an inherent difficulty when construem@doption index
that is not completely ordinal, but the index is able to captanagnitude of importance
given to adoption attempts, both at the local and national levels. Somple descriptive

statistics of these variables will be shown below.

3.2.2. Refining the independent variables: definitions and measurements

My theoretical framework suggests that (1) there are starerelifices between
developing countries and developed countries, as well as differencke graup of
developing countries (“middle powers” vs. “the rest”), that (2) themes differences

within developed countries — these differences can be explained byrietids of
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Capitalism logic, and that (3) the differences within “middle-coastrcan be explained

by the strength of the state vis-a-vis the market.

To test these propositions, | first need to identify the samgkgeloping vs. developed
countries, the middle powers). After discussing my choicesdegpathe samples, | will
turn to the discussion of the operationalization of the key independedntantirol

variables.

As argued in the last chapter, developing countries had differentienxges when faced
with the pressures of liberalization. As some readily embrseg@rocess of reforming
the state and pursuing orthodox economic policies, others chose to reroaimtrol of
the market, by establishing industrial and technological policiethef own. In the
middle, a group of countries were not able to complete or engage thtyrangthe
reforms — the balance of power between the state and market fousbed for

discontinuous policies and "stop-and-go" liberalization.

There are two important points to be made regarding liberalizalibe. first one is the
concept of liberalization | employ. For the developing world, lilleaibn came mostly
as an exogenous force — in Latin America in the 1980s and Adme ih990s, due to a
series of strong financial and economic crises connected toténeational system these
regions were presented with stark choices for their developmentian@&tallings and

Kaufman 1989; Haggard and Kaufman 1992; Kahler 1992). In this sense, | treat
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liberalization as a constraining factor on developing countriexh @auntry calculated
its costs and benefits of implementing liberal reforms accgrdm its strength, its
political forces at the moment and, more importantly, the perceptietite$ regarding

previous experiences with industrialization.

The other important distinction to be made regarding liberalizasidhe more political
nature of the concept | use. While usual indicators of liberalizatuch as the reduction
of tariffs or the opening of the financial sector to foreigpital are commonly used to
describe liberalization, these indexes do not give us a satigfichge of the role of the
state in the economy -- they are incapable of capturing the weighie state in the
economic realm or, in other words, incapable to show prediselhat extent the state
defines economic goals instead of the mark&his definition is central because this
balance is precisely what sustains certain development pathadigtethers. Moments
where the state redefines its rofs-a-visthe market are rate- they can be triggered

either by external crises that change the structure of aastdenefits for the domestic

3itis important to point out that this dissertation does notibegalization as imposed, but as a
set of constraints offering costs and benefits to countriesh muihe way Keohane and Milner
use the term "internationalization" (1996). There are differviews in a broader debate,
exemplified by Simmons and Elkins (2004), about how liberalization dprig|@am country to
country, painting a different picture than the view of "impol#eeralization" presented in many
analyses of the role of the IMF and World Bank conditionalittesee, for example, Stiglitz
(2002).

* These changes are even rarer in advanced industrial demoeraosgutions are firmer and
more resilient through time, while the political struggle cormates around issues instead of the
rules of the game. It is not coincidentally that it isieato establish clusters of "varieties of
capitalism" for the OECD countries than for the developing world.
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political forces or because of internal substantial changes impdhical balance of

power.

Given this definition of liberalization, it is difficult to find "pureases of either total
liberalism or total state control empirically, as this wouldameither complete anarchy
or no market. However, as previously argued, theoretically coucttiede positioned

within the three major paths that are reflective of their experiencesibatalization.

To measure the independent variables, | use several variables tfnWorld
Development Indicators (WDI) database of the World Bank and otheces. To
measure the strength of the state vis-a-vis the market,d vaeable calledotal tax rate
(% of profit) --which is the total amount of taxes payable by businesses (d&cégibor
taxes) after accounting for deductions and exemptions as a pgeceftprofit. While
clearly only a proxy, this variable picks up the actual levéehwbdlvement of the state in
the economy. Alternatively, | employ a rough and aggregated meaSurearket
liberalization: the Heritage Foundation scores for freedom ardoedvbrld, ranging

from 2000 to 2005.

Regarding control variables, my data-set includes a host ounesa$fiat can be expected
to drive a country's adoption of OSS. | will discuss all variables the rationale for
including them in more detail below. But for the sake of the big @clet me preview

by saying the control variables relate to countries' technoladge@lopmentlfroadband
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subscribergper 100 people)yesearch and development expendityees% of GDP), and

a measure ahternational Internet bandwidt{in bits per person); all from WDI).

In order to test the argument that the adoption of OSS caseldth the need to curb
software piracy, | included a measuresoftware piracy ratdrom the Annual Business
Software Alliance and IDC Global Software Piracy Study, wigels crime related
statistics from most countries regarding software piratyhel software piracy theory is
correct, we would expect to see a strong correlation betweera@$fion and software

piracy.

| also include several control variables that are importatitéastudy. In the sample, |
control for the size of industry, GDP per capita, Internet usersl@O people), personal
computers (per 100 people), and finally, information and communicatadmdegy

expenditure (as % of GDP).

3.3. The Results

3.3.1. Descriptive Statistics on the Dependent Variables

Given that my data-set is the first to provide a systematp-shot of OSS policies
across the world, a few descriptive statistics are warrdoté&miliarize the reader with

the data. Table 1 breaks down the four key dependent variablesbddsabove, by
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region (OECD countries, “middle powers”, developing world). The diffeation
between (rich) OECD countries and “developing” countries ityfatraightforward; the
identifications of “middle powers” are not. Later in this chaptewill offer a detailed
justification of my coding decisions. But for now, | simply wamttédke it as given and

present some descriptive data.

Most of the activity on OSS adoption is done in the developed world (iEGDO
countries), but middle powers come fairly close. As can be fseanthe first row in
Table 1, all measures of OSS adoption policies are — on average sthigl@ECD
countries. For example, the average number of local initiativeg&@DB0countries is 2.96
(with a range from zero to seventeen), while the same numbalyisl.27 for “middle
powers” and close to zero for all other developing countries. Wsisglar patterns if
we look at simple descriptive statistics with respect toonati initiatives (second
column), the overall intensity of OSS activity (third column), andrtiege presence of
OSS activities (last column). 87% of OECD countries and 67% afdi®mipowers” have
some sort of OSS activity (last column). Only 21% of all otherdeékloping countries

pursue some sort of OSS action.

These simple descriptive statistics confirm a first keydigt®on of my theoretical
framework: that OSS activity will be qualitatively differemt developed countries,
“middle power” countries, and poor countries — while in the first wefind a "bottom

up" local ad hoc approach to OSS adoption, in the second we will fitagh &0 bottom™
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industrial policy approach to OSS adoption. As for poor countries, weolskerve

almost no OSS activity.
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Table 3.1: OSS activities in different regions of the world

Number of Number of :

local national Intensn_y .Of Prese_nqe_ of

initiatives initiatives 0SS activity OSS activities

flocal] Inational] [oss_action] [oss_presence]
OECD countries 2.96 3.52 4.04 0.87
(N=24) (0/17) (0/9) (0/6) (0/1)
Middle powers 1.27 2.93 3.20 0.67
(N=15) (0/9) (0/10) (0/6) (0/1)
Rest of World 0.02 0.41 0.75 0.21
(N=125) (0/1) (0/7) (0/6) (0/1)

Notes: Displayed are average levels for each ofdhemeasures of presence and intensity of OSS
activities, over each variable’s (minimum/maximun®ee text for definition of variables.
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Figure 3.1: Distribution of OSS activities in different regions of the world
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Figure 1 presents some more information on the distribution of @8&\aacross the
three regions. The Figure draws a vertical box plots (also knewvheker diagram).
As is common, the box plot for each region indicates five numbehe afistribution: the
smallest and largest ‘non-outlier’ observation (zero and siadh eegion) are indicated
by the bottom and top-whisker, respectively. The lower and upper ga4&8' and 75’
percentile) are indicated by the filled box. In the residuagmaly (rest of world), that
box is collapsed to the point zero; in the middle powers box plot aréntdrguartile
range goes from zero to five, while it reaches from thresxtan rich OECD countries.
The fifth point of the distribution indicated by a hollow diamond in thgufé is the
median value. It is zero, five, and four, respectively. The box plothie residual

category also indicates outliers by filled circles.

The box plots confirm the impression from Table 1, but add furthernrdtion to it.
The single-most OSS common outcome in the ‘rest of world’ samm@ero. Most OSS
activity happens in rich OECD countries, although — interestinglje—-median OSS

activity is higher in the middle powers countries.

While the averages across a large number of countriesdglenable me to draw some
conclusions, they also hide a lot of interesting variation within e&te three regions |
distinguish. My theoretical framework not only makes predictidimidifferent levels
across different ‘types’ of countries, but also offers conjestal®ut the relationship of

OSS and a number of (different) variables inside OECD and “middiefaountries.
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The next two Tables, therefore, disaggregate the data for thesets of countries to set
the ground for exploring the logic of adoption both among developed countries]las

as the adoption among "middle powers". Table 2 shows the data for the OECD countries
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Table 3.2: OSS activity in OECD countries

Number of Number of .
local national Inten5|t_y .Of Prese_nc_:e_ of
o o OSS activity OSS activities
initiatives Initiatives .
. [oss_action] [oss_presence]
[local] [national]
Australia 8 3 5 1
Austria 1 1 5 1
Belgium 2 6 6 1
Canada 0 1 3 1
Denmark 0 5 5 1
Finland 1 3 4 1
France 3 9 6 1
Germany 6 9 6 1
Greece 0 0 0 0
Iceland 0 1 5 1
Ireland 0 1 3 1
Italy 7 7 6 1
Japan 2 5 3 1
Luxembourg 0 0 0 0
Netherlands 3 3 4 1
New Zealand 0 0 0 0
Norway 2 4 6 1
Portugal 3 5 1
Spain 10 9 6 1
Sweden 0 2 3 1
Switzerland 2 1 4 1
United Kingdom 4 6 4 1
United States 17 2 4 1

Note:

Maxima are highlighted ibold.
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We can observe that the overwhelming majority of OECD countriase Head

experiences with open source software adoption. As an examplenited States has
had 17 local experiences with OSS adoption. However, the OECD cowagraesvhole
do not give us the complete picture. Below, | will explain the olesedifferences

among them using a Varieties of Capitalism approach.

With the countries | call "middle powers" the experience is difigrent. Table 3 has the

data:
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Table 3.3: OSS activity in middle powers

Number of Number of .
local national Intensﬂy 0 f Presenqg of
o o OSS activity OSS activities
Initiatives Initiatives .
i [oss_action] [oss_presence]
[local] [national]
Argentina 4 2 6 1
Brazil 9 10 6 1
China 1 8 6 1
Egypt 0 0 0 0
India 5 4 5 1
Indonesia 0 2 5 1
Iran 0 1 3 1
Mexico 0 0 0 0
Nigeria 0 0 0 0
Poland 0 1 2 1
Russia 0 0 0 0
South Africa 0 3 5 1
South Korea 0 10 5 1
Turkey 0 0 0 0
Vietham 0 3 5 1
Note:

Maxima are highlighted ibold.
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Table 3 shows that the logic of adoption is fairly uniform acrasisllen powers, yet some
differences remain and beg for explanations. Very few amorsg tt@untries refrained
from experiencing open source software and almost no countoms this list (apart
from Argentina, Brazil, China, and India) have had any local expm#emwith OSS
adoption. Most of the adoption occurs at tizional level. Before we turn to a more
detailed analysis of the middle power experience, | will disthisdifferences among

OECD countries in some detail in the next section.

3.3.2. Varieties of Capitalism

One of the major questions regarding OSS adoption is: what areabens (if any) for
developed countries to apply these policies? If my reasoningrsct, we should see
differences between Coordinated Market Economies and Liberal M&d@omies
regarding the adoption of OSS. The division established by HallSaxs#tice (2001)
presents a persuasive theoretical case for these groups of &@utitiégeent approaches
to software policies. | have argued above that LMEs should favoar&etrdriven
proprietary software approach to government policy, whereas CMitdgdssee in OSS a
good mechanism of coordination between different levels of govetnameha holistic
policy regarding the rationalization of software usage, given ith&itutional advantages
of coordination via the state. CMEs have a strong incentive to invegien source
software in order to reap the benefits of OSS adoption. According to this logiQuieg w

expect to see CMEs not only adopting more, but also adopting mitvenaitional leve|
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as a national government policy. Table 4 shows that that these Isipethpatterns turn

out to be fairly accurate:
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Table 3.4: Varieties of Capitalism and OSS adoption

countries

VoC

national_number local_number 0ss_action 0SS _presence

Austria CME 1 1 5 1
Belgium CME 6 2 6 1
Denmark CME 5 0 5 1
Finland CME 3 1 4 1
Germany CME 9 6 6 1
Italy CME 7 7 6 1
Netherlands CME 3 3 4 1
Norway CME 4 2 6 1
Sweden CME 2 0 3 1
Australia LME 3 8 5 1
Canada LME 1 0 3 1
Ireland LME 1 0 3 1
New Zealand LME 0 0 0 0
United LME 6 4 4 1
Kingdom

United States LME 2 17 4 1
France Mix 9 3 6 1
Greece Mix 0 0 0 0
Iceland Mix 1 0 5 1
Japan Mix 5 2 3 1
Luxembourg Mix 0 0 0 0
Portugal Mix 3 0 5 1
Spain Mix 9 10 6 1
Switzerland Mix 1 2 4 1
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The overall composition of OSS adoption in developed countries shows thatigher
confirmation for the theoretical ideas expressed. In the sathplepuntries that do not
correspond specifically to the CME-LME categories are sgmied as mixed. If we

chart the results, we can have a better picture of adoption:
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Figure 3.2: CMEs, LMEs, "mixed" countries and OSS adoption

CME LME Mix

_ mean of national_number _ mean of local_number

_ mean of oss_action
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Even if we exclude the countries that are usually not in the Wefature samples
(Greece, Iceland, Portugal, Spain, Switzerland) and classifyntheed” countries as
CMEs, the results still hold. By running t-tests to see whethese differences are
statistically significant, and using the data from the ficaglow (LMEs and CMEs only,
with "mixed" countries as CMES), it turns out that most of tliferdinces in the figure
are statistically significant, both at thational andlocal levels (CME>LME, significant

at 5%) and witloss_actiofCME>LME, significant at 10%).

The logic seems to hold for the division established by Hall and @&§k001). OSS
adoption seems to fit well with coordination at the national levele &liditional piece of
evidence is that the state's involvement with the economy anddtigitions it uses to
regulate is qualitatively different in Coordinated Market Econoraies Liberal Market
Economies. The economies that are better positioned to take advantageainomies
of scale that OSS adoption has to offer are CMEs and theyiagedide to capture these

advantages.

Although this logic seems to hold for developed countries, in the cadevefoping

countries the picture is subtler.

3.3.3 Middle Powers

According to the logic spelled out in the theoretical chapteojrit towards a substantial

difference among developing countries regarding OSS adoption. When nigreaki
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countries into the binary categorization of developing/developed, wetddedve aside
some differences that matter greatly for the explanation ngt@nOSS adoption, but
also for differences in industrial policy in general. In the dmgyMalg world, there is
strong evidence that some characteristics matter when we tjresg countries, even to
the point that goals and strategies for development differ profounaly even

antagonistically.

Although these divisions are very common theoretically, they haveprovbe difficult
to develop empirically. There is a strong disagreement by tkeafisvho should be
included in an "intermediary" list between developing and developedrmsuniThese
countries correspond loosely to what Wallerstein (1979) referredstahe "semi-
periphery" of the world capitalist system, being connected botfctre" countries (the
ones that are most dynamic in the production of technology) and thpHgefi (which
are countries that basically produce commodities and raw matkmiagdxport). Not only
is his categorization outdated, he has also difficulties when pregemtcoherent list
(1979: 100). In his list, he mentions countries that hardly composem-pisephery”
now (countries such as Portugal, Spain, Canada, and Australia, for exangl that

cannot be classified as "developing."

Wallerstein also ignores an important characteristic that mlarks the importance of
some developing countries over others -- a modicum of regional impqrthote

economically and politically. As Keohane (1969: 295) pointed out, thersoare states
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that do not qualify as "system-determining" states, but need takba tnto account as
"system-affecting" states. Again, although the differentiati@kes intuitive sense, it is

hard to create an effective list of countries that correspond to it.

Almost by accident, a new type of classification has become the cetitetions, even
theoretically. The investment bank Goldman Sachs came up witht af li;iajor
developing countries in terms of GDP and predicted that, by 2050, theseesownl
have a larger combined GDP than developed countries (O'Neill 005). This list
only involves four countries (Brazil, Russia, India, and China) withghtsuof including

another one: Mexico (O'Neill et al. 2005: 4).

Apart from discussions about a precise list of "middle powers'regional powers,"
there is something different, at least theoretically, about tt@setries that needs to be

captured for my purposes.

My list of "middle powers" takes into account a combination of tinnegor criteria for
inclusion: a high GDP, significant population, and political-economic imapo« in their
regions. A high GDP roughly corresponds to the BRICs (Brazil, Russdia and
China) criteria, while significant population means that thereagbssibility of building
economies of scale in their internal markets, presenting an meeatinvest heavily and
coordinate production inside the country. Taking these criteriassityathe following

countries as "middle powers™:
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e Brazil

e Russia
e China
e India

e South Africa

e Argentina

e Mexico (even though it belongs to the OECD)

o Turkey

e lran

e South Korea (even though it belongs to the OECD)
e Indonesia

e Nigeria
e Egypt
e Vietnam

e Poland (even though it belongs to the EU)

Exploring the determinants of OSS activity in the "middle powerspirically is not
easy. A key problem is the small number of observations with blaildata (a
maximum of 15), making causal inferences based on statistar&l avfficult. This is

one reason why | also conducted case studies (see chapters 4 and 5).

For the middle power countries, my theoretical framework suggists it is a
government's primacy over the private sector that makes developtreegies relying
on OSS more likely. On the one hand, this is a concept which shagsfiaamn empirical
operationalization. On the other hand, it is also a concept which has "taxatiteh \aHi
over it - in particular, taxation of business. Therefore, the maiabla | use to measure

the presence of the state in the economy is c#died tax rate (% of profit). This is a
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measure of a government's actual capacity of taxing paits proxy for the concept in

guestion.

There are at least two downsides that are specific tovdinigble. First of all, the WDI
does not report data-points for this variable before 2005. Thereforealtres on this
variable refer to 2005, i.e. a few years later than the other cordrables - and
potentially a little bit after the dependent variable. Forelgathe available data-points
suggest a high degree of stationarity, therefore making itpleddematic to effectively
extrapolate the values backward. Second, one of the observations sample
(Argentina) reports a value of more than 100% on this variable. n@mna governments
can tax state owned companies beyond unity (usually in order to hidg, gebteue
beyond 100% on the "Total tax rate (% of profit)" variable isn'staprising. However,
since this variable reports the mean across all companies, mmaneat 100% is
problematic. | therefore run every model in three incarnationsugihp the unchanged
WDI-variable "Total tax rate (% of profit)"; (2) using thanse variable, but dropping
Argentina; (3) using the same variable, but top-coding it ¢g¥ely: Argentina) at
100%. Fortunately, it turns out that these choices make littlerehiife. The results
reported below refer to option 2, i.e. dropping Argentina from the sampieidzfle

countries.

Having elaborated on the key explanatory variable let me discume potentially

important control variables. Before doing so, however, let me sthasghere is no
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literature | can rely on to justify my choices of control ghtes. So, here | have to pay
tribute to the novelty of my approach. However, it is not partigulehiallenging to

come up with off-the-shelf variables that scholars might want to suggestrastites.

To economize on space, | will only elaborate on four control varialbleem my models
with many other control variables as well, with fairly simitasults. | believe that four
factors can be easily suggested as potentially importantretpts variables when it
comes to a country's OSS adoption. Interestingly, | find it somediffi@ult to predict
the direction of the impact of each variable. All these varsabterespond to data from

1997 to 2000, which is previous to the experience with OSS adoption.

(1) A country's economic well-being, as measured by its "GDP petacapi2000
US$, in thousands". As just mentioned, it is difficult to predict tihection of
the relationship of a country's wealth and its proneness to adopt O%$the one
hand, one could expect that rich countries are taking licensing issaes
seriously and are therefore more likely to switch to OSS (sowauld expect a
positive relationship between OSS and a country's wealth). On threhati, it
also seems perfectly reasonable to conjecture that governroéng®orer
countries have massive incentives to push their country to adopt OS&ll,Owve
is difficult to formulate a simple hypothesis regarding a cols\tBpP per capita
and its OSS activity. But these issues are, by and in tihesssaorth exploring

empirically.
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(2) Secondly, OSS activity might simply be a function of a country's wevoént in
the Internet. To account for this, | include a variable callatkthet users (per
100 people)" into my multivariate analysis. Again, it is somewhidcdt to
come up with clear-cut predictions regarding that variable. Do ohaiviusers
want to be participants - even if this means using illegal soétw , or do they
rather want to be "legal for free", and opt for an OSS alternative? Hard tésell
with (1), this is an empirical question which will be explored below.

(3) A country's commitment to OSS may have little to do with the factors | propose in
my theoretical framework; rather, they may simply relabe a country's
involvement into promising technologies, which | measure by a country's
"information and communication technology expenditure (% of GDP).", But
once again, it's not straightforward to predict the direction ofrétetionship
between this explanatory variable and my dependent variable.

(4) For the reasons exposed before, it is important to include a medsimdustry,
value added (% of GDP)" in order to see if the presence of indofitrgnces the
results. Again, it is difficult to formulate firm expectations regarding thection

of the relationship.

Tables 5, 6, and 7 contain the results for three different dependeables: OSS
adoption at the national level (Table 3.5), OSS adoption at the loeh(Table 3.6), and
the OSS composite index (Table 3.7). Each of the Tables containsodids. All of

them include the key explanatory variable (total tax rate a$ ptofits). Models (2) to
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(5) add one and only one of the four control variables, while Model (6) inené

variables at the same time.

Overall, the results are reasonably supportive of the hypothesdspbxl/@above — they
are particularly strong when it comes to OSS adoption at thed lecal. When
consuming the regression results, the reader is reminded of the very snpd! siaen (14
observations). The purpose of the regression analysis is to explocortedations

between potentially relevant important variables and OSS adoption.

Table 3.5 shows that the total tax rate variable is signifisambore than half of the
models — most importantly in the most complete model includingoaliral variables
(Model 6). In that model, the significant coefficient of size 0.44§gests that changing
the total tax rate from the minimum value in the sample (aboub3@etmaximum value
in the sample (about 82) increases the predicted level of natiosalm&tive by about
7.5 — a very substantive effect given that the national OSS wutiasiriable ranges from

0 to 10.

However, it is somewhat worrisome - but given the samplengizentirely surprising —
that the results in Table 3.5 are fairly unstable. The goodndgsnoéasure (adjusted
R2) bounces around quite a bit, and two of the control variables (GDRapiéat end

Internet users) are significant when added separately, but insagmiin Model (6).
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Overall, then, the results displayed in Table 3.5 are encouragingabnot fairly be

taken as a very strong confirmation of the hypothesis.
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Table 3.5: Regression Estimates for National as the Dependent Variable

National
1) (2) (3) (4) (5) (6)
Total tax rate (% of profit), <100 0.0537 0.0649 0.0970* 0.100** 0.0677 0.145*
[0.0519] [0.0542] [0.0473] [0.0418] [0.0524] [0.0464]
Industry, value added (% of GDP) 0.126 0.264
[0.151] [0.154]
GDP per capita (constant 2000 US$ in 0.826** 1.052
thousands) [0.342] [0.918]
Internet users (per 100 people) 0.405*** -0.041
[0.128] [0.379]
Information and communication 0.403 0.506
technology expenditure (% of GDP) [0.340] [0.283]
Constant 0.232 -4.679 -4.203 -3.558 -2.414 -18.63*
[2.851] [6.555] [3.028] [2.464] [3.582] [8.482]
Adjusted R2 0.00541 -0.0204 0.291 0.433 0.0381
Observations 14 14 14 14 14
Note:

Standard errors in brackets, * p<0.10, ** p<0.05,5<0.01
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This is different when it comes to the results in Table 3.6, whah the local OSS
initiative variable as dependent variable. The key explanatanable is highly
significant in all models, and the coefficient is quite stablésoAthe control variables
are consistently insignificant, and the adjusted R2 measure behave3hefubstantive
effect when looking at a change from the minimum to the maxisample value on the
tax rate variable is an impressive (almost) 4.9 (the dependeablearanges from 0 to

9).
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Table 3.6: Regression Estimates with Local as the Dependent Variable

L ocal
(1) (2) 3) (4) (5) (6)
Total tax rate (% of profit), <100 0.0841** 0.0748** 0.0957** 0.0892** 0.0881* 0.0941*
[0.0301] [0.0304] [0.0327] [0.0333] [0.0319] [0.0416]
Industry, value added (% of GDP) -0,105 -0,041
[0.0848] [0.138]
GDP per capita (constant 2000 US$ in 0,221 0,522
thousands) [0.237] [0.823]
Internet users (per 100 people) 0,0443 -0,155
[0.102] [0.340]
Information and communication 0,116 0,12
technology expenditure (% of GDP) [0.207] [0.254]
Constant -3.263* 0,821 -4.452* -3.678* -4.022* -3,801
[1.656] [3.680] [2.094] [1.962] [2.180] [7.603]
Adjusted R2 0.343 0.37 0.336 0.295 0.303
Observations 14 14 14 14 14
Note:

Standard errors in brackets, * p<0.10, ** p<0.05,5<0.01
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The results in Table 3.7, which has the composite index as a dependsrieyare quite
disappointing. None of the variables turns out to be significant (althihegtotal tax

rate variable fails to be significant in Model (6) only by a small margin).
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Table 3.7: Regression Estimates with the Composite Index (oiss)aat the Dependent

14

Variable
Composite Index
1) (2) (3) (4) (5) (6)

Total tax rate (% of profit), <100 0,0335 10,0426 0,0412 0,0486 0,0456 0,0709
[0.0359] [0.0371] [0.0401] [0.0379] [0.0350] [0.0435]
Industry, value added (% of GDP) 0,102 0,139
[0.103] [0.145]
GDP per capita (constant 2000 US$ in 0,147 0,0579
thousands) [0.290] [0.861]
Internet users (per 100 people) 0,131 0,0727
[0.116] [0.355]
Information and communication 0,347 0,393
technology expenditure (% of GDP) [0.227] [0.266]
Constant 1,271 -2,701 0,483 0,0415 -1,008 -7,71
[1.974] [4.485] [2.563] [2.231] [2.391] [7.953]
Adjusted R2 -0,0099 -0,0122  -0,0766 0,0136 0,0917 ,05%B

Observations 14 14 14 14 14

Note:

Standard errors in brackets, * p<0.10, ** p<0.05,5<0.01
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The correlation and regression exercise in this chapter then pravidesed picture.
The developed hypotheses have mixed support, depending on which of the three
dependent variables is employed: OSS adoption at the local levké aational level,
and the OSS composite index. While the results for the OSS coenpodéx are
disappointing, they are encouraging for the national OSS adoption, andtreng for

the local OSS adoption variables.

Given the small sample sizes and the challenging operatiathatizproblems on both
sides of the regression equations, we cannot make too much of thnel brrudtivariate
findings for the middle-countries anyway. Even the supportive evidemamly found
in Table 5 and, especially, Table 6) just displays correlatiodsdmes not guarantee
causation. To trace causalities (Buthe 2002), the next chaptemeaesent case studies

of Brazil and Mexico.

3.4. Conclusion

Three major conclusions can be drawn from the data results. filmeders tell us about

the logic operating in regards to OSS adoption.

(1) Advanced industrialized countries tend to follow “Varieties of Gaigitn”
(VofC) logic when deciding whether to adopt or not. It is important t

remember that for all of them it is not a matter of savirmpey or fighting
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software piracy that are the major drivers of the results. deeeloped
countries, it matters greatly if the institutions that underthrr economic

and political model are best suited to “capture” the gains of adppien
source software. The United States present an excellenbicasenparison.

Most of the development of OSS came from the US — not only the casfcept
creating software from this model, but also the further contabstito its
spread (Weber 2004: 20-25). Despite having major proprietary seftwar
companies, the US also has some of the larger open source software
companies, that rely on the “software as a service model” madélgoby

the advent of OSS. Despite that, its experience in OSS adoptitire at
national level has been negligible, and the fact that its whaleeray of
training and coordination is based on market forces actually tendsate
better incentives for the production of proprietary software and solutidns
further analysis that could be pursued in future works is to underttand
connection between centralization/decentralization regarding pbktystems

and OSS adoption. On the other hand, countries that are Coordinated Market
Economies tend to overwhelmingly adopt OSS and tend to do it at the national
level. This pattern is what the logic of the theory leadsousxpect. It is
important to mention that there is no automatic connection betweeg &#ein
CME country and actually adopting OSS, but their incentives areedear
towards making use of the scalability and rationalization of systaovided

by the top-to-bottom adoption of OSS. They are better able trmaire-
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personnel and to reap the benefits of contracting people to maintaither

than buying the software itself.

(2) “Middle Powers” tend to adopt OSS, and almost all of the ones that idopt
do it primarily at the national level. The prediction of the thesrhat they
have major incentives to do it, since they have the capital tstinvgernal
markets that are  sufficiently  sophisticated to reach the
technological/informatics sector, and last but definitely not least, theythave
drive to implement these policies. The important question thatimensathat
not all of them follow this logic despite the prediction of the theoMexico
and Russia are excellent examples of deviant cases. Wimt ithé case? In
the next chapters, | will analyze both a “successful” casaz(Bp and a “non-
event” case (Mexico) to spell out the differences between thBuot it is
important to point out right away that their differences are notalpetential
(both countries could well implement these policies if they so ctwode it)

but a matter of strategy.

(3) The great majority of countries (which comprise most of the dewvejopi
world) do not adopt OSS at all. Why is that the case? Accotditige same
logic spelled out regarding the case of “middle powers,” countniats fall
below a certain threshold of GDP-power-population and/or have not had
previous experiences with industrialization, will have a hard @uepting
OSS or even having coherent industrial/technological policies.inteatives
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for adoption are stacked against them: either they have smatlahtearkets
(which would dictate a more pressing need for openness and rebiaricee
markets) (Katzenstein 1985) or they have institutional complemgerdgahat
are not conducive to coordination at either the local or the natienalsl
This also comes to show that OSS adoption is hardly a silver bulletecipe
for development — these results show that in order to implem8&8t €ome
preconditions, usually regarding the equilibrium between state and tmarke

must be met.

In the next chapter, we will see qualitatively how the expegi@idrazil corresponds to

the numbers and we will try to understand the rationale and the process of adoption itself
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4. The Case of Brazil: Changing the Development Paradigm

4.1. Introduction

Many open-source software advocates cite Brazil as an esamwiplsuccessful
implementation. Brazil has been using OSS for some time ieraeareas -- from
ministries to schools, with different results. The decisionutly thange the state of
software in the Brazilian government officially started withid_Inacio Lula da Silva's
administration in 2003, though there had been some previously localizedeagpsr
throughout the government. To have an “official” software policy meas, not only was
it extremely difficult to have such a policy for logistic anddaucratic reasons, but there
were also no previous experiences of system-wide changes foasoimplementation
in Brazil. Predictably, the move generated controversy and oppaosaimnboth outside

and inside the government.

Why promote a change that was difficult and costly? | aijjue that the main reasons
were autonomy and development — motivations that were not new to thiéaBratate
apparatus, but often present in different permutations according to oppestunithe
international system and the internal configuration of the staggafticular junctures.
The Brazilian decision to adopt OSS can be seenfeasble strategy of development

not necessarily because it preserttse “best path of development (this issue will be
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discussed in the concluding chapter), but because ivatableas an option, given a

restricted set of choices.

Brazil's investment in OSS promotion from the top level of governimesnnot come out
of a vacuum. The Brazilian state has a long tradition of atteofiieeating technology
that began with the ISI experience in the 1930s and continued withsasigtiroughout
the 20th century (Vigevani 1995: 73). In the realm of computers, the expenvith the
“informatics” industry, promoted by the state during the 70s, repted a bold attempt
to create autonomous technological capacity (Evans 1995). Thesks ¢ffatevelop
autonomous technology were inseparable from the goals that sdsdatnesensus about

the developmental model Brazil should pursue.

This consensus persisted until the late 80s, when it becametl@d¢ahe model was
exhausted and could not be sustained with resources from the BrgoM@amment. At
that point, being a closed economy represented a major setbackafol, Bmce the
country did not have available capital for the research and deveatbpofienew

technologies, neither the resources to buy the technologies fravadalor even the
proper incentive structure to attract foreign investment in appdigthological research.
Despite having created a sizable informatics industry fromtcécr@as well as other
sophisticated industries, such as the aeronautics industry orttbehgenical industry),

Brazil's computer program -- sustained with great losses tatite acost of diplomatic
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disputes with the United States in the 80s -- was terminatedgdbdrnando Collor de

Mello’s administration in 1992 (Vigevani 1995; Evans 1995: 207-209).

Acquisition of technology became a major hurdle for developing cesnimithe 1990s,
especially those that struggled with transitions to free-nhagkenomies. With the
increased presence of TNCs in the global economy, the autarkic mibdeimplete
independence from foreign capital/technology/trade could not be sustaivhile the
goals of autonomy and development were never abandoned, renouncing thenigicreasi
internationalization became costly, especially for intermedianntries like Brazil, with

a perennial fiscal crisis and the difficulties to directlyafice production (Keohane and
Milner 1996; Evans 1992). The decade was marked by a progressest oftthe state

in the creation of indigenous technology both directly or through cooroimatith

firms.!

Despite the changes in the international system, Braziliaetgastill had some of the
problems that théécnicos(engineers or technically-trained people) identified in the la
70s — a dearth of qualified technical jobs for the middle class, whiah still
symbiotically connected to the state, an underdeveloped sector géniodis creation of
technology, and the always apparent need to “jump stages” andrgattie export of

agricultural products or commodities to the export of technologically sophestigabds.

! There were a few notable exceptions such as Embrapa (aeicops applied research for
agriculture), Petrobras (the oil state company) and the financing@®&pience in universities.
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Open source software presented the Brazilian state witheavesl opportunity to focus
on the creation of a technology policy by using tools that warplg not available at the
time of the creation of the “informatics” policy. Three majbifts allowed for this
opportunity. First, the landscape of the computer industry had dralyathanged,
moving the focus from hardware to software. Hardware becamenadified as
Moore’s law predicted -- computers progressively became morerfubweéhile prices
became lower. This time, software pushed the computer industry nealme of ideas

and information, creating a major shift in production processes.

Second, protectionism became too costly a strategy. After betmlgated against by the
United States in the mid-80s for protecting the computer industiyebgarly 90s Brazil
was a constituent part of the push for liberalization in the W@ read significantly
opened its economy. The country could not sustain the costs of closurenteotially
and externally. There was simply very little capital to stva an area that requires
constant openness in order to thrive. Defying both the world andli8nazociety by
closing the informatics industry again would have been politicalpossible, even for a

leftist government.

Third, OSS signified that the battle for software would not be fouwdbhg the
intellectual property frontier, as was the case with the plaaut@al industry and the
long battle in the WTO for the creation of generic drugs, f@mgle. Open source

software presented the Brazilian state with a public good taatreliable, flexible and
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worked with no strings attached. Moreover, the policy could be “atwl into the
language of electoral politics: by promoting “inclusion” and amiputer for everyone”,

the administration made sure that this opportunity could be converted into political cash.

In the next sections, | present the Brazilian experiencle eamputer policies, in two
distinct moments — a first effort (from the 1970s to 1980s) to eraatonomous
technology through a native computer industry and the recent moment &f OS
implementation (in the 2000s). Both experiences reflect a pasistillingness to
promote policies based on the ideas aftonomy (trying to avoid industrial and
technological lock-ins) andevelopmeng(trying to expand the base of technically trained
workers and to create and sustain a viable middle-class). €kpsgences, however, are
constrained both by the opportunities offered by the internatioretersy at each

particular time, as well as the domestic possibilities.

4.2. The Challenge of the “Informatics” Policy (19#1985)

By the late 60s, it was unlikely Brazil would ever build a computdustry (Evans
1995:107). Despite growth rates of almost 10% a year, the counimedgaoised to
import the computer power that it needed — which, at the time, was basicafipseaof
mainframe machines. According to the logic of comparative adganBrazil had very
little incentive to invest in an area in which it had no distimbtaatage. Building

computers, as the argument goes, was clearly economicallicieetff— much needed
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resources would be channeled into an area already dominated byl sexagor
international players (including the greatest of all, IBM) amdvhich Brazil had very

little expertise.

Despite the gloomy economic predictions, up until then the Brazikperience with ISI
was considered to be a major success among part of the Bradies and the
nationalistic sectors (Kohli 2004: 167-168). Both the steel indusbgmpanhia
Siderurgica Naciondland the oil industryRetrobrad could be seen as examples of a
struggle to create industrial capacity where previously theas mone, and at both
instances despite having been denounced as a folly by classimomic theory
(Bielschowsky 2000; Vigevani 1995: 87). The military dictatorships waore than
willing to promote the increasingly interventionist state in oitdereap the benefits of
growth and continue to foster state production in several areas. The firsdisiin 1973
did not diminish the government’s enthusiasm for ISI, because thamnlagy of the
regime was by then tightly connected to Brazil's economidopmance. President
Geisel’'s second National Development Plan (Il PND) and second BEsi of Scientific
and Technological Development (Il PBDCT) incorporated the callhercreation of an

autonomous computer industry (Vigevani 1995: 84).

From the beginning, the goals of the group that pushed for thBoored a Brazilian
computer industry were multiple (Evans 1995: 107-109). Known a®dhmidinhos

(young bearded men), this group of recent PhDs in Computer SciemseAimerican
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universities (mainly from Stanford and Berkeley) was returtanBrazil with little hope
to get the jobs they wanted. Developing computers in Brazil waspossibility given
the lack of research and development from TNCs inside the countityeolack of
Brazilian firms that developed native technology. The best jobsaue hope to have
were in sales (usually for IBM), assembly plants, or processatg for the Brazilian
government (Evans 1995: 107). Despite the wish to create a smabheer oftécnicos
the industry simply did not exist by the early 70s, apart fronpteeence of the already

mentioned IBM, which sold imported computers to the Brazilian market.

The barbudinhosalso saw this lack of qualified jobs in the computer industry emjor
problem for the growth of a middle class. They knew right theinldlck of opportunity
to work with technology was translated into “brain drain” — no incentives to stnamil
meant no investments, perpetuating a vicious circle. For theani talquired jobs, even

if a whole sector had to be created from nothing (Evans 1995: 107-108).

Moreover, the group was preoccupied with the development of native techndtogy.
them, it was not enough to simply have a computer industry with ndi8nazolutions —
Brazil had to possess “autonomous technology” (Evans 1995: 108). That argument
resonated heavily with the military, which were already $tiwg in a state-owned
weapons industry and related fields, with a significant export+ae offshoot of this
investment was Embraer, created to produce military airaiétit Brazilian technology

and later an example of a privatized firm turned to civilian aircraft.
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“Autonomous technology” at that time meant two things: state involaemed trade
protection. Théarbudinhos(and soon the Brazilian government) believed that the way
to develop the computer industry was to protect it and to create ivezetd generate
Brazilian computer firms from the inside, with Brazilian cdpitdhat meant heavy state
financing, and by 1974, two companies were created with state fCABRA
(Computadores e Sistemas Brasileiros S.A.) and Digibras (Emeital Brasileira
S.A) in order to first produce computer “clones” of the existinghimees and develop
their own technology from there (Vigevani 1995: 85). It was sippatly demanded that,

in order to guarantee protection, there could be no alliances or joituiree with TNCs,

a policy that created a powerful internal lobby for its contimmafVigevani 1995: 85;

Evans 1995: 118-119).

The model chosen to develop the computer sector in Brazil was anatioib of state
financing and private companies. The government would protect and dimayone
who wished to invest in the creation of Brazilian technology, and investeagency
inside the Ministry of Planning with the responsibility of promotiard goolicing (the
Commission for the Coordination of Electronic Processing Activities, or CAPREnsEva

refers to this strategy as “midwifery” (1995: 116). As he puts it,

CAPRE became the home of the “frustrated nationalist técnicos” andwisen

of what Brazil needed to become a participant in the world of informatics, a
vision that went far beyond rationalization of government usage. (...) Since no
one, including IBM, could manufacture a computer in Brazil without imported
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components, CAPRE had the power to decide not only what should be imported,
but also what computers would be manufactured locally, and by whom.” (Evans
1995: 117)
With backing from the Brazilian National Development Bank (BB which created a
working group to oversee the creation of a local computer sector REARS favored
by the military government, which liked the idea of having compuwtéhscryptographic
capabilities produced internally. Despite their government suppotiatbedinhosvere
distrusted by the government, which identified their ideals withlg¢fte(Evans 1995:

118). Although the policy was correct according to the government, ihaepen

command of it were not.

By 1979, the new Brazilian government of President Figueiredo dktidé CAPRE
should be transformed into another agency, with better military gi¢rand more in
tune with the official line (Vigevani 1995: 95). The resulting agenag the Special
Secretariat for Informatics (SEI), created by decreiirf with personnel recruited from
the National Intelligence Service (SNI) and directly subordinttede National Security
Council and the Presidency (Evans 1995: 118; Vigevani 1995: 91). Even thotlgh by
time there were Brazilian banks investing in the computer compaameésa significant
computer industry, there was little discussion and input from bus{N&gsvani 1995:
91; Schneider 2004: 108-112). There was also a small but vocal wensyitfor the
industry (composed from engineers and the firms already edteflin the Brazilian
market), which pushed for more protection from the government, bubtees¢he
militarization of CAPRE - its main representative, ABICOMRsgociation of the
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Brazilian Computer and Peripherals Industries). Despite thdsdeaf the original
CAPRE, its defenders widely believe that at least the maal of creating a national

computer industry had been achieved (Vigevani 1995: 93-95).

4.3. Struggle, Retaliation and Retreat (1985-1992)

By the 1980s, all the signs pointed to a mixed result for the origardudinhos Even
after being able to push their goals from inside the bureaycemye of the first
objectives turned out fairly differently than they had expectedho@fyh the jobs they
wanted were partially thefethey were maintained through protectionism and required
very little involvement in research and development of new techmalogpart from a

few short-lived exceptions.

The development of the Brazilian computer industry would reach anotlemwéh the
passing of the National Informatics Law in 1984. Voted by Cosgred sanctioned by

President Figueiredo in October of that year, the law enshtheegolicy of market

%2 The total number of university-trained technicians in the Baazinformatics industry rose
from 4,052 in 1979 to 24,113 by 1989 (Evans 1995: 162).

% Peter Evans (1995: 128-129) tells the story of how Braziliameags from COBRA were able
to create from scratch a Brazilian operating system cobipatiith the proprietary UNIX system
from AT&T called SOX. COBRA did it without reverse enginagr and SOX was the first
operating system to pass an independent verification test otfgr&dOPEN, a consortium of
British and American computer companies. The certificate nthahthey could operate in any
market without the fear of being accused of intellectual ptppefringement. Ironically, that
proved to be too late — it was already 1989 and COBRA was losimgy by then. As Evans
points out, “one indication of the magnitude of what COBRA was attemptihg fa¢t that when
IBM, Digital, and other major U.S. firms decided to develop alehgér to AT&T's UNIX, they
felt it necessary to join together, forming the Open Software Fountgii@es: 272).
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protection and government control. The law had a defensive natuespit® being
though of as unnecessary by almost all of the players involvedjards to content, with
the imminent transition to democracy in sight, transforming thecyohto law was
clearly a move to lock it in given the uncertainties of the ngmwre (Vigevani 1995: 96-

97).

Unlike other countries in Latin America (like Mexico, for exampkrazil did not begin
to liberalize in the 80s. Despite feeling the effects of the 1982 American debt crisis
such as hyperinflation, growing external debt and fiscal crisesscountry held as much
as it could to the model of development based on ISI and market{pyotePowerful
internal lobbies had already formed for protection in all andeere the state guaranteed

protection and, in the case of the computer industry, the story was the same.

Against the odds, José Sarney, the first civilian president 2fteears of military rule,
attempted to follow through with ISI and plainly endorsed the infaowmaiolicy. His
government, based on a loose coalition of center-right parties, Hadstidimach to
promote deep changes in policy or to upset its political suppbhie government
suffered from the effect of several economic “packages,” sessaf unsuccessful

measures to curb inflation through price and wage controls, chamghs Brazilian

* It is important to notice that José Sarney only came toepd&cause the chosen coalition
president, Tancredo Neves, died a few days before beingatiffisivorn in. Sarney, as Neves’
chosen vice-president, had to struggle with a cabinet not of tisicly and with the fact that for
a long time he was part of military government’s party, ARREa fact that put in question his
commitment to change.
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currency and finally defaulted on the external debt in 1987. It wadlyha scenario

where a computer industry could grow, but it still had governmental backing.

In 1985, the Brazilian computer industry was by international stantirtysdeveloped,
although by no means comparable with the United States, for exéavales 1995: 160-
168). Although Brazil could competently produce hardware, it could omoipete with

the latest technology (Luzio 1996: 121). With backing from major banks and
entrepreneurial groups, the country could boast about having computers and about
making them, but it could not claim that the technology was natiét@l.“clones”
assembled in Brazil dominated most of the market for personal ceraputith
practically no native technology employed; Brazilian firms hadear incentive to free
ride on the national policy of protection and reverse-engineer foteghnology, while
using this protection in order to export. Moreover, in order to reap thefitseof the
Brazilian market, foreign companies were more than willing ltp with national
companies in joint ventures as minority partners (Evans 1995: 185-19€garding
software, the law was ambiguous — although it nominally protecteaddpgright of
software, the mechanisms for enforcement were spotty at bagtv@ni 1995: 104-

105)°

In attempts to regain a strong footing in markets that wenaqusly lost to protectionist

measures, President Ronald Reagan, pressured by some Amentathét still could

® However, it is important to remember that just at thae tsoftware was beginning to get the
importance it had later, and questions of intellectual propeggrding its creation and protection
were also fluid for the American market.
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not enter the Brazilian market, threatened to retaliate véattetsanctions (Section 301 of

the 1974 Trade Act) if Brazil did not reverse the informatias, laince it heavily
restricted the import of American computers. President Reagae’at was meant not
only for Brazil but it was intended to make Brazil an exampleaftougher trade policy
(Evans 1989: 222-223). The announcement was made (coincidently or not) on
September 7, 1985, Brazil's Independence Day — a symbolism that was not lost on

Brazilian officials (Evans 1989: 207).

The American threat created a full-blown diplomatic struggée thsted until the next
Brazilian administration (Fernando Collor de Mello) and the disnmantbf the
informatics policy. The negotiation with the United States couldhappen in a more
turbulent context: apart from the macroeconomic problems alreahyioned, Brazil
was drafting its new Constitution and negotiating other issues, asigfharmaceutical
drugs and intellectual property in the Uruguay Round of the GATdwener, instead of
accelerating the demise of the law, for some years Retagan’s speech, the informatics

policy was defended inside Brazil as a way to resist the pressures for change.

In spite of the Brazilian officials’ resistance of the Aroan retaliation, by the late 80s, it
was becoming increasingly difficult to gather internal steansupport of the market
reserve for the computer industry. The informatics law was yhaefensible, even by
some groups that supported it at first, such as the Braziliamtistserepresented by the

Brazilian Association for the Progress of Science (SBPCsedacéo Brasileira para o
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Progresso da Ciéncia) — by the end, the incentives for productiorsavenesguided that
Brazil lagged technologically in terms of “autonomous technologyd,tbalone most of
the technology it consumed and the “official” industry was giwiray to an enormous

black market of computer parts (Luzio 1996: 121-124).

The companies that truly produced Brazilian technology, like COBRA, for egampte
positioned in the worst of two worlds — consumers perceived COBRA, wleifgnded
the informatics policy, to be an impediment to new foreign technolbile COBRA
itself could not compete with companies that were free-ridinghenpblicy and just

producing PC clones.

When Fernando Collor de Mello started his presidency in 1990, theréttheapublic
support for the continuation of the informatics policy. When the lgwred in the same
year, Collor made sure not to reneW itBy then, the computer industry was already
internationalized. Brazilian companies were bought by or wdies alith foreign
companies, producing computers designed outside Brazil. Althouglouhéy had the
capacity to manufacture and assemble computers and computer pagscdhganies
were mainly interested in the Brazilian internal market, twhvas hungry for automation

in the services sector and in the personal computer market.

® The informatics law was created with a defined periodhfarket protection, with an option to
renew it in case it was necessary; this structure wasen in order to comply with GATT
regulations (Luzio 1996: 14).
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Over the course of the next decade, with more or less emphasis dgpendihe
administration, the Brazilian state abandoned the protection for tegynocbmpanies.
The major Brazilian telecommunication company for example (Blprance seen as
an important part of the state, was privatized with clear tsffiec the both the market
and consumers. If that meant that Brazil would not invest to ceedBrazilian cell
phone,” at least the possibility to hagecell phone was not far away. As the decade
progressed and the Internet became more ubiquitous, the possibilit@dgsimiy an
industry such as computers from foreign competition (and at that, pomdvation)
became unthinkable. Not only had it become unwise trade policy, Hdabibacame a

barrier from new technologies and sure way to stagnation.

What about software? There were some lessons of the expenghdbe informatics
policy that would be incorporated somewhat in the following yearsrdagy the
handling of technology by the government and the Brazilian markgriaral, especially
years later in the open source software policy. But manydhihgnged until then, and

different contexts allowed for different solutions.

4.4. Implementing Open Source Software: Reasons @yportunities

It is said that ten years of computer development is an eteraftgr all, computers were

only invented during the Second World War — not much time if we pondertimeyv

" This section is based on interviews conducted by the author wvitnt administration officials
and bureaucrats involved with the open source software adoptiay poldifferent levels and
offices. Some of them asked for anonymity when they were votbeig own opinions about
policy and other people involved with it.
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changed until now. However, the 1990s were particularly revolutidioargomputers
and their usage: they were the years of both the explosion ointemdt and the
prevalence of software over hardware. Costs in communication drafpeptly, while
millions of people became integrated in the World Wide Web. The/'Eenomy” was
hailed by pundits and analysts as the way to move forward and pdomaselers for
connected markets and people. Some even went forward to annoumceaenéntal

change in the outlook of governments for th& @dntury (Friedman 1999: 101-110).

Brazil was not immune to these changes. As both an industriakkoagtry and a
participant in the world economy, it had to deal with the new resldf the Internet and
the changing role of software. Differently from the previousrmftics industry that
had become commodified, the software industry went to the heart oivhligd added
production — software is an idea written in code. It involves a higbdlified labor

force, not only able to copy, but also to create and improve upon previous work.

Some of the problems thiécnicosidentified in the 70s still remained. First, there were
still few jobs for the middle class. Although by now Brazitllsacomputer industry, the
private sector still could not provide the technical jobs that meantuch for the goals
of the informatics policy, twenty years before. The bulk ofntigdle class in Brazil still
relied heavily on the state for jobs, and most import of all, for-tenm job security.
Brazil had never made the structural transition to an economy lasadchnical

production, much less one that could rely on a software industry or dudrcamputer
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industry. The incentives for a middle class university student sk&eed towards state
jobs (good careers are usually associated with the Judithi@ygureaucracy or public
companies, usually Petrobras (the state-owned oil company) or Bancostdd@federal

bank)).

Second, the ideal of creating indigenous technology was stunted Hggibeof the
market. The bulk of software production and the IT industry weré gtdatly
concentrated in the OECD countries (OECD 2006:28&)is not very difficult to grasp
the reasons for this — OECD countries have a better-educatecheed tiabor force and
have to concentrate the high-value added parts of commodity chesite their
countries, especially in the electronics industry (GereféileR005: 94-96). For TNCs,
outsourcing computer manufacturing is not a problem; outsourcing compuitgn des
software production is. Brazil could hardly rely on a pool of softw@designers to

compete with this new international division of labor.

While these problems persisted and, in some cases, were acegriiyaglobalization,
some new developments presented windows of opportunity for a differany pol
Brazil. The most important change happened in the computer indgsify- the main
focus turned from hardware to software. After Microsoft licenteeBOS and Windows
Operating Systems to any manufacturer of hardware, machinemméeanostly

commodities competing for prices. For a country such as Brazithvwaimed to create

® It is important to notice that this trend is beginning to lbered according to the latest OECD
Information Technology Outlook Report (OECD 2006: 86).
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an industry based on technological autonomy, investing in computer cliohest seem
to provide any edges in technology; the challenge was not to builddbkine, but the

programs running .

Policymakers in Brazil took some time to notice the rise of Cjmirce Software (OSS)
as an alternative to the proprietary model of software productiiter years of the
demise of the informatics policy, state involvement with questionscashputer
development was dormant at best. Moreover, as the need for foreighiovestment
grew, privatization and de-regulation were the policies to be fellioiw order to grow,
and supposedly leave the state to concentrate on other issues, paehrsalleviation

programs.

When the Workers’ Party (PT) got to power in 2003 with Presider#t llndicio Lula da
Silva, there was no clear central software policy in the Baazgovernment. Software
was always bought on a case-by-case basis by every atmiecy, with great
decentralization and little overall knowledge and coordination of yseems used’

Some government agencies had already been using OSS forismieetore President

® American companies, such as Intel, still mostly design the owiponent of hardware, the
microprocessor chip, for example. But just like other machine compmradter it is designed, it
can be produced in different places with lower costs (Gereffi et al. 2005).

1% This is consensual among both defenders and attackers of the OSS policy.
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da Silva’s administration, such as Serpro (Servigco Federal desBamecento de Dados),

which is one of the two major data processing backbones of the Brazilian govethment.

The experience that provoked the federal government into thinking ddoatioption of
OSS was local. The Workers’ Party previous administration oftiéte of Rio Grande
do Sul is usually cited by the actors involved in the national poiayn@ example of an
authoritative decision involving adoption of OSS (Kim 2005: 56). The decision t
migrate to OSS was connected with the Open Source activistd) Wadtties with the
World Social Forum in Porto Alegre (the state capital). Although the sistivad a stake
in promoting an ideological agenda in regards to OSS, the magwrepaven by the
government was still cost-effectiveness (Kim 2005: 54). The dtloat experience that
predated the national policy of OSS and greatly influenced tih@enahgovernment was
the adoption of OSS in the state of Parana, another southern siea@a’® policy faced
some skepticism from critics when it began, but received désstion because of its

limited scope and impact.

With this previous experience orienting the new PT federal gavent, the thought of
applying it to the national level seemed reasonable enough. Frorbetiiening,

however, the top level knew that the policy would not be without cormsgveom the

1 While Serpro is connected to the Ministry of Finance, and isonsiigle for the Brazilian
income tax data, the other agency is DataPrev (Empres&edeologia e Informagdes da
Previdéncia Social) connected to the Ministry of Social Sigcarid responsible for gathering
and organizing the social security data. Both agencies, due toettiwy load of processing
needed, had previously used open source software solutionsdes saed other needs. DataPrev
even created its own software, CACIC — later “open-sourced” éstiers 4.5 below).
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outside — what was not known then were the difficulties from insidegtivernment
itself. The decision to transition from proprietary softwaregen source software began
at the top: the agency in charge of officially coordinating taesition was the Institute
of Information Technology (ITff, connected directly to the Secretary of Casa Civil (the
Brazilian equivalent of “Chief of Staff”) José Dirceu. ITI sveesponsible both for the
migration to OSS inside the government, for the handling of public keys foography
(electronic certification) and for headlining th@8overno Eletronico project® (e-
government), which involved the establishment of a set of goals to haendme
electronic standards and rationalize the Brazilian state, knovenPdsIG (Padrbes de

Interoperabilidade de Governo Eletr6niéd).

Dirceu was the political coordinator of the government and the liaison fronxéueitive
to the Legislative and the bureaucracy. A former president Mthrkers’ Party, Dirceu
started as the “Uber-minister” responsible for making or bngakieals with political
parties and implementing the projects the Presidency deemedraypriWithin this
structure, the open source software policy became, from the begianped project of
the Presidency. Sérgio Amadeu, a vocal advocate of open sourcarspfiwaded ITI.
The order was apparently simple: think of a plan, set a schedule, fane the first

targets and deadlines. Coming from the top and empowered by th#akeys in the

12 http://www.iti.gov.br

13 http://www.governoeletronico.qgov.br

“ Al versions of this document (previous and most recent) can bed foain
http://www.eping.e.gov.bfaccessed on December, 2009).
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Presidency, it was thought that ITI could manage the transition.aleingration inside
the Executive branch would be the example needed to push the poli@rdan other

areas of government and in public companies.

Transition had to be operated through different levels of the governofentging the
software of bureaucracies connected to the Executive branch setpssered tape than
changing the software inside a public company (such as Banco d&d 8raCaixa
Econbmica Federal, two Brazilian state banks, or Petrobras, theomipany, for
example). Public companies have a greater degree of autonomythmsigevernment
and have their own technicians and needs. Although they had more keewgjement
the OSS policy, public companies realized that harmonizing systems with thargener
would not only be critically important in the long run, but they alscevire a position to

create their own internal expertise in handling the transition for their needs

The decision to migrate all governmental software to open sourteasefhad many
justifications, among which was the question of cost-effectivempedsicly used from
the beginning in order to explain the move. In fact, OSS overcaveras of the

difficulties the old informatics policy had:

(1) Technology was now a public good — contrary to the informatics pofitlye
70s, the technology of OSS was readily available. In fact, @sewpoints

out, one of the main strengths of OSS is the special nature giuthlis good:
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the more it is used, the better it gets, thanks to Linus' Lanbéw2004).
OSS had also reached a scale in terms of network effectsidloat it safe for
governments to adopt it (Varian and Shapiro 2003). IBM, for example, could
no longer threaten to withdraw its technology from the country if the
government did not meet its demands like it did in Brazil during thents,

the technology was simply there for the taking. As one bureafiora the
Ministry of Science and Technology puts it, “in the end, we adoptealubec

it was there.” The bargaining power of the government had increased

significantly.

(2) Intellectual property issues could now be legally bypassed — Anctbige |
that truly preoccupied Brazilian policymakers was the questiontefectual
property and its possible international impact. The most apt compars
terms of policy is the previous fight between President Fernandodde
Cardoso’s administration and the pharmaceutical industry regardipgities
of the AIDS/HIV drugs. While pharmaceutical companies wangeiasing
the prices, the Brazilian government was having difficultiesntontain its
policy of offering free drugs and treatment for any AIDS/Hbdtient. In
order to credibly threaten the drug companies, the government argtlesl in
WTO that in cases of national emergency such as the AlVSdidemic, it
had the right to break patents and manufacture the drugs itself, for lower costs

which it subsequently did backed by the WTO. While the country’siposit
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was not against patents, it was against their abuse. Breakiagtypas
increasingly costly and problematic, and it is becoming one of théskaes

of international trade, with countries both strengthening their nater
legislations to protect copyrights and patents, while fightinggraally to
enforce them (Chang 2002; Lessig 2001). Both open source softwatteeand
GLP could, by their very nature, spare the country of prolonged $attle
develop its own software. Again, the fact that the government couldamgen

modify the source code guaranteed increased bargaining power.

(3) A way to bypass protectionist policies — one of the advantagessfis that
it takes free market politics to the extreme — all kinds of software appte |
market (the Internet allows for extremely low barriers itryg and the best
survive or evolve. The Brazilian government was not blind to the pessibl
repercussions of going back to the protectionist policies of 18&retwould
be a political backlash both internally and externally, while it @oul
undermine the Brazilian position in the WTO, openly favorable to the
developed world’s dismantling of subsidies for agricultural products.
Moreover, as stated before, the production and diffusion of OSS go against the
logic of protection; in fact, the more protection a software,gdts less
effective and tested it is. Embracing the openness of tlteasef market
(especially the not-for-profit software) would pose no problemsgards to

liberal orthodoxy.
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(4) A visible side to the policy with direct credit claiming — unltke informatics
policy of the 70s, in which subsidies would go straight to producers, it O
policy could reach more people and be more visible. Instead of recaiving
backlash for “closing the market” the government would “help” tleeket.

The visible counterpart to OSS migration inside the government woutltebe
“PC Conectado” program (later renamed “Computador Para Todos” —
“computers for all,” in a clear allusion to a much repeated govemhigoal,
“digital inclusion”).*® This program would guarantee tax breaks and public
loans for any private company that sold computers with a oegtaiernment-
defined configuration. This configuration would favor a basic computén, wi

a top price already defined, with the ability to access thenkiteand with
general productivity applications such as a word processor andasipeet
program; and more important than those characteristics, the corspatéd

run Linux, in Portuguese, independent of the distribution. That meant, in
practice, that the government was directly subsidizing compiatetise lower

and middle-income groups, and indirectly “subsidizing” the usage rafxLi

(Comino and Manenti 2005: 228).

15 http://www.computadorparatodos.gov.br

6 One of the intended objectives of the “Computador Para Todostamogas to diminish

piracy — a problem that the United States has usually acused @s well as other countries) of

not doing enough to curb. A poll conducted by Abes (Associacasil@ra de Empresas de

Software, available ohttp://www.abes.org.br/computadorparatodos Jpldter showed, much to

activists’ dismay, that the majority of computer buyers of @RI program (73%) would erase

Linux soon after buying the computer and 50% of these would instaltedirversions of
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It was believed that the supposed advantages of the adoption ofndSBeaapparent
political centralization to implement it spelled success for ghkcy. However, the
migration proved difficult and problematic — although the processrriel stopped, it

was significantly slowed down by the government’s own mistakesinexperience, and

by both external and internal pressures.

4.5. Implementing Open Source: Opposition and Irntighg

Most people involved with the policy inside the government spontaneousiyfydisvo
distinct phases of implementation of open source software in tlzdi&nsgovernment —
the first phase was headed by Sérgio Amadeu and a strong ITI, wiikesedond phase,
the process slowed down and the responsibility was shared by'awhen José
Dirceu was weakened by a corruption crisis involving his disectetary, Waldomiro
Diniz, in a case unrelated to the OSS migration, the policy sudslenly left to a
subsequently weakened ITI and Amadeu, responsible for dealing witpplesition to
the policy. While ITI was in charge of setting thealsandstrategiesfor the migration,

the Ministry of Planning (Ministério do Planejamento) became involved witlogfigtics

Microsoft Windows and Office, readily available in streetnsis for less than US$ 5. What is
remarkable, however, is that if the numbers are correct, 88% ILinux as the default operating
system — much more than the statistical international usagenat (no more than 5% of the
market).

17 Corinto Meffe, interview with the author, September 2006.
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of transitioning — the department in charge of establishing the chaagehe SLTI

(Secretaria de Logistica e Tecnologia da Informacéo).

Sérgio Amadeu, the head of ITI, was a firm believer in open eaoftware. For him,
there was little question of what the problem was or how to salvél&@ was both an
“energizer” for his followers and the people working with him, bup&esonified several
traits that were a lightening rod for the opposition to the poli&pme of the goals
Amadeu set in the beginning for the migration to OSS were, at loegalistic in the
view of some people that had previously worked in many differe@asanf the
government and had “bureaucratic expertf§eThe government stipulated that most of
the Ministries would transition to OSS within a year, to setegample for other
government agencies and public firms. As of 2005, three yearstkeevlinistries were
still in migration, with some success stories, but also some pneblémadeu was out

after resigning. Why was the process so morose according to the gogl®\sedeu?

Some problems appeared early on in the process. Although the idi fmigration
seemed straightforward enough, anyone with experience with #mli&n bureaucracy
knows that the state is so balkanized that it is a nightmasstie iany communications
from the top to the bottom. The Brazilian state resembledes s#r“feudal territories”,
with particular loyalties, lords and internal regulations. Stigdehtthe Brazilian state

also know that due to its fragmented electoral system of opénpiggportional

18 Ministry of Planning employee, interview with the author, September 2006.
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representation, in order to assure support in Congress, the Presidemsgthrough
“Coalition Presidentialism,” dividing both the Cabinet and the top td-lavels of
government among its many political allies (Ames 2001). Tlagnfentation assured
that the OSS policy needed real political support among the buagmauftit was to

succeed.

Moreover, and most importantly, there was absolutely no quantitatiny sbout
software usage in the Brazilian government, which meant thagdkernment was
clueless in regards to what was used by whom. The purchaseftefare was
decentralized for each agency — which assured that there levaty pf duplication,
inefficiency, and sometimes corruption in the purchase of governmémntase!® At
some Ministries (and even the Presidency), it was not uncommon to seaeeal
different pieces of software that performed the same functionsth each change of
personnel there would be a new acquisition of soft@arerevious versions would be
incompatible with new ones, which would make sure that the new user b@lbdked

in the new software until the next one arrived.

Changing and installing software in big organizations entail khewledge of the
architecture of the network and the rationalization of adminssatnd users. A system

administrator must know the needs of the users and plan adggrdigranting

19 Ministry of Planning employee, interview with the author, September 2006.
20 Ministry of Planning employee, interview with the author, September 2006.
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permissions and securing the whole system. Without the overalirgpiof what is
wanted, the system cannot function properly and security is com@ani&chneier
2000). According to system administrators, it is impossible torsigration of any kind
without starting from the top and going down the hierarchical comgsitacture.

Desktops are usually the last to be charfged.

In the Brazilian case, not only was the architecture not known sitlegignedo be sd&?
Piracy was rampant — employees would simply buy (or copy)ratepi version of
Microsoft Windows Operating System and install it himself/géren his/her own
desktop computer in order to work. This would lead to periodical breakdowingras
infestations, not counting the fact that it would make the Brazifjavernment an
accomplice in piracy — not flattering if the country is alsintyjto convey the image of a

supporter of intellectual property laws.

Soon enough, the government also discovered that it had no guidelines fatianigr
Both ITI and SLTI employees realized that more than the wilthhange, what was
needed was a concrete plan of action, with specified logisticsugpd$ for the overall

change. It was defined that the process of migration itsedf supposed to come at the

2L SLTI team, interview with the author, September 2006.

? When asked if there were already any studies available afteost four years of
implementation, an employee answered that not only there were Imaineyerybody inside
believed that if any studies were to surface, they would prove to beoaengparrassment for the
government. Ministry of Planning employee, interview with the authoreSer 2006.
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end of an elaborate plan, not befételt was also discovered that the government needed
to enroll the open source community as an ally to help ease the¢owihe transition,
offering immediate support through online forums and encouragingwlieh of long-
time proprietary software users. If the transition was to happ®othly, the first thing
that was needed was concrete documentation explaining and dirdetsey changes.
The product of these discussions with the open source community reswdtddcument
(Guia Livre — Free Guidéf with all the guidelines for change — the document itself an
impressive piece of collaborative work among government emplogeéshe OSS
community?® Together with the-PING which defined the technical standards, the Guia
Livre suggested concrete migration strategies to all levad®wdrnment (including local
government if they wished to migrate), from simple offices ighlly complex
workstations, presenting some initial case studies of limitggations already underway

inside the government. It took almost a whole year to prep#re it.

2 Ministry of Planning employee, interview with the author, September 2006.

http://www.softwarelivre.qgov.br/publicacoes/quia-livre-referenciardgracao-para-
software-livre The Guia Livre is available for free in electronic fatrand it was issued under
a Creative Commons/GPL license (accessed on December 2006).

% The creation of the Guia Livre was cited with evident phiyiéhe SLTI team that structured it
— the guide was released one month before (in version 0.99), espiwidhie OSS community
that had participated. Major names were invited to a ceremoBgasilia and presented with a
free copy of the guide (SLTI team, interview with the author, September.2006)

% Ironically, the Guia Livre started as a tentative traissiadf a freely available EU document
called “The IDA Open Source Migration Guidelines” from Octob@03. This is a very small
document, produced by the EU Information Technology bureaucracy agessag for system
administrators. Brazilian officials soon realized that Ei& guide was not enough for their
needs, and the idea to “open-source” the writing of a new guide was born.
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This year of preparation of the Guia Livre exposed the administration to ficaltdds of
implementing policies through fiat. The tone of the guide is vererdifit than the
“mandatory-implementation” tone from the year before, and it tahkes account the
cultural differences that appear when approaching a new wayanhiaing information
for work. It recommends a step-by-step approach, tryingtéiratin “hearts and minds”
of employees to the importance of switching to OSS by imatelgi installing readily
available open-source alternatives that run on Windows (such as th#aMomzfox
browser and the OpenOffice productivity suite), for example, in otdeease the
transition to a full-OSS based workstation and desktop. The guide ampgshas
suggestionsstressing that there can be no “one-size-fits-all” migmalogistics for the

whole government.

Most important among the problems faced by ITI and SLTI duringnilyeation process
was opposition inside the government itself. The Ministry of Devesopmndustry and
Foreign Trade (Ministério do Desenvolvimento, Industria e Comércierigrt became
the main vocal opposition hub to the policy, formed right after it ammsunced. The
Minister, Luiz Fernando Furlan, was chosen for being one of the mastssfal CEOs
of a Brazilian firm and having connections with the business seEiaian was CEO of
Sadia, a producer of poultry and ham and one of the success st@raziban exports,
exporting to more than 92 countries. Although Furlan had no connections to the

Workers™ Party, he was chosen as credible sign to the busicemsaddahe continuation
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of economic policy in the Lula administration, as well as the camemt to bolster

Brazilian exports.

The MDICE was opposed to the inclusion of OSS in the computer cortiauct the
“Computador Para Todos” program. Although the Ministry was eviytdefeated in
the subsequent discussions, and only OSS was included in the guidéiandight
marked the open animosity towards the favorable outlook of the Bragiaernment in
regards to the OSS policy in general. Therefore, it wascodent that the arm of the
policy that dealt with providing lines of credit and stimulating éeenomy to produce
services and solutions involving OSS for the private sector would digned to the
Ministry of Science and Technology (through SEPIN, SecretariaPdhtica de
Informética) and not the MDICE. Although small in terms of resesir the program
provided a different form of promoting OSS — helping parts of the Brazsoftware
industry adapt to the model of services implied by the open soum@auction

paradignt.’

The government conducted the creation of a program that would senth&tprivate
sector into accepting OSS and would change the pattern fromasefsales to services.
Although the Brazilian software industry was not negligible inatsbying capabilities,

the power of the government backing the OSS policy was the main ¢tonddédhe

" A cited study, produced together by the MCT, Unicamp (Universi@asfipinas) and Softex
(a NGO created to promote Brazilian exports in software} taestimate the impact of the OSS
policy for the Brazilian private sector, available on
http://www.softex.br/portal/ _publicacoes/publicacao.asp?id=808
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process. This stimulus to the private sector was never meardtébitlee the industry —
according to the study conducted by the MCT, 51.3% of open source deseiopeazil

also develop some kind of proprietary software (Softex 2005: 24) 4<&8 meant to
replace proprietary software, but to complement it, on the one hanthgféenew kind

of business model for some and raising the bar for the production ofgbaopisoftware

on the othees It was known that this transition was meant to be smooth, although

necessary to the future of the OSS in Brazil.

The OSS migration was also slowed down by efforts of TNCs dirkct interest in
selling software to the Brazilian government. Bureaucratayswite the insistence with
which TNCs’ employees would lobby high-ranking officials for skogv down the
implementation of OSS. Lobbying in Brazil usually happens thrahghbureaucracy,
instead of Congress — bureaucrats can derail policies ifpfesgnt any threats to their
control. The example cited by officials was the implementaifo@SS in the Brazilian
Congress; started with great enthusiasm for the change, rolle back after a series of

meetings among Congress staff and representatives of NCs.

The teams inside the migration process committed to OSSegahat rationalizing the

system might not be a sufficiently important reason to avoid salvef adoption. In an

28 This number is almost the same in Europe, where 52% of open sewvatepkrs also develop
some kind of proprietary software (Softex 2005:24).

2 MCT employee, interview with the author, September 2006.
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effort to thwart attempts to roll back the policy, they createstrategy of institutional
sticking — the migration group made sure that every step in mgoiation was
accompanied by the creation of a virtual community of users, medebg the group
and welcoming to new users. As the users became acquwaitiethe forums and felt
safe enough to ask questions and search for answers, the groupl rdedizéhey were
much less likely to prefer a reversal of policy and adoption of mtgpy solutions. One
engineer in the migration group referred to the process agifigethe users help
themselves” — winning “hearts and minds” by entrenching your posgiarfundamental
step inside bureaucratic structures. Communities that had kmarfely messages per
week, in a short period of time, increased by hundreds, getting to thievgwere the
migration group answered fewer questions by themselves — the commwasitalready

self-replicating the knowledge of problem-solviiig.

The Ministry of Planning also created seminars in which they wadligctly train
employees in the use of OSS, answer questions and socializthesththat were using
the software. These meetings were called “Semanas deit@dgg@aalo Software Livre,”
or OSS Training Weeks. The team tried to replicate thenfgeli the Linux user groups,
which is a concept well known among Linux users — the local user cortmeswnsually
promote “install parties” in which they install, solve problems ayaiadize with old and
new Linux users. This builds trust and a sense of community,rgyestworks that help

both promote and test software, thus increasing the Linux basdheloase of the

% Ministry of Planning employee, interview with the author, September 2006.
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Brazilian government, it created internal networks of usamssaaninistries, which also

built awareness towards OSS.

One interesting experience that came of the OSS polidyeoFéderal government was
the release of CACIC (“Configurador Automético e Coletor deormagdes
Computacionais”) and the concept pfiblic software (Meffe 2006)*' DataPrev
originally created this piece of software as an interadlit®n to a problem — the
diagnosis of internal computer systems and networks — for wthiele was no
proprietary software available. Although Brazilian law stipegathat anything created
by the Brazilian government has to acquire a patent belongitige tetate, in this case
SLTI pushed for licensing a release using the GPL license,ofersing the code and
making the software publicly available for download. Not only havergparts of the
Brazilian government access to this software now, but also othemgosets, including
Argentina’s Federal government. A community of users is ajressdablished and
functional, while improving upon the software. And finally, after ¢bede was released,
Brazilian private companies started providing service and suppd@AGiC, in practice
supporting the use of software for usage by other private conspafiee software is

public because it was created by the state and then released asftware

31 http://www.softwarepublico.gov.br/ver-comunidade?community id=3585
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4.6. Using the State as Leverage

Notwithstanding the successes, the policy proceeded slowly dengest of President
Lula’s first term. Migration inside the government continues, with lessons of
opposition learned and attempts to build a more collaborative praowead of simply
commanding the governmental machine to change all of a sudden.eiffdrom ITI's
original intentions of fast migration, there was the discovieay the Brazilian state is a
beast that “runs by itself” — several inside groups fight strongtyonly for budget, but
for control of processes implemented. Change is often difficult antupadut seasoned
infighters know that policies can always be changed; what matt®st is how to
entrench certain procedures and outcomes in order to make themnzanger as

possible or prohibitively costly to change.

For the advocates of OSS inside the government (just like in the lwodd) this was
about creating communities. As they see it, communities entres®is into accepting

and enjoying the use of certain tools, while making them more predwtd more self-
reliable/self-sustainable. This resembles the process imwisttutions are created and
become embedded through time (Pierson 2004) and shows much about buceaucrat
infighting. The actors involved knew the whole time what was el what they still

do not know is whether this strategy will pay off in the long term.
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For Lula’s administration, the visible part of the OSS policthe “Computador Para
Todos” Program — is seen as a success. There is massacccomputers for lower
income families, there is an overt attempt to establish OSS nationallgsade homes of
maybe future developers of software, and finally, a way ditifig piracy by default —
letting the established base of users use its legal Linux iogigad of going to the

trouble of de-installing it and installing a pirated version of Microsoft Windows.

Although the pressure from TNCs against the policy is intenseg gegms to be an
already established critical mass of OSS development tarsgsteernmental needs for
years to come (Varian and Shapiro 2003: 20). Even though the Brazilian state gan alwa
rollback its policies, by now there is a growing trend of OSS amophroughout the
world — a pool of know-how Brazil would miss by withdrawing. The en@razil
follows the path of OSS adoption, the more rationalization is achievéslms of the
way information is organized, maintained and shared. One of the keytbaiehe
migration is surely the unintended (but beneficial) consequencerthgteo know how
the government employs IT and how it can improve upon it. As IT besamore
relevant, the need for rationalization of systems becomes ewamgetr The more
opaque a system in which a government operates is, the more do opjesrfonierrors

(in the best case scenario) and corruption (in the worst case scenarigdancrea

Several questions remain: given the fragmented nature of theli@raztate and

problems to implement policy changes from the top to the bottorhgi®gen source
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policy sustainable in the long term — or as one Brazilian burdavoralered: is it state
policy or an administration polic}? Can it produce “spillovers” and generate a
developmental process as intended by policymakers? And finalythea Brazilian
experience provide any lessons or guidelines for other implenmgrstaif open source

software in other countries and contexts?

Despite all the logistics involved in changing systems and tixoglaay infighting, the
main lesson learned was one about the role of the state in ateemational political
economy and the feasibility of policies. This was a computerypaliot different from
the one thebarbudinhostried to implement, although the goals were very similar.
Autonomy and development have been recurrent themes for the Brasdian with
mixed results. In an age in which less state involvement seebesthought as always
the best course, the challenge is to identify the forms the sém and should act and
where it can produce the most efficient impact. The forms autprom development
take in each generation and the strategies employed to achiavendnebe important to

take into account.

% Ministry of Science and Technology employee, interview with the authptei@ber 2006.
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5. The Case of Mexico: Organization, Market Forces and State
Retreat

5.1 Introduction

As Ortega y Gasset once famously said, “we are ourselveésoar circumstances.”
Although he was referring to the condition of men and their histoniesgould very
easily apply the same logic to developmental strategies: degend strongly on
circumstantial conditions. Technology is not something that any rgouspardless of
their structural and internal conditions, can easily obtain and use.ndt enough that a
technology is available at a price that can be paid. As se¢éhe previous chapters,
being a very poor country does not help to create the conditions to ecagsemn a
technology that is supposed to be a public good. Moreover, being a couthigygroup
that | call "middle-powers" also does not guarantee adoption — aseagoing to see in
the case of Mexico, there are both problems of internal steategjd its structural

position that help to explain its experience with Open Source Software adoption.

Mexico has been a curious case regarding Open Source Soft@8&) @doption.
Despite being one of the most vibrant economies of Latin America, hawiagsiderable
regional presence in political and economic terms, and having previoyskmented
Import Substitution Industrialization (ISI), the country has laggé@rotountries in its

adoption of OSS. According to the theory constructed in the previous chadgedico
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presents all the major variables that would indicate a widelyption of OSS as a
governmental policy, but in practice, little has been done in ordenpgtement it. The
guestion that this chapter tries to answer is why has Mexico lagged? Whie thasjng
the "right" theoretical conditions to implement this technology,thasountry still been

reluctant to do it?

Mexico is similar to Brazil in many ways, but most imporgnt has shared with Brazil
the historical ambition of autonomy, which it has pursued with tgnand using its own
strategies. This has often been translated as economic natioaald protectionism, as
seen by the experience with the national oil compBejr6leos MexicanoPemex) and

its reluctant and uneasy economic relations with the United States.

As we have previously seen in chapter three, Mexico — along wéhilBand several
others — is included in a category that | call “middle-powersgoamtries that are neither
fully developed, nor completely poor. This category of countrigsngortant to the
analysis because these countries have substantial experiehcadustrial policies of
different kinds, have large internal markets and throughout tﬁecéﬂtury, they have
developed functional and stable bureaucracies, which give thenoaabss modicum of
what Peter Evans called “state capacity” (Evans 1994: 141-142; E986s70-73). For
many countries in that category, industrialization meant at glegree of state
intervention, since the private sector had initially little incentto invest given the

absence of important factors such as a trained workforce or thstrafiture to produce.
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According to a free market logic, it would not only be dangerousv&st money in more
sophisticated products because of huge risks, but some would imgistict not even be
desirable given the comparative advantages usually skewed taveandsodities or very

basic manufacture (Evans 1995: 22-25; Wade 1990).

In the case of Latin America as a whole, the timing is vemlar across cases and the
challenges to development each country faced were also compafdi@edifferences,
however, had and still have many impacts on their curregmpttto continue with the
development process — the strategies these countries adopt extedafty previous
choices and institutions. If all these structural problems detime responses from these
countries, we would observe almost similar patterns of developmenesultsr That is
not the case and, in fact, the differences among them can be Higmiynating of the
process as a whole. Even, sometimes, under similar structuralanoisstgovernments
made choices and set strategies. Some worked and some did nah tiButcase of
Mexico and its lack of progress in the open source software adopti@anisee broader

patterns of development, not necessarily wrong or right, but different.

This chapter will argue that there are main reasons whyiddexas lagged: first, its
business associations were, from the beginning of the industriatzatocess to the
present day, very strong and highly coordinated. With broad liberahzat the 1990s,
business gained even more power to steer both industrial and technojmmiceds,

which were hardly geared toward software development. The seeasoh behind the
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lack of OSS adoption was the effect of reforming the state ghwmit almost two
decades: the dismantling of state capacity and the decretise resources to initiate or
provide economies of scale for the adoption of software. Finally,pthgressive
connection between the United States’ and Mexico's economiesedcrekeep
disincentives to change the pattern of software adoption and tramnMgxico, as long
as the US continued to support proprietary solutions for the majbiiiy lousinesses and

government.

The first part of the chapter is a historical account ofidgdlementation in Mexico.
Relying on Schneider (2004) and Gereffi (1990), | will show that ifs¢ difference

between Brazil and Mexico is the way ISI was implementedagh eountry. Despite
having a stable party rule for so long -- which could indicate ar a@vernmental
direction for development -- Mexico's development was firmlseblaon very strong and
few corporatist associations. The corporatist associations kicteractically ran the
economy with the government, insisting on a much larger role fqurihgte sector than
in the case of Brazil. My first argument is that the histdristructure of firms was
substantially different in Mexico and it presented a much lagderfor the private sector

in establishing industrial policy.

In the second part of the chapter, | will show how the liberazgirocess happened in
Mexico. Having been hit much earlier and much deeper by the adisi#, Mexico

started liberalizing earlier than other countries in Latin Aoaefwith the exception of
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Chile). This process, helped by the position occupied by the priveter,seas also
deeply connected to the American economy, which both the privater sseud the

government saw as complementary to the Mexican economy (Babb 2061)he |
Brazilian case, the government was forced to liberalize mieh knd both the Brazilian
government and its bureaucracy still retained great leverage snd implement state-
led industrial policy strategies. The Brazilian bureaucracyndidsee the American
economy as complementary but rather as competitive (as |dieowen in the fourth
chapter). My second argument is that the Mexican response to theridsbtvas rather
different than Brazil's, not only giving more power to the privssetor, but weakening
the bureaucracy and connecting the Mexican economy even more tonteec#n

economy.

The third (and final) part of the chapter deals with the opporturi@gie®SS adoption in
Mexico. | will show that both the industry and the government did ndhsgaroduction
of IT as something Mexico could (or should) pursue given the country'sTptyand
connection to the American IT industry and, mostly and more importamtly strong
business coordination did not push the government to invest in open sourceesottwa
is important to stress that when the economy is highly libecabrel the public sector

loses the ability to steer industrial policy like the case of Mexico:

(1) The government has little incentive to implement an open sourteasef

policy because it lacks both the "state capacity" to implente(dapable and
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trained professional bureaucracy plus the actual scale to implé&&$hto make
any difference in the econontydnd because it is able to anticipate that, because

of this, its results are not going to be significant in the long term.

(2) The private sector has a coordination problem and a traditiomadnkesffect:
each individual IT firm owner has an incentive to stay with thexsoé that the
majority does — in this case, proprietary software — and would oulgtdaf two
steps were takeat the same timestrong government adoption throughout a large
state bureaucracgnd (again, in the case of Mexico) an important market shift

towards open source software; which would also need to include the US market.

(3) The individual worker has little incentive to get training in ro®urce
software because both governmant the market are geared towards proprietary
software. In the case of Mexico, his market skills have an additburden: they
have to be in line with both the Mexican marked the US market. If the IT
worker is highly skilled, he can be hired by the higher end of thandiistry
which is the US. If not, he still can be employed in Mexicoasoa producer of
technology but as a user. This situation also points in the directiom of
continuous structural disincentive for the production of higher endcintdogy

in Mexico itself.

on "middle-powers," see Hurrell 2000, 2006.
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The third argument of the chapter is that as the American amicahemarkets
become more integrated, the less incentive there is for the govertomeplement open
source software in Mexico and retrain its workforce, the lessnine there is for the
private sector in Mexico to implement OSS, and finally, theilesantive there is for the

worker to get training in OSS.

5.2. ISl and Mexico

Just as some other countries in Latin America, like Brazil aiggitina, Mexico started
its industrialization process as a result of foreign investment.th® beginning of the
20" Century, these countries had built reasonable infrastructuresigratyainly on
British and French investments. They built railroads, ports and wbgs, which were
believed by mostly liberal governments in the region to be then rmanductor of
development (Babb 2001: 6-7). In Mexico, this was the main featuitee ¢forfiriato
Era — the period from 1877 to 1910 in which President Porfirio Diaz buileapdnded
the role of the administration while leaving most of Mexico's patpar without proper
representation and with high levels of inequality (Camin and M&98B). The main
government directive of Diaz, according to him, would be "less igglitmore
administration,” which he would pursue with the help of foreign investods an
incipient national entrepreneurial class (Villegas 1974: 129).hoétyh this brought

considerable growth to the economy, it ensured that Mexico wouldnmeam@ioducer of
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raw materials and agricultural products for export, given itspeawative advantages

(Babb 2001: 7).

Despite the long experience with Porfirio Diaz economic libarglithere was still little
economic incentive for capital owners to invest in areas other démanadwnership. The
highly unstable 19 Century in Mexico assured one major development for national
capital owners: it generated the need to organize and put presstire government to
act in their favor. Instability meant that individual entreprendwad little incentive to
"go-it-alone" — organizing seemed to be a sensible strategn that any government
could ensure very little in the long term. Tparfiriato represented for them a period of
stability — as long as government assured the rules and leftdlmne, there would be

support (Camin and Meyer 1993).

That was no to last the second decade of the new centuryM&hean Revolution that
started in 1910 represented a watershed moment in Mexican hastdrgnother long
period of instability for Mexico's elite. Not only the state @&sdole were transformed,
but also the relationship between the state and social classealtered. As soon as
1917, with the promulgation of the new Constitution, the state was peidés need of
re-arranging the productive sector, devastated by the revolutiomaeyregnum
(Schneider 2004: 61). The model to follow was based on state corporttesrstate
would include both entrepreneurs and workers to generate momentumofmmnec

development and a measure of control. For entrepreneurs, that woullidweddy the
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creation of "chambers of commerce" organized by the entrepratheunselves. Despite
some initial pitfalls, the overall structure of Mexican busiressociations would only be

complete by the 1930s (Schneider 2004: 62-63).

The Mexican experience with industrialization could only get codatdd after its
revolutionary process. Until tHeartido Revolucionario InstituciongdPRI) re-structured
the Mexican state in the 1930s, the country was heavily rural addahaeep
concentration of wealth (Camin and Meyer 1993; Levy and Bruhn 1999he [h9830s,
with its power already consolidated, the PRI government couldheliavest in creating
both a middle class and a nascent industry, which would guaranteeapslifoport from
both unions and capital holders. In order to do that, the governmenshad@voice in

how business should be run.

For most of the period between the 1940s and the 1970s, the Mexican government
supported business associations that could reliably provide suppo# paididies. It did

the same with unions, which also had very strong connections to teeasthtwere
directly organized by the PRI. In this period, there was a osnsethat development
meant industrialization, and industrialization meant protectionisimh g@overnment
subsidies to industries, in accord to the widely held views on thsti&egy, based on

the United Nations Economic Commission for Latin America (ETid&as (Babb 2001:

7-8; Bruton 1998). It is also from the same period the increasing dedness of the

Mexican economy with the American economy: according to Camin ayenifrom the
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1940s onwards, 60 to 70% of Mexican international economic transactiotsehd® as

the origin or destination of its products (1993: 165).

It is important to recall that development could be implementédammajor ways: first,
it could be built by creating state industries and directly invgivine state in the
production process or, second, it could be achieved by promoting joint-veandes
attracting the private sector (usually domestic, but in masgsctoreign). In the case of
Mexico, according to Gereffi, the main orientation was to promotet-y@ntures
whenever possible (most of the time with domestic capital in daldieep business
associations in line with the government of the time) (1990: 92)is Was markedly
different, from the beginning, with the Brazilian experience, whiakegmuch more
importance to the creation of state companies, especiallygitivé military dictatorship,

as seen in the last chapter (Gereffi 1990: 95).

While this preference for domestic firms guaranteed a sogmifiamount of control for
the government in terms of selecting firms, it also made indusimewhat static.
According to Gereffi, transnational corporations (TNCs) would only ecam when
absolutely necessary and would fill a certain void and creaevamarket. The logic
would be that in certain areas (automobiles and petrochemicalsxdorple), the state
would authorize the presence of foreign firms, while certain nickesld remain

protected (like textiles or food-processing, for exampleyé@el990: 99). This meant
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that domestic firms had a strong influence inside the governmemtaintain certain

market conditions and to regulate tariffs.

Although this arrangement did not promote much competition, it was neefiye
important for building industrial capacity. Mexico was able toatreand maintain
industries in many areas, especially because it made usesdwace that Brazil did not
have at the time: oil. Mexico's oil production assured the posgibili financing its

industry and of exporting part of the production. Mexico was newegraber of OPEC,

but had a significant role to play after the oil shock in the 1970s.

According to Ros, the implementation of ISI in Mexico had two majasps — one that
goes from the end of the Second World War to the sixties, andhahgoes until the
1980s (1993: 4-6). In the first phase, the Mexican government investggdanding the
industrial base and making sure it had the basic industries of dgadids. The 1960s
brought increasing consumer demand for other goods, which Mexicdolest® gprovide
through the creation of the “maquiladoras” — industries thatorelrea low-skilled labor
force. The “maquiladoras” served a double purpose: they could suppbothestic
market with cheaper goods than those imported, while they crpditednd a possible

access to the US market.

While this progressive need for new goods brought new TNCs to Meaki@lso assured

that the domestic entrepreneurs would have a strong position insideuhiy. Now,
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because of the need of joint-ventures and of local support, TNCs were glad towese f
with domestic capital, the most famous case being that of the albilemndustry
(Gereffi 1990; Bennett and Sharpe 1979). That had the effect of givengusiness
associations a power that they did not have: they became inteneedatween the
government and the TNCs: they could train workers while sharingopahe profits
made by selling in the protected internal market, as wethare part of the profits in the

eventual case of exports.

In the 1960s, business created a powerful organizational tooCdhgejo Mexicano de
Hombres de Negocig€MHN). Schneider points out that the CMHN became one of the
most important business associations in Mexico, even serving @eta-association”
bringing together other groups under it and helping coordinating them (2004Fitgh

the 1960s on, CMHN grew in power and influence inside the government, with a constant

presence inside the Mexican government (Schneider 2004: 79). According to Schneider,

"Beyond the intrinsic value of these various coordinating activitielsas

been the contact with government that has held the CMHN so tightly
together. (...) Ministers and presidents in Brazil and Argentina songetime
established regular, informal meetings with a dozen or two top capitalists.
However, what is notable about these groups is that they disappear once
government invitations stop. (...) Since the mid-1980s, very close
cooperation and communication between government and the CMHN has
maintained the high value of membership and active participation in the
CMHN." (Schneider 2004: 80-81)

The other main business association in Mexico with power to irfugovernment was
the Consejo Coordinador Empresari@CCE). The CCE has also been very influential,
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but for different reasons than the CMHN: its reach of more ®@M000 member
businesses and its representation of practically every branch ioefgss assured that
that CCE has a powerful voice in the government (Schneider 2004 t84/as lable to
overcome collective action problems because from its beginning, dlerngnent
promoted the CCE as an interlocutor and because the bulk of its expassesvered by
major players as the Monterrey group and bankers (Schneider 2004\Wd8)e the
CMHN worked behind the scenes, the CCE presented a very public did@agngth
for business. And how did these associations become so strong®, agaording to
Schneider, it was the importance government gave to business assscithiat

determined their lasting presence.

For workers, until the 1960s, the situation was mixed. Great pdnecfppeal of the
Revolution and its incarnation in the PRI was its popular nature idé¢ethat the state
should serve first and foremost the poor and the masses. One consegfuémee
revolutionary process and the PRI's emphasis on ISI was thigoaref a new class of
industrial workers and a middle class. Mexico (and several ab@trees in the region)
started to become more urban, while these new workers slowly dedeglepedemands
and political power. The creation of these classes meant grathem for a new
economic reality — the Mexican government invested in new educationapregnd

incipient vocational training (Ferranti et al, 2003).
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For workers, the incentives were connected to the role of jointsa=nin the Mexican
economy. Even if the government were involved in steering the econmingsauring

that investments would go in a certain direction, it would still payatin for the industry
in the cities. For the middle class, there were two paths oftkar #ain in managerial
jobs inside the industries or go for the public sector as a bureandeatyer. That also
meant that the middle class in Mexico had rely much more on theebasaigssociations
than in the case of Brazil, where they could safely and constantly rely oatéhé&stobs

and training.

By the end of the 1960s, this process was consolidated and a whole generation of workers
and the middle class had been integrated. This was also possiklsebetaxternal and
structural conditions. At the time, credit was abundant and therexnascentive for
countries in the region to spur development with long-term internatiosas. Although

this was to prove disastrous later on, in the short-term governcauts easily finance

state programs and create the conditions for almost full emmgloty However, these
conditions were affected by a series of events and the situadiad Wwecome more acute

as the 1970s developed. This would point to a whole re-organization of poodand

would give even more power to the private sector, while profoundly weakening the state

5.3. Liberalization and Market Structure

The 1970s and 1980s had an enormous impact in the world political econonhyoilBot

shocks, in 1973 and 1979, for example, led to forceful changes in how countries
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organized their economies and how the state was organized afterTtiatsubsequent
debt crisis generated different responses from governments and uswaltyform of
liberalization. This was exactly what Gourevitch once cal@docess of "second-image
reversed," in which an international shock causes different resposmse force
governments to create different domestic institutional arranggsnire order to cope with

its effects (1978). Although these were international shocks Vababeffects, countries
reacted differently. Each had its own institutions and state itgpgacconfront the
problems and, consequently, responses varied. Both developing and developeéscountri

had to devise different strategies, and this was also the case in Laticdmeri

For Latin America, the oil shocks, the subsequent tightening of aadithe spike in
interest rates for long-term loans meant that it became hnrcler to finance the import
substitution industrialization strategy with foreign loans. Counthat relied heavily on
these sources for finance had, suddenly, a much harder position to s@igarnments
had to take into account several factors: which reforms were saggesnd which were
not? Were the reforms politically feasible at that moment? If sojwvg&ictors needed to

be reformed the most?

As we have seen in the Brazilian case, the government had aiffjorities steering the
course. The first difficulty lied in the way the regimeswagitimized. The military
dictatorship that started in 1964 and strengthened its powers aftetud®@8conomic

growth as a way of legitimizing its rule. The period, known razZ8 as "the economic
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miracle," presented for several years in a row GDP grow8i1fi%, making the regime
widely successful with the middle class and the poor. Growthinasced with foreign
loans at very low interest rates. In this sense, the oil shook titerally as a shock to

the regime.

In order to remain in power, Brazilian President Ernesto Geesatled on a two-pronged
strategy. Since Brazil needed both the cap#ad the oil, instead of economic
liberalization, the regime chose to keep on borrowing while deep#rengrocess of ISI.

The state increased its role in the economy by creatingatestate-owned companies,
while investing in alternative sources of energy and diversifggmgconomic relations

with other countries. President Geisel was also able to seééhhad to start the
political liberalization while the regime still had some powgeshape the post-transition
period. For the Brazilian government of the time, the politicadutat was clear: the

longer the country could hold with ISI, the longer the military could remain inpowe

Mexico had a similar situation economically. Beset with tidfaand a deepening of a
trade balance deficit, the only thing that Mexico could rely oproxzeed with the ISI
strategy was its ability to be an oil exporter. Although tligldt remedy some of the
effects for some time, it helped masked the structural problesased by the long-term
development strategy. Mexico needed to expand its internal markdtaéuio more
capital to invest, since the powerful business lobby increased detwarm®etection of

the internal market. Even its attempts to increase its mhykeboperating with other
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Latin American countries were unsuccessful in a climate of girotresm and panic
(Camin and Meyer 1993: 169-170). As resources for the private sectedstwindling,
business groups started pressuring the government to increagssities to the national
industry, by increasing its expenditures (Krause 1997: 750). AsrCamdi Meyer show
as way of comparison, "by 1971, the foreign debt of the public seea®rsubstantial:
$4,543.8 million, which would be four times larger five years later:GRI®2 million"

(1993: 170).

However, instead of using the increased public debt to reform its emstyacture, the
Mexican government had a struck of good luck: in 1977, Pemex found newseawes
that served to bolster Mexico's oil exports. The money madetfrese reserves solved
two major problems: it worked both as a cushion for appeasing theentilddls through
subsidies and as a temporary relief for the payment of inteatet of foreign debts
(Camin and Meyer 1993: 171). This, however, meant that the new govemindese
Lopez Portillo felt no need to reform at all, while increasing ipudgppending and giving
even more power to the private sector (Krause 1997:. 758-759). Thisggtnaas
entirely based on the premise that oil prices would remain higa fong time and that
this could, by itself, finance the restructure of Pemex anddh&nuation of production

on the same levels (Camin and Meyer 1993: 171-173).

This firm belief in the oil export development model blinded the needdfmrms.

Despite having increasing signs of the need for devaluation qfetbe President Lopez
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Portillo insisted on borrowing — according to Krause, "betweenahdyAugust of 1981,

$9 billion [dollars] left the country” (1997: 760). This protracted qubidf uncertainty
about the peso eventually took its toll — as more and more people egdhtheg pesos

for dollars while the government kept on declaring that the econonuatieit was
sound, the greater the market pressures for devaluation becamebriary 1982, the
Mexican government devalued the peso in "the worst devaluation in Mekistory"
(Krause 1997: 760). The peso went from 22 to 70 per dollar and kept going down
progressively (Krause 1997: 760). In August of the same year, thengwams finally
announced that it could not fulfill its external debt-service obligati@tkins 1995:

268).

This devaluation and the subsequent default on Mexican debt triggerediomat
"perfect storm" (Mahon Jr. 1996; Findlay and O'Rourke 2007: 496-497). Asntk&st
rates were high at the time due to the Federal Reserve'g pbitrengthening the dollar,
a sudden uncertainty about Latin American markets progressivelgdsprternationally.
Given that many other countries in the region had also contractesivenaebt in the
1970s, a sudden shock in one country — and as big a country as Mexico —hilkdga ¢
effect on the ability to raise credit in the region and the cimmditto pay the service of
the debt (Atkins 1995: 268-269). As these debts were mainly from goeetsinthat

meant that countries in the region wdeefactobankrupt.
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As countries faced devaluation and economic crises, it becamesingigadifficult to

keep on relying on ISI as a developmental strategy. Not only gmeerts could not find
more credit, they also had to print more money to pay their gdtetabts, which
practically forced them to halt or to dismantle several long-tpublic policies. This
“crisis of the state” was felt throughout Latin America bothtmally and economically.
The crisis was so severe that countries in the region triidda multilateral way of

negotiating their debt — the Cartagena Group (Atkins 1995: 269).

Politically, the crisis was a turning point for the wholgioa. Unable to legitimate the
regimes based on economic growth, several military dictapmstullapsed in the 1980s

— Argentina in 1982 Brazil and Uruguay in 1985, and Paraguay in 1989, among others,
were major examples of failure in the political sphere and, coesdlgu middle-class
support rapidly and sharply declined. The conditions for implementitigatastate
intervention had faded fast and were seen as more misguided autmosta. Different
groups, both economic and social, demanded more representation in the govarmiment
made sure that their positions were heard. The balance of povted sfway from the

government and favored both civil society and the market.

This shift in power did not mean however that it was the samatisih in every country
of the region. As we have seen, both institutions and social groupsediffereating

different sets of circumstances and incentives for both policymaed market forces.

%t is important to remember that in the case of Argentina,debt crisis coincided with the
defeat in the Falklands/Malvinas War, which greatly undermingd atempts to sustain the
regime.
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Economically, the crisis had a major impact in the power govartsmead to steer
developmental policies. Although each country faced different cireunoess, it was
clear that from that point on, governments had to negotiate evenifrtbey wanted to

have any impact in economic strategy.

For countries that had weaker business associations like Brazjotteenment could
still insist on a set of developmental policies and still had so@&ns to implement it.
That usually meant later and milder liberalization process®s ¢ountries like Argentina
or Mexico, for example. In Mexico, President Miguel de la Madntich came to
power in 1982 just as the crisis was set, had to instantaneousty tbelgoeralize its
economy (Krause 1997: 769). Both economically and politically, ISI se®n as a
failure at that point, giving the government practically no choicetbudeepen the
integration of Mexico's economy with the US (Babb 2001; Krueger 1997).
Unsurprisingly, the main interlocutors of the Mexican government duhi@grocess of
liberalization were the CCE and, especially, the CMHN (Schn&de4: 85; Teichman
2001: 144-146). President Miguel de la Madrid knew that in order to omemcd/s
markets, he had to bring business to the negotiating table andhgivemore power.

That step was indispensable to any strategy of economic integration wit§the U

There was also an external process that greatly contributséttthe roots for the
liberalization that would take place in the 1990s in the region asoéew the Uruguay
Round of the GATT. Starting in 1986, th® ®und of negotiations of the GATT tried to
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reduce and eventually phase out tariffs for services and agriculture. dupfassed to be
an all-encompassing round of negotiations, discussing the issuegestiding in
international commerce, especially between developed and developinges(Bilpin
1987: 199-200). This new round of negotiations brought the question of dghuelle
property to the forefront of the international discussion, as somdogedecountries
(especially the United States and Japan) tried to establish strangent rules for the
protection and enforcement of these rights (Gilpin 1987: 200). Sinbadiegical
development and the services sector were already mergingtah&éhehe United States

forcefully made the case against protectionism of industry and of the sesgttes

Liberalizing the state in Mexico meant reforming and downsizisgbureaucracy.
Paradoxically, the goal was to drastically reduce the Mexstate and its role in the
promotion of development and industrial policy. This process, that span almost ten years
had a tremendous impact in state capacity — between 1982 and 200arfples the
number of state firms decreased from 1,155 to 202 (MacLeod 2004: 7amBei001).
According to MacLeod, this process had three phases, roughly mamdesg to the
presidencies of de la Madrid (1982-1988), Salinas de Gortari (1988;188# Ernesto
Zedillo (1994-2000), spanning the 1980s and 1990s (2004: 71). De la Madrid leaded t
first round of privatizations by implementing a whole rangesgél reforms that allowed

the government to further the process and the Constitution was changed.
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While de la Madrid initiated and liberalized the Mexican econoraiin& deepened and
consolidated the process (Teichman 2001). He redefined Mexico'satiegison
financial markets, deregulated most of Mexico's labor laws, eraded a bureaucracy at
the top to oversee the downsizing of the state — the Unit fdDithesstiture of Parastate
Entities (UDEP) (MacLeod 2004: 80-81). Most importantly, by liberad Mexico's
economy, Salinas did not create more competition, but less: aagdodireichman, "the
most important privatized companies fell into the hands of the mopbriamnt
industrial/financial conglomerates; by 1992, the country's most immofiaancial,

industrial, and service activities were in the hands of four conglomer&e61':(146).

For Mexico, liberalization has meant increased integration with Uhdged States
economy. The biggest feat of Salinas' government was the negotidtthe North

American Free Trade Agreement (NAFTA) with the Unitedt€taand Canada, which
was bitterly fought over in all signatory countries (Mayer )99&tegration made it
much harder to fully separate the Mexican development process dgromth (or

recession) in the United States and, at the same time, it imaeh harder for future
governments to reverse the reforms (Teichman 2001: 177). Evencehsidering that
labor markets were never fully integrated with the same saepde, it is impossible to
ignore the effects of training and acquiring skills in Mexiodependent of the US
market (MacLeod 2004). The task of implementing the reformsadded by the
integration process fell to President Ernesto Zedillo, which wsgonsible for putting

NAFTA in place.
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These changes in the structure and reach of the state @ ramgreater impact in the
Mexican IT industry and strengthened the position of business regdls government.
As the computer industry grew in the 1990s and the Internet becanadepte all of
these structural and political conditions provided very little ingentfor both

government and business to adopt open-source software.

5.4. Open Source in Mexico: Resistance and Irrelaga

The fifteen-year period of reforms in Mexico transformedeit®onomy and its state
structure. Now, instead of relying on import-substitution industatibn and protection

for its industry, the Mexican government downsized the state aed @ business and
the market to steer its economy. This reform did not mean hbkastate completely
abdicated of its role in defining industrial policy, but its pgaton declined sharply
and to a greater extent than other Latin American countriesRo8lsk points out, it is

impossible to completely separate the state from the masdgecially in a country that
had so many years of ISI and a heavy presence of thersfateduction (Rodrik 2007:
109-110). However, the character of Mexico's liberalization argtéetgous institutional

structure created many disincentives for its possible use ofspene software and/or

training the workforce to use it.
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Mexico has not been apart from the technological changes thatlesgped in the last
forty years. Mostly as a consumer of the U.S. computer industrotnetry has yet
managed to invest strongly in the production/assembly of hardwspecially through

the creation of thenaquiladoras These were companies that did not have as a main goal
the creation or even the development of new technologies, but were atlpfpa
production chains that connected Mexico to the wider network of the teclnolog
industry. This is still one of the strongest areas of Mexiexfort promotion and, by
2000, still figured among the top 5 Mexican export items, with anarvalue of 6,411

million dollars (Rodrik 2007: 110).

If the computer hardware industry is strong in Mexico, desstéadk of technological
development, Mexico's IT industry is extremely dynamic but a@sk in the production
and development of native technology. There are strong reasormafand they are
mostly connected to the disincentives of both business and goverhmhoeimglement
changes in the system. Moreover, these very disincentives contokautack of middle-
class youth that is willing to invest both time and money tm tiai a different system

than the one already set by the Mexican IT industry.

For the most part, there is a strong consensus among both analysts and producefs of ope
source software that Mexico is very far from the standard adopti@$S in industry in
general, and the government in particular. The leader of OpeaQféitn America,

Alexandro Colorado — which is one of the main open source productivis/ ssed to
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substitute for Microsoft's proprietary Office — has stated M&tico is by far, one of the
least friendly countries in OSS adoption in Latin America, esjwecr@garding

government adoption.

According to the theory proposed in chapter 2 and the empirical resuttsapter 3,
Mexico had all the main attributes to have a program of open soutaasofidoption at
the national level, since it plainly qualifies for the categofya middle power. Its
experience with ISI and its previous preoccupation with autonomy shoulchtedi
strong probability of OSS adoption. Its results, however, have beegemegart from
an incipient attempt to adopt OSS in the capital (Mexico, DF), rgedeby the main
leftist party and the opposition to the national government, Mexicodtadeveloped the
studies or the means to implement OSS. The question remains:camaexplain

Mexico's lack of OSS adoption?

There are three main reasons that help explain why Mexicabgsed. Although, these
explanations are coherent with the overall framework of the gallisEconomy of OSS
adoption, they stress the importance of institutional factors anddbrlination of
business and government when defining both industrial and technologggol@iven
the institutional framework where decisions may be taken, understandable that
Mexico has not pursued more vigorously the opportunity to invest in OS$re&iously

argued, adopting OSS may not be a feasible strategy in soe® easMexico shows.

3plexandro Colorado, "Sobre Software Livre en Gobierno Mexicano”, on
http://jza.posterous.com/sobre-software-libre-en-gobierno-mexicancaccessed on
07/28/2009.
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These reasons for the lack of OSS adoption are also complemeasatyusiness
associations became stronger and a central part of the ikb&oal process and state
bureaucracy was reformed, these effects were compounded by teorieddinetwork

effect” — as integration with the United States economy grewleisefeasible became,
both for the Mexican private and public sectors, to adopt a differemdégy than its

main market for goods, services and labor. We will then try to see how thesetmormme
can be made between the individual incentives of major groups: baigiassciations,

the government (and its bureaucracy) and workers.

The first reason for Mexico's lack of national experiences @8I$ is the composition of
business and the role it plays in the economy, especially aftatettfe reforms of the
1990s. As the reforms took form in the decades after the debt debasle, Mexican
business associations actively came to the forefront of the dewveldgrocess. These
reforms and the progressive liberalization of the economy greathcided with the
software revolution in technology, in the 1980s and 1990s. Just when hastiegped
being the main component of technological innovation in the computer mdustr

Mexico's industry found little support from the government to invest in this area.

From the point of view of business, it makes little sense to imvexgien source software

in Mexico. In this case, the comparisons with the Brazilian cede it clearer why this

“The assumptions | make here are compatible with the discusbmut aollective action
problems, since (1) business associations are strong and nahtiiZtéhe bureaucracy lost most
of its capacity to influence the government in technologicaleissas we will see, and left the
Presidency the power to implement policy in this area, andh@)lack of an independent
institutional arena to push forward technological policy.
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developed in this way. As we have seen, Brazil had an infornpadicy in the 1970s
promoted by the military dictatorship and designed from the top to overedrat was
perceived as a bottleneck for development. This program in Braziksiadlished a
consensus between governmental goals and the scientists thauyeosed to steer the
process. Unlike Brazil, Mexico never experimented with developingvkmaw in this
area. Heavily influenced by the oil boom in the 1970s, the Mexican state wasen(rabl
willing) to develop a long-term project for building the ability treate indigenous
technology in hardware or software. Even as it struggled with fteet® of the oll
shocks (and in some degree because of them), Brazil ingigtedhe funding and the

creation of an autonomous industry, even if riddled with inefficiency and buregucrac

In Mexico, business never supported such a project, even because there nvasket

for it then. In the 1970s, business did not want to invest in thisgarea such a risk of
failure and the lack of basic resources. It was the sarBeamil, but the state was in a
much stronger position to force the informatics program, start douption process and
assume the risks of the enterprise. As the business associatidiexico were much
more powerful, business never pressured the government for such a program

Nationalism meant oil, not computers.

Investing in computers only made sense if they could compete with the W&tmarich
they could not. Given the progressive access to the US markeicavidousiness saw

(rightly) that they would be in deep trouble in they competed with ainthe most
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dynamic sectors in the US economy at the time. The stratagyto simply import the
technology and, as a consumer, not a producer, just adapt it to theinadveeeds. By
the same token, the software industry never fully developed, migréie problems of
creating hardware (OECD 2006: 47). If, in the case of Braaityare was created
because of the need to overcome licensing issues and to powennipaters created
domestically, in the case of Mexico, since business rarely tewes creating
autonomous technology, there was no need to invest on a parallel saftdastry — it
was simpler to import the pre-packaged and proprietary solutie@asedr mostly in the

United States.

With the software revolution in the 1980s and 1990s, why business did ntd (O8S?
It was not considered because (1) they never fully developed an ndustrdomestic

market in the area, and (2) government could not and would not give any sulypant.

from the maquiladoras-- which mainly reproduced turn-key technologies from abroad

and only assembled machines — Mexico's experience with theoar@dttechnology in
the informatics sector was highly problematic. Instead, mogteoénergy and political
capital was invested in developing Mexico's auto-industry, whicla fong time was a
major source of its fights for technological access (Evans 1995:G8ffi 1990). It is
important to remember that given these structural issues, there no individual
incentives for firms to invest in the software business as ageandus producer of

technology.
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In the Brazilian case, we could observe that the role of the goeetnim helping to
create these industries was essential for such a dynaanketn The government is not
only able to provide the initial investments and bear the risks tleaepr individual
firms or institutions to invest, but it can also provide the economiiescale in the
adoption of a certain technology (Evans 1995). These examplesnast #he definition
of creating radically new technologies from scratch, as thieet) States case in the"20
century also shows us — military technology and research wholly duhge the
government was the only way to develop a whole range of technolfsgraslaser to the

Internet (Chang 2002).

In Mexico, the government never got involved in fully promoting the ekiim

production of computer technology. If during the 1970s, it may have chosevest in

oil production, it probably could not afford the political costs of goigairest the major
business associations wishes. In subsequent decades, it was nideraomstrategy
anymore — as the state got weaker and the bureaucracy shragiyénement could do
even less to invest in computer technology in the mold of Brazt.oNly it delegated to
the private sector the main strains of economic development, but asonantled the
tools to implement any widespread industrial-technological poligtsamwn. It is also
telling that Mexico never created a National Secretary amidity for Science and

Technology, which could serve as an inducer of policies.
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As the 1990s approached, Mexican strategy regarding its developbesaime
completely dependent on promoting free trade and liberalizing itsoety by
celebrating free trade agreements with several differenhtdes and locking in its
institutional reforms. The goal of autonomy was now subordinated teeglization
strategy of development — neither the President nor the Leggslatid any individual
incentives to push for a governmental program that might involve tlageates or any

protection from the government.

However, the greatest impediment to OSS adoption in the Mexican apart from the
lack of individual incentives to support such a policy, was the combinatioa
traditional network effect. As Mexico pushed forward with its tgwment strategy
through liberalization in the 1990s, it became even more involved antvinea with
the American economy. The more this process matured, the éssmseMexico had to

radically alter its technological policies in relation to its majorkear

Integration with the US economy had two major effects: the @fstct was the
consolidation of an incentive structure that was completely tied thié¢ US market.
Unlike Brazil, where the government could (theoretically) teréhe economies of scale
to change the technological pattern of software and steerdaineng of the work force
towards open source software and later create a market of ntshy@xico could not
apply the same solution. As the private sector entrenched propietations directly

from the US market, the workforce and the middle class had no megmd train in any
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other system than the proprietary one. Its success in the magetirectly tied to their
performance in the system used not only in Mexico, but also in theBySearning the
skills of proprietary software, this workforce could work in M&xiand in the case of

talented programmers, eventually go to the United States.

For a middle class young person, training in the IT industry iniddexmeans (1)
competing in a foreign-based market, mostly composed of subssdiaiidmerican
companies or Mexican companies that use foreign technology, usuaHlidy; and (2)
withering the effects of a highly unstable and dynamic environmérthwyesterday's
technology may become obsolete in a matter of a few years,is@aahonths. As we
have previously seen, these characteristics mostly fit countities dynamic and liberal
market economy, and discourage the adoption of OSS nationally or ge &date. This
is clearly the case where structural conditions and marketsforeate a path that highly

discourages the adoption of OSS and its use by the government.

The second effect of the integration of the Mexican and Americanoenies was the
institutional lock in of the reforms regarding state capgdigichman 2001). In order to
liberalize, Mexico had to accept common rules and regulationgard® to intellectual

property and the structure of trade. Moreover, in this processingtwith the Salinas

*The exception that proves the rule is the case of Migaidtaza, the main programmer behind
the GNOME interface for the GNU/Linux Operating Systemazég a very talented programmer,
was born in Mexico and is one of the most recognized names ioptre source community
internationally. He tried individually in 2003 to convince the Maxi government to use OSS
but his attempts were in vain. He currently lives in thedd8 works for Novell, a major open
source software company provider.
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administration and continuing throughout the subsequent ones, the presidenty had
quell the opposition inside the bureaucracy and make sure that it couldveae the
process (Babb 2001; Teichman 2001). In order to do that, it guarantdedstha
bureaucracy would not challenge any major change and would only fa#ilrole of

managers in policy execution, usually regulating competition from the peeater.

5.5. Conclusion: Some Lessons

Regardless of its lack of OSS adoption (or even because of igasigeof Mexico can
provide some lessons for the adoption of technologies in the developiid) won a

more normative sense, was Mexico's strategy correct? Althdughhard to use
counterfactuals, the change to OSS was not a feasible stfatethe country, since it
had neither the structure nor the incentives to apply it. In thées edepting OSS, even
though it is a public good and freely available, meant disturbingekelopmental path
adopted since the 1980s. It made no political or economic sense. eDespitg a deep
and long history of ISl and having all the attributes of a middle powexjdd would not

and could not adopt OSS in this form.

Adopting open source software is not a panacea for development. Ingtie
circumstances, it can be of great help to train the workforoejde a new platform for
development and lower the barriers to entry for people that waagtare the skills and

invest in innovation. As we have previously seen, in order to “captoesetgains and
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reap its benefits, the state has to possess the structural éndionsl conditions for
such. Not only because a public good is available is it nedgsHa® case that
everybody will benefit equally from it, even wanting to do it. Be tase of both Mexico
and Brazil show us, state strategies of development usualiy rfieing in the right

place, at the right time.”
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6. Some Tentative Conclusions. Designing Development

Development is not easy. After all these years, we atdrgirig to gasp what or what
combination of factors makes countries richer, happier, and fulfillEde lineage of
writers that were committed to find a recipe or a solution teked libraries since the
dawn of time. For the last 500 years, with the ascension of Europésamdation, the

state, we have had a wonderful canvas to study.

How this state should be organized has always been a matteepfdtputation. A
series of normative questions were put forth: who should it favor?liekf2 eEveryone?
The individual? The problem with any normative question is, unfortunabklays the
same: we first need to have an understanding or theoretipabhtew the world works
before we can present solutions (or attempts at solutions) ofwenttink needs fixing.
That is the goal of both Political Theory and Political Sciencasking the questions of

need and focusing on the practical matters of how.

The major discovering, however, is that humans have an incredilgletipbfor change.
Technology is always evolving and thriving, although we are stiffidol by the
unpredictable nature of these changes and of our understanding of twhleoald go.
For generations, the international system has been the locusnseiritghting and deep
divisions. Conditions for change were scarce. In general, thibyasti But as

technology advances, new opportunities arrive that may offer profoumgiechd et us
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take as an example the first steam engine -- an icorsbime the invention and use of

James Watt's machine changed the world, although not as we are accustomed to perceive

Not everybody could benefit from the marvelous invention in the sarge Wwhhough
simple, not everyone could afford or operate one. Certainly, @miesesf a steam
engine meant power, sometimes literally military power.e Bkeam power was also
used, involuntarily, to divide men, as the social characteristi¢teedfath Century clearly
demonstrated. But, in the end, it revolutionized the world, launching gire&em its

wake. The opportunity was always there, as these are all creations of men.

A steam engine, alone, is not much. In order to exist it needsingrtusocial, political
and economic nurturing. Its creation depends on institutions alatedrby men. |If it
ever reaches a state where it shows some promise, it nfaydte over by individuals,
firms, bureaucracies, interest groups, and even social classesgofjreg, they manage
to overcome collective action problems. The opposition to the stegimeemay also

arise -- as we know, the nature of technologies is disruption.

Developing countries need technology more than most. Their problenmsultiple and
deep. But the great inequality inherent in the internationalmylsées usually prevented
this and, in a way, still does. Technology transfers are diffemud rare. Depending on
the technology, the very nature of several uses prevents tlihmsbave it to give it (or

sell it) to those who do not. Moreover, in the interdependent wdrktewve live today,
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it become even more unclear what exactly "autonomy" mearshn®logy to improve
lives does not necessarily coincide with autonomy, which esped&alioping countries

treasure.

We have gone very far in this understanding these connections.cd&dhitience and
International Relations are slowly revealing the patterns thatai@ patterns of
development and relating those to real needs and, more importarklpgrsare we pay
attention to strategies of development. In a world in crisis, ribed is amplified, and
paradoxically, it can offer some enlightenment for developed coundes In the last
decade, we came to understand that capitalism is not theesamavhere, but it is not
random either. It presents different sets of institutions thieiptement each other and
affect long term patterns of development and the possibilities ob€ypcreation,

implementation and change.

The role of the state has never been more important. Tleedsias not need to intervene
to succeed, but the right combination of institutions does need to é&e sakiously by
those in charge. Radical changes are usually difficult andHtauth dangers both from
within and from without. As both the Brazilian case and the b#axicase showed us,
most of the time public policies work very different when applleghtwhen they were
first designed. Intentions are different than results and dhenvery idea of

implementing a particular policy depends in great measure on politics.
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A fundamental lesson from the case studies is the degree to sthiehcapacity matters.
Political will is not enough to formulate and implement polici#githout a solid base of
bureaucrats and resources, combined with the knowledge of the strategaction
between state, firms and social classes, there is litieiatry can do — even if it has, for
free, a technological advance. While Brazil was able to turrexjeriences into new
policies using state capacity as leverage, the Mexicae $tatame too weak (as
compared to its private sector) to even find the advantage in irapterg these OSS
policies. Even worse: according to the logic spelled in the precioasters, it would be
very unlikely that OSS adoption would even work in Mexico as a tool for a

developmental upgrade.

It is getting harder also to understand politics without understandingetiyefabric of
society — education and training. It affects everything andybedy in a polity, from

who works to who demands the work, from those who consume to those who produce.
As this reality is very present in the practical life of thajority of people, surprisingly it

is still much unexplored in Political Science and especiallintarnational Relations.

This robust connection must become the next frontline of study irr¢laefaof course,

the intention is to use research for improving the life of people.

This is what this dissertation tried to understand for developing countriefie psatterns
presented by the data and the analysis of the cases shdin issthat there is hardly

one just way of promoting some technology, even if it is widebilable and offers a
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new way not just to create but to consume technology. Open Sourcar@oitwnot a
panacea. Its future is uncertain and it may prove to be unsustamaiselong run. But
all the signs point to a direction of great promise in revolutiogizhe way whole
countries relate to technology and possibly offering a futurepfmple that never
imagined operating or even being near to a computer. Agaimgettie billion people
out of the one dollar a day poverty trap is not easy. But nowydlitlg than previous

times, it is starting to show a lot more promise.
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