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Abstract 

Interval timing, defined as timing and time perception in the seconds-to-

minutes range, is a higher-order cognitive function that has been shown to be 

critically dependent upon cortico-striatal circuits in the brain. However, our 

understanding of how different neuronal subtypes within these circuits cooperate 

to subserve interval timing remains elusive. The present study was designed to 

investigate this issue by focusing on the spike waveforms of neurons and their 

synchronous firing patterns with local field potentials (LFPs) recorded from 

cortico-striatal circuits while rats were performing two standard interval-timing 

tasks. Experiment 1 demonstrated that neurons in cortico-striatal circuits can be 

classified into 4 different clusters based on their distinct spike waveforms and 

behavioral correlates. These distinct neuronal populations were shown to be 

differentially involved in timing and reward processing. More importantly, the 

LFP-spike synchrony data suggested that neurons in 1 particular cluster were 

putative fast-spiking interneurons (FSIs) in the striatum and these neurons 

responded to both timing and reward processing. Experiment 2 reported 

electrophysiological data that were similar with previous findings, but identified a 

different cluster of striatal neurons – putative tonically-active neurons (TANs), 

revealed by their distinct spike waveforms and special firing patterns during the 

acquisition of the task. These firing patterns of FSIs and TANs were in contrast 

with potential striatal medium-spiny neurons (MSNs) that preferentially 

responded to temporal processing in the current study. Experiment 3 further 
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investigated the proposal that interval timing is subserved by cortico-striatal 

circuits by using microstimulation. The findings revealed a stimulation frequency-

dependent ”stop” or “reset” response pattern in rats receiving microstimulation in 

either the cortex or the striatum during the performance of the timing task. Taken 

together, the current findings further support that interval timing is represented in 

cortico-striatal networks that involve multiple types of interneurons (e.g., FSIs 

and TANs) functionally connected with the principal projection neurons (i.e., 

MSNs) in the dorsal striatum. When specific components of these complex 

networks are electrically stimulated, the ongoing timing processes are 

temporarily “stopped” or “reset” depending on the properties of the stimulation.  
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1. Introduction 
 
1.1 Interval Timing as a Critical Cognitive Functio n 

 Time is the essential fourth dimension of our physical world along with the 

three-dimensional space. The ability to measure the passage of time is as vital to 

survival as the ability to measure position change in space for animals living in 

the physical world. We, human beings, are no exception. Just as there are 

different scales in measuring space, such as miles, feet, and inches, there are 

also different scales in stamping the passage of time, such as days, hours, and 

seconds. Interval timing, defined as timing and time perception in the seconds-to-

minutes range is a crucial ability for spatiotemporal foraging, computational 

learning, and decision-making in humans and other animals. In the wild, foraging 

and food protection behaviors in species as diverse as bumble bees, rats, 

hummingbirds, starlings, and monkeys have been shown to rely on a precise 

interval-timing system (e.g., Bateson, 2003; Boisvert & Sherry, 2006; Henderson 

et al., 2006; Hills, 2003; Wallace et al., 2006). In humans, the importance of 

interval timing has been recognized in the field of psychology since the time of 

William James (James, 1890) and later clarified by Fraisse (1963). Nevertheless, 

it is still a major challenge for neuroscientists to identify the precise neural 

mechanisms that underlie time perception and timed performance in the 

seconds-to-minutes range given the ability of animals to accurately and precisely 

track time across scales spanning 15 orders of magnitude (Buonomano, 2007)  

 Recent evidence suggests that cortico-striatal circuits that utilize 

dopamine (DA) and glutamate are critically involved in time perception and timed 
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performance in animals (Buhusi & Meck, 2005; Cheng et al., 2007a, b; Meck 

2006a, b) and humans (Coull et al., 2004; 2008). Despite the above evidence 

that can tell us what brain regions are important for interval timing, it still isn’t fully 

understood how these brain regions interact with each other as functional units 

and contribute to interval timing. To investigate the underlying neural 

mechanisms for interval timing, one reasonable approach is to utilize 

electrophysiological recordings in behaving animals tested under standard timing 

tasks in order to better understand how neural responses correlate with timing 

behaviors in a real-time manner. Once the neural correlates of timing have been 

identified, the next step is to determine if electrical microstimulation in specific 

brain areas can “interfere” or “facilitate” the animal’s ability to measure time. 

Hence, the goal of the current thesis is to 1) describe how neural signals in the 

cortex and striatum change dynamically as a functio n of the rat’s timing 

performance  and 2) if timing and time perception can be altered by 

electrical microstimulation . These experiments are an attempt to provide a 

direct causal relationship between neural responses and interval timing. In order 

to achieve these goals, two standard and commonly-used behavioral tasks that 

can measure an animals’ ability to time durations in the seconds-to-minutes 

range will be introduced. These two tasks will provide the primary behavioral data 

from the rats while they are being electrophysiologically recorded and stimulated. 
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Temporal Bisection Procedure 

 One widely used timing task is the temporal bisection procedure (see 

Allan & Gibbon, 1991; Cheng et al, 2008; Church & Deluty, 1977; Lustig & Meck, 

2001; Meck, 1983, 1991; Penney et al., 2000). In this procedure, subjects are 

initially trained to classify two anchor durations, one being designated as the 

“short” anchor (e.g., 2 s) and the other as the “long” anchor (e.g., 8 s). During 

training, one of these signal durations is randomly presented and two response 

options are offered – the “short” and “long” response alternatives. Subjects are 

required to select one of two response options and feedback/reinforcement is 

given based upon whether the correct choice is selected (illustrated in Figure 1). 

Once subjects are able to reliably classify these two anchor durations, they are 

presented with a range of intermediate signal durations (e.g., 2.6, 3.2, 4.0, 5.0, 

and 6.4 s) for which no feedback is given following a choice response. A 

sigmoidal-shaped response function is usually obtained after averaging over 

many trials from well-trained subjects. In the function, the probability of a “long” 

response is plotted as a function of signal duration – which typically ranges from 

near 0% for the “short” signal to near 100% for the “long” signal (see Figure 2). 

The signal duration that subjects classify as “long” 50% of the time is referred to 

as the point of subjective equality (PSE)  or bisection point and reflects the 

duration that subjects consider equidistant from the “short” and “long” anchor 

durations. Evidence has shown that under normal conditions, the PSE is typically 

located near the geometric mean of the 2 anchor durations (e.g., Allan & Gibbon, 

1991; Church & Deluty, 1977) and reflects the subjects’ temporal  
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Figure 1: Illustration of the temporal bisection ta sk. During anchor-duration training, the 
signal is turned on for either 2 s or 8 s. Once the  signal is turned off, two response levers 
are presented. The rat has to decide if the signal presented before was 2 s or 8 s by 
pressing the associated lever. Correct choice respo nse will be reinforced immediately by a 
45 mg food pellet. Once well trained, the rat is pr esented randomly with a range of 5 
intermediate signal durations (e.g., 2.6, 3.2, 4.0,  5.0, and 6.4 s) for which no reinforcement 
is given following a choice response. 

 

Figure 2: Psychophysical function obtained in a tem poral bisection procedure in which 2 s 
and 8 s served as 2 anchor durations. (A) Point of subjective equality (PSE) reflects the 
time point with half of the probability (50%) the s ubject would judge it similar to the anchor 
“long” duration. In this case, the PSE value is 4 s . (B) Difference limen (DL) represents half 
of the distance between the signal durations that t he psychophysical function intersect 
with 25% and 75% of the anchor “long” duration. In this case, the DL is 0.9 s (1.8 s /2). 



 

5 
 

 
accuracy . The slope or difference limen  (DL – defined as half the distance 

between the signal durations that define the 25% and 75% “long” response) of 

the sigmoidal-shaped response function reflects temporal precision . 

Peak-Interval (PI) Procedure 

Another widely used interval-timing task is the peak-interval (PI) procedure 

(e.g., Malapani et al., 1998; Meck & Church, 1984; Paule et al., 1999; Roberts, 

1981). The PI procedure is a modified version of the fixed-interval (FI) procedure 

that was originally described by Skinner (1938). In a standard discrete-trials FI 

procedure, subjects can obtain feedback or reward for a response emitted after a 

fixed duration (criterion time) has elapsed. Catania (1970) introduced the basics 

of the PI procedure in which a random portion of trials are still FI trials (e.g., 50%), 

while the remaining trials are probe trials (e.g., 50%). No feedback (e.g., food 

reward) is given on probe trials and the length of the probe trial is usually 2 or 3 

times longer than the criterion time – after which the trial is terminated 

independent of responding (Figure 3A). Consequently, during probe trials we can 

observe how subjects would respond both before and after the criterion time. 

One advantage of this procedure is that during the onset of each trial, there is no 

discriminative cue for the subject to determine whether the current trial is an FI 

trial or a probe trial. Consequently, subjects have no option other than to try their 

best to control their responses as a function of time in each trial. As such, during 

individual probe trials, we not only observe how subjects determine when to 

“start” responding prior to the criterion time, but also how they determine when to 

“stop” responding following the criterion time. This pattern of responding 
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suggests that subjects use proportional response thresholds (in terms of the 

temporal distance to the expected time of reinforcement) to decide when to 

“start” and “stop” a response sequence and that response sequence is typically 

centered around the criterion time.  

After averaging response data across many probe trials from an individual 

subject, a Gaussian-shaped response function is typically observed (Figure 3B). 

Several important behavioral indices can be obtained from this Gaussian-shaped 

peak function. For example, the maximal rate of responding displayed at the 

peak of the Gaussian-shaped response function is defined as the peak rate  and 

its value (high or low) is reflective of the motivational state of the subject. The 

location of the peak rate on the time-axis is defined as the peak time , which is 

indicative of the psychological time that the subject is expecting to receive 

feedback during the probe trials. Previous evidence has shown that peak rate 

and peak time are independent measures of performance, meaning that one can 

be manipulated without changing the other (e.g., Cheng & Meck, 2007; Roberts, 

1981). Changing peak time implies a change of the subjective perception of time 

while changing peak rate indicates a change in either motivation and/or motor 

functions (e.g., Cheng & Meck, 2007). Another useful index, peak spread , is 

defined as the distance between the two time points at which the normalized 

response curve exceeds some level (e.g., 50% of the peak rate) in its ascent 

prior to the criterion time and in its descent following the criterion time. As one 

can imagine, the narrower the spread, the more precise the response sequence 

is on probe trials (e.g., Cheng et al., 2006; Meck & Williams, 1997a). 
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Figure 3: Schematic diagrams of the peak-interval ( PI) procedure. (A) Half of the trials are 
fixed-interval (FI) trials meaning that the first r esponse after criterion time will be 
reinforced. The other half of the trials are probe trials (PI) meaning that no reward is given 
and the signal remains on for up to 2 or 3 times of  the criterion time. (B) A Gaussian-
shaped response function derived by averaging indiv idual data across all probe trials. 
Peak rate is defined as the highest responding rate of the fu nction located at the expected 
time of reinforcement, which is defined as peak time. Peak spread is a measure of the 
distance between the two points at which the respon ding curve ascends and descends 
through 50% of the peak rate. 
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Figure 4: Schematic diagram of single-trials analys es in the PI procedure. (A) represents 
lever press data in a probe trial. On the x-axis, e ach red tick means one lever press. (B) 
converts data in (A) into response rate as a functi on of time. Each blue dot represents the 
response rate at a time bin. The blue lines represe nt the step functions that best fit the 
current responding patterns in this trial. Start ti me (S1) and stop time (S2) are derived by 
the time points that the subject abruptly transitio ns into a high state of responding before 
the criterion time and into a low state of respondi ng following the criterion time. 
 

The last two indices that are relevant to the topics of this report are the 

ones that are indicative of when subjects “start” (S1)  or “stop” (S2) their 

response sequence on a particular probe trial. The indices of S1 and S2 are 

usually obtained from single-trials analyses conducted on the response 

sequence produced during individual probe trials (Figure 4A). This analysis is 

conducted by fitting a step function to the data so that 2 break points in the 
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response sequence are identified. The first index (S1) is the time at which 

subjects abruptly transition from a low rate into a high rate of responding, and the 

second index (S2) is the time when the subjects transition into a low rate of 

responding from the high rate (Church et al., 1994). S1 and S2 measures 

obtained from single-trial analyses provide another useful measures for the 

evaluation of clock, memory, and decision making involved in timing and time 

perception (e.g., Church et al., 1994; Gibbon & Church, 1992; Matell et al., 2006; 

Rakitin et al., 1998). 

 In comparison of the 2 standard timing tasks, the PI procedure is 

considered as a production-based task, while the temporal bisection procedure is 

considered as a perception-based task. A production-based task means that a 

subject is producing the time in a real-time fashion such that when the subject’s 

response occurs on the time-axis will determine if the response is reinforced or 

not. For instance, in the PI procedure, a rat is producing the estimated criterion 

time during the probe trials based on what it was reinforced during the FI trials 

(Figure 3). A perception-based timing task means that a subject is classifying a 

signal as “short” or “long” after the subject has perceived the presented stimulus. 

Hence, the subject is not required to produce any duration, but to perceive the 

time during the presentation of a stimulus (Figure 1). 

1.2 Cortico-Striatal Circuits Subserving Interval T iming 

 By using the above 2 standard timing tasks, the field has accumulated 

enough evidence that suggests cortico-striatal circuits are the loci  for interval 

timing in the brain. In one recent study, Meck (2006b) demonstrated that lesions 
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of the substantia nigra pars compacta (SNC) or the caudate-putamen (CPu) in 

rats that were pre-operatively trained in the PI procedure disrupted their 

Gaussian-shaped response functions, suggesting a loss of temporal control of 

their behavior. In other words, both lesioned groups displayed flat response 

functions, unlike the Gaussian-shaped functions centered at the criterion before 

lesion, such as the example in Figure 3B. When injected with L-DOPA, the 

precursor of DA, the drug temporarily restored temporal control of the response 

functions in the SNC-lesioned rats from flat to Gaussian-shaped, but this 

restoration was not observed in the CPu-lesioned rats. Therefore, an intact CPu 

and normal DA neurotransmission is critical to maintain normal timing in the PI 

procedure. In a related study, rats given frontal cortex lesions lost their sensitivity 

to dopaminergic drugs (e.g., methamphetamine or haloperidol) indicating that 

they were able to maintain the precision of their baseline timing functions, but 

were unable to display the typical horizontal shifts following administration of DA 

drugs (Meck, 2006a). In summary, the above findings elucidate the role of intact 

DA neurotransmission in cortico-striatal circuits for interval timing.  

 If interval timing critically depends upon intact cortico-striatal circuits as 

suggested by the lesion studies described above, one would expect that neural 

activity in any part of the cortico-striatal circuits should reflect the passage of time 

when subjects are performing interval-timing tasks. Indeed, electrophysiological 

recordings have revealed that ensembles of striatal neurons and neurons in the 

cingulate cortex display neural firing rates that increase around the expected time 

of reward and decrease after the expected time of reward has passed (Matell et 
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al., 2003ab). Similar neural response patterns that change as a function of time 

are also reported in monkeys in recent studies (e.g., supplementary motor area 

in Mita et al., 2009; prefrontal cortex in Jin et al., 2009). Together, these findings 

support the striatal-beat frequency (SBF) model for interval timing (Matell & Meck, 

2004), a neurobiological model that highlights the input-output relationship 

between the dorsal striatum and other brain regions. In essence, the SBF model 

states that striatal projection neurons receive numerous cortical inputs, and then 

integrate and fire action potentials if the input signals pass a predetermined 

threshold or reach a specific ensemble firing pattern. Once the neural 

computation is complete, the dorsal striatum sends the timing signals to the basal 

ganglia, which, in turn, sends the timing signals back to the frontal cortex (e.g., 

primary motor cortex, supplementary motor cortex, and the prefrontal cortex) via 

the thalamus. This cortico-striato-thalamo-cortical circuit has been shown to be 

critical for various tasks that involve timing, such as temporal integration tasks 

(e.g., Dale et al., 2010), time-based motor planning tasks (e.g., Mita et al., 2009), 

as well as temporal judgment tasks (e.g., Harrington et al., 2010; Lustig et al., 

2005). Therefore, neurons in any part of this circuit may convey a copy of the 

temporal information that is being integrated in the striatum. Exactly how the 

timing signals are generated, maintained, and transmitted in this cortico-striato-

thalamo-cortical loop is still under investigation. Given that the striatum is the 

pivotal region in this loop as evidenced by previous lesion and recording studies 

(e.g., Matell et al., 2003b; Meck 2006a), our proposal is to examine different 

populations of neurons in the striatum and to determine how those neurons 
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represent interval timing, necessary for the performance of two standard timing 

tasks in the seconds-to-minutes range.  

1.3 Electrophysiological Properties of Neurons in t he Striatum 

 In the striatum, the most common type of neurons is the medium-spiny 

neurons (MSNs) that take up to 90-95% in the whole area according to recent 

reviews (Kreitzer, 2009; Kreitzer & Malenka, 2008). Each striatal MSN receives 

about 10,000 to 30,000 cortical inputs (Wilson, 1995), thus making each MSN an 

ideal locus for the temporal integration of patterns of cortical oscillations due to 

this high-degree of convergence. MSNs display a bi-modal distribution of their 

resting membrane potential, or the so-called “Up state” and “Down state,” 

determined by how close the resting membrane potential is to the threshold 

potential (Calabresi et al., 1990). During the “Down state”, MSNs display more 

negative resting membrane potential, due to intrinsic channel properties on the 

membrane and perhaps due to local inhibition from nearby interneurons. This 

negativity makes it difficult for MSNs to generate action potentials because a 

higher voltage change is required to reach the threshold potential. In contrast, 

when MSNs are in the “Up state,” it is easier to generate action potentials 

because the resting membrane potential is now closer to the threshold potential. 

Hence, factors that determine the “Up state” and the “Down state” of MSNs will 

also determine their output probability, which, in turn, will determine their 

functions, such as interval timing and other motor functions. 

 Despite MSNs are the principal neurons in the dorsal striatum, the 

importance of interneurons in the same region should not be overlooked as 
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interneurons make synaptic contacts with MSNs and thus regulating the firing 

probabilities of MSNs. Among these interneurons, 3 major types of interneurons 

have recently received attention. According to electrophysiological properties, 

interneurons that display tonic activity (constant firing) are referred to as tonically-

active neurons (TANs) and TANs release acetylcholine (ACh) when they fire 

action potentials. Other interneurons that release GABA can be further classified 

into fast-spiking interneurons (FSIs) and low-threshold spiking (LTS) 

interneurons. Together, these interneurons help “modulate” the firing probabilities 

of their downstream MSNs, perhaps by modifying their “Up” and “Down” states 

thereby dictating information processing in the striatum.  

 TANs have a larger cell body than all other types of neurons in the 

striatum, a feature that allows them to be easily identified (Izzo & Bolam, 1988). 

Another feature of TANs is the aspiny structures on their dendrites, implying a 

lack of point-to-point communication between them and upstream neurons. 

Hence, these TANs are thought to function like sensors that can monitor the 

concentration gradient of the neurotransmitters that they respond to. Recent in 

vivo studies have shown that TANs respond to salient signals by showing a brief 

decrease in their neural firing rate upon the onset of a reward or salient stimulus, 

compared to a brief increase in the neural firing rate of DA neurons to the same 

event (Apicella, 2006, 2007; Morris et al., 2004). This distinct activity pattern of 

TANs can be observed in the case of natural rewards, or a salient stimulus that 

reliably predicts a natural reward, in rodents (Reynolds & Wickens, 2004) and 

primates (Aosaki et al., 1995). Together with the increased activity of midbrain 



 

14 
 

DA neurons following a reward or salient stimulus, one can infer that TANs and 

DA neural terminals are cooperating with one another in the striatum, although 

they show different change in firing rate when presented with the delivery or 

omission of an expected reward (Apicella et al., 2009). Exactly how the 

coordination between MSNs and TANs within striatal circuits regulates the clock, 

memory, and decision making involved in interval timing is an important question 

that remains to be addressed (Kubota et al., 2009).  

 On the other hand, although both FSIs and LTS interneurons are quite 

similar in their electrophysiological properties (high baseline firing rate and 

GABA-releasing), one can still distinguish them by the type of receptors that are 

expressed on their dendrites. While both FSIs and LTS interneurons have DA 

D1/D5 receptors expressed on their cell bodies (Centonze et al., 2003), nicotinic 

cholinergic receptors (nAChRs, see Zhou et al., 2002) are expressed only on 

FSIs that makes FSIs unique because this enables the FSIs to be a fast 

responder to the cholinergic inputs provided by nearby TANs. When TANs are 

releasing ACh onto the FSIs, the FSIs will be excited and continue to inhibit their 

targeting MSNs. Thus, TANs can also control MSNs by their direct influence (i.e., 

nAChRs) on FSIs, composing a local TAN-FSI-MSN circuit that may contribute to 

interval timing.  

Another measure to distinguish FSIs and LTS interneurons is to increase 

DA neurotransmission by using stimulant drugs, such as cocaine and 

methamphetamine as recently reported by Centonze et al. (2002a; 2002b). In 

these two studies, cocaine and methamphetamine can increase the firing rate of 
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LTS interneurons by activating to DA D1-like receptors, while the same drugs 

decrease the firing rate of FSIs. Interestingly, low doses of cocaine and 

methamphetamine are also commonly used in interval-timing studies, in which 

these two drugs can increase the speed of the internal clock, thus contributing to 

the perception that time is passing faster (e.g., Buhusi, 2003; Buhusi & Meck, 

2002; Cheng, et al., 2006; 2007; MacDonald & Meck, 2005; Matell et al., 2004, 

2006; Meck, 1983, 1986, 2006a). It will be important to determine if the clock-

speed accelerating effect of cocaine and methamphetamine is produced by their 

combined effects on the FSIs and LTS interneurons (or on MSNs) in the striatum. 

1.4 Experimental Rationale 

 As reviewed above, the dorsal striatum in cortico-striatal circuits is found 

to be the most critical region for interval timing (Meck, 2006b). Hence, it is 

reasonable to focus on how the neurons in the dorsal striatum, especially 

subtypes of striatal neurons, represent the passage of time by integrating their 

neural firing patterns with the cortex as well as by sending their output signals 

(i.e., spike trains) to the downstream basal ganglia nuclei. While other 

components of this circuit are implicated in certain types of learning and memory 

(e.g., Kubikova et al., 2007; Yin & Knowlton, 2006), the present study is focused 

on the timing functions of this circuit. In order to achieve this goal, recording from 

cortico-striatal circuits and distinguishing subtypes of neurons in the dorsal 

striatum while rats are engaging in timing tasks is the first step in understanding 

the neural mechanisms subserving interval timing. In the first part of the 

dissertation, two experiments are designed to address the question as to how 
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interval timing is being represented by different subtypes of striatal neurons (i.e., 

MSNs and interneurons). In Experiment 1, rats were pre-trained on a PI 

procedure with two criterion times (12 and 36 s) before  the recording electrodes 

were implanted into their dorsal striatum and sensorimotor cortex. In this way, we 

can observe how cortico-striatal neurons respond as a function of time for two 

target durations (e.g., 12 and 36 s) in a given trial after rats have been well-

trained (Cheng et al., 2007b). In Experiment 2, a separate group of rats were 

implanted with recording electrodes in their dorsal striatum before  they started 

training on a temporal bisection procedure using 4 s and 16 s as anchor 

durations. Thus, we are able to observe how striatal neurons initially respond to 

the task early in training and how their firing patterns evolve as a function of 

training. For example, a specific cell subtype (e.g., TANs) may respond more 

early in learning and some other cell subtype (e.g., FSIs) may be more important 

in maintaining the performance after the rats become well trained. 

 In Experiment 3, the goal is to determine if the rat’s temporal processing 

can be altered by delivering electrical microstimulation to each part of cortico-

striatal circuits. This is an approach that has been used to establish a strong 

causal relationship between brain and behavior. By stimulating the neural circuits 

directly, one can determine if certain behaviors can be induced or perceptions 

modified. The same approach has been applied to the study of neural 

mechanisms involved in singing and the songbird’s motor pathway (Arfin et al., 

2009; Long & Fee, 2008), microstimulation-induced perception and integration 

across sensory modalities (e.g., Fitzsimmons et al., 2007; Wickersham & Groh, 
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1998), as well as motor control in Parkinson’s Disease (Fuentes et al., 2009; 

Gradinaru et al., 2009). In the field of interval timing, however, this type of circuit 

mapping technique has not been systematically used before. Consequently, a 

brief summary of all possible scenarios following microstimulation of putative 

interval-timing circuits is discussed below. 

 To what extent and how does the delivery of electrical microstimulation to 

cortico-striatal circuits change interval timing in rats, if any? In other stimulation 

paradigms, stimulation in specific neural circuits could artificially generate 

perception (Fitzsimmons et al., 2007), initiate behaviors (Fuentes et al., 2009), or 

stop on-going behaviors (Arfin et al., 2009; Gradinaru et al., 2009). In the context 

of interval timing, the current proposal speculates that it could either facilitate or 

disrupt timing in a manner that we can distinguish by testing rats in a PI 

procedure following and/or during microstimulation. If microstimulation to cortico-

striatal circuits is facilitative to time perception, it could either accelerate the 

perception of time (i.e., it makes the internal clock run faster), or immediately 

bring about the maximally responding rate to the expected criterion at the time 

when microstimulation is delivered (i.e., it moves the peak time  that normally 

centers at the criterion time to the delivery time of microstimulation). In contrast, if 

the same treatment is disruptive to timing, it could induce either one of the 

following 3 results: 1) it keeps the rats from timing the signal during the period of 

microstimulation (i.e., it stops the internal clock during stimulation), 2) it makes 

the rats to time the signal from the starting point again (i.e., it resets the internal 

clock and the rats begin timing from zero after stimulation), or 3) it slows down 
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the perception of time (i.e., it makes the internal clock run slower). Finally, 

another potential disruption to timing is that the stimulated rats may fail to display 

scalar property in their timing functions. Scalar property states that the variance 

of timing is proportional to the estimated duration being timed, and this is a 

hallmark of interval timing, or a form of Weber’s Law in perception (Church, 

2003). It has been shown that Parkinson’s disease patients off medication failed 

to show scalar property in their timing functions (Malapani et al., 1998). Therefore, 

it is possible that any disturbance or imbalance in cortico-striatal circuits may 

contribute to the disruption of scalar property in interval timing. In summary, there 

are six potential changes of timing and time perception that we could possibly 

observe following and/or during the delivery of microstimulation to cortico-striatal 

circuits in rats.  

1.5 General Methods 

Subjects 

 Sprague–Dawley male rats were used, obtained from Charles River in 

Raleigh, N.C. Rats were initially housed in pairs and allowed continuous access 

to water and food in their home cages. Two weeks before the start of 

experiments, they were restricted to food consumption so that their body weights 

were maintained at approximately 85% of ad lib weights. Following surgery, all 

the rats became individually housed to prevent interference of the headstage 

from their cage mates. A light–dark (LD) cycle of 12:12 was maintained in the 

vivarium with fluorescent lights on at 7:00 A.M. Rats were approximately 17 mo 
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(Experiment 1), 3 mo (Experiment 2), and 24 mo (Experiment 3) of age at the 

start of the experiment. 

Electrodes 

 Stainless steel (SS) wire arrays were used in the current study (including 

the microstimulation experiment), obtained from MicroProbes for Life Sciences 

(Gaithersburg, MD). Each SS array had 1 dedicated reference electrode next to 

the 8 recording electrodes (with 0.5 mm spacing between each electrode) and all 

were implanted into target brain areas. All electrodes were 50 µm in diameter 

and coated with Teflon for insulation. The impedance was between 0.4 and 0.6 

mega ohms (MΩ). Each array also had a silver ground wire that was attached to 

a skull screw right above and in contact with the cerebellum to provide a better 

ground control. 

Surgery 

 Surgical instruments were autoclaved before the first surgery in a given 

day. On the same day, the same tools were sterilized between rats using a bead 

sterilizer. Rats were anesthetized with ketamine (100 mg/kg) and xylazine (10 

mg/kg). To begin, the rat was weighed, anesthetized, the top of its head shaved 

and scrubbed with chlorhexidine or betadine followed by 70% Isopropyl alcohol - 

alternated 3 times. Anesthesia during surgery was maintained with supplemental 

injections of only ketamine every 1-2 h as necessary. A scalp incision was made, 

and the skin was retracted. The skull surface was cleaned for the drilling of holes 

and the implantation of electrodes by hands slowly and gently into the dorsal 

striatum and the sensorimotor cortex. Following the dental acrylic became dry, 
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antibiotic was applied all around the head cap (topical ointment: bacitracin (400 

units/g), and neomycin sulfate (5 mg/g), and the skin be sutured rostrally and 

caudally to the implant, as needed. The Bregma coordinates (Paxinos and 

Watson, 1998) for the dorsal striatum is: Anterior: +1.2 mm to −1.0 mm, Lateral: 

+2.0 mm to +4.0 mm, and Ventral: −3.5 mm to −4.0 mm. The Bregma 

coordinates for the sensorimotor cortex is: Anterior: +1.2 mm to −1.0 mm, Lateral: 

+2.0 mm to +4.0 mm, and Ventral: −1.8 mm to −2.8 mm. Rats were allowed at 

least 7 days of post-surgery recovery, followed by 3 days of habituation to the 

recording lever box or several sessions of retraining.  

Lever Boxes 

 All behavioral data were obtained in 2 identical lever boxes (MED 

Associates, St. Albans, VT) housed in light and sound attenuating cubicles (MED 

Associates, Model ENV-019). Each lever box had inside dimensions of 

approximately 24 cm × 31 cm × 31 cm. The top, sidewalls, and door were 

constructed of clear acrylic plastic. The front and back walls were constructed of 

aluminum, and the floor was comprised of 19 parallel stainless steel bars. Each 

lever box was equipped with two retractable response levers (MED Associates, 

Model ENV-112) situated on the front wall of the lever box, with 1 stationary lever 

in between the 2 retractable levers and right above the food cup. Precision food 

pellets (45 mg; Bio-Serv, Frenchtown, NJ) could be delivered by a pellet 

dispenser (MED Associates, Model ENV-203) to a food cup on the front wall 1 

cm above the floor. A 28 V, 80 mA, 2,500 lx houselight was mounted at the 

center-top of the front wall and could be used to illuminate the lever box as well 
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as the signal light for the PI procedure and the temporal bisection procedure. A 

white noise amplifier/speaker system (MED Associates, Model ENV- 225) was 

mounted on the opposite wall from the levers, but was not used in the current 

study. An IBM-PC compatible computer attached to an electronic interface (MED 

Associates, Model DIG-700 and SG-215) was used to control the lever box and 

record the behavioral data. 

Recording Apparatus 

 Neural activity was recorded using the Multi-Neuron Acquisition Processor 

system (MAP; Plexon, Dallas, TX). LFPs were pre-amplified, filtered (0.5–400 

Hz), and digitized at 1,000 Hz using a Digital Acquisition card (National 

Instruments, Austin, TX). All electrophysiological recordings were grounded to 

one silver ground wire attached to the skull screw right above and in contact with 

the cerebellum. A dedicated reference electrode right besides 8 recording 

electrodes was also used in each target brain area. Recording segments 

demonstrating LFP saturation resulting from movement artifacts or mechanical 

noise were excluded from analysis. An IBM-PC compatible computer was used 

to control the Plexon MAP and record the neural data. Please note that the 

Plexon MAP is connected with the Med Associates interface by receiving TTL 

events from the Med Associates programs. This connection allows the temporal 

coordination between the behavioral events recorded in the lever box and the 

electrophysiological data. 
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Stimulation Apparatus 

 Electrical microstimulation was provided by a STG4008 stimulator (Multi 

Channel Systems MCS GmbH, Reutlingen Germany). The stimulator is 

controlled by the same computer that controls the Med Associate lever box. This 

allows synchronization between the behavioral events recorded in the lever box 

and the simulator. The stimulator provides 8 independent channels that can be 

programmed to deliver charge-balanced biphasic pulses with the temporal 

resolution at 20 µs and the current output resolution at 100 nA. 

Spike-Sorting Procedures 

 Individual units were initially judged on the basis of visual inspection of 

waveform shape, size, and discriminability in a real-time manner during recording 

sessions. After a recording session, the data were further examined by using 

Offline Sorter (v2.8; Plexon). In the Offline Sorter, several more steps were 

conducted to maximize the distinction and quality of each unit clusters from each 

electrode. First, the Offline Sorter provides a tool to invalidate cross-channel 

artifacts. This could invalidate artifacts that were present on 75% of the channels 

(i.e., 6 out of 8 channels from a brain region) at the same time – i.e., the artifacts 

were identified only by their time-coincidence across all 8 channels. Next, the 

Offline Sorter can remove short inter-spike-interval (ISI) waveforms, which is 

defined by any spike that its ISI is shorter than 1 ms in the current study. The 

idea here is that an action potential that was shorter than 1 ms should be non-

biological due to the violation of a hypothesized absolute refractory period. 

Hence, the software is able to remove those short ISI waveforms for each unit 
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such that the remaining waveforms in each unit are more reasonable and worth 

for further analysis. If the clusters of each unit in each channel are too close to 

one another, the Offline Sorter can also rule out the spikes that are outliers to 

their parent clusters. This could make sure that all the clusters we obtained were 

separated enough for further functional analysis. Once all the units were sorted, 

the data were transferred to NeuroExplorer (v.3x; Plexon) to create peri-event 

histograms and raster plots. 

Statistical Analyses 

Throughout the 3 experiments, statistical analyses were conducted by 

using repeated measures of analysis of variance (ANOVA) or T-test for 

dependent samples by using a commercial software – STATISTICA (Tulsa, OK), 

unless specified otherwise. If the main effect of ANOVA reached significance, 

appropriate post-hoc comparison method (e.g. Fisher least significant different, 

LSD or unequal N honestly significant difference, HSD) was used to determine 

the real difference among conditions. 
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2. Experiment 1: Ensemble Responding Patterns in a Peak-
Interval Procedure with Two Criterion Times 
 

2.1 Methods 

Subjects 

 Six (n=6) male Sprague-Dawley rats were used in this experiment when 

they were approximately 17 months of age. All the rats were well-trained in a PI 

procedure with two criterion times before  implanting electrodes into the dorsal 

striatum and the sensorimotor cortex. Following at least 1 week of post-surgery 

recovery, they were once again maintained on a 85% free-feeding body weight 

by a daily ration of regular rodent diet given shortly after training sessions. 

Training History 

Pre-training (Session 1-5) 

 All rats received 5 sessions of combined magazine and lever response 

training. During these sessions, a food pellet (45 mg) was delivered every 60 s 

for 60 min, regardless of lever response. Also, 1 side lever was primed until 10 

reinforced responses were made on that lever in a fixed-ratio 1 schedule (FR-1), 

at which point, another side lever was primed for another 10 reinforced 

responses. This procedure was repeated until the rats receive 60 food pellets 

combined from both sources. By the end of 5 sessions, all rats typically finished 

the daily session within 20 min. 
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Discrete-Trial Fixed-Interval (FI) Training (Session 6-15) 

During these sessions, each of the 2 side levers was paired with either 12 

or 36 s (the 2 criterion times) and the pairing was counterbalanced across rats. In 

a given trial, only one lever was extended into the lever box for the rats to 

respond. The first lever response after the criterion times was reinforced with a 

food pellet and then followed by an inter-trial interval (ITI) of 40 s plus a 

geometrically distributed duration with a minimum of 0.1 s and a mean of 20 s. 

During the ITI, the houselight was off and the lever was retracted. In a given 

session that lasted for 2 h, there were 50% of 12-s FI trials and 50% of 36-s FI 

trials, randomly determined by the computer program. By the end of this training 

phase, all rats displayed the typical scallop-shaped FI responding curve meaning 

that their lever response rate was low early in a trial, but gradually ramped up to 

the criterion times late in a trial.  

PI Training (Session 16-90) 

 Once the rats acquired the FI task, a non-reinforced probe trial was 

randomly introduced in a session. In a given session that lasted for 2 h, there 

were 50% of reinforced FI trials (25% 12 s and 25% 36 s) and 50% of probe trials, 

randomly determined by the computer program. The probe trials for the 12-s 

lever were at least 30 s plus another random duration from 1.1 s to 35.2 s with a 

mean of 11.6 s. The probe trials for the 36-s lever were at least 90 s plus another 

random duration from 1.1 s to 35.2 s with a mean of 11.6 s. The lever pressing 

data obtained from these probe trials were analyzed to determine how well the 

rats could center their responses around the 2 different criterion times (e.g., 12 
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and 36 s). By the end of this training phase, all rats displayed the Gaussian-

shaped responding curve meaning that their lever response rate peaked around 

the criterion times. 

Self-Initiated PI Training (Session 91-120) 

 To better align the neural firing data and the start the subject’s timing, rats 

were required to press the middle stationary lever to initiate all the trials during 

this phase of training. The idea here is that if the beginning of a trial was 

controlled by the computer program, the rats may sometimes ignore the onset of 

the trial, and then begin timing the signal some time after the trial has begun, but 

not exactly at the programmed onset of the signal. By requiring the rats to press 

the middle lever in order to initiate a trial, we can assume that they were 

prepared to start timing. All the rats quickly learned the requirement of pressing 

the middle lever in the first session when they were required to do so, even 

though the middle lever was constantly present in the lever box and had been 

inactive during the previous 90 sessions of training. 

 In addition to the “self-initiated” trial requirement, a “free” pellet was also 

given following the end of half of the probe trials. The purpose of this unearned 

pellet was to provide a comparison to an earned pellet that the rats obtained by 

pressing the reward-primed side levers in the FI trials.  

Post-Surgery PI retraining (Session 121-130) 

 After post-surgery recovery, all the rats received at least 10 retraining 

sessions to make sure that the surgical procedures did not disrupt their timing 

performance. 
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PI Testing with Recording (Session 131-137) 

 The recording sessions were no different from the previous training 

sessions, except that the recording cables were connected to their headstage. 

After 5 recording sessions, the rats became accustomed to the situation that they 

were comfortable performing the timing task while being connected to the 

recording cables. Following that, 2 electrophysiological recording sessions were 

conducted for which the data were pooled, analyzed and presented in the 

Results section. 

Unit Classification Based on Spike Waveforms 

 One major idea of this experiment is to correlate neural firing data to 

timing performance simultaneously. The idea is based on the assumption that 

different subtypes of neurons (e.g., projection neurons and local interneurons) 

may have distinct spike waveforms. Hence, it will be important to determine if 

neurons with distinct waveforms have different behavioral correlates in the 

current study. In order to achieve this goal, the following 3 features of averaged 

waveforms of each neuron were measured – 1) sodium peak amplitude, 2) 

potassium peak amplitude, and 3) capacitive peak amplitude, as shown in Figure 

5 (Gold et al., 2007). The idea of dissecting spike waveforms based on their 

distinct features has been utilized in studying the functions of different neuronal 

subtypes in various brain regions, such as the cortex (Constantinidis & Goldman-

Rakic, 2002), the hippocampus (Gold et al., 2006; Viskontas et al., 2007), the 

amygdala (Likhtik et al., 2006), and the striatum (Wiltschko et al., 2010). 

Although there are many features that can be used to characterize the spike 
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waveforms as outlined in Gold et al. (2007), we found that the adopted 3 features 

together can satisfy the current need to classify neurons into different clusters for 

further behavioral analysis. 

 
Figure 5: Schematic diagram of the 3 features of av eraged spike waveforms – 1) sodium 
(Na+) peak amplitude, 2) potassium (K +) peak amplitude, and 3) capacitive peak amplitude.   
 

Cortico-Striatal High-Voltage Spindles (HVS) 

 Other than spike waveforms, another measure that can help us distinguish 

subtypes of neurons in cortico-striatal circuits is the so-called striatal high-voltage 

spindles (HVS). HVS is a uniform LFP oscillatory pattern with synchronous firing 

of neurons in the striatum (Berke et al., 2004). In that study, the striatal LFP 

displays uniform oscillations in the range of 9-12 Hz when the rats were in a quiet 
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and immobile state (with their eyes open). During that state, it was observed that 

only FSIs reliably fired in synchrony with striatal HVS, while MSNs did not show 

such a strong synchronous firing pattern (i.e., MSNs frequently missed the beat). 

Despite the exact functions of this HVS are still under investigation ever since it 

was first reported by Buzsaki (1991), we can nevertheless utilize this intrinsic 

phenomenon as a useful tool to distinguish striatal MSNs and FSIs in the current 

study. With this intrinsic phenomenon, the current experiment can determine how 

striatal MSNs and FSIs respectively correlate with the rat’s timing performance.  

Location of Recording Electrodes in the Brain 

The location of the recording electrodes is depicted in Figure 6. 

 

Figure 6: Schematic diagrams of the location of rec ording electrodes in the rat’s brain. 
Eight electrodes were implanted in each brain regio n (the dorsal striatum and the 
sensorimotor cortex). The reference electrode (not shown here) was on a separate section 
with different A-P coordinate.  
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2.2 Results 

Behavioral Data 

 The lever response data during the recording session is shown in Figure 7. 

As can be seen, both timing functions were clearly centered around the criterion 

(the 36-s function) or slightly after the criterion time (the 12-s function).  

 

Figure 7: Normalized peak functions by averaging al l 6 rats during the recording session. 
(A) depicts the function from the 12-s probe trials , while (B) depicts the function from the 
36-s probe trials. 
 
Recording Data 

 As mentioned before, the first goal was to distinguish as many units as 

possible according to their spike waveforms. Initially, 24 different patterns of 

waveforms were classified. The results are summarized in Table 1 (for the dorsal 

striatum, DS) and in Table 2 (for the sensorimotor cortex, Cx). Once 24 different 

patterns of waveforms were classified, we further grouped them together into 

different clusters according to the similarity of their spike waveforms and 

behavioral correlates in the PI procedure.  
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Table 1: Distribution of total observed units from the dorsal striatum (DS) in 
during the PI recording session. Note that each rat  has 8 recording 
electrodes in the DS.  
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Table 2: Distribution of total observed units from the sensorimotor cortex 
(Cx) during the PI recording session. Note that eac h rat has 8 recording 
electrodes in the Cx. 
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Unit Classification Based on Spike Waveforms 

 Among the 325 units reported in Tables 1 and 2, we further classified 

them into 4 major clusters based on the Na+ peak amplitude and K+ peak 

amplitude of their averaged spike waveforms. As can be seen in Figure 8, 

neurons in Cluster A displayed high Na+ peak amplitude and high K+ peak 

amplitude in their spike waveforms. Neurons in Cluster D had the lowest K+ peak 

amplitude. Neurons in Clusters B and C had intermediate level of Na+ peak 

amplitude and low K+ peak amplitude. 

 

Figure 8: Mean Na + peak amplitude (‘x’) and K + peak amplitude (‘y’) of the neurons in each 
cluster of individual rats. Each dot represents the  mean data from individual rats. 
 

 Statistical analyses confirmed that there were significant main effects on 

the Na+ peak amplitude (F(3,15) = 37.4, p < 0.001) and the K+ peak amplitude   

(F(3,15) = 54.6, p < 0.001) among the 4 clusters of neurons. Post-hoc comparisons 
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(Figure 9) indicated that Cluster A had higher Na+ peak amplitude than Cluster B 

(p < 0.001), which had higher Na+ peak amplitude than Cluster C (p < 0.05), 

which had higher Na+ peak amplitude than Cluster D (p < 0.05). On the measure 

of K+ peak amplitude, Cluster A had higher (p < 0.001) while Cluster D had lower 

(p < 0.05) K+ peak amplitude than Clusters B and C, which did not differ from 

each other. Finally, all 4 clusters of neurons did not have high enough capacitive 

peak amplitude (all below 5 µV on average) for meaningful statistical analyses. 

Therefore, the measure of capacitive peak amplitude can be ignored when 

classifying neurons into these 4 clusters. 

 

Figure 9: Mean (± SEM) Na + peak amplitude in (A) and K + peak amplitude in (B) among the 
4 clusters of neurons averaged across all 6 rats.  
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Cluster A 

 The first cluster includes Type A and Type C units in Table 1 and Table 2 

that together constitute 9.3% of total neurons in the DS and 19.5% of total 

neurons in the Cx. Typical spike waveforms of these 2 types of neurons (Type A 

and C) in Cluster A are presented in Figure 10. In general, neurons in this Cluster 

have high Na+ peak amplitude (mean is 65 µV) and high K+ peak amplitude 

(mean is 42 µV) in their spike waveforms. These extracellular recording features 

relatively correspond to a high peak of an action potential and a deep after-

hyperpolarization (AHP).  

 

Figure 10: Typical waveforms of neurons in Cluster A. (A) represents the waveforms of 
neurons in Type A, while (B) represents the wavefor ms of neurons in Type C. The vertical 
scale is 17 µµµµV in (A) and 15 µµµµV in (B) per grid and the horizontal scale is 100 µ s per grid. 
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Cluster B 

 Neurons in this cluster include Type M and Type N that represent 14.9% 

of total neurons in the DS and only 3.6% of total neurons in the Cx. Spike 

waveforms of these 2 types of neurons in Cluster B are illustrated in Figure 11. 

As shown in the figure, neurons in this cluster usually have intermediate Na+ 

peak amplitude (mean is 49 µV) and low K+ peak amplitude (mean is 12 µV) in 

their spike waveforms.  

 

Figure 11: Typical waveforms of neurons in Type M ( A) and neurons in Type N (B) in 
Cluster B. The vertical scale is 34 µV per grid and  the horizontal scale is 100 µs per grid. 

 
Cluster C 

 The third cluster includes Type P, Q, R, and S neurons that represent 

56.6% of total neurons in the DS and 48.1% in the Cx. Because this cluster 

represents almost half of the total neurons, they can be observed easily in almost 
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every electrode during the recording session. Typical spike waveforms of these 4 

types of neurons are shown in Figure 12. As can been seen, neurons in this 

cluster usually have intermediate Na+ peak amplitude (mean is 39 µV) and low K+ 

peak amplitude (mean is 12 µV) in their spike waveforms.  

 

 
Figure 12: Typical waveforms of neurons in Type P ( A), Type Q (B), Type R (C), and Type S 
(D) in Cluster C. The vertical scale is 16 µV per g rid and the horizontal scale is 100 µs per 
grid. 
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Cluster D 

 In this cluster (Type W), there were 20 neurons observed in the Cx 

(12.2%), while only 2 neurons were observed in the DS (1.2%). Typical spike 

waveforms of neurons in Type W are illustrated in Figure 13. As shown, neurons 

in this cluster have the lowest Na+ peak amplitude (mean is 32 µV) and the 

lowest K+ peak amplitude (mean is 3 µV) in their spike waveforms.  

 

 

Figure 13: Typical waveforms of neurons in Type W i n Cluster D. The vertical scale is 16 
µV per grid and the horizontal scale is 100 µs per grid. 
 

Behavioral Correlates of Each Unit Clusters 

 One major goal of the current experiment is to identify the behavioral 

correlates of all the neurons that we now have classified into 4 different clusters. 
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Indeed, they seemed to correlate with different behavioral components in the PI 

procedure that are summarized below. 

 

Objective Measures of Behavioral Correlates 

 To determine if a neuron is responding to specific behavioral events (e.g., 

timing the target durations or receiving the food pellets), the neuron’s firing rate 

during specific time of interest (TOI) was calculated and compared with its own 

baseline firing rate. The baseline firing rate is determined by averaging the firing 

rate during the entire probe trials (i.e., 0 to 30 s in 12-s probe trials and 0 s to 90 

s in 36-s probe trials). The TOI for determining a timing-related neuron is set at 

the range from 6 to 18 s in 12-s probe trials and from 18 to 54 s in 36-s probe 

trials. Thus, a timing neuron is defined as having firing rate in any of the 2 TOI 

that is 10% higher or lower than its own baseline firing rate (Figure 14A and 14B).  
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Figure 14: Peri-event time histograms and raster pl ots of 2 timing neurons and 1 reward 
neuron. In (A), this timing neuron has a 4.4 spikes /s baseline firing rate (the horizontal 
dashed line) while having a 6.6 spikes/s firing rat e in the TOI (the horizontal bar). In (B), 
this timing neuron has a 1.2 spikes/s baseline firi ng rate with a 0.6 spikes/s firing rate in 
the TOI. In (C), this reward neuron has a 1.0 spike s/s baseline firing rate with a 2.3 spikes/s 
firing rate in the TOI. 
The TOI for determining a reward-related neuron is set at the range from 0 to 1 s 

right after the delivery of food pellets by averaging the firing rate following 12-s 

pellets, 36-s pellets, and free pellets. Thus, a reward-related neuron is defined as 

having firing rate in the TOI region that is at least 50% higher than its own 

baseline firing rate (Figure 14C). 

 By applying the above objective measures to all neurons in 4 clusters, we 

observed that neurons in Clusters A and B appeared to be more correlated with 

the temporal dimensions than the reward dimensions in the PI procedure, while 

neurons in Clusters C and D were related to both reward processing and 

temporal processing, but in general both were more related to reward processing 
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(as summarized in Table 3). Another interesting observation is that the timing 

neurons in Clusters A and B had a greater percentage in showing an inhibitory 

firing pattern during TOI than the neurons in Clusters C and D.  

Table 3: Distribution of timing-related and reward- related neurons in each 
of the 4 clusters. The excitatory timing neuron is defined as having 10% 
higher firing rate during TOI, while the inhibitory  timing neuron is defined 
as having 10% lower firing rate during TOI. 

 

In addition to the behavioral correlates observed above, we also observed 

quantitative differences among the 4 clusters between the DS and Cx as 

summarized in Table 4. Statistical analyses confirmed that the percentage of 

observed neurons in Cluster B in the DS was significantly higher than the 

percentage of observed neurons in Cluster B in the Cx (t.05 (6-1) = 3.633, p < 0.05). 

A trend of difference (p = 0.059) was observed in the percentage of neurons in 

Cluster D between the 2 regions. However, we only observed 2 neurons in 

Cluster D in the DS in a single rat, so the trend can be considered as significant 

in that the Cx had a significantly higher percentage of neurons in Cluster D 

compared to the percentage of neurons in Cluster D in the DS. 
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Table 4: Mean (± SEM) observed neurons in all clust ers and the percentage 
of each cluster between the DS and the Cx. 
 DS (n=6) Cx (n=6) 

Mean observed neurons in all 
4 clusters 

22.5 ± 2.7 23.3 ± 1.1 

Percentage (%) of observed 
neurons in Cluster A  

  9.6 ± 4.3   23.1 ± 5.1 

Percentage (%) of observed 
neurons in Cluster B 

20.7 ± 3.8   4.8 ± 1.8 

Percentage (%) of observed 
neurons in Cluster C 

66.7 ± 7.3 57.2 ± 4.2 

Percentage (%) of observed 
neurons in Cluster D 

  3.0 ± 3.0 14.9 ± 2.8 

* Indicates a significant difference between the DS  and the Cx

* 

* 
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Cortico-Striatal High-Voltage Spindles (HVS) 

  As mentioned before, striatal HVS (9 -12 Hz) is a uniform LFP oscillatory 

pattern with synchronous firing of striatal neurons while the rats are in a quiet and 

immobile state (Berke et al., 2004). In an earlier study, it was observed that this 

is a unique phenomenon that only occurs in cortico-striato-thalamo-cortical 

circuits, not in cortico-hippocampal circuits and cerebellar circuits (Buzsaki, 1991). 

During the recording sessions, we indeed observed this unique striatal HVS 

across all the recording channels, especially during ITIs (see one example in 

Figure 15).   

 

Figure 15: A sample segment of cortico-striatal HVS  obtained during one of the baseline 
training sessions in a rat. Note that all the LFP c hannels (upper 4 channels in the DS and 
lower 4 channels in the Cx) displayed this HVS osci llatory patterns after 6549.6 s (the red 
arrow) simultaneously.  

DS_1 

DS_2 

DS_3 

DS_4 

Cx_1 

Cx_2 

Cx_3 

Cx_4 
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 When the power density between the two segments of LFP (before and 

after the red arrow in Figure 15) was analyzed, it is observed that the observed 

HVS was composed of strong 9-12 Hz oscillations (above 85% in power density) 

compared to the non-HVS segment (as shown below in Figure 16). This is 

consistent with previous studies (Berke et al., 2004; Buszaki, 1991) and also 

proves that our recording electrodes were indeed in cortico-striatal circuits 

because this is a signature LFP pattern in this circuit. 

 

Figure 16: Power density distribution of the observ ed HVS during eyes-open immobile 
state (the red function) and the non-HVS during eye s-open non-immobile state (the black 
function). 
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Synchrony between Cortico-Striatal HVS and Each Uni t Clusters 

 One hallmark of cortico-striatal HVS is that only FSIs reliably fire in 

synchrony with HVS, while MSNs do not show such a strong synchronous firing 

pattern (i.e., MSNs frequently miss the beat). When examining our recording data 

in a finer time scale, we indeed observed the pattern that some neurons fired in 

synchrony with HVS, while others did not. A sample segment of unit spike data 

and LFP data is shown in Figure 17. 

 

Figure 17: A sample segment (1.2 s) that exemplifie s the synchrony between a raw striatal 
LFP and striatal neurons recorded from the same ele ctrode. Note that neuron DA_3c fired 
in burst in almost every cycle of HVS, while neuron  DA_3a sporadically fired in single 
spikes in some cycles of HVS. 
 
 As such, we can calculate the degree of synchrony between striatal HVS 

and the neurons that we have classified into the 4 clusters. The calculation is 

made based on the percentage of a neuron’s spikes that co-occurred with the 

cycles of HVS. For instance, if there were 100 cycles of HVS, and a neuron’s 

spikes co-occurred in 60 cycles out of the 100 cycles, that unit was identified as 

showing 60% of synchrony with HVS. A higher degree of synchrony suggests 

that a neuron is more likely to be an FSI than an MSN. The results of synchrony 

for the neurons in each cluster are summarized in Table 5. 

DS_3a 

DS_3b 

DS_3c 

DS_3d 

LFP_DS_3 
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Table 5: Levels of synchrony with HVS of all the un its in cortico-striatal 
circuits. Note that Cluster A is highlighted with a  green background color, 
Cluster B with a blue background color, Cluster C w ith a yellow 
background color, and Cluster D with a turquoise ba ckground color. 

 

 As shown in Table 5, some neurons in Cluster C showed the strongest 

degree of synchrony with HVS, while neurons in other 3 clusters did not show 

such a higher level of synchrony. Consequently, preliminary data analysis 

suggests that neurons in Cluster C (at least some of them) were more likely to be 

the FSIs in cortico-striatal circuits, while neurons in other clusters were more 

likely to be non-FSIs. 
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2.3 Discussion 

 In summary, the data from this experiment showed that neurons with 

distinct waveforms in cortico-striatal circuits have different functional correlates 

when the rats were performing in the PI procedure. Among the 24 different 

patterns of waveforms, it was further discovered that they can be grouped into 4 

different clusters based on the similarity of their functional correlates. Neurons in 

Clusters A and B both showed stronger temporal correlates than reward 

correlates in the PI procedure, although the two clusters have distinct features in 

their spike waveforms (Figure 9). Neurons in both Clusters C and D appeared to 

respond to timing and more to reward processing in the PI procedure. Therefore, 

we conclude that neurons in the 4 clusters (up to 80% of total observed neurons) 

had similar functional correlates in the PI procedure (either temporal or reward 

dimensions, or both) in both the DS and the Cx. This observation is consistent 

with previous studies (e.g., Matell et al., 2003b) and provides additional support 

for the proposal that interval timing is subserved by the functional connections in 

cortico-striatal circuits.  

 Another goal of the current experiment was to determine if different 

subtypes of neurons in cortico-striatal circuits can be identified and if each of the 

subtypes differentially contributes to interval timing. In order to achieve this goal, 

we utilized the phenomenon of striatal HVS in the LFP data to help us distinguish 

different subtypes of striatal neurons. Striatal HVS is a unique LFP pattern in rats 

when they are in a quiet immobile state with their eyes open. During this “drowsy” 

state, HVS is only observed in cortico-striato-thalamo-cortical circuits, but not in 
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cortico-hippocampal circuits and local circuits in the cerebellum according to a 

previous study (Buzsaki, 1991). The same phenomenon was also confirmed in a 

different lab (Burke et al., 2004) and was further discovered that different striatal 

neuronal subtypes (e.g., FSIs vs. MSNs) fire in different levels of synchrony with 

striatal HVS. Although the exact functions of HVS in cortico-striatal circuits are 

still unknown, this unique phenomenon was utilized in the current study as a tool. 

As shown in Table 5, some neurons in Cluster C in both the DS and Cx displayed 

a higher level of synchrony with HVS, compared to neurons in other three 

clusters. This suggests that neurons (at least some neurons) in Cluster C were 

more likely to be the GABA-releasing FSIs in cortico-striatal circuits according to 

the findings in Berke et al. (2004). All the other neurons should be non-FSIs, 

such as MSNs, TANs, or LTS interneurons. How to distinguish the neurons of 

MSNs, TANs, and LTS interneurons will require further experiments. 
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3. Experiment 2: Ensemble Responding Patterns in th e 
Acquisition of a Temporal Bisection Procedure 
 
3.1 Methods 

Subjects 

 Ten (n=10) male Sprague-Dawley rats were initially used in this 

experiment when they were about 3 mo of age. Because this experiment was 

designed to reveal the neural response change while the rats were acquiring the 

temporal bisection procedure, all the rats received surgery for implanting 

recording electrodes into the DS (same coordinates and surgical procedures as 

described in the previous experiment) before  they started learning the procedure. 

While they were acquiring the procedure, recording cables were connected to 

their headstages in every training session. During the process of training, some 

of the rats were dropped out of the study as their headstage became loose and 

came off. At the end of the experiment, 5 rats (n=5) still had intact headstage, so 

all the recording data reported here were taken from these 5 rats. 

Training History 

Pre-training (Session 1-5) 

 All rats received 5 sessions of combined magazine and lever training. 

During these sessions, a food pellet (45 mg) was delivered every 60 s for 60 min, 

regardless of lever response. In addition, 1 of the side levers was primed until 10 

reinforced responses were made on that lever in a fixed-ratio 1 schedule (FR-1), 

at which point, another side lever was primed for another 10 reinforced response. 

This procedure repeated until the rats received a total of 60 food pellets. By the 

end of 5 sessions, all rats typically finished the daily session within 20 min.  
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Surgery 

 Surgery took place after all the rats completed the pre-training phase. 

Please see the General Methods in the Introduction for more details about the 

surgical procedures. Following at least 1 week of post-surgery recovery, the rats 

were once again maintained at 85% free-feeding weight by a daily ration of 

regular rodent diet given shortly after daily training session. 

Two-Signal Training (Session 1-20) 

 During this phase of training, rats were trained to press the left lever 

following a “short” (4 s) signal, and to press the right lever following a “long” (16 s) 

signal (counterbalanced between left and right lever across subjects). A pair of   

4 s and 16 s anchor durations is commonly used in the temporal bisection 

procedure (another common pair is 2 s vs. 8 s). If rats pressed the correct lever 

following a signal, a 45 mg food pellet was immediately delivered. No 

reinforcement was given following incorrect responses. The house light (170 mA 

lamp) in the lever box served as the signal in this experiment. The 2 anchor 

durations (4 s vs. 16 s) were presented with equal probability and in random 

order. When either lever was pressed, both levers were retracted and a random 

ITI that ranged from 4 to 32 s with a mean of 16 s was presented. A record was 

kept for the number of left and right responses following each of the 2 anchor 

durations. Sessions lasted approximately 2 h long with sufficient time allowed to 

complete the current trial in progress. Throughout this stage of training, all rats 

were connected to the recording cables and being recorded in every session. 

Behavioral and electrophysiological recording data from 3 separate sessions 
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were selected to represent Early in training (Session 1), Intermediate in training 

(Session 7), and Late in training (Session 20).  

Two-Signal Training with Long Probe Trials (Session 21-30) 

 In this phase of training, all the trial conditions were identical to the ones in 

the previous phase, except that about one-third of the trials were non-reinforced 

probe trials that last for 32 s long and followed by the delivery of a “free” pellet 

without any behavioral requirement. The purpose of this design was to see how 

the rats and the neurons would respond during these unexpected probe trials. 

Throughout this stage of training, all rats were connected to the recording cables 

and being recorded in every session. Behavioral and electrophysiological 

recording data from the first session in this training phase were further analyzed 

and presented in the Results. 

Seven-Signal Training (Session 31-39) 

 In this phase of training, the conditions of two-signal training were 

maintained except (a) each of the 2 anchor durations (4 s vs. 16 s) was 

presented with a probability of 0.25 on each trial, and (b) on the remaining trials, 

1 of 5 intermediate durations (between 4 s and 16 s) was presented, each with 

equal probability. The intermediate signal durations were 5, 6, 8, 10, and 13 s, a 

series of integer numbers to better fit with the recording data analysis. Neither 

the left nor the right response was followed by food in the case of these 

intermediate signals. 
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Curve Fitting and Statistical Analysis 

The mean percent “long” response was used to construct psychometric 

functions. A point of subjective equality (PSE) was obtained for individual 

subjects by calculating the signal duration that was associated with a “long” 

response 50% of the time from a linear regression analysis. A difference limen 

(DL) was also obtained by determining the signal duration that was associated 

with a “long” response 25% of the time and the signal duration that was 

associated with a “long” response 75% of the time. One half of the difference 

between these signal durations was defined as the DL, which served as a 

measure of sensitivity to time. See Meck (1983) for additional details of these 

psychophysical measures obtained from the temporal bisection procedure. 

Statistical analysis on the PSE, DL, and percent correct response was conducted 

by using repeated measures ANOVA or T-test for dependent samples in a 

commercial software package – STATISTICA (Tulsa, OK), unless specified 

otherwise. If the main effect of ANOVA reached significance, appropriate post-

hoc comparison method (e.g., Fisher least significant different, LSD or unequal N 

honestly significant difference, HSD) was used to determine the real difference 

among conditions. 

Unit Classification Based on Spike Waveforms 

 In this experiment, the following 3 waveform features were also measured 

as we did in the previous experiment – 1) sodium peak amplitude, 2) potassium 

peak amplitude, and 3) capacitive peak amplitude to help classify neurons into 

different clusters. 
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3.2 Results 

Behavioral Data 

Two-Signal Training 

 The acquisition of the temporal bisection procedure for the 10 recording 

rats is shown in Figure 18. In the first training session, the rats’ percent correct 

was at chance level (50%) for classifying the 4 and 16-s anchor durations. In 

Session 7, the rats’ percent correct improved to 80% for classifying the 4-s and 

16-s anchor durations (i.e., with only 20% classifying the 16-s anchor duration as 

“short” and with more than 80% classifying the 16-s anchor duration as “long”). 

By Session 20, the rats were able to achieve 90% of correct response for 

classifying the 4-s and 16-s anchor durations, a performance level that was 

comparable with our previous study (Cheng et al., 2008). 

 Repeated measures ANOVA confirmed that the percent correct response 

on the 4-s and 16-s trials during the 3 training phases reached a significant 

difference (F(2, 14) = 25.15, p < 0.001 for the 4-s trials and F(2, 14) = 35.50, p < 

0.001 for the 16-s anchor trials). Post-hoc comparisons revealed that the 

performance on both anchor trials during the Early phase was significantly lower 

than the other two training phases (p < 0.001 in both Intermediate and Late 

phases), while the last two training phases did not differ from each other. This 

suggests that rats could acquire the discrimination between the two anchor 

durations (4 s and 16 s) after 7 sessions of training. 
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Figure 18: Mean (± SEM) percentage of “long” respon se plotted as a function of the anchor 
durations during the 3 learning phases – Early (Ses sion 1), Intermediate (Session 7), and 
Late (Session 20). Note the poor performance (chanc e level) during the first session. *** P < 
0.001 
 

Two-Signal Training with Long Probe Trials 

 The effects of introducing 32-s probe trials to the rat’s performance on 

anchor durations are plotted in Figure 19. As can be seen, the 32-s probe trials 

literally had no effect on their performance. Hence, no disruption of discrimination 

was observed even in the very first session when the 32-s probe trial was 

introduced. This finding was supported by statistical analyses showing that the 

percent correct response on both 4-s and 16-s anchor trials during Session 20 

and Session 21 was no different (p > 0.1). 

*** 

*** 
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Figure 19: Mean (± SEM, n=6) percentage of “long” r esponse plotted as a function of the 
anchor durations in comparison between the last anc hor training session (Session 20) and 
the first session with 32-s probes (Session 21). 
 
 

Seven-Signal Training 

 Finally, the performance during the session when the 5 intermediate signal 

durations were first introduced (Session 31) and after 9 sessions of training in the 

same condition is illustrated in Figure 20. As shown, the introduction of 5 

intermediate signal durations had no effects on the discrimination of the 2 anchor 

durations (two red arrows in Figure 20).  
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Figure 20: Mean (± SEM) percentage of “long” respon se plotted as a function of the signal 
durations in comparison between the first and the l ast training session (Session 31 vs. 39). 

 
Statistical analyses indeed showed that the percent correct response on 

both 4-s and 16-s anchor trials during Session 31 and Session 39 were no 

different (p > 0.1). The data of PSE (indicates temporal accuracy) and DL 

(indicates temporal precision) from Session 31 and Session 39 are summarized 

in Table 6. There were no significant differences between the two sessions on 

PSE or DL (p > 0.1). Therefore, the statistical results confirmed that the addition 

of 5 intermediate signal durations had no effects on the discrimination of the 2 

anchor durations. 

Table 6: Temporal bisection timing measures 
 PSE (s) DL (s) 

Session 31 7.31 ± 0.52 4.46 ± 0.86 
Session 39 7.16 ± 0.46 3.62 ± 1.24 

Numbers = mean (± SEM); PSE = point of subjective e quality; DL=difference 
limen. 
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Recording Data 

 In the previous experiment, 4 different clusters of neurons were classified 

based on their distinct waveform features (i.e., Na+ and K+ peak amplitude). The 

same method was applied in the current experiment to analyze the 

electrophysiological recording data such that we can directly compare the data 

between two different sets of experiments and between two different groups of 

rats. The results of observed neurons in the DS in each of the 24 types from the 

first 2-signal training session are summarized in Table 7. 

 As can been seen in Table 7, the total observed neurons (112) in the DS 

were also distributed into 3 of the 4 major clusters (Clusters A, B and C) that 

were classified in Experiment 1. Specifically, we observed 23 neurons (20.6%) in 

Cluster A, 18 neurons (16.1%) in Cluster B, 23 neurons (20.6%) in Cluster C, and 

1 neuron (0.9%) in Cluster D. The percentage of Cluster D was also low (1.2% in 

Table 1) in the same brain region (DS) in Experiment 1. A new cluster (Cluster E) 

of neurons was noticed in Table 7 that includes the neurons in Type J, K, and L. 

We observed 20 neurons (17.9%) in this new cluster that we did not observe as a 

major cluster in Experiment 1 (only 1.8% in the DS and the Cx). Therefore, it will 

be important to examine the waveforms of the neurons in this new cluster and 

their functional correlates in the current experiment. 



 

58 
 

Table 7: Distribution of all the units obtained fro m the DS during the first 2-
signal training session. Please note that each rat has 8 recording 
electrodes in the DS. A new cluster (Cluster E) was  also identified. 

 

E 
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Waveform Features of Neurons in Cluster E 

Typical waveforms of the neurons in Cluster E are depicted in Figure 21. 

As shown, neurons in this cluster displayed high Na+ peak amplitude (mean is  

80 µV and high K+ peak amplitude (mean is 36 µV) in their waveforms. In 

addition, we also observed high capacitive peak amplitude (mean is 29 µV). The 

distinct waveforms of these neurons deserve special attention and it will be 

important to determine if these neurons have any behavioral correlates in the 

temporal bisection procedure. 

 

Figure 21: Typical waveforms of neurons in Type J ( A), Type K (B), and Type L (C) in 
Cluster E. The vertical scale is 208 µV and the hor izontal scale is 800 µs. 
 
 Statistical analyses confirmed that there were significant main effects on 

the Na+ peak amplitude (F(3,12) = 9.4, p < 0.01), the K+ peak amplitude (F(3,12) = 

20.3, p < 0.001), and the capacitive peak amplitude (F(3,12) = 23.5, p < 0.001) 

among the 4 clusters of neurons. Post-hoc comparisons indicated that Clusters A 

and E had higher Na+ peak amplitude than Clusters B and C (p < 0.001), which 

did not differ from each other. On the measure of K+ peak amplitude, both 
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Clusters A and E had higher  K+ peak amplitude than Clusters B (p < 0.001) and 

C (p < 0.001), which did not differ from each other. Finally, on the measure of 

capacitive peak amplitude, only Cluster E had the highest level of capacitive 

peak amplitude compared to other clusters (p < 0.001). The comparisons from 

the K+ peak amplitude and capacitive peak amplitude are depicted in Figure 22. 

 

Figure 22: Mean (± SEM) K + peak amplitude in (A) and capacitive peak amplitud e in (B) 
among the 4 clusters of neurons averaged across all  5 rats.  
 
 

Behavioral Correlates of Each Unit Clusters 

 The change of total observed neurons and the change of percentage in 

each unit clusters as a function of training are illustrated in Figure 23. The 

number of neurons in Cluster A and B were pooled together in Figure 23 

because according to the data in Experiment 1, both clusters share similar 

behavioral correlates.  
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Figure 23: Mean (SEM, n=5) change of total observed  neurons (green column) and the 
percentage of each unit clusters (color lines) as a  function of each training stages (Early 
intermediate, and late in 2-sginal training, 2-sign al training with long probe trials, and 7-
signal training). The number of total observed neur ons here ruled out the neurons that did 
not belong to Cluster A, B, C, and E. 
 

As shown in Figure 23, Cluster A and B together maintained a similar 

percentage of total neurons across all training stages (all above 40%). In addition, 

it was observed that the percentage of neurons in Cluster C showed an increase, 

while the percentage in Cluster E showed a decrease throughout the training 

stages. Because the behavioral data demonstrated that the rats acquired the 

temporal discrimination (4 s vs. 16 s) during the intermediate stage of 2-signal 

training (Figure 18), and did not improve further (Figure 19 and 20), statistical 

analyses were conducted on the change of Cluster E and Cluster C as a function 

of training in the 2-signal training stages (Early, Intermediate, and Late). Two-
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way ANOVA (2 cluster types vs. 3 training stages) revealed a significant 

interaction (F(2, 16) = 5.78, p < 0.05) between cluster types and training stages. 

Post-hoc comparisons indicated that the percentage of Cluster E showed the 

lowest level (11%) in Late anchor training (p < 0.05 as denoted by the red star in 

Figure 23), while the percentage of Cluster C showed the highest level (39.5%) in 

Late anchor training (p < 0.05 as denoted by the green star in Figure 23) 

compared to Early and Intermediate training stages. When examining the total 

number of neurons in Figure 23 (green columns) across all 5 training stages, 

one-way ANOVA indicated that there was a training main effect on the total 

number of observed neurons (F(4, 16) = 7.11, p < 0.01). Post-hoc comparisons 

confirmed that it was the 32-s long probe session that had the lowest number of 

neurons (10.6) among all other 4 training stages (p < 0.05 as denoted by the 

black star in Figure 23). In conclusion, our observation is that there was a 

training-dependent change in the percentage of neurons in Cluster C and Cluster 

E as well a change in the number of total observed neurons as a function of 

training. 

Objective Measures of Behavioral Correlates 

 Similar to what was done in Experiment 1, a neuron’s firing rate during 

specific TOI was calculated and compared with its own baseline firing rate. The 

baseline firing rate is determined by the mean firing rate during the 16-s anchor 

trials. The 3 TOI regions for determining a timing-related neuron is set at the 

range from 0 to 5 s, from 6 to 10 s, and from 11 to 16 s in 16-s anchor trials. 
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Thus, a timing neuron is defined as having firing rate in any of the 3 TOI that is 

20% higher or lower than its own baseline firing rate (Figure 24).  

 

Figure 24: Peri-event time histogram and raster plo t of a timing neuron in 16-s anchor 
trials in the temporal bisection procedure. This ti ming neuron has a 17.3 spikes/s baseline 
firing rate (the horizontal dashed line) while havi ng a 24.6 spikes/s firing rate in the first 
TOI region (during the period from 0 to 5 s as show n by the horizontal bar). This is a 42% 
increase in firing rate and therefore suggests that  this timing neuron is a 4-s specific 
timing neuron. 
 

The TOI for determining a reward-related neuron is set at the range from 0 

to 1 s after the delivery of food pellets by averaging the firing rate following 4-s 

pellets and 16-s pellets. Thus, a reward-related neuron is defined as having firing 

rate in the TOI region that is at least 50% higher than its own baseline firing rate. 
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Behavioral Correlates of Cluster A 

In Experiment 1, neurons in Cluster A were more related to the temporal 

dimensions in the PI procedure. In the current experiment, during the first 

session of 2-signal training, the rats had poor performance in discriminating the 2 

anchor durations (Figure 18). Similarly, it was observed that neurons in Cluster A 

did not show any correlated firing patterns to any of the 3 TOI regions (as shown 

in Figure 25A). As the rats received more training, neurons in Cluster A started to 

show firing patterns that were correlated with the temporal aspects of the task. 

For example, a neuron can show a decrease in firing rate during the first TOI 

(Figure 25B and 25C) or an increase in firing rate during the 16-s anchor trials 

(Figure 25D).  

 

 
Figure 25: Neurons in Cluster A gradually showed te mporal correlates to the task as a 
function of training - (A) early in the 2-signal tr aining (B) late in the 2-signal training, (C) 2-
signal training with long probe trials, and (D) 7-s ignal training. Bin size is 0.2 s for all 
figures. The blue dots here represent the signal on set (on the left of the raster plots) and 
signal offset (on the right of the raster plots) of  the 16-s anchor trials. These are 4 different 
neurons taken from Cluster A. 
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Behavioral Correlates of Cluster B 

In Experiment 1, neurons in Cluster B were also more related to the 

temporal dimensions in the PI procedure. Here, it was also observed that 

neurons in Cluster B had similar firing patterns that were more correlated with the 

temporal dimensions in the temporal bisection procedure, especially after some 

amount of training (Figure 26). As can be seen, neurons in Cluster B had no 

clear firing patterns initially during the first session of 2-signal training (Figure 

26A). As the rats received more training, neurons in this cluster began to show 

temporal firing patterns, such as an increase in firing rate when the signal was 

turned on (Figure 26C). As a result, the amount of training seemed to be 

correlated with the transition that these neurons started to become sensitive to 

the timing components in the temporal bisection procedure. 

 

 
Figure 26: Neurons in Cluster B gradually showed te mporal correlates to the task as a 
function of training - (A) early in the 2-signal tr aining (B) late in the 2-signal training, (C) 2-
signal training with long probe trials, and (D) 7-s ignal training. Figures here are aligned at 
the signal onset (s) of the 16-s anchor trials. Bin  size is 0.2 s for all figures. The blue dots 
here represent the signal onset (on the left of the  raster plots) and signal offset (on the 
right of the raster plots) of the 16-s anchor trial s. 
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Behavioral Correlates of Cluster C 

In Experiment 1, neurons in Cluster C were related to both timing and 

reward processing in the PI procedure. The same firing patterns were also 

observed here as shown in Figure 27 from 4 different neurons in 4 different 

training stages. In Figure 27A, there was no clear firing pattern following the food 

pellets in the very first 2-signal training session.  Once the rats received more 

training, neurons in this cluster started to show an increase in firing rate to food 

pellets (Figure 27B, 27C, and 27D) as well as temporal correlates. This suggests 

that a learning mechanism was involved such that the units in Cluster C gradually 

responded to the temporal aspects and reward processing of the task as a 

function of training. 

 

Figure 27: Neurons in Cluster C gradually showed an  increase in firing rate following the 
food pellets as a function of training - (A) early in the 2-signal training (B) late in the 2-
signal training, (C) 2-signal training with long pr obe trials, and (D) 7-signal training. 
Figures here are all aligned at the delivery of pel lets (green dots). Bin size is 0.2 s. The 
blue dots represent the signal offset of the 16-s a nchor trials, while the red dots represent 
the signal offset of the 4-s anchor trials. 
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Behavioral Correlates of Cluster E 

Cluster E includes neurons in Type J, K and L. These three types of 

neurons showed a decrease in numbers as a function of training as they became 

more difficult to be observed during late in training (from 17.9% to 7.8% as 

shown in Figure 23). As such, it will be important to examine what their 

behavioral correlates were during early in training. In general, the observation 

was that most of the neurons in this cluster had no clear behavioral correlates 

(timing or reward processing) during both early in training (Figure 28) and late in 

training. However, in between early and late stages of training, a few of these 

neurons showed firing patterns that were very similar to the ones in Clusters A 

and B – two clusters that showed temporal correlates after training. Examples of 

the temporal firing patterns by a neuron in Cluster E are shown in Figure 29. 
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Figure 28: A sample neuron in Cluster E in differen t conditions from the first 2-signal 
training session (Early). (A) is aligned at the sig nal onset (left red dots) of the 4-s anchor 
trials. (B) is aligned at the signal onset (left bl ue dots) of the 16-s anchor trials. (C) is 
aligned at the delivery of pellets (green dots) fol lowing correct choice responses. (D) is 
aligned at the right lever press in the trials that  this rat should press the left lever (i.e., 
incorrect choice response). (E) is aligned at the l eft lever press in the trials that this rat 
should press the right lever (i.e., incorrect choic e response). Note that there was a 
transient decrease in firing rate right at the time  when this rat made a choice (either 
correct or incorrect). Bin size is 0.1 s in all fig ures.  
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Figure 29: A sample neuron (Type J) taken from the late 2-signal training session (A) is 
aligned at the signal onset (left red dots) of the 4-s anchor trials. (B) is aligned at the signal 
onset (left blue dots) of the 16-s anchor trials. ( C) represents the waveforms of this neuron. 
Bin size here is 0.1 s in all figures. In (C), the vertical scale is 200 µV and the horizontal 
scale is 800 µs.  

 

In conclusion, neurons in Cluster A and Cluster B were both responding to 

the temporal dimensions in the temporal bisection procedure, same responding 

patterns that we observed in Experiment 1. Neurons in Cluster C were also 

responding to the temporal and reward dimensions in the temporal bisection 

procedure, same as the data in Experiment 1. For the new identified Cluster E, 

we observed that the percentage of neurons in Cluster E decreased as a function 

of training (as shown in Figure 23). We also observed that most of the neurons in 

Cluster E continued to show no behavioral correlates at any point, including the 

7-signal training stage. The only two exceptions were 1) these neurons showed a 

transient decrease in firing rate following choice response during early in training 

(Figure 28) and 2) some of these neurons started to show behavioral correlates 

in the late 2-signal training session (Figure 29). Proposals concerning neurons in 

Cluster E units will be reviewed below. 
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3.3 Discussion 

The data from Experiment 2 support our previous findings showing that 

neurons in Cluster A and Cluster B responded to the temporal dimensions of the 

timing task while neurons in Cluster C responded to both the temporal and 

reward dimensions. This was true even though Experiment 1 and 2 used 2 

different timing tasks (PI vs. temporal bisection) requiring different types of 

responses (e.g., production vs. classification). Despite these procedural 

differences at the behavioral level, we still observed similar firing patterns among 

all three clusters of neurons. Hence, the findings from both experiments strongly 

suggest that the neural firing patterns that we observed were indeed related to 

temporal processing, but not correlated to any specific behavioral requirement, 

which are consistent with previous findings (e.g. Matell et al., 2003ab). 

Another goal of the current experiment was to determine if the neurons in 

those clusters showed differential firing patterns as a function of training in rats 

while they were acquiring the temporal bisection procedure. Indeed, we observed 

interesting change of neural firing patterns as a function of training in the 

following two manners. First, from the behavioral data as shown in Figure 18, the 

rats did acquire the ability to discriminate the 2 anchor durations (4 s vs. 16 s) 

after 7 sessions of training as their correct response improved to above 80%. 

During the acquisition of the 2 anchor durations, the average observed neurons 

per rat decreased from 16.8 (Early) to 13.4 (Late). In the very first session when 

the 32-s probe trials were introduced (Session 21), the average number of 

neurons even decreased to 10.6. Taken together, there was a 37% decrease of 
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observed neurons in the DS (from 16.8 to 10.6 per rat) from early to late in 

training. Interestingly, after the 5 intermediate durations of probe trials were 

introduced (i.e., the 7-signal training stage) that presumably increased the 

variability of trial conditions (i.e., 7 different signal durations) in a given session, 

the average number of observed neurons per rat increased from 10.6 to 17. Thus, 

the proposal was made that as rats received more training in the temporal 

bisection procedure, less striatal neurons were involved in supporting the 

behavioral performance, unless the variability of the trial conditions was 

increased. This could be explained by the idea that the neural circuits may 

become more efficient after training and with less active neurons recruited. Or 

perhaps there was a location shift in that a different brain area became in charge 

of supporting the well-trained behaviors (e.g., habit formation; Yin et al, 2009). 

The second training-dependent change of neural firing patterns involved 

the new identified Cluster E that was not observed before in Experiment 1. One 

reason why Cluster E was not observed in the previous experiment is that the 

number of neurons in this cluster showed a sustained decrease as a function of 

training in the current experiment (from 25.5% in Session 1 to 11.0% in Session 

20) as shown in Figure 23 (the red function). This may explain why there were 

only a few of these neurons observed in Experiment 1, in which the rats had 

received at least 130 training sessions before the recording sessions. In contrast, 

rats in the current experiment were recorded from beginning with the first training 

session, so we were able to observe these neurons in Cluster E. This finding 

leads to important questions about the identity and the functions of the neurons 
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in Cluster E, such as, what neural subtypes do they belong to and what 

happened to them during the training process?  

According to the waveforms of neurons in Cluster E (as shown in Figure 

21), these neurons have short spike durations (within 300 µs), high Na+ peak 

amplitude, high K+ peak amplitude, and high capacitive peak amplitude. This 

combined waveform features are very different from the features of neurons in 

other clusters. Hence, the difference in waveforms suggests that neurons in 

Cluster E belong to a distinct subtype of neurons in the DS compared to the 

neurons in other clusters. From their behavioral correlates presented in Figure 28, 

the observation in the first 2-signal training session was that these neurons 

showed a transient decrease in firing rate when the rats received food pellets as 

well as when the rats made incorrect responses. That transient decrease of firing 

rate (a pause) toward salient and significant events (e.g., reward pellet or 

incorrect response) was the typical firing patterns of TANs that have been 

observed in the striatum in previous literatures (e.g., a recent review by Apicella, 

2007). According to previous reports (Aosaki et al., 1994; Apicella et al., 2009), 

TANs have a tonic and irregular firing pattern with 2 to 10 spikes/s, which is very 

similar to our observation in Figures 28. The transient depression in activity is 

also the signature of TANs in the striatum, compared to phasic firing patterns of 

projection neurons (e.g., MSNs) and dopaminergic neurons in the same area. 

Consequently, we infer that neurons in Cluster E were most likely to be the 

interneuron subtype – TANs in the dorsal striatum.  
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The last question is what happened to these TANs during the training 

process? According to our observations reported in Figure 23, the percentage of 

observed TANs decreased as a function of training. This suggests that these 

neurons either became less involved in supporting the behavioral performance 

after training, or they slightly  changed their waveforms, by some unknown 

mechanism, such that they became sensitive to certain behavioral correlates in 

the temporal bisection procedure. Just as an example shown in Figure 29, that 

neuron (Type J) responded to both 4 s and 16 s signal durations as if it was a 

neuron from Cluster A or Cluster B. That neuron did not respond to food pellets, 

so it was not behaving like the neurons in Cluster C. When examining the 

waveforms of that neuron in Figure 29C, that particular neuron had waveforms 

that were somewhat in between the waveforms of neurons in Cluster E (Figure 

21) and in Cluster B (Figure 11). The slightly changed waveforms of that 

particular neuron may be the reason why that neuron became sensitive to the 

temporal processing in the temporal bisection procedure.  
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4. Experiment 3: Effects of Cortico-Striatal Micros timulation in a 
Peak-Interval Procedure with Two Criterion Times 
 
4.1 Methods 

Subjects 

Six (n=6) male Sprague-Dawley rats were used in this experiment when 

they were approximately 24 mo of age. All the rats were well-trained in the PI 

procedure with 2 criterion times (the same procedure as described in the 

previous experiment), before  implanting electrodes into the dorsal striatum and 

the sensorimotor cortex (same coordinates and surgical procedures as described 

in the previous experiment). Following at least 2 weeks of post-surgery recovery, 

they were once again maintained on a 85% free-feeding weight by a daily ration 

of regular rodent diet given shortly after training sessions. 

Training History 

Pre-training (Session 1-5), Fixed-Interval Training (Session 6-15) and PI Training 

(Session 16-90) 

These parts of training were identical with those in Experiment 1.  

Post-surgery PI retraining (Session 91-100) 

After post-surgery recovery, all the rats received at least 10 retraining 

sessions to make sure that the surgical procedures did not disrupt their timing 

performance. 

PI Testing with Microstimulation (Session 101-110) 

During the testing sessions with microstimulation, the stimulation was 

delivered only in half  of the probe trials, randomly determined by the computer 

program. In those probe trials, stimulation was delivered between the 6th and the 
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12th second in the 12-s probe trials and between the 18th and the 36th second in 

the 36-s probe trials. This allows a direct comparison of the stimulation data 

obtained from the same subject in the same testing session, but just from 

different probe trials. This design greatly rules out session-to-session variations 

across different testing days in the same subject.  

Stimulation Protocol 

In all testing sessions, biphasic rectangular pulses were delivered with a 

cathodic phase preceding an anodic phase of equal amplitude to all electrodes in 

a given brain region (DS or Cx). Biphasic stimulation pulses can prevent 

neuronal damage due to electrode polarization and hydrolysis near the electrode 

tips. Therefore, in a chronic behavioral study like the current experiment, it is 

highly recommended to use biphasic stimulation pulses (Tehovnik, 1996). The 

amplitude of each phase was set at 40 µA (adjusted if needed) that can easily 

induce observable behavioral effects according to previous pilot studies in the lab 

and that was also below the estimated amplitude to damage neural tissues 

(Tehovnik, 1996). Pulse width and pulse delay were kept constant at 0.2 ms. The 

frequency range was manipulated between 10 Hz to 200 Hz to determine if there 

is a frequency-dependent effect on interval timing. The temporal arrangement of 

each pair of stimulation pulses is illustrated in Figure 30.
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Figure 30: Parameters of the stimulation pulses. Ea ch pair is composed of a cathodic 
phase preceding an anodic phase with 40 µA in ampli tude. The duration of the pulse width 
and pulse delay were kept constant at 0.2 ms. Hence , a pair of pulses was always 0.6 ms. 
Each pair of pulses was followed by a variable dura tion of no pulses, depending on the 
assigned frequency. For example, trains of stimulat ion at 100 Hz mean that a pair of pulses 
was followed by 9.4 ms of no pulses. The computer w ill repeat this sequence 100 times/s, 
and thus delivering stimulation at 100 Hz to the ta rget brain region. 
 

Curve Fitting and Statistical Analysis 

In the case that fitting the response rate functions was required to 

determine the peak time, peak rate, and peak spread, the Levenberg- 

Marquardt algorithm (LMA) was used to optimize the above 3 parameters and to 

obtain the best fit (square-root minimization) for the timing functions.  The 

following generalized Gaussian + linear model was fit to the individual peak 

functions: 

R(t) = a × exp {-.5 X [(t- to)lb] 2} + c x (t- to) + d, 

where t is the current time bin, and R(t) is the mean number of responses in time 

bin t. The iterative algorithm provided parameters a, b, c, d, and t0. Parameter t0 
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was used as an estimate of the peak time, a + d was used as an estimate of 

peak rate, and parameter b was used as an estimate of the precision of timing, 

i.e., peak spread. Statistical analysis was conducted in computer software – 

STATISTICA (Tulsa, OK) by using repeated measures (ANOVA) or T-test for 

dependent samples. 

4.2 Results 

Baseline Performance Before Microstimulation 

The baseline performance obtained from the last post-surgery retraining 

session is shown in Figure 31. As can be seen, rats’ timing functions clearly 

demonstrated that they can center their response curves around the criterion 

times (12 and 36 s) in a single session. 

 

 
Figure 31: Baseline PI performance for the 12-s and  36-s functions following post-surgery 
recovery and right before microstimulation. (A) rep resents the response rate functions, 
while (B) represents the normalized functions. 
 
 



 

78 

 

Effects of Microstimulation in the Dorsal Striatum  

Stimulations with three different frequency ranges (10, 40, and 200 Hz) 

were delivered into the dorsal striatum in separate sessions. Because the 

obtained number of stimulated probe trials was small during high-frequency 

stimulation (40 and 200 Hz), the data from the 2 sessions were pooled together 

for statistical analysis and plotting functions. The response rate functions under 

the two stimulation conditions (10 Hz and 40 + 200 Hz) are shown in Figure 32. 

As can be seen, low-frequency stimulation (10 Hz) had no effects in changing the 

PI-12s and PI-36-s functions (Figure 32A and 32B), while high-frequency 

stimulation (combined 40 and 200 Hz) “disrupted” the timing functions in a 

systematic manner (Figure 32C and 32D). In the 12-s probe trials (Figure 32C), 

high-frequency stimulation shifted the 12-s function to the right compared to the 

function obtained in the baseline probe trials. The same shift (although smaller) 

was also observed in the 36-s probe trials (Figure 32D). 

In order to determine what caused the rightward shift in Figure 32C and 

32D, peak time, peak rate, and peak spread were determined by using a curve-

fitting algorithm (the LMA as described before). The behavioral results are 

summarized in Table 8 and 9. 
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Figure 32: Effects of microstimulation in the DS. ( A) represents the PI-12s functions (A) 
and (B) represents the PI-36s functions from the ba seline probe trials (black function) and 
the probe trials with microstimulation (red functio n) at 10 Hz. (C) and (D) represent the PI-
12s and PI-36s functions from high-frequency stimul ation sessions. * P < 0.001 in (C) and 
indicates a significant change in peak time that co nfirmed a rightward shift of the function 
with stimulation. The shaded area indicates the per iod of microstimulation.  
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Table 8: Peak time, peak rate, and peak spread obta ined by using the LMA 
to fit the response rate functions in the 12-s prob e trials with and without 
stimulation in the DS.  

PI-12s Peak Time 
(s) 

Peak Rate 
(resp/min) 

Peak Spread 
(s) 

10Hz Baseline 13.73 ± 1.31 63.03 ±   9.96 5.62 ± 2.03 
10Hz Stimulation 12.51 ± 0.54 64.93 ± 10.11 6.74 ± 0.79 
40+200 Hz Baseline 16.89 ± 3.25 58.72 ± 13.26 7.20 ± 1.47 
40+200 Hz Stimulation 21.20 ± 3.91 45.79 ±   9.49 9.07 ± 0.99 

Numbers = mean (± SEM) 
 
 
Table 9: Peak time, peak rate, and peak spread obta ined by using the LMA 
to fit the response rate functions in the 36-s prob e trials with and without 
stimulation in the DS.  

PI-36s Peak Time 
(s) 

Peak Rate 
(resp/min) 

Peak Spread 
(s) 

10Hz Baseline 35.89 ± 5.41 43.14 ± 13.82 18.45 ± 6.85 
10Hz Stimulation 34.31 ± 4.05 36.14 ±   7.30   9.33 ± 3.42 
40+200 Hz Baseline 29.82 ± 3.66 34.38 ±   6.76 17.68 ± 6.32 
40+200 Hz Stimulation 40.75 ± 5.48 30.45 ±   6.99 12.16 ± 4.02 

Numbers = mean (± SEM) 
 

Statistical analyses were conducted on the measure of peak time in the 

high-frequency stimulation condition. One of the rats was excluded for all the 

statistical analyses because it displayed flat response functions during the entire 

session (i.e., no temporal control of responding). T-test for dependent samples 

on the comparison of peak time between baseline probe trials and the probe 

trials with stimulation (40+200 Hz) showed that there was a significant rightward 

shift on the PI-12s function (from 14 s to 24.9 s, t.05 (4-1) = - 3.309, p < 0.05). On 

the PI-36s function, a trend of rightward shift (from 26.9 s to 42.3 s) was 

observed (t.05 (4-1) = - 2.72, p = 0.07). In summary, the statistical results confirmed 

that there was a rightward shift on the PI-12s function because the peak time 

following stimulation was at 24.9 s, a value that suggests a rest response pattern 
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occurred during stimulation. Following the offset of the stimulation, the rats began 

timing the signal from the beginning again as if they were timing a new 12-s trial. 

On the PI-36s functions, however, the result was not strong enough to support a 

“reset” or “stop” response pattern. A “reset” response pattern predicts that the 

peak time should be at 72 s, while a stop response pattern predicts that the peak 

time should be at 54 s. Hence, a peak time at 42.3 s in Figure 32D only suggests 

a trend (p = 0.07) of a partial stop response pattern. On the other hand, low-

frequency stimulation did not cause any effects on the timing functions, 

suggesting that the rats continued to respond during the stimulation. In 

conclusion, the data support a frequency-dependent “run,” ”stop,” or “reset” 

response patterns during the microstimulation in the DS. 

Examples of “stop” and “reset” response patterns from an individual rat 

are highlighted in Figure 33. In Figure 33A, the predicted function derived by 

curve fitting indicates a peak time at 16.3 s for the unstimulated response data as 

well as a peak time at 24.3 s for the stimulated response data. Given that the 

peak time is at 24.3 s, we can infer that this rat reset its response pattern, but 

resumed responding following the stimulation as if a new 12-s trial began. In 

Figure 33B, the predicted function derived by curve fitting indicates a peak time 

at 33.6 s for the unstimulated response data as well as a peak time at 48.9 s for 

the stimulated. Given that the peak time is at 48.9 s, a 12.9 s difference from the   

36-s criterion time, we can infer that this rat stopped responding during the 

stimulation, but was able to continue responding near the end of stimulation, thus 

showing a peak time at 48.9 s.  
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Figure 33: Effects of high-frequency stimulation in  the DS on the 12-s functions (A) and   
36-s functions (B) from an individual rat. The dots  represent the obtained response data 
from the unstimulated probe trials (black) and the stimulated probe trials (red dots). The 
smooth lines derived from curve fitting represent t he predicted response data from the 
unstimulated probe trials (the thick black line) an d stimulated probe trials (the thick red 
line). The shaded area indicates the period of micr ostimulation.  
 
 
Effects of Microstimulation in the Sensorimotor Cor tex 

Stimulations with three different frequency ranges (10, 40, and 100 Hz) 

were delivered into the Cx in separate sessions. The highest frequency range 

was reduced from 200 Hz in the DS to 100 Hz in the Cx because our pilot data 

suggest that the cortical areas are more sensitive to electrical stimulation, i.e., a 

tissue damage might be induced by trains of stimulation at 200 Hz. Also, the data 

from the two high-frequency stimulation sessions were combined together for 

statistical analysis and plotting functions. The response rate functions under the 

two stimulation frequencies (10 Hz and 40 + 100 Hz) are shown in Figure 34.  
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Figure 34: Effects of microstimulation in the Cx. ( A) represents the PI-12s functions and (B) 
represents the PI-36s functions from baseline probe  trials (black function) and the probe 
trials with microstimulation (red function) at 10 H z. (C) and (D) represent the PI-12s and PI-
36s functions from high-frequency stimulation sessi ons. * P < 0.001 in (D) and indicates a 
significant change in peak time that confirmed a ri ghtward shift of the function with 
stimulation. The shaded area indicates the period o f microstimulation.  

 

As can be seen in Figure 34, low-frequency stimulation had no clear 

behavioral effects (Figure 34A and 34B), while high-frequency stimulation 

(40+100 Hz) disrupted the timing functions (Figure 34C and 34D) in a systematic 
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way. In order to determine what caused the rightward shift of the functions in 

Figure 34C and 34D, peak time, peak rate, and peak spread were determined by 

using a curve-fitting algorithm (the LMA as described before). The behavioral 

results are summarized in Table 10 and 11 

Table 10: Peak time, peak rate, and peak spread obt ained by using the LMA 
to fit the response rate functions in the 12-s prob e trials with and without 
stimulation in the Cx.  

PI-12s Peak Time 
(s) 

Peak Rate 
(resp/min) 

Peak Spread 
(s) 

10Hz Baseline 12.25 ± 1.53 69.46 ±15.11 5.44 ± 0.76 
10Hz Stimulation 12.81 ± 0.87 64.42 ±14.61 5.07 ± 0.83 
40+200 Hz Baseline 11.90 ± 1.28 70.58 ±12.78 7.01 ± 2.06 
40+200 Hz Stimulation   9.46 ± 3.49  52.15 ±  8.68 6.52 ± 1.64 

Numbers = mean (± SEM) 
 
Table 11: Peak time, peak rate, and peak spread obt ained by using the LMA 
to fit the response rate functions in the 36-s prob e trials with and without 
stimulation in the Cx.  

PI-36s Peak Time 
(s) 

Peak Rate 
(resp/min) 

Peak Spread 
(s) 

10Hz Baseline 39.05 ± 4.10 27.72 ± 8.76 19.62 ± 6.39 
10Hz Stimulation 28.43 ± 7.67 20.91 ± 2.48 20.71 ± 7.53 
40+200 Hz Baseline 32.31 ± 1.03 32.34 ± 3.89 19.68 ± 3.16 
40+200 Hz Stimulation 47.46 ± 4.99 26.05 ± 3.37 12.53 ± 2.59 

 Numbers = mean (± SEM) 
 

 When examining the data on peak time, statistical analysis confirmed that 

there is a significant rightward shift on the PI-36s function (from 32.3 s to 47.5 s, 

t.05 (6-1) = - 3.333, p < 0.05) in high-frequency stimulation, while no significant 

effect was observed on the PI-12s functions (p > 0.5), due to a general disruption 

of the timing functions in most of the rats. In the PI-36s functions, a peak time at 

47.5 s following stimulation suggests that the rats showed a partial “stop” 

response pattern during microstimulation.  
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Response Rate Decrease during Microstimulation 

As can be seen from the PI-12s and PI-36s functions during high-

frequency stimulation (Figure 32C, 32D, and Figure 34C, 34D), the response rate 

decreased during microstimulation. Results of this response rate decrease are 

depicted in Figure 35. Statistical analysis confirmed that there was a significant 

decrease in response rate during the 6-s period of stimulation in the 12-s probe 

trials compared to the same 6-s period without stimulation in the DS (t.05 (4-1) =      

- 3.468, p < 0.05). In the Cx, the significant effect was observed in the PI-36s 

trials (t.05 (6-1) = - 4.365, p < 0.01). Together, during the time of microstimulation, 

the strongest decrease can be observed if the rats showed a “reset” response 

pattern (e.g., Figure 32C) or a partial “stop” response pattern (e.g., in Figure 

34D). 

 

Figure 35: Mean (± SEM) response rate obtained duri ng the 6-s period in the 12-s probe 
trials and during the 18-s period in the 36-s probe  trials with (40+200 Hz S) or without 
(40+200 Hz B) high-frequency microstimulation in th e DS (A) or in the Cx (B).  
 

* 

* 
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4.3 Discussion 

In the current experiment, a frequency-dependent rightward shift of the 

timing functions was observed when trains of stimulation at 40 µA were delivered 

into the DS and the Cx. The stimulation was delivered only in half  of the probe 

trials in the same testing session such that we can compare the behavioral 

effects of stimulation in half of the probe trials with another half of probe trials 

with no stimulation. Therefore, the current paradigm provides a useful tool to 

investigate how electrical microstimulation in the brain can change timing and 

time perception in a much better spatiotemporal resolution (i.e., on a trial by trial 

basis) compared to any pharmacological tools (systemic or microinjection). The 

remaining issue is where to stimulate, what the proper stimulation parameters 

are, and what behavioral changes we expect to see. 

We previously outlined 6 possible scenarios of the effects of 

microstimulation on timing and time perception in that the microstimulation could 

1) speed up the internal clock, 2) slow down the internal clock, 3) stop timing 

during microstimulation, 4) reset the internal clock, 5) create an artificial peak 

time at the point of stimulation, or 6) disrupt the scalar property. Any change of 

clock speed (faster or slower) should induce a proportional shift in the response 

functions, but this is not what we observed in the current data. The 

microstimulation that we used in the current experiment did not induce an 

artificial peak time right at the stimulation. Consequently, what we observed in 

the current study might be a combination of clock “reset” and “stop,” thus 

violating the scalar property. If the rats reset their response pattern during 
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microstimulation, their response rate should begin from zero again after the 

stimulation stops as if this is the beginning of a new trial. An example of this 

“reset” response pattern is shown in Figure 33. As can be seen in the fitted 

functions in Figure 33, this rat clearly showed a “reset” response pattern during 

microstimulation in the 12-s probe trials. Once the microstimulation stopped at 

the 12th second, this rat resumed timing again as if a new trial just began after 

the microstimulation. Hence, this rat was generating a separate 12-s function 

after the microstimulation was turned off, producing a peak time at 24.3 s (Figure 

33A). The data from the 36-s functions appeared to be the result of a partial 

“stop” response pattern, such that the peak time was at 48.9 s (Figure 33B). In 

conclusion, our data support the scenario that microstimulation in cortico-striatal 

circuits could induce a “reset” or a “stop” response pattern. There was a trend to 

suggest that microstimulation of the DS induced a “reset” response pattern in the 

PI-12s functions (Figure 32C), while microstimulation of the Cx induced a “stop” 

response pattern in the PI-36s functions (Figure 34D). 
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5. Final Discussion 

5.1 Comparisons of Striatal Neural Response Pattern s in the Peak-Interval 
and Temporal Bisection Procedures 
 

Data from the first two experiments clearly demonstrated that neurons in 

the DS and the Cx were actively involved in temporal and reward processing in 

the two timing tasks that were used in the current study. Specifically, neurons 

with high Na+ and K+ peak amplitude (Cluster A, Figure 10) and neurons with 

intermediate levels of Na+ and K+ peak amplitude (Cluster B, Figure 11) were 

more correlated with the temporal aspects of the two timing tasks (PI and 

temporal bisection). These two clusters of neurons constituted about 24.2% of 

the total observed neurons in the DS and 23.1% of the neurons in the Cx. On the 

other hand, neurons with intermediate levels of Na+ and K+ peak amplitude 

(Cluster C, Figure 12) were the largest group of neurons (up to 50%) in both 

brain areas and correlated with both temporal and reward dimensions in the two 

timing tasks. Cluster D (Figure 13) contained the neurons with the lowest Na+ 

and K+ peak amplitude and were mostly observed in the Cx. These neurons 

shared similar response profiles with the neurons in Cluster C. Finally, an 

additional Cluster E was observed in the DS (Figure 21) with the most frequent 

occurrence during early stage of training in a temporal bisection procedure 

(Figure 23). 

 Determining which neuronal subtype each of these 5 clusters of units 

belongs to is the primary goal of our study in order correlate each subtype of 

neuron to different aspects of timing and time perception. The same research 

strategy has been applied to the investigation of functional circuits in the 
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hippocampus (Jinno et al., 2007; Klausberger et al., 2003) and in the cortex (Fee 

et al., 1996) regarding spatial learning and information processing in cortico-

hippocampal circuits. A recent study has reported that there are 12 distinct cell 

types of interneurons in the hippocampus (Klausberger, 2009) that might respond 

differently in different brain states. Although the goal of the current study is not 

per se to look for 12 distinct interneuron subtypes in the DS, we can still compare 

the 5 clusters of observed neurons with the major subtypes of striatal neurons 

(MSNs and interneurons) that other researchers have identified (e.g., Kreitzer, 

2009). By utilizing the idea of different levels of synchronous firing with striatal 

HVS by different striatal cell subtypes, we found that neurons in Cluster C 

showed the highest degree of synchronous firing with striatal HVS, suggesting 

that these neurons are more likely to be the FSIs. GABA-releasing FSIs make 

synaptic contacts with a large number of MSNs, the major output neurons in the 

striatum. It is estimated that a single FSI connects to 135 – 541 MSNs, thus 

making an inhibitory FSI-MSN local circuits (Koos & Tepper, 1999). More 

importantly, striatal FSIs are mostly expressed in the dorsolateral region (Kita et 

al., 1990) and they shares similar electrophysiological properties with the FSIs in 

the hippocampus and in the cortex (Kawaguchi, 1993). This explains our findings 

that the percentage of the neurons observed in Cluster C was similar in both the 

DS (56.6%) and the Cx (48.1%). In addition to sharing similar 

electrophysiological properties in the two brain regions (Kawaguchi, 1993), we 

also observed that these FSIs share similar firing patterns to both temporal and 

reward dimensions in the two timing tasks. 
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Cluster E contains neurons that are most likely to be TANs in the striatum 

because of their signature baseline firing rate (2-10 spikes/s) and its transient 

depression in firing rate to stimuli with motivational value (Figure 28). In 

Experiment 2, we observed that the number of neurons in Cluster E decreased 

as a function of training in a temporal bisection procedure. This negative 

correlation (decrease in number with increased training) suggests that neurons in 

Cluster E were more involved in acquiring a behavioral task, especially during the 

early stage of training. This is consistent with recent findings that striatal TANs 

contribute to the processing of positive and negative reward in reinforcement 

learning (Apicella et al., 2009; Joshua et al., 2008). In the striatum, TANs form 

synaptic contacts with MSNs (TAN-MSN), but also with FSIs, thus creating TAN-

FSI-MSN local networks (Izzo & Bolam, 1988; Koos & Tepper, 2002). During 

intermediate stage of training, we observed some of the neurons in Cluster E 

became related to timing. These neurons may become involved by exerting their 

influence on downstream MSNs directly (TAN-MSN), or through their 

connections with FSIs (TAN-FSI-MAN). 

Together, our findings suggest that neurons (at least some neurons) in 

Cluster C are striatal FSIs because of their synchronous firing with striatal HVS 

(Burke et al., 2004) and the neurons in Cluster E are striatal TANs because of 

their transient decrease in firing to stimuli with motivational value (Apicella et al., 

2009). The remaining question is what neuronal subtypes that the neurons in 

Cluster A, B, and D belong to. The neurons in Cluster D were mostly observed in 

the Cx (12.2%), but not in the DS (1.2%). Hence, we infer that the neurons in 
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Cluster D are more likely to be cortical pyramidal cells or interneurons. 

Consequently, the remaining two clusters (A and B) are more likely to be striatal 

projection neurons (i.e., MSNs) or other types of striatal interneurons (e.g., LTS 

interneurons). Neurons in Cluster A and B showed firing patterns that were more 

correlated with the temporal dimensions of the two timing tasks. In Experiment 1, 

we observed more neurons in Cluster B in the DS (14.9%) than in the Cx (3.6%). 

Because the number of neurons in Cluster B was also high in Experiment 2 

(19.4% in the final 7-signal training session) in the DS, we can infer that neurons 

in Cluster B should be the type of neurons that is unique in the DS, such as the 

projection neurons in the striatum (MSNs). Therefore, the remaining Cluster A 

should contain the neurons that are more likely to be a type of interneurons (e.g., 

LTS) that co-exists in the DS and the Cx given that these neurons can be 

frequently observed in both regions (around 10% or higher). On the other hand, 

researchers who investigated the spike waveforms of projection neurons in other 

brain regions have reached the consensus that projection neurons tend to 

display strong spike waveforms, such as high Na+ and K+ peak amplitude 

(Constantinidis & Goldman-Rakic, 2002; Likhtik et al., 2006; Viskontas et al., 

2007; Wiltschko et al., 2010). In this case, neurons in Cluster A should be the 

major projection neurons in the DS (i.e., MSNs) and in the Cx (i.e., cortical 

pyramidal cells), while neurons in Cluster B should be local interneurons in the 

DS. Comparisons of all the clusters and their functional correlates are listed in 

Table 12. 
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     Table 12: Electrophysiological and functional corre lates of all neuron clusters. 
 Cluster A Cluster B Cluster C Cluster D Cluster E 

Percentage observed in 
the DS in Experiment 1 

9.3% 14.9% 56.6% 1.2% 1.8% 

Percentage observed in 
the Cx in Experiment 1 

19.5% 3.6% 48.1% 12.2% 1.7% 

Percentage observed in 
the DS in Experiment 2 in 
the first 2-signal training  

20.5% 16.1% 20.5% 0.9% 17.9% 

Percentage observed in 
the DS in Experiment 2 in 
the 7-signal training  

21.4% 19.4% 34.0% 3.9% 7.8% 

Na+ peak amplitude High Intermediate Intermediate Low High 

K+ peak amplitude High Low Low Low/None High 

Capacitive peak amplitude Low Low Low Low/None High 

Levels of synchrony with 
HVS in Experiment 1 

Low Low High Low N/A 

Correlates with temporal 
processing 

High High High High N/A 

Correlates with reward 
processing 

Low Low High High N/A 

Putative cell subtypes in 
the DS 

MSNs LTS 
interneurons 

FSIs cortical neurons TANs 

Abbreviation: Cx (sensorimotor cortex), DS (dorsal striatum), FSIs (fast-spike interneurons), HVS (high-voltage 
spindles), LTS (low-threshold spiking), MSN (medium-spiny neurons), and TAN (tonically-active neurons).
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5.2 Differential Response Patterns by Cortico-Stria tal Microstimulation  

Previous studies have observed that microstimulating the visual area MT 

biased the perceptual judgements of motion direction (Murasugi et al., 1993). 

When electrical microstimulation was delivered into the somatosensory cortex, 

monkeys were able to discriminate the real somatosensation and the different 

patterns of electrical microstimulation in the somatosensory cortex (Fitzsimmons 

et al., 2007). Here, electrical microstimulation is used to probe the functions of 

cortico-striatal circuits and determine if the stimulation can alter the ongoing 

temporal processing in a real-time manner. The data suggest that indeed the 

temporal processing can be altered in a systematic way when the electrical 

microstimulation was delivered either into the DS (Figure 32) or the Cx (Figure 

34). 

 What we observed during/following microstimulation was a frequency-

dependent “stop” or “reset” response patterns for rats receiving microstimulation 

in the PI procedure. That is, when the stimulation frequency was low (10 Hz), the 

rats ignored the stimulation and therefore their timing functions were not altered. 

When the stimulation frequency was increased to a higher level (40, 100, and 

200 Hz), the response functions showed that the rats’ ongoing temporal 

processing during the period of microstimulation (6 s in the 12-s probe trials and 

18 s in the 36-s probe trials) was altered or biased. The pattern was that the rats 

seemed to “stop” timing the 12-s or 36-s signals when the stimulation was turned 

on (“pause”) and they resumed timing the signals after the stimulation was turned 

off. This frequency-dependent “stop” or “reset” response patterns are similar to 
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previous studies when using a gap paradigm in the PI procedure (Buhusi et al., 

2002). In that particular study, a gap was introduced (i.e., the signal was turned 

off for a short period of time) in a probe trial such that the rats could either “run” 

(i.e., ignore the gap), “stop” (i.e., stop timing during the gap), and “reset” (i.e., 

stop timing during the gap, but restart as if a new trial has begun when the signal 

resumes). The finding was that when the intensity of the gap was manipulated in 

a systematic way (from low to high intensity), the rats showed “run,” “stop,” or 

“reset” response patterns as a function of the gap’s intensity. Our finding was 

similar in that the frequency of the microstimulation can determine the rats’ 

response patterns. Specifically, high-frequency microstimulation in cortico-striatal 

circuits could induce response patterns (“stop” or “reset”) as if there was a gap 

presented during the stimulated probe trials. In conclusion, our data suggest that 

delivering electrical microstimulation into cortico-striatal circuits can dynamically 

alter temporal processing. 
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5.3 Future Directions 

Our findings further support the importance of cortico-striatal circuits 

subserving interval timing. For example, different subtypes of neurons in the 

circuits all responded to different dimensions (temporal and/or reward) in the two 

timing tasks. A distinct neural subtype (TANs) was also found to be involved in 

the acquisition of a temporal bisection task, a property of TANs that is consistent 

with previous studies by using other behavioral paradigms (Apicella et al., 2009; 

Joshua et al., 2008). To further investigate the exact functions of each neuronal 

subtype in the striatum and their contributions to interval timing, one should adopt 

tools that can provide cell-type specific stimulation or inhibition, such as 

optogenetics for future interval-timing studies. Recently, the development of 

optogenetics (as reviewed by Scanziani and Hausser, 2009) is providing a 

promising tool for dissecting the functional roles of specific cell subtypes within a 

neural circuit (e,g, Gradinaru et al, 2009). Optogenetics is a tool that can 

stimulate or inhibit light-sensitive channels such as channelrhodopsin-2 (ChR2) 

and halorhodopsin (NpHR) that can be expressed in a target cell by using cell-

type specific genetic tools (e.g., Arrenberg et al., 2009; Berdyyeva et al., 2009; 

Numano et al., 2009). As such, using this tool can selectively activate or inhibit 

neuronal subtypes in cortico-striatal circuits to study various timing functions (e.g., 

“stop” or “reset”) or properties (scalar variance or altered clock speed). The 

remaining issue is to decide what subtype(s) of neurons in cortico-striatal circuits 

that should receive this optical stimulation or inhibition. According to our findings, 

neurons in Cluster A (LTS interneurons) and Cluster B (MSNs) are the neurons 
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that preferentially responded to the temporal aspects in the two timing tasks. 

Hence, these two clusters of neurons (MSNs and LTS interneurons) should be 

the first target to investigate by using optogenetics for future interval-timing 

research. A vertebrate animal species, such as zebrafish may provide an ideal 

genetic model to combine optogenetics and behavioral studies within a specified 

neural circuit (e.g., Baier & Scott, 2009; Jesuthasan & Mathuru, 2008). 

Another interesting cell-type to investigate is the ACh-releasing TANs in 

the striatum. In our study, TANs were found to be involved in the acquisition of a 

temporal bisection procedure as the number of observed TANs decreased as a 

function of training. One recent study has found that electrically microstimulating 

the anterior portion of caudate in monkeys could enhance associative learning 

(Williams & Eskandar, 2006). Although electrical microstimulation is not a cell-

type specific stimulation tool, we can infer that the learning-enhancing effect of 

microstimulation may be due to the activation of TANs. If this is the case, one 

should adopt optogenetics to selectively stimulate or inhibit TANs during the 

acquisition of a behavioral task and observe if the acquisition of a timing task is 

enhanced or impaired. Another method to investigate the potential functions of 

TANs is to require the rats to switch to a different response strategy or to learn a 

new response rule after they have become well-trained. Requiring rats to learn a 

new response rule (e.g., reversal of the response mapping) after being well-

trained in a choice task may reactivate the “silent” TANs in cortico-striatal circuits. 

In Experiment 2, introducing 32-s long probe trials and 5 intermediate-duration 

probe trials did not involve learning a new response rule because the 



 

97 

reinforcement contingency was still the same (i.e., 4 s to press the “short” lever 

and 16 s to press the “long” lever). Changing the reinforcement contingency or 

requiring rats to learn new target durations may revive the “silent” TANs in 

cortico-striatal circuits in timing tasks. Finally, it was noticed that the TANs that 

started showing behavioral correlates in Experiment 2 showed lightly modified 

waveforms. Spike waveforms can be changed by modifying various types of 

voltage-dependent ion channels (as reviewed by Bean, 2007). It was recently 

proposed that modifying those channels allows neurons to encode information by 

generating action potentials with a wide range of shapes, frequencies and 

patterns (Bean, 2007). Although determining how these TANs could modify their 

spike waveforms as a function of training is beyond the scope of the current 

study, this is certainly an important issue to investigate in future studies. 

In addition to optogenetics, another plausible approach is to combine 

microstimulation and in vivo recording simultaneously. On example of this 

combined approach is to use the antidromic neural impulses (from axon to cell 

body) as a tool to identify upstream neurons that project to the stimulated area. 

Researchers have used this idea to microstimulate the substantia nigra pars 

reticulata (SNR) and then record from the striatum to identify the SNR-stimulation 

responsive MSNs (Ballion et al., 2008). The SNR-stimulation responsive MSNs 

are presumably the D1-expressed striatonigral MSNs that forms the direct 

pathway to basal ganglia (Kreitzer & Malenka, 2008). The rest SNR-stimulation 

non-responsive cells could be the D2-expressed striatopallidal MSNs or 

interneurons. After distinguishing the two types of MSNs, one can further 



 

98 

determine their functional connections to other brain regions (e.g., cortical 

regions) and investigate the behavioral functions of D1-MSNs and D2-MSNs 

(Ballion et al., 2009) in the striatum. As such, this combined approach will be 

useful to investigate the functions of each MSN subtypes (D1 vs. D2) for future 

interval-timing research. 
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