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Abstract

Transcription initiation is a key component in the regulation of gene expression.
Recent high-throughput sequencing techniques have enhanced our understanding of
mammalian transcription by revealing narrow and broad patterns of transcription start
sites (TSSs). Transcription initiation is central to the determination of condition
specificity, as distinct repertoires of transcription factors (TFs) that assist in the
recruitment of the RNA polymerase II to the DNA are present under different
conditions. However, our understanding of the presence and spatiotemporal
architecture of the promoter patterns in the fruit fly remains in its infancy. Nucleosome
organization and transcription initiation have been considered hallmarks of gene
expression, but their cooperative regulation is also not yet understood.

In this work, we applied a hierarchical clustering strategy on available 5
expressed sequence tags (ESTs), and developed an improved paired-end sequencing
strategy to explore the transcription initiation landscape of the D.melanogaster genome.
We distinguished three initiation patterns: “peaked or Narrow Peak TSSs”, “Broad Peak
TSSs”, and “broad TSS cluster groups or Weak Peak TSSs”. The promoters of peaked
TSSs contained the location specific sequence elements, and were bound by TATA

Binding Protein (TBP), while the promoters of broad TSS cluster groups were associated
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with non-location-specific elements, and were bound by the TATA-box related Factor 2
(TRE2).

Available ESTs and a tiling array time series enabled us to show that TSSs had
distinct associations to conditions, and temporal patterns of embryonic activity differed
across the majority of alternative promoters. Peaked promoters had an association to
maternally inherited transcripts, and broad TSS cluster group promoters were more
highly associated to zygotic utilization. The paired-end sequencing strategy identified a
large number of 5 capped transcripts originating from coding exons that were unlikely
the result of alternative TSSs, but rather the product of post-transcriptional
modifications.

We applied an innovative search program called FREE to embryo, head, and
testes specific core promoter sequences and identified 123 motifs: 16 novel and 107
supported by other motif sources. Motifs in the embryo specific core promoters were
found at location hotspots from the TSS. A family of oligos was discovered that matched
the Pause Button motif that is associated with RNA pol II stalling.

Lastly, we analyzed nucleosome organization, chromatin structure, and
insulators across the three promoter patterns in the fruit fly and human genomes. The
WP promoters showed higher associations with H2A.Z, DNase Hypersensitivity Sites

(DHS), H3K4 methylations, and Class I insulators CTCF/BEAF32/CP190. Conversely, NP



promoters had higher associations with polll and GAF binding. BP promoters exhibited
a combination of features from both promoter patterns. Our study provides a
comprehensive map of initiation sites and the conditions under which they are utilized
in D. melanogaster. The presence of promoter specific histone replacements, chromatin
modifications, and insulator elements support the existence of two divergent strategies
of transcriptional regulation in higher eukaryotes. Together, these data illustrate the

complex regulatory code of transcription initiation.
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1. The DNA Code For Gene Regulation

1.1 From Sequencing to Regulation

Since its initial discovery by Watson and Crick in 1953, Deoxyribose Nucleic
Acid (DNA) has transformed science and spawned the genome era (Watson and Crick
1953). DNA is composed of four bases: adenine (A), thymine (T), guanine (G), and
cytosine (C) that are joined together millions of times in a double helix. While the
occurrence of these four bases can be random, in many regions, the sequence is
organized in a precise way to give the cell directions on how to function and interact
with its environment. The challenge of the genome era has been to distinguish
meaningful sections of the genome from those that provide less information to the cell,
and to decipher the relationship between the cryptic DNA code and the biochemical
functions that it regulates.

In the 1860s, Gregor Mendel studied the phenotypic traits of pea plants and
conceived of the notion of a basic unit of inherited information, which was later termed
a ‘gene’ by Wilhelm Johannsen (Churchill 1974). In the 20t century, the term ‘gene’ came
to be used to characterize stretches of DNA holding the cells information, and a
‘genome’ was used to note all of the genes within one organism. Through the study of
genes, or genomics, it was found that DNA is fundamental to all six kingdoms of life

(eubacteria, archaebacteria, protista, fungi, plantae, and animalia). Due to the complexity



of the DNA, and the lack of methods to analyze the sequence of a genome in a high
throughput manner, genes were initially studied individually. With the advancement of
a range of technologies in the late 20% century, entire genomes of small eukaryotes were
sequenced for the first time (The yeast genome directory 1997). Sequencing efforts
escalated with public and private efforts in competition to finish the human genome,
which was annotated in 2001 (Lander et al. 2001).

With access to the DNA code of an entire organism, researchers believed they
would be able to understand the relationship between genes, their expression, and their
functional consequences within the cell. However, this proved to be much more
challenging than initially thought because DNA is not processed into an expressed
protein directly. Instead, DNA is processed into an intermediate form known as
RiboNucleic Acid (RNA), which is then translated into a protein that is expressed in the
cell. RNA is single stranded and is composed of adenine (A), cytosine (C), guanine (G),
and Uracil (U). One region of DNA can produce multiple isoforms of a mature RNA
(mRNA) can be generated from the same gene, each having a slightly different sequence.
This indirect coupling between gene and protein was further complicated by the
discovery of additional regulatory elements, including microRNAs, that alter the levels
of mRNA abundance, and repertoires of mRNA composition over time and in different

tissues (Bartel 2004). Thus, the sequencing of DNA did not solve the gene-expression-



function problem, but rather, it introduced a plethora of additional challenges to be

addressed.

1.2 Drosophila melanogaster
1.2.1 An Ideal Model Organism

Advancements in genetics have been made primarily possible through the use of
model organisms, or living models used to understand genomic phenomenon. While all
living things contain DNA, and therefore can be used as model organisms, certain
species have properties that make them more opportune than others. For instance,
organisms with a short life span enable scientists to study the passing of genes from one
generation to the next in a timely fashion. A smaller genome enables scientists to more
easily isolate features with experimental techniques, such as mutagenesis, or changing
the DNA. With a 10-day life span and a compact genome, the common fruit fly
Drosophila melanogaster has both of these attributes. In addition, it has a high fecundity,
laying up to 100 eggs per day, and males and females can be easily distinguished by
their morphological segmentation (Sang 2001). D.melanogaster is small, and easy to grow
in the lab, making it cost efficient and an ideal organism for scientists.

D.melanogaster has been successfully used to advance genetics since the late 1800s

when Charles Woodworth initially suggested the fruit fly as a model organism (Nobel



lectures physiology or medicine 1922-1941 1965). The fruit fly is most widely recognized
for its extensive use in the early 1900s in demonstrating how genes are organized into
chromosomes (Nobel lectures physiology or medicine 1922-1941 1965). More recently,
the fruit fly’s remarkably similar physiology has been used to further genetic
advancements in higher eukaryotes. Fruit flies possess body parts, such as eyes, and
legs, and also an immune and nervous system. Studies on behavior showed that
Drosophila responded to external stimuli in a corresponding fashion to humans. When
Drosophila were exposed to high levels of alcohol, the ability of their motor functions
decreased until they passed out, resembling signs of human intoxication (Morozova,
Anholt, and Mackay 2006). During their intoxication, expression changes were
measured for 582 genes, giving scientists clues into the genetic basis of alcohol
impairment. Biochemical responses observed in Drosophila have also been used to gain
insight into genetic diseases. For instance, mutations, or changes, to the Drosophila
troponin I gene, and transgenic fruit fly strains containing a mutant form of human delta-
sarcoglycan deltasg(S151A) were shown to have modified cardiac chambers with
impaired heart functioning. This has enabled the use of Drosophila to study human

cardiomyopathy (Wolf et al. 2006).



1.2.2 Embryonic Development

Perhaps, the most beneficial use of Drosophila has been to gain insight into the
development of an organism from an egg to an adult. Upon fertilization of a Drosophila
egg by a sperm, an embryo is created that undergoes morphological changes marked by
developmental stages during the first 24 hours. The embryo hatches into a series of
three larval stages that are separated by molts during which morphological changes
continue. After five days, the third instar larva undergoes pupation and remains a pupa
until metamorphosis four days later. After nine days, the fly emerges as an adult,
equipped with a head, mouth, eyes, antennae, three thoracic segments, and eight or nine
abdominal segments. The segments are uniquely identifiable, but share a similar plan
for pairs of legs, wings, and small knob-shaped structures that provide balance during
flight, called halteres (The development of drosophila melanogaster 1993).

The organization of body segments is established early during embryogenesis.
Like other insects, but unlike mammals, immediately after fertilization, a series of
nuclear divisions occur without cellular divisions. The nuclei migrate to the outside of
the embryo where the cell boundaries begin to form, while the precursors to eggs or
sperm called pole cells, migrate to the posterior of the egg. At this stage, the embryo is
called a cellular blastoderm. Before it reaches this phase, the embryo relies on maternal

effects: mRNA and proteins that were in the cell before fertilization or deposited from



germline nurse cells. Once it has reached the cellular blastoderm stage, the embryo
initiates its own machinery to provide the nutrients needed during development in the
maternal to zygotic transition (Benoit et al. 2009). Scientists have been able to capture the
existence of cascades of expression profiles for transcription factors and
developmentally regulated genes before and after the cellular blastoderm phase. Using
in situ hybridization, the Berkeley Drosophila Genome Project (BDGP) has created a large
database of over 75,000 images of dynamic gene expression profiles at different stages
during Drosophila embryogenesis (see Figure 1) (Tomancak et al. 2002). These images
have given great insight into the spatial patterning of gene expression and their dynamic
transformations over time. While the genetics of human development differs from
Drosophila melanogaster, the fruit fly has provided a wealth of information about common

genomic principles that are shared across both organisms.
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Figure 1: Collection of In situ Images

Each image depicts the spatial expression of a gene during a stage of
embryogenesis (Tomancak et al. 2002).

1.2.3 Availability of 12 Genomes

Drosophila continues to remain an important model organism for the future of
genetics. In 2007, a consortium completed the sequencing of 12 Drosophila genomes (see
Figure 2) (Clark et al. 2007). This has enabled researchers to analyze the evolution of
genes across species over time. By identifying gene duplications, losses, and gains,
scientists are able to derive information about the functions of genes and their

importance for the survival of the species. Concurrent efforts are underway to capture



the repertoires of RNA, and other regulatory factors in the 12 Drosophila species
(modENCODE 2010). With this information, even more precise findings can be made
into the complex evolutionary processes that produce RNA and regulate the expression
of genes. The 12 Drosophila genomes distinguish the fly from other model organisms in
being the largest phylogeny of available genomic data for any one genus to date. Much
like the transition from sequencing to regulation, the work on Drosophila melanogaster in
this thesis provides a foundation for future explorations in the 11 sister Drosophila

species.
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Figure 2: Phylogeny of 12 Sequenced Drosophila Genomes
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The 12 fly genomes are organized into a phylogeny based on the similarity of
their DNA sequence. The divergence time denotes the millions of years ago from
the present time during which unique phenotypic features and genotypic
sequence evolved for a species. Species with less DNA shared across genomes
are more distantly related to each other than those that diverged recently and
have a high similarity of sequence (Camos and Badia 2006). Subgroups and
groups denote the common ancestors of Drosophila species.

1.3 Genetics of Transcription
1.3.1 DNA is Tightly Compacted Within a Cell

Transcription is an essential regulatory process in the expression of genes and
the proper development and fundamental maintenance of an organism. Before we can
understand the genetic components of gene expression, we must first address the
structure of the DNA, and the alterations needed to make the DNA ready for
transcription, replication, and other processes. The Drosophila melanogaster genome
consists of ~137 million base pairs (bp), and the human genome contains ~3.2 billion bp.
As both the fruit fly and human are diploid organisms, there are ~274 million bp of DNA
in each fruit fly cell and ~6.4 billion bp in each human cell. Each bp of DNA is .34
nanometer (1 billionth of a meter), resulting in (.34 X 10°) X (.274 X 10°) =.09 meters of
DNA in each fruit fly cell, and (.34 X 10°) X (6.4 X 10°) = 2.2 meters of DNA in each
human cell. As there are ~50 trillion cells in the human body, this total ~100 trillion
meters of DNA per human. The distance from the Earth to the sun is 150 billion meters,

which means each of us has enough DNA to go from here to the sun more than 300
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times (Annunziato 2008)! With dimensions of this size, the DNA must undergo various

levels of condensation to fit within the small space of each cell’s nucleus (see Figure 3).
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Figure 3: Compact Chromatin Structure

DNA (red) is wrapped around histones (yellow) and must undergo various
levels of condensation before it can be properly packed into the nucleus of a cell.
The same packing strategies are conserved across species, in spite of differences
in the DNA sequence (Alberts et al. 2002).

10



The DNA begins as a double stranded helix that is wound around an octomer of
four core histones (H2A, H2B, H3, H4) to form a nucleosome. The 146bp of DNA in one
nucleosome is locked in place by a linker histone (H1), and the assembly of multiple
nucleosomes across the DNA resembles beads on a string. The nucleosomes are
packaged into 30nm chromatin fibers that are condensed into loop domains. A tertiary
structure of loop domains provide further condensation for the DNA, as protein
scaffolds establish the final shape of a chromosome. Because humans and Drosophila are
both diploid organisms, one set of chromosomes is inherited from the mother, while
another is inherited from the father. In humans, there are 22 pairs of autosomes and one
pair of sex chromosomes, while Drosophila consists of three pairs of autosomes (2,3,4),
and one pair of sex chromosomes (X/Y). Chromosomes 4 and Y are small in size and

contain very few genes (Celniker et al. 2002).

1.3.2 Epigenetic Modifications Increase DNA Accessibility

The compact organization of the DNA limits its accessibility to the binding of the
transcriptional machinery. As a result, epigenetic modifications to the histones,
chromatin, and nucleosomes are required by activator proteins and other regulatory
complexes to open up the DNA. N-terminal tails extend from each of the four core

histones (H2A, H2B, H3, H4) within a nucleosome and can be modified. Changes in the
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histones alter the stability of the secondary structure of the chromatin and the 30nm
fiber. In general, the methylation of lysines, acetylation of lysines, and phosphorlyation
of serines on the histone tails signify the destabilization of the chromatin, while the
ubiquitination of lysines restablizes the chromatin. Enzymes, such as the Histone Acetyl
Transferases (HAT), and the Histone DeAcetyl Transferases (HDAT), perform these
modifications. As more than one modification may occur on each N-terminal tail, the
assortment of possible combinations of methylations, acetylations, phosphorlyations,
and ubiquitinations create the histone code (Jenuwein and Allis 2001).

Modifications can also be made to the loops of DNA surrounding the histones to
produce the effect of chromatin destabilization. The ISW2 and SWI/SNF modifying
complexes in yeast destabilize the interactions between the histones and DNA through
an ATP dependent manner (Zofall et al. 2006). ISW2 and SWI/SNF cause the DNA to
disassociate from the histone’s edge, and form a displaced bulging loop 9-11bp and 50bp
increments, respectively. The loops are moved along the surface of the histone in a
wave-like manner, and DNA rebinds to the histone on the opposing side of the wave,
resulting in no alterations to the total number of histone-DNA contacts (Zofall et al.
2006).

Nucleosome remodeling is the last type of modification that can destabilize the

chromatin and open it up for transcription. The Nucleosome Remodeling Factor
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(NUREF) functions by sliding the entire spherical nucleosome package along the DNA in
10bp increments (Schwanbeck, Xiao, and Wu 2004). NURF uses an ISWI ATPase pump
to catalyze this reaction, and has been shown to regulate genes involved in Drosophila
innate immunity (Kwon et al. 2008). NURF synergistically facilitates transcription with
the modifications of histones (Mizuguchi et al. 2001), and variants of NURF components
have been shown to contain histone binding specificities (Kwon et al. 2009).

Once the chromatin is destabilized and open stretches of DNA are made
available, regulatory complexes and activating proteins bind to the DNA and interact
with each other to further modify the chromatin structure (see Figure 4). Regulatory
complexes can bind directly upstream of a gene, or be located several kilobases (kb)
away. They can have either a high specificity and bind to a region of DNA upstream of a
single gene, or a low specificity and bind at various locations throughout the genome.
Once the regulatory complexes are in place, the activating proteins provide the final

epigenetic modifications necessary for transcription.
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Figure 4: Chromatin Primed for Transcription
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A 30nm chromatin fiber is ready for transcription after regions of the chromatin
(red) have been destabilized around the octomer of histones (yellow). Activator
and regulatory proteins (green, blue, navy) bind to the open stretches of DNA,
making the final epigenetic modifications and priming the DNA for transcription
(Alberts et al. 2002).

1.3.3 Initiation

After epigenetic modifications have made the DNA accessible, transcription
factors (TFs) are recruited to bind to short motifs in the DNA (see Figure 5). A gene can
contain multiple binding sites upstream in the promoter, or downstream of the most 3’
end, and even within it. Factors that affect the transcription of the gene and are encoded
at it’s locus are called cis-regulatory elements, while those encoded at a different locus,
such as transcription factors, are called trans-factors (Latchman 2005).

One model of transcription initiation involves the well-studied general
transcription factor TFIID, which consists of the TATA-box Binding Protein (TBP) and
10-14 TBP-Associated Factors (TAFs) that bind approximately 30bp upstream of the 5’
end of the gene to the TATA box, and to other sequence motifs in the core promoter
(Latchman 2005). This enables the binding of the general transcription factors TFIIB,
TFIIA, TFIIF, TFIIE, and TFIIH that help recruit a complex consisting of the RNA
polymerase II, the mediator, and over 100 proteins, called the RNA polymerase
holoenzyme, to the site of transcription initiation in the DNA (see Figure 5) (Latchman

2005). In Drosophila melanogaster, the exact site of transcription initiation is marked by the
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Initiator (INR) sequence motif (Lo and Smale 1996). Although the RNA polymerase II
enzyme does not have a direct affinity for the DNA, with the guidance of the general
TFs, it is responsible for transcription of the majority of eukaryotic genes (protein-coding
genes and many regulatory RNAs). Together, these proteins assemble into the pre-

initiation complex (PIC) (Smale and Kadonaga 2003).
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Figure 5: Transcription Initiation

Regulatory protein complexes and transcription factors bind to DNA regulatory
sequence elements and recruit the RNA polymerase II to the DNA (Alberts et al.
2002).

1.3.4 Elongation and Termination

Upon the phosphorlyation of its C-terminal domain tail, the RNA pol II
holoenzyme complex is released from the grip of the cis-regulatory factors, and
transcriptional elongation begins. Transcription proceeds for approximately 20-30 bases

and pauses until the C-terminal domain is phosphorlyated for a second time (Latchman
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2005). As transcription continues, the RNA pol II complex reads each base of DNA. A
temporary DNA-RNA hybrid is formed during complementary base pairing that is
quickly separated, to restore the double DNA helix, and the single strand of the newly
synthesized RNA molecule (Latchman 2005). During pairing, the DNA bases A, T,G,C
align with the RNA bases U,A,C,G, respectively. When the entire length of the gene has
been read, the RNA pol II complex terminates transcription by disassociating from the
DNA. Studies have shown that for some genes, after termination, TFIIF remains
associated with TFIIA and TFIID to allow for repeated cycles of transcription (Latchman

2005).

1.3.5 Post Transcriptional Processing

The resulting RNA transcript goes through a series of processing steps before it
is expressed as a protein. Regions of the DNA are selectively included (exons) and
excluded (introns) from the transcript in a process called splicing. Splicing can initiate
simultaneously with elongation and continue throughout transcriptional termination
(Gunderson and Johnson 2009). A 5" cap and 3’ poly(A) tail are added to the transcript to
prevent it from being degraded resulting in a mature messenger RNA (mRNA). The
mRNA binds to distinct export proteins that transport it from the nucleus into the

cytoplasm (Latchman 2005). If it is not destroyed or stored in p-bodies (Aizer and Shav-
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Tal 2008), the mRNA binds to ribosomes, the site of protein synthesis. Ribosomes can
occur freely in the cytoplasm, but a large proportion of them are located on the
membrane of the rough endoplasmic reticulum (ER). In the ER, the mRNA is translated
into a protein, properly folded, and released into the cytoplasm. Improperly translated,
or folded proteins may be recognized and destroyed. Failure to do so can be detrimental
to the organism and ultimately decrease functioning and lead to diseases. Proteins with

similar functions localize together in distinct areas of the cell (Pyhtila et al. 2008).

1.4 Transcriptional Regulators
1.4.1 Enhancers and Repressors

The rate of transcription is precisely regulated by sections of DNA that
regulatory complexes, activator proteins, and transcription factors can bind. This
binding can increase or decrease the rate of transcription. DNA sections that increase the
rate of transcription when bound are called enhancers, while those that decrease the rate
of transcription are repressors. Multiple enhancers can synergistically increase the rate
of transcription higher than would result from the sum of each enhancer individually.
Enhancers and repressors can function independently or work in conjunction with each
other. An activator protein may bind to an enhancer upstream of the promoter region to

assist in the recruitment of individual transcription factors to the DNA. A repressor
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protein may inhibit this transcriptional activation by competitively binding to an
adjacent DNA repressor sequence (see Figure 6A), or by obstructing the structural
domain intended for the transcription factor (see Figure 6B). The DNA of an enhancer
motif may fold back or undergo structural changes that allow its activator protein to
interact with the RNA polymerase II. A repressor sequence can inhibit this by the direct
binding of its repressor protein to the RNA pol II. This may readjust the alignment of
the enhancer sequence and move the bound activator protein out of reach of the RNA

pol II (see Figure 6C).
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Enhancers and repressors can also affect the rate of transcription through
epigenetic regulation. An activator protein bound to an enhancer may recruit a
chromatin or nucleosome remodeling complex that opens up the DNA and makes it
accessible to the transcriptional machinery. This can be blocked by the binding of a
repressor at the exact location of remodeling, or by a repressor bound protein actively
recruiting factors that inhibit the activity of the chromatin remodeling complex (see
Figure 6D). In addition, activator proteins bound to enhancers can recruit enzymes,
such as acetylases, that modify histone tails and open up the chromatin for transcription
initiation. ~ Similarly, repressor bound proteins can recruit enzymes, such as
deacetylases, that remove the histone tail modifications and limit the accessibility of the
DNA (see Figure 6E).

A single gene can respond to multiple cues from a combination of enhancers and
repressors in the DNA. One of the best examples of this is the regulation of the gene
even-skipped (eve) in D.melanogaster. Clusters of enhancer and repressor sequence
elements are found upstream of the gene. During embryogenesis, activating and
repressing proteins bind to combinations of these regulatory elements to generate seven
stripes of eve expression. Studies have shown that stripe two occurs only where the
activator proteins bicoid and hunchback are present, and the repressor proteins giant and

kruppel are absent (Small et al. 1991). This demonstrates the sheer selectivity and
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complexity of enhancer and repressor regulation that is possible in the Drosophila

genome.

1.4.2 Operons and Insulators

An operon is a group of genes that is controlled by one promoter. An operator
(either an enhancer or a repressor) interacts with the promoter to create a polycistronic
transcript. Genes in an operon typically have the same transcriptional orientation and
function, and the intergenic distance between them is small. There are three main types
of operons (Blumenthal 2004). In Type I, one polycistronic mature RNA with one
poly(A) tail is produced from which multiple proteins are translated (Figure 7A). Type I
operons are most commonly found in bacteria and archae. For Type II operons, one
polycistronic pre-mRNA is generated from which separate monocistronic mRNAs are
processed, each with their own poly(A) tail (Figure 7B). Nematodes contain high
occurrences of Type Il operons. In Type III operons, one polycistronic pre-mRNA is
produced from one promoter, and only one type of mRNA is generated (Figure 7C).
Type II and Type III operons are not commonly thought of as conventional operons

because the mRNAs are not polycistronic (Blumenthal 2004).
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Figure 7: Three Types of Operons
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(A) Type I operons generate mature dicistronic transcripts from a polycistronic

pre-mRNA. (B) Type II operons produce mature monocistronic transcripts from

one polycistronic pre-mRNA, through the trans-splicing SL2 RNA. (C) Type III

operons in which one type of monocistronic mRNA is processed from a

polycistronic pre-mRNA (Blumenthal 2004).

While operons are not prevalent in higher eukaryotes, dicistronic clusters (Type
I) are present throughout the D.melanogaster genome (Misra et al. 2002). Specific
examples include the Adh related genes that are involved in alcohol processing (Brogna
and Ashburner 1997), stoned A and stoned B that localize to nerve terminals (Andrews et
al. 1996), and mei-217 and mei-218 that govern meiotic recombination (Liu et al. 2000).
Type II operons have not been found in the fruit fly, and only one instance of a Type III
operon has been identified with the ubiquitin-ribosomal protein fusion (Mottus et al.
1997).

Insulator motifs function differently from operons, as they isolate the effects of
transcription to individual genes or domains. The presence of an insulator sequence
between two adjacent genes can promote vastly different levels of expression and
specificities of cell types in which they are expressed. In D.melanogaster, dCTCF is a well-
studied insulator element that often occurs between closely positioned promoters (Smith

et al. 2009). Insulators can also serve as boundary elements to prevent the spread of

heterochromatin (Schedl and Broach 2003).
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1.5 Condition Specific Transcriptional Programs

The complexity of transcription increases dramatically when one considers that
the concentration and repertoire of regulatory complexes, activator proteins, and
transcription factors varies across cell types and at different time periods. This is most
apparent in the asymmetrical localization of protein combinations during cell divisions,
as illustrated in figure 8. Initially, the parent cell begins with a set of regulatory proteins,
designated by the brown irregular shaped oval. A new regulatory protein is generated
and the cell divides, resulting in one daughter cell with the regulatory protein, and the
second daughter cell without it. Two more regulatory proteins are generated and each
daughter cell divides, resulting in four cells with either one or two regulatory proteins.
At this stage, cells may also exist with none, or all three regulatory proteins, but are not
depicted here. The process is repeated with the generation of two additional proteins,
and the division of the granddaughter cells. This produces eight embryonic cells with

different combinations of regulatory proteins.
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Figure 8: Diverse Combinations of Regulatory Proteins Exist Across Cells

For illustrative purposes, all of the cells are depicted with the same orientation

(see ‘Left’, ‘Right’) (Alberts et al. 2002).

If we consider each generation of cells a time period, we can see how the
diversity of regulatory proteins increases throughout temporal development. Similarly,
if we characterize the function of each cell by the combination of proteins that regulate
it, we can see how the repertoires of regulatory factors change across cells with
divergent functions. The determination of function is a difficult challenge facing
scientists today. To assess the problem, collections of cells with similar functions are

often grouped together as ‘cell types’. In D.melanogaster, tissues and organs are
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commonly used for spatial comparisons, and the morphological stages of embryogenesis
are typically used in temporal analyses. The type of spatial or temporal association is
referred to as the ‘condition.’

The simple model of combinatorial dynamics in Figure 8 can be directly applied
to transcription. The regulatory proteins may depict transcription factors whose specific
concentrations are spatiotemporal signatures of expression profiles. One instance of this
in D.melanogaster is the existence of testes specific TAFs in the basal transcriptional
machinery (Metcalf and Wassarman 2007). The combinations of regulatory proteins may
also reflect binding sites that are enhancers, repressors, and insulators. The gene yellow
is regulated across Drosophila species by different enchancers that produce pattern
specific expression profiles. Some species have enhancers that generate black spots on
their wings, while others have lost enhancers that control the pigmentation of their
abdomen (see Figure 9) (Unicellular organisms: Genomes 2010). The combinatorial
nature of the regulatory proteins may further reflect the assortment of epigenetic
modifications around promoter regions that provide genomic landmarks for the
transcriptional machinery. However, this is only beginning to be explored in

D.melanogaster.
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Figure 9: Combinations of Enhancers Produce Condition Specific Expression
of the Gene Yellow (Unicellular organisms: Genomes 2010)

1.6 Associations of Transcription to Disease

Disruptions to condition specific transcriptional programs can have serious
effects on proper functioning, and may lead to diseases. For instance, the gene
bubblegum (bgm), located on chromosome 2L, is actively transcribed during Drosophila
embryogenesis and is responsible for ligating very-long-chain-fatty-acids (VLCFA) with
coenzyme A (CoA) into fatty aceyl-CoA (Min and Benzer 1999). This is the first reaction

in the complete breakdown of fatty acids for energy. VLCFAs are highly concentrated in
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the brain, and changes to the transcription of this gene result in a build up of VLCFAs in
the optic lobes, characterized by bubbly neurodegeneration (see Figure 10). These effects
can be treated tby administering the dietary supplement of GTO-glycerol trioleate oil at
specific stages of development (see Figure 10). A corresponding disease is found in
humans called Adrenoleukodystrophy (ALD). ALD is x-linked, and can also be treated
by supplementing Lorenzo’s oil into the diet (Min and Benzer 1999). This shows that
spatiotemporal specific transcriptional programs are not only important for proper

functioning, but they can also impact the delivery of treatments.

Figure 10: Treatment of bubblegum Neurodegeneration is Time Sensitive

(A) The optic lobes of an adult mutant bgm male that had GTO in its diets for 15
days still had bubbly degeneration on the lamina. Larva that was raised on GTO
medium showed little damage (B) (Min and Benzer 1999).
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2. Experimental and Computational Strategies for
Modeling 5" Ends

The starting locations of translation can be identified by the presence of the AUG
start codon throughout organisms. Mapping starting locations of transcription is a
much more challenging task because no such universal codon exists. Historically, TSSs
were mapped using various low throughput technologies for individual genes. More
recently, the advancement of technology has promoted high throughput methods that
provide TSS data for many genes. Progress has also been made in the computational
arena, as efforts have moved from using DNA sequence to identify TSS locations and/or
promoter motifs, to using high throughput data to characterize promoter properties
genome wide. Each experimental and computational method has its advantages and
disadvantages. Until all of these issues are addressed, better strategies are needed to

assess TSS locations and promoter architecture.

2.1 Low Throughput Experimental Methods
2.1.1 S1 Mapping

Initial attempts to experimentally capture 5 ends of transcripts used the Sl
mapping technology. This was performed by designing a probe that mapped to a
genomic region of interest. The probe was hybridized to RNA or single stranded DNA,
and S1 nuclease was used to degrade single stranded regions not bound by the probe.

The product was run on a gel, and the resulting size of the band and sequence of the
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probe was used to determine the TSS (see Figure 11) (National-Diagnostics S1 mapping
2010). The TSSs for the genes encoding Ca(2+)-ATPase and ADP-ribosyl cyclase in
Drosophila, whose function is important in the ATP pathway for energy production,
were mapped using this methodology in conjunction with primer extension (see section

2.1.3) (Magyar, Bakos, and Varadi 1995; Nata et al. 1995).

Labeled Probe
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Figure 11: Protocol for S1 Mapping (National-Diagnostics S1 mapping 2010)

An advantage of S1 mapping was that more than one probe could be evaluated
at the same time, provided that the bands produced on the gel were of different sizes.

The biggest disadvantage of S1 mapping was that the general location of the TSS had to
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be known a priori. If the probe could mapped to downstream sequence, the experiment
had to be tediously reproduced using probes further upstream. In addition, mismatches
in DNA:RNA binding could be resistant to nuclease degradation, and if the probe
mapped to an intron-exon boundary, or completely inside an intron, a band would not

be produced, resulting in an uninformative experiment.

2.1.2 RNase Protection

The S1 mapping technology was slightly improved upon with the development
of RNase protection. In this technique, labeled RNA probes were designed to bind
entirely within the coding region. Then, an excessive quantity of the probe was mixed
with the RNA sample, and RNase, instead of a general nuclease, was used to digest
single stranded RNA. The product was run on a gel, and the size of the band and
sequence of the probe were used to determine the TSS. The amount of probe protected
from digestion was measured after it was run on a gel by autoradiography. This
reflected the amount of transcribed RNA (see Figure 12) (National-Diagnostics
Ribonuclease protection 2010). The TSSs of the period (per) and timeless (tim) genes that
encode components of the circadian rhythm in Drosophila, were determined using RNase

protection (Cheng, Gvakharia, and Hardin 1998).
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Figure 12: Protocol for RNase Protection (National-Diagnostics Ribonuclease
protection 2010)

With this assay, the quantity of RNA could be measured, and a higher sensitivity
of RNA capture was achieved. Similar to S1 mapping, multiple probes could be tested
for different transcripts at the same time, as long as different sized bands were
produced. A major disadvantage of RNase protection was that the general location of
the TSS had to be known a priori, and this often required tedious repition of the
experiment. While probes mapping to intron-exon boundaries were no longer a
problem, if your probe hybridized completely inside of an intron, a band would still not

be evident.

2.1.3 Primer Extension

The next strategy that was developed to capture the 5 ends of transcripts was
primer extension. In this method, a probe was designed to bind to the internal region of

a specific gene. Then, reverse transcriptase was used to extend the sequence upstream
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of the probe, creating a strand of complementary DNA (cDNA). The product was run
on a gel, and the size of the band was used to determine the TSS. The cDNA could be
sequenced to more precisely define the intron/exon sequence of the transcript. If an
excess of probe was used, the quantity of RNA transcribed could be measured (see
Figure 13) (National-Diagnostics Primer extension 2010). In D.melanogaster, the TSS for
the E2F gene was mapped with this strategy and its promoter was shown to contain the
transcriptional regulatory motif called the DNA replication-related element (DRE)
(Sawado et al. 1998).

The advantage of using primer extension was that introns, or intron-exon
boundaries were not a problem. Also, Polymerase Chain Reaction (PCR) was not used to
more accurately assess the quantity of RNA transcripts. As a result, it could only be
performed on highly expressed genes. Like previous methods, the general area of the
TSS had to be known, so a probe was designed relatively close to the 5 end. In addition,
the probe had to be specifically designed to avoid mapping to the 5" end of another
transcript generated from the same gene. A disadvantage of primer extension was that
it had to be repeated, as the reverse transcriptase frequently fell prematurely still

remained a problem.
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Figure 13: Primer Extension (National-Diagnostics Primer extension 2010)

2.1.45 RACE

5" Rapid Amplification of cDNA Ends (5" RACE) laid the foundation for the
development of future high-throughput techniques. There were two protocols for
performing 5" RACE. The first relied on the fact that mRNAs had poly(A) tails. A poly
dT primer was bound to the poly(A) tails, and a reverse transcriptase was used to
extend the cDNA sequences to the 5" end of the transcripts. Upon reaching the 5" end,

the reverse transcriptase left a CCC overhang to which a second universal primer
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containing a GGG sequence would bind. The reverse transcriptase switched templates
and extended transcription through the universal GGG oligo. In theory, this produced
complete cDNAs for all of the transcrips that extended from the poly(A) tails to the oligo
capped 5 ends. Then, for the analysis of individual genes, specific primers were used in
PCR to amplify the 5" region of interest. The product was run on a gel, and sequenced to
identify the TSS (see Figure 14) (Biosciences 2003). 5° RACE was successfully used in
combination with primer extension (see section 2.1.3) to map the TSS of the parkin gene
in D.melanogaster (Bae, Park, and Kang 2003). Parkin is a component of the Drosophila

model of Parkinson’s disease (Venderova et al. 2009).
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Figure 14: 5' RACE (Biosciences 2003)
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The advantage of the first 5 RACE protocol was that once the pool of complete
transcripts was generated for all mRNAs, it could be allocated to various 5" RACE
experiments targeting different genes. In addition, 5 ends could be mapped for genes
that were not highly expressed, and the general location of the TSS did not have to be
known a priori. Like primer extension, introns and intron-exon boundaries did not pose
problemes.

There were two main issues when using the first protocol of 5 RACE. The first
was that when using a poly-T primer, the reverse transcriptase would often fall off the
mRNA template before reaching the most 5 end, which resulted in incomplete
transcripts. This was exacerbated by the second problem of PCR bias, in which shorter
sequence fragments are amplified faster than longer sequence fragments. As a result,
more copies of the shorter fragment were produced, lending support to the false notion
that the shorter fragment was the true transcript, while the longer fragment resulted
from experimental error.

To address these issues, a modified second 5 RACE protocol could be
implemented in which a gene-specific primer close to the TSS was used instead of a
poly-T primer. Then, the sequence was reverse transcribed akin to that of the first
protocol, using a universal template switching primer (Strachan and Read 1999). This
modified protocol achieved a higher rate of capturing the 5 ends of complete

transcripts, however, PCR bias still resulted from fragments of different size. Because
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only one transcript could be evaluated at a time, the pool of complete mRNAs was not
available for each experiment. Furthermore, annealing temperatures had to be adjusted

precisely.

2.2 High Throughput Experimental Methods
2.2.1 Expressed Sequence Tags (ESTs)

The development of Expressed Sequence Tags (ESTs) was the first
implementation of high throughput technology to map parts of transcripts that could be
used to annotate TSSs. To generate ESTs, cells from a condition or tissue, such as the
brain, were isolated so all of their mRNA could be extracted. A poly-T primer was
bound at the 3" end of each transcript, and reverse transcriptase was used to extend the
sequence to the 5 end of the transcript, making a cONA:RNA hybrid. The RNA strand
of the hybrid was degraded using RNase, and replaced with DNA nucleotides by DNA
polymerase. The double-stranded cDNA was sequenced and mapped back to the
genome (see Figure 15).

The gene annotations in Flybase (Wilson, Goodman, and Strelets 2008) were
established from the Berkeley Drosophila Genome Collection (BDGC) (Celniker et al.
2002). This collection contains thousands of ESTs mapped in various conditions. While
TSS mapping has improved over the years, the BDGC remains the largest collection of

ESTs in fruit fly to date, and a valuable resource for understanding downstream mRNA
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architecture. Collections of ESTs in Drosophila and higher eukaryotes have been

deposited in dbEST as part of the National Center for Biotechnology Information (NCBI)

database (Boguski, Lowe, and Tolstoshev 1993).
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Figure 15: cDNAs

After cDNA libraries were generated, they were sequenced and aligned to the
genome as ESTs (Alberts et al. 2002).

The main breakthough with ESTs was that data could be generated for multiple
genes in the same experiment. In addition, EST fragments were 500-800bp in length,

which enabled them to be mapped to the genome with high accuracy. They covered
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multiple intron-exon boundaries, and gave insight into unique combinations of exons
that were spliced out of transcripts.

Like earlier methods, the main disadvantage of ESTs was that the reverse
transcriptase frequently fell off the template before completely transcribing to the most
5" end of the transcript. Because PCR was not used, genes with low expression often had
very low EST coverage. Also, it was time consuming and costly to make the many
cDNA libraries that were needed to cover the whole transcriptome. As a result, RNA
levels could not be accurately measured from ESTs; even genes with high expression

sometimes had low coverage due to limited experimental resources.

2.2.2 Serial Analysis of Gene Expression (SAGE)

Serial Analysis of Gene Expression (SAGE) was initially developed as a
contender for microarrays to quantify sequence expression. SAGE’s popularity
dwindled when the cost of microarrays was low, but increased greatly with the
resurgence in sequencing. The SAGE protocol generated cDNAs for all of the transcripts
akin to that for the ESTs. Poly(A) mRNA was extracted, and a poly-T probe was used as
a primer. Reverse transcriptase was introduced to extend the sequence to the 5" end of
the transcript, and RNase was added to destroy the hybrid RNA. Lastly, DNA
polymerase replaced the RNA nucleotides with DNA, creating double-stranded cDNAs

(see Figures 15, 16) (Song and Wyse 2004).
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Initial efforts implementing SAGE focused on capturing the 3 ends of
transcripts, and the 3" ends of the cDNAs were bound to streptavidin-coated beads by
their poly-T tails, leaving the 5 ends available for modification. An anchoring enzyme
that recognized specific 4bp sequences, such as GTAC, was used to cut the 5 ends off of
the cDNAs bound to beads. Since any 4bp sequence is common throughout the genome,
nearly every cDNA was cut. Then, either linker A or linker B was ligated upstream of
the GTAC sequences. Two linkers were used instead of one because their placement
was used to determine the orientation of the transcripts after sequencing. Both linkers
were designed to contain a restriction site and a tagging enzyme was introduced that
recognized it and cut ~20bp downstream. This reduced the long cDNA products to
short 20bp tags (see Figure 16) (Song and Wyse 2004).

Next, the 3’ ends of both products were ligated together into one ditag, and
amplified using PCR. It was very unlikely that a pair of 5 transcript ends would
randomly segregate together more than once. Thus, the RNA level of each transcript
could be reflected by counting the number of tag occurrences within unique ditag pairs.
Then, the product was cut again using an anchoring enzyme to cleave off the linkers
from either side of the ditags. This left sticky ends on the ditag fragments that bound to
each other end-to-end, creating one long string of DNA. The concatenated DNA was
sequenced and each fragment was aligned back to the genome (see Figure 16) (Song and

Wyse 2004).
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One of the benefits of SAGE was that it could be used to rapidly identify the
complete set of transcripts expressed in a certain condition or cellular process. While it
did not map the complete architecture of every transcript, it provided a list of candidate
genes that would have otherwise taken years to create. Genes with different transcript
expression in male and female Drosophila heads and those involved in cell death were
identified using SAGE (Fujii and Amrein 2002; Gorski et al. 2003).

By generating 20bp tags, the SAGE methodology was able to achieve high
coverage of a multitude of transcripts in both a timely and cost-effective way. However,
the 20bp tags also proved to be a downfall of the experiment, because their short
sequences often aligned to multiple locations in the genome, especially for sequences
with repetitive elements. Single or double sequencing or experimental errors also led to
incorrect alignments to the genome. In cases of overlapping transcripts or genes, it was
difficult to determine the exact origin of the tag. In addition, as the 4bp anchoring
enzyme restriction site occurred regularly in sequence downstream of the TSS, the most
5 end of transcripts was typically cut off. This lead to inaccurate calls of 5" sites
downstream of the true TSS locations. Even worse, if a certain mRNA did not have the
enzyme recognition sequence, it could not be mapped at all. To alleviate some of these

problems, a modified protocol was developed that used a template switching oligo to
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more accurately map TSSs in S.cerevisiae (Zhang and Dietrich Mapping of transcription

start sites in saccharomyces cerevisiae using 5' SAGE 2005).

2.2.3 Cap Analysis of Gene Expression (CAGE)

Cap Analysis of Gene Expression (CAGE) was invented by the biomedical
research consortium RIKEN (Carninci et al. 2005). The protocol was similar to that of
SAGE, with the exception of one fundamental difference. The 5 ends of the transcripts
were cap-trapped in order to ensure accurate mapping of the TSSs. Figure 17 shows
how this was achieved by first selecting mRNA with poly(A) tails, and using random
primers for reverse transcription. With random primers, reverse transcription could be
initiated internally, rather than at the poly(A) 3’ tails. This decreased the distance the
reverse transcriptase had to travel to the 5" ends, and thus increased the occurrences of
completely mapped transcripts. Although, the strategy was not perfect, since the reverse
transcriptase was still able to prematurely fall off the RNA templates. To remove
truncated c¢cDNAs from the analysis, the cDNA:RNA hybrids were bound to
streptavidin-coated beads by the properties of their 5 caps. Then, RNase was
introduced to destroy all single-stranded RNA (ssRNA). For full-length cDNAs, only
ssSRNA downstream of the random primer was destroyed. For truncated cDNAs, the

ssRNA between the cap and the 5" end of the cDNA was destroyed. This released the
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cDNA:RNA hybrids from the streptavidin beads, and they were eliminated from the set
of full-length cDNAs (Carninci et al. 1997).

The complete RNA:cDNA hybrids were recovered from the magnetic
streptavidin beads, instead of cutting the 5" ends as in SAGE, and a linker was added to
the cDNA upstream of the 5" ends, which preserved the exact locations of TSSs. Another
RNase was used to destroy the RNA, and a double-stranded cDNA was created using
DNA polymerase. The linker that was added was designed to contain a Mmel
restriction site, and upon the addition of Mmel, 20bp tags were cut from the 5" ends of
each cDNA. To preserve the orientation of the transcripts, a second linker containing a
different sequence was added to the 3" of each tag, and the tags were amplified using
PCR. Lastly, they were sequenced and aligned to the genome (see Figure 17) (Carninci
et al. 2005).

RIKEN applied this technology in human and mouse to characterize promoters
from tag frequencies and identify promoters selectively used in specific tissues. They
also used CAGE to identify novel RNAs, and to model transcriptional dynamics using
networks (see Figure 17) (Carninci et al. 2006). This technology has not yet been
performed in Drosophila; however, various ESTs in the BDGC were generated from

capped-trapped libraries (Stapleton et al. 2002).
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Figure 17: CAGE

This technology allowed the characterization of promoter architectures from tag
frequencies, the evaluation of condition specific TSS utilization, the identification
of novel RNAs, and the construction of transcriptional networks (RIKEN 2010).
CAGE was a major step towards the goal of accurately capturing the 5" ends of
transcripts. This was a challenge that scientists had been facing for years. Because of its
precision and the high magnitude of throughput, promoter locations could be more
accurately identified, and RNA levels could be more precisely measured. Most

importantly, CAGE advanced our knowledge of transcription initiation by showing that

not only one TSS was utilized for each transcript, but rather broad and narrow patterns
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of initiation spanned promoter regions. Because of their efforts, the study of promoters
has made huge strides in a short period of time.

Like all 5 mapping technologies, CAGE too had its disadvantages. The issue of
the 5" tags aligning to multiple or incorrect locations in the genome was not solved, nor
had the problem of associating tags to overlapping genes or transcripts. In addition,
because the mRNAs were not selected for size, tags could be generated from any RNA
with a poly(A) tail that was transcribed by polll, including non-coding RNAs, such as
microRNAs. As a confounding result of this problem, tags mapping to novel TSSs could

not be directly linked to genes.

2.2.4 Tiling Arrays

Tiling arrays are a completely different strategy of measuring RNA expression
than any of the high throughput methods previously discussed. Instead of a transcript-
capture and sequencing-based approach, tiling arrays utilize relative differences in the
hybridization of oligonucleotides across the genome. This method assumes the sequence
of a genome is known, and uses it to detect new isoforms of transcripts.

To generate a tiling array, probes are designed that are ~25bp in length. Due to
the vast size of a genome, typically millions of probes are designed that could be
overlapping or non-overlapping. Overlapping probes provide higher levels of

consistency in RNA expression over larger areas. Although, because they increase the
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cost of the experiment, non-overlapping probes are often used (Manak et al. 2006). Next,
a microarray experiment is performed at each of the million probes. In a microarray,
DNA is sheared, and then, two cDNA probes are prepared, and fluorescently labeled
with different colors. The first probe is the control probe for which the expression level
is known. The second is the 25bp experimental probe with unknown expression.
Aliquots of the DNA and both probes are mixed together, and a laser is used to excite
the fluorescently labeled dyes upon the binding of their probe to the DNA (see Figure
18) (Gibson and Muse 2002).

The intensities of the green (control) dye and the red (experimental) dye are
measured in the computer and compared to each other. If more of the experimental
probe bound to the DNA, the well is recorded as red and that RNA is considered up-
regulated. On the other hand, if more of the control probe bound to the DNA, the well is
considered green and the RNA is considered down-regulated. Differences in magnitude
of color are reflected by shades of red and green, and equal levels of experimental and
control probe binding to the DNA is signified by a mixture of both colors that appears
yellow. In Figure 18, black wells designate constitutive binding. Black is often used to
signify a well in which the microarray experiment failed, and no binding was observed
for either probe. The level of RNA expression of the experimental probe is digitally
determined relative to the known level of expression of the control probe (see Figure 18)

(Gibson and Muse 2002).
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The tiling array experiment is repeated multiple times for every experimental
probe, to more accurately assess RNA levels, and the normalized median values are
often reported. This experiment was performed on the Drosophila genome every 2 hours
during the first 24 hours of embryogenesis using the Affymetrix GeneChip2.0 tiling
arrays (Manak et al. 2006), which has proven to be a valuable resource for studying

development.

Make cDNA reverse transcript
Label cDNAs with fluorescent dyes

Principle of cDNA microarray

assay for gene expression
(after Gibson & Muse 2002)

Red = "up-regulation”
Green = "down-regulation”

Black = constitutive
expression

Figure 18: Microarray

A tiling array is created by performing individual microarray experiments across
a genome (Gibson and Muse 2002).
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Tiling arrays were developed using the well-established microarray technology,
which gave scientists confidence in using them. The development of standard gene chips
that could accommodate multiple microarray experiments made it easy for scientists to
adopt as well. However, tiling arrays have a variety of pitfalls. The use of colors to
determine RNA expression levels is not as precise as the counts of RNA transcripts
found from the CAGE technology. The range of hybridization frequently gives a false
color display for quantitative readout, with transcripts being assigned a fluorescence
value that does not accurately reflect the true magnitude of their expression. In
addition, some areas of the genome naturally hybridize to the oligos better than others,
making the correlation of expression levels to colors imperfect. If the probes are not
carefully designed, inaccurate measures of expression could also be produced from
probes binding to multiple areas in the genome with 1 or 2 mismatches in the
complementary sequence. These problems are confounded by probes mapping to
intron-exon boundaries that produce inconsistent measures of fluorescence. This is

especially detrimental when mapping TSSs.

2.3 Computational Identification of TSS Features
2.3.1 Classifying and Parsing

The annotation of a genome is the process of labeling the DNA based on its

sequence features. The features provide meaningful biological insight into the utilization
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of the genome. For example, two features may be introns and exons. Introns are
removed from RNA during splicing, while exons are selectively maintained in mRNA
and later translated into proteins. A genome is annotated after it is sequenced, as the
function of the DNA is unknown. Annotating provides important information about the
overall layout of the genome, and is essential for the identification of genes.

Annotation is performed through classifying and parsing. In the simple
classification of input data, small windows of DNA are compared to sequence features
using a probabilistic framework. The windows are labeled by their most probable
feature. For instance, figure 19 shows that if the probability of a window is above a
threshold, the label 1 is assigned; else, 0 is assigned. If a group of nucleotides in a stretch
of DNA are divided according to their most probable feature, this constitutes parsing.
Figure 19 shows that if the numbers 0,1,2,...,60 correspond to locations of nucleotides
within a DNA sequence, one possible partition would be that nucleotides at locations 0-
20 are intronic sequence (I), nucleotides at locations 21-55 are exonic sequence (E), and

nucleotides at locations 56-60 are intergenic sequence (N).
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occurring core promoter motifs.

Classifying

DMA

=

n

1 if p(i} == threshaold

window i = { 0 if p(i) = threshold

Figure 19: Genomic Annotation

Fori=1,...,n, window i can be classified as 1 or 0 based on the probability of the
DNA belonging to a class of functional elements with respect to a threshold
value. I (intron), E (exon), and N (intergenic sequence) denote one possible
partition of DNA from locations 0 to 60.

In practice, classification and parsing have been used in more complex scenarios

2.3.2 Sequence Classification

There are two types of classification techniques applied to input features x =

Parsing

0 20 85 60

P ={1(0,20), E(20,55), N(55 60}

to computationally identify TSSs. For instance, in one study, the sequence upstream of
TSSs was evaluated according to models of different combinations of frequently
Then, the parse of the sequence with the highest

probability was determined from the classification of the models (Ohler 2006).

(x1,X2,...,xn). In supervised training, the class labels y = (y1yz,...,yn) are known, and the



goal is to learn the mapping f: x -> y. In unsupervised learning, the class labels are not
known, and x is partitioned into subsets z = 4(Xz,X4),(X1,X3,xn),...F that are clustered to
evaluate any underlying structure in the data.

In supervised training, an objective function is specified, and a model consisting
of a classifier f is chosen. Then, the optimal parameters for the model are determined
during training. There are two main types of classifiers: generative and discriminative.
In a probabilistic framework, a generative classifier models the density of x in p(xly),
and new input variables x can be ‘generated” by the class labels y. While, a
discriminative classifier models the density of the labels y in p(y|x). No effort is put into

modeling the input x, although, it can be obtained using Bayes Theorem:

p(y x) = p(xly)p(y)
p(x)

One of the caveats of applying a classifier is that the parameters may be learned so
precisely from the training data that the model may not perform well on other data sets.
This problem is called overfitting, and is avoided by applying a penalty to the weights of
the feature functions, in a process called regularization.

The accuracy of the model can be evaluated using a procedure such as leave one
out cross validation. In this method, the training data is divided into smaller sections,
and the model is trained using all of the sections, except one. Then, the model is applied
to the excluded section and because the class labels are known, the error between the

model’s predictions and the true class labels is found. This is repeated by excluding each
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of the sections, and the error rates are averaged to give an overall error rate for the
model (Picard and Cook 1984). If the error rate is very high, a different classifier can be
chosen, or a higher quality data set can be used to train the model. While machine
learning is an efficient framework for using multiple inputs to make predictions, the
predictions are only as good as the training data. As a result, if the training data is not
very high quality, the predictions won’t be either.

Lastly, the model is applied to the test set. For instance, when implementing a
hidden Markov model, the forward-backward algorithm can be used to estimate the
probability of class labels given a sequence (Majoros 2007). This can be useful when
predicting TSSs if the class labels are {0, 1¢, where 0 equals no TSS and 1 denotes a TSS.
In addition, the Viterbi algorithm can predict the most probable path of labels (Majoros
2007). When applied to TSSs, this would elicit the most probable locations of
transcription initiation throughout the genome. While TSS prediction is the focus of this
work, because of its straightforward and rigorous probabilistic framework, classification
has been applied to numerous problems throughout genetics, engineering, and

computer science.

2.3.3 Markov Models (MM)

A Markov model is a probabilistic framework that is often used as a generative

classifier in machine learning. Various types of Markov models exist. The simplest
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among them is a Markov chain created from the linear ordering of states. Probabilities
are assigned for each state xi emitting an observation yi. A common application of a
Markov chain is to calculate the probability of a sequence of DNA, given the emission
probabilities of A,C,G, and T.

A second type of model typically seen in genomics is an interpolated Markov
model (IMM) (Salzberg et al. 1998). An interpolated Markov model is used for cases in
which higher order probabilities are based on data with a small sample size. Instead of
discarding these probabilities, an interpolated Markov model uses a weighted average
of probabilities of different orders, based on a function of their sample sizes. This is a
form of smoothing, as it reduces sampling error by using lower-order probabilities
(Majoros 2007).

A third type of model is a hidden Markov model (HMM). In an HMM, the
sequence of states is not known, although, some probabilistic function of it is. In our
machine learning example, the observable variables x = (x1,xz,...,xa) are known for the
training set. If the observable variables x are labeled, the states y are known. If the
observable variables x are not labeled, the states y are inferred from the input sequences
during training. We maximize the probability of the variables p(x|y) conditional on the
states y = (y1,y2,...,yn) for the classifier f. Then, we apply the classifier to the test set of
variables x to determine the sequence of the states y. In this way, we can classify

individual nucleotides corresponding to specific sites of transcription initiation.
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Hidden Markov Models (HMMs)

OO0
XX

O _ Modeled with
a distribution

= iid

Figure 20: Hidden Markov Model

Nodes represent identically independently distributed (iid) variables x = (xis,xi-

2,Xi-1,Xi) and states y = (yis3,yi2 yi1,yi).

We can also model features of the genome longer than one nucleotide, such as
introns or exons. As certain lengths may be more probable than others, to avoid length
bias, a duration distribution can be incorporated into the model to denote the probability
that the emission of a state will be of length d (Majoros 2007). A HMM with a duration
distribution is called a generalized hmm (GHMM). GHMMs have played a central role
in gene finding across species, in such programs as GENIE (Kulp et al. 1996) and
GENSCAN (Burge and Karlin 1997). In Drosophila, GHMMs were used to provide the
foundation of initial gene annotations in flybase (Wilson, Goodman, and Strelets 2008).
A 5% order IMM having an overall GHMM structure was implemented in a program
called McPromoter to predict promoters using the DNA sequence (Ohler et al. 2001).

Most recently, GHMMs have proven successful in achieving a higher accuracy of
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promoter prediction using modules of motifs in core promoters as states (see Figure 21)

(Ohler 2006).
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Figure 21: Promoter Prediction in D.melanogaster Using a GHMM

Combinations of core promoter motifs and sequence features were used as states
to model promoter locations in a GHMM. Certain pairs, or modules of motifs,
achieved the highest accuracy (right), and revealed two distinct profiles of GC
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content (left). The DPE, INR, TATA/INR had elevated GC upstream of the TSS,

while the DRE and Motif 1/6 showed a lower enrichment (Ohler 2006).

Markov models provide an effective statistical framework that can be applied to
various domains. They are statistically elegant and easy to understand. As with all
machine learning techniques, one must be careful when estimating parameters from the
data because the predictions are only as good as the training data, and with a small
amount of training data, other methods can outperform Markov models. Until recently,
Drosophila 5" TSS data was noisy and limited in availability due to the imprecision of the
transcriptional machinery and experimental error. In addition, if one wants to combine
different input data, the variable inputs of Markov models must be independently
generated and probabilistically modeled.  This creates challenges when trying to
identify TSS locations because 5 data, such as ESTs and tiling arrays, are not
independent, and ESTs provide counts, rather than probabilities. Furthermore, it is
computationally intensive to use Markov models for higher order dependencies, such as

promoter motifs far upstream of the TSS.

2.3.4 Support Vector Machines (SVMs)

A Support Vector Machine (SVM) is a discriminative classifier in machine
learning. If x = (x1,Xz,...,Xn) corresponds to feature variables, and y = (yyz...,yn)

corresponds to class labels, a SVM models the function f: x > y. A SVM is applied to
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binary class labels, so fori=1,...n, yi= {-1,1t, instead of a multi-dimensional vector.
The SVM uses Lagrangian multipliers and a distance function called a kernel k(*,*) to
compute the dot product of the variables in a high dimensional feature space (Majoros
2007). Figure 22 shows the dot products of the variables xi, xj mapped into the n and n+1
dimensions of the feature space (Schafer 2010). It is important to note that the n
dimensions of the feature space in this specific illustration do not correspond to the n
dimensions of the training data x,y generalized earlier.

Figure 22 shows that the dot products of the training data are plotted according
to their class labels. Navy blue circles correspond to the dot products of variables with
the class label -1, representing the inactive class, and light blue squares correspond to
the dot products of variables with the class label +1, representing the active class
(Schafer 2010). Regression is performed on the dot products to estimate a hyperplane
that provides the highest amount of separation between the two sets of class labels.
Support vectors perpendicular to the hyperplane are used to establish this distance, or
margin, from the hyperplane to the closest dot products from both sets. Optimization is
used to learn these parameters, and dot products within the margin, or on the opposing
side of the hyperplane, are considered errors and used to measure how well the model
fits the training data.

Then, the SVM can be used to classify the test data. Variables having dot

products greater than the hyperplane are assigned one class label, while variables with
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dot products less than the hyperplane are assigned the other. If a clean split between the
variables cannot be made, slack variables are introduced that measure the degree of
misclassification of the data. The goal of an SVM is to maximize the margin, minimize

the error rate, and minimize the risk of overfitting (Burges 1998).
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Figure 22: SVM Modeling the Separation of the Active and Inactive Class
Labels by the Hyper-plane

After the parameters of the SVM are learned, variables in the test data with dot

products greater than the hyper-plane are assigned the “active class’ label, while

those less than the hyper-plane are assigned the ‘inactive class’ label (Schafer

2010).

SVMs have been used to model various genomic features, including individual
exons and translational start codons (Majoros 2007). They have also been used in
conjunction with HMMs to classify unannotated promoters in S.cerevisiae (Pavlidis et al.

2001). In human, transcription starts have been identified using the SVM based program

called Accurate Recognition of Transcription Starts (ARTS) (Sonnenburg, Zien, and
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Ratsch 2006). While a few studies have applied SVMs to promoter prediction in
D.melanogaster, one used a 4-mer SVM based approach to predict polll bound promoters
across 5 species, including the fruit fly (Anwar et al. 2008).

SVMs offer various advantages over alternative models. By choosing the
maximum margin of the hyper-plane to fit the test data, overfitting is avoided. In
addition, the model is sparse, and does not need to search for a local maximum. SVMs
can easily map data into a high dimensional feature space and achieve higher accuracy
than other methods. The greatest advantage of SVMs is that they locate a hyperplane
without the computational burden of having to explicitly represent it. In spite of these
benefits, SVMs can be slow to run, the weights on the features are non-transparent, and
like all classifiers in machine learning, the accuracy of the predictions is dependent on

the quality of the training data.

2.4 Computational Identification of Promoter Motifs
2.4.1 Position Weight Matrices (PWMs)

The computational techniques discussed thus far have focused on identifying
TSSs directly from features of the genome. TSSs can also be identified indirectly by
finding motifs in their promoter sequence that are essential in transcription initiation.
Motifs were first discovered in the late 1970s by experimentally deleting regions of

sequence upstream of the start codon and evaluating if the promoter was still functional
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(Lifton et al. 1978). Since then, motif finding has grown to include various
computational techniques (see sections 2.4.2, 2.4.3, 2.4.4) that can elicit strings of
nucleotides represented more frequently in the sequence than expected by chance. These
techniques have been successful in eliciting novel regulatory motifs in a variety of
studies, including the discovery of the TATA and INR motifs in the fruit fly (Ohler et al.
2002). Motifs that are found are believed to have functional implications on the
regulation of transcription, and can be used to identify genes with similar expression
profiles, and to estimate the locations of TSSs.

Binding sites are typically represented as matrices called position-specific scoring
matrices (PSSM), or position weight matrices (PWMs). Both nomenclatures signify
strings of letters that symbolize the order and frequency of nucleotide occurrences. The
strings may be of any length, although, they typically range from 5 to 15bp, the typical
size of a transcription factor binding site. Each letter within the string corresponds to a
vector M ={Mia, Mic, Mig, Mir{ of observing all nucleotides j = {A,CGT} at position i.
The values Mj often represent as log-likelihoods, log(pi), or as log-odds scores, log(fi/B;),
reflecting the log odds of observing the frequency fj of a nucleotide above a background
model Bj. The positions within a PWM are assumed to be independent of each other.
Higher order dependencies can be created by pooling positions together in a higher

order model called a weight array matrix (WAM) (Zhang and Marr 1993).
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PWMs are often represented using weblogos, in which the overall heights of the
nucleotides differ at each position, reflecting the variation in information content.
Information content is measured in bits and can be thought of as the deviation of a PWM
from a uniform distribution of nucleotides. Information content is derived from
entropy, and can be calculated as (Schneider and Stephens 1990):

H(i) =- Y fijlogyfij
One of the most popular programs used to create weblogos is the Berkeley website

http://weblogo.berkeley.edu (Crooks et al. 2004).
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Figure 23: Pictogram of the PWMs of Core Promoter Motifs in D.melanogaster

(Ohler et al. 2002)

The motifs are the Ohler 1, Downstream Replication Element (DRE), TATA box
(TATA), Initiator (INR), Ohler 6, Ohler 7, Downstream Promoter Element (DPE),
and the Motif Ten Element (MTE).

Illustrations of PWMs in which all of the nucleotides have been scaled to the

same height are called pictograms. Figure 23 shows a pictogram for the PWMs of eight

of the ten most overrepresented core promoter motifs in Drosophila (Ohler et al. 2002).
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Because PWMs provide independent motif probabilities at each position, this
degeneracy limits information about the most probable combinations of nucleotides
across the string. For instance, if a PWM representation is A(T/G)(C/A), it is difficult to
determine what 3-mer is most common: ATC, ATA, AGC, or AGA. These nucleotide
variations may make a difference in the affinity and type of transcription factors binding
to the DNA.

The presence of a motif in a sequence can be evaluated using a sequence
comparison program, such as PATSER (Hertz and Stormo 1999). In PATSER, the
sequence to be searched is divided up into overlapping subsequences of length L. Each
L-mer is comparied against the PWM, and given a score. Then, a p-value is calculated as
the probability of observing a particular score or higher at that position in background
sequences. If the p-value is smaller than the user specified cutoff, the location of the L-
mer is returned as a match to the PWM. The process must be repeated for comparisons
to additional PWMs. In this way, the complete set of motif locations in the sequence can

be elicited.

2.4.2 Expectation Maximization (EM)

In the identification of motifs, there are two unknown variables 6 = (M, I), the
nucleotides at each position in the PWM M and the motif locations I = (I3,l2,...,ls) in

sequences Si,...,Sk. The number of motif locations d does not have to equal the number of
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sequences k, although, often one motif per sequence is assumed, and d = k. One of the
techniques employed to estimate these parameters is called Expectation Maximization
(EM). The EM algorithm returns the most likely motif in the sequences using expected
motif locations. The algorithm begins by selecting an initial guess for the PWM M and
random locations I° in the sequences. In the E step, the expectation of the log likelihood
is determined using the initial parameters,

7" =E(log L% = E(log (p(motif | M?,1°)).
In the M step, the log likelihood is maximized by resetting (M?1°) to their expected
values (M'1'). This elicits a modified PWM M!, which is used to find the most probable
second set of motif locations 1'. Then, the expectation of the log likelihood is calculated
again using the updated parameters:

Z'=E(log L") = E(log (p(motif | M1,1%)),
and the values for (M1') are reset as the expected values (M?21?). This process is
performed for multiple iterations t = 0,1,..., repeatedly choosing the model parameters
0! that maximize the expectation Zt. The probability of a motif A is found at each
iteration and when A converges, A! - At! < ¢ for ¢ > 0, the most probable PWM and
locations of the motif are estimated as 6* = (M*,1%).

MEME is the most well known program for implementing the EM algorithm in

motif identification to date (Bailey and Elkan 1994). It has been in existence for 16 years,

and has been incorporated into various suites of motif identification tools, such as the

65



Binding-site Estimation Suite of Tools (BEST) (Che et al. 2005). MEME has been
employed in the discovery of numerous motifs, including the identification of the eight
essential core promoter motifs in D.melanogaster listed in the previous section (Ohler et
al. 2002).

The EM algorithm has provided a foundation for motif identification. Its direct
interpretation and easy implementation have facilitated its use by scientists with only a
minimal understanding of motif discovery. The EM algorithm has certain limitations
that pose challenges to the accuracy and biological interpretability of its results. When
employing the EM, an expected number of motif occurrences per sequence must be
specified a priori. As these parameters are unknown, spurious motifs can be returned
from inaccurate initial estimations. Models incorporating more than one occurrence per
sequence are available, however, more complex statistics are needed for their
computation, and this has led many studies to employ the unrealistic biological model of
one motif per sequence. The biggest downfall of the EM algorithm is that it is similarly
influenced by the choice of starting parameters 6° = (M?°1°), which does not guarantee
that it will reach a global maximum during optimization.

When the EM algorithm is used to search for multiple motifs, motifs are returned
successively one at a time, and their sequence is removed from sequential motif
searches. This limits the simultaneous discovery of motif modules that may be

cooperatively utilized, and does not prevent all motifs with highly similar position
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weight matrices from being returned. On account of these caveats, the EM algorithm is
often run more than once to properly adjust the starting parameters, and the results are

compared to and verified by additional motif search techniques.

2.4.3 Gibbs Sampling

Gibbs sampling is a Bayesian approach to motif finding that was named after the
statistical physicist ].W. Gibbs. Instead of providing a closed form solution, Gibbs
sampling is used to approximate the posterior probability of the two unknown variables,
the motif's PWM and locations 6 = (M, I), when only the conditional probabilities of 8
given individual sequences can be sampled. Gibbs sampling was derived from three
previous mathematical theorems. The first was Brook’s Lemma of 1964 that showed

if f(yilyj j#i) fori=1,...n,
then f(y,...,yn) is uniquely determined
(Gelfand and Vounatsou 2003).
The second was Bayes” Theorem
p(y) =p(y!x) p(x) (Wassarman 2004).
And the third was the Metropolis-Hastings algorithm that showed

if xi are drawn from p(x),

then Epw [f(y xi)] =1/n Z f(y Ixi) (Wassarman 2004).
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In Gibbs sampling, the most probable PWM and locations of the motif are
estimated as 0* = (M*1*) (Wassarman 2004). There are priors on the motif and its
locations in the sequences, and you use the sequence to update the priors by evaluating
the maximum a posteriori (MAP). Like the EM algorithm, Gibbs sampling begins by
randomly selecting one motif location 1! in the sequences S = Sy,...,Sc and an initial guess
for the PWM M?. Then, one sequence Si is removed from the set, and the log-odds ratio
of observing the motif in sequences S' = S,...,Sc versus the background model is

calculated as a first approximation of the PWM,

M = log (fi / B)).
Then, a second location is sampled 1?, and the PWM is estimated a second time. This
method of sampling is repeated multiple times, and the M AP of the model 8* = (M*1¥) is
found by

p(6*,M*,1*1S) = p(S16,M,1) p(6,M,1)
p(S).

Sampling terminates when the MAP converges.

AlignACE is a commonly used implementation of Gibbs Sampling for motif
identification (Hughes et al. 2000). In Drosophila, Gibbs sampling was used in the
identification of the eight core promoter motifs (Ohler et al. 2002). Some disadvantages

of Gibbs sampling are similar to that of the EM algorithm. The unknown motif size must
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be specified a priori, and when searching for multiple motifs, the algorithm returns one
at a time. One advantage of Gibbs sampling is that it is done from a parameterized
distribution, so it is possible to achieve global convergence. Although, it can take a long
time for the model to converge, often leading researchers to use sub-optimal solutions.
The greatest advantage of Gibbs sampling is that it is more versatile, and easier to
enhance. For applications in genomics, additional extensions of Gibbs sampling have
been developed, such as nested sampling in the program NestedMICA (Down et al.

2007), and PhyloGibbs-MP for motif identification across lineages (Siddharthan 2008).

2.4.4 Position Overrepresentation

Alternative methods to the EM algorithm and Gibbs sampling have been applied
to motif finding. One approach has been to search for motifs based on their position
overrepresentation from a reference point. In this method, the user inputs the length n
of the motif, and all possible combinations of nucleotides at each position are generated
to create n-mers in an exhaustive fashion. Then, the nucleotide patterns are found in the
sequences, and those with the highest enrichment from a reference point, above what
would be expected by random chance, are returned.

Position overrepresentation models offer the advantage of incorporating a
location parameter into motif searches, instead of solely relying upon the DNA

sequence. The location parameter may elicit more biologically meaningful results, as
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certain genomic features are arranged at regular intervals, such as pairs of transcription
factors that have been shown to bind in coordination with each other, such as the TATA
and INR in the fruit fly (FitzGerald et al. 2006; Ohler 2006). The importance of position
overrepresentation for transcription factor binding at promoter local regions has begun
to be explored in the human genome. One approach used position specific motifs to
predict the set of narrow well-defined promoters (Megraw et al. 2009), and another used
the position specific DNA sequence to accurately model precise TSS locations (Frith et al.
2008). Minimal applications of position specific models have been employed in
Drosophila.

One outcome of position overrepresentation models is that the quality of the
results directly reflects the accuracy of the reference point, which can be beneficial in
promoter searches for well-aligned TSSs. Although, as TSS locations in Drosophila were
poor to mediocre until recently, this has historically decreased the power of finding
biologically functional motifs. Other caveats of these models include their long running
time due to the exhaustive nature of the n-mer searches, and the input sequences are
required to be the same length, which may be unrealistic for promoters of varying sizes

that contain different combinations of motifs.
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2.5 Experimental and Computational Methods Are the Yin and
Yang of Science

In light of the advantages and disadvantages of the experimental and
computational methods, the best results are achieved through the use of various cross-
disciplinary techniques. The segregation of wet lab scientists from computational gurus
remains a history of the past. The most insightful results have been achieved from the
repeated cycle of producing experimental data to create mathematical models that are
used to more accurately generate data to improve model performance. The hallmark of
next generation computational biologists has been to merge the biological and
computational sciences into one, akin to the yin and yang of Chinese philosophy. In this
work, I aim to achieve this balance through the study of the spatiotemporal code of

transcription initiation in D.melanogaster.
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3. Identification, Motif Composition, and Conservation of
Promoter Patterns

Elizabeth Rach conceived and performed all of the work in this chapter, except
for the conservation analysis of core promoter motifs across the 12 Drosophila Genomes,
which was contributed by Dr. Uwe Ohler. The work was published in Genome Biology in

July 2009.

3.1 Introduction

Transcription is a crucial part of gene expression that involves complex
interactions of cis-regulatory sequence elements and trans-factors. It is mediated in large
part through the binding of transcription factors (TFs) to DNA sequence motifs. The
majority of eukaryotic genes (protein-coding genes and many regulatory RNAs) are
transcribed by RNA polymerase II (RNA pol II), an enzyme that contains various
subunits and can exist in a holoenzyme complex with several basal TFs, including TFIIB
and TFIIF (Latchman 2005). As RNA pol II does not have a direct affinity for the DNA,
general TFs that bind to sequence motifs in the 100-bp region immediately surrounding
the transcription start site (TSS), called the core promoter, guide it to the site of
transcription initiation (Ohler and Frith 2005; Smale and Kadonaga 2003). The set of
general TFs includes TFIID, which consists of the TATA-box binding protein (TBP) and
10 to 14 TBP-associated factors (TAFs), along with TFIIH, and others.
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The availability of whole genomes and large-scale transcript data for different
species has increasingly shown that the previously known canonical motifs were by far
not frequent enough to constitute one general model of core promoter structure (Ohler
et al. 2002; Suzuki et al. 2002). In particular, recent high throughput sequencing efforts
based on 5" capping protocols have now generated capped transcripts for human and
mouse on a high throughput scale (Carninci et al. 2005; Kimura et al. 2006; Valen et al.
2009). These “5’-capped” or “cap-trapped” transcripts have helped to identify genomic
TSS locations for thousands of genes, in particular for human, mouse and yeast
(Carninci et al. 1997; Schmid et al. 2006; Zhang and Dietrich Mapping of transcription
start sites in saccharomyces cerevisiae using 5' SAGE 2005).

This approach revealed that transcription is often initiated across widespread
genomic locations, making it non-trivial to define initiation sites (Carninci et al. 2005;
Carninci et al. 1997; Kawaji et al. 2006; Kimura et al. 2006; Schmid et al. 2006; Zhang and
Dietrich Mapping of transcription start sites in saccharomyces cerevisiae using 5' SAGE
2005). Two general initiation patterns have been characterized in mammalian core
promoters. The first contains those with tags mapping to a “single dominant peak,”
whose promoters have strong over-representations of canonical motifs, such as the
TATA box, GC box, CCAAT motif, and comparatively low frequencies of CpG islands.
Gene ontology (GO) analyses have shown that single dominant peaks are associated to

developmental regulation and specialized differentiation processes (Carninci et al. 2006).
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The second type of initiation patterns is “broad regions” whose promoters have TATA
poor profiles and are enriched in CpG islands. Broad regions are associated to more
ubiquitously expressed transcripts with housekeeping functions, such as RNA
processing and the ubiquitin cycle (Carninci et al. 2006). The large scale of available data
allows for detailed analyses; for instance, one study explored the importance of precise
spacing between the TATA and the TSS (Ponjavic et al. 2006).

Until recently, data comparable in scope to the CAGE sets for mouse and human
has not been available for Drosophila genomes (Clark et al. 2007; Stark et al. 2007), but a
large number of ESTs have been sequenced in D. melanogaster using 5 capping
technology (Celniker et al. 2002). Using these, several computational efforts have
focused on the locations and frequencies of sequence motifs found in core promoters.
The TATA box (TATA), Initiator (INR), Downstream Promoter Element (DPE), and
Motif Ten Element (MTE) have been identified with distinct spacing requirements
relative to the TSS (Juven-Gershon et al. 2008). Each of these motifs has been found at a
comparatively low frequency, but several analyses have identified common additional
motifs enriched in core promoters (FitzGerald et al. 2006; Ohler et al. 2002). A different
analysis showed that specific motif combinations, or modules, frequently occur in core
promoters (Ohler 2006). These modules are hallmarks of distinct core promoter types,
and have been shown in a study of genes associated with highly conserved non-coding

element to characterize three main functional classes of genes in D. melanogaster:
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developmental regulation, housekeeping, and tissue specific differentiation (Engstrom et
al. 2007) . Such functional classes have also been associated to different modes of RNA
pol II occupancy (Zeitlinger et al. 2007).

The core promoter elements and modules also offer deeper insight into the
combinatorial utilization of the sequence architecture. For example, the enhancer for the
yellow gene has been shown to interact with a promoter in cis and a promoter in trans
(Lee and Wu 2006). With respect to higher levels of organization, genomic analyses are
increasingly complemented by the elucidation of epigenetic patterns, such as the
positioning of nucleosomes and the presence of certain histone marks (Mavrich et al.
2008; Mito, Henikoff, and Henikoff 2005). Previous analyses used polytene chromosome
staining and ChIP-on-chip to show the existence of two distinct transcriptional
programs in D.melanogaster: the TATA-box-binding protein — related factor 2 (TRF2)
regulating TATA-less transcription, including the genes encoding linker histone H1, and
the TATA-box-binding protein (TBP), including transcription of promoters of the core
histones H2A/B, and H3/H4 (Isogai et al. 2007). The degree to which the core promoter
motifs/modules and epigenetic features are correlated with the patterns of transcription
initiation has not yet been explored in D.melanogaster.

In this chapter, we use available large-scale data to provide an extensive, high-
quality mapping of alternative TSSs across the fruit fly genome. We show that

individual core promoter elements and their corresponding modules are associated to

75



the peaked and broad patterns of transcription initiation that characterize them. Lastly,
we confirm that motif matches are highly conserved in the peaked promoters of TSSs,

but show considerable variation in the broad promoters of TSS cluster groups.

3.2 Materials and Methods
3.2.1 EST Filtering and Clustering

We used EST alignments from Drosophila Release 4.3 to identify TSSs, which
enabled us to directly map our results to other available data sources. We filtered the
ESTs in a four-step process by first eliminating ESTs that did not cover an intron splice
junction. This reassured us that the remaining ESTs were produced from mature
transcripts. Second, we removed ESTs having aligned fragments longer than 1,500nt, or
a distance greater than 100kb between any two fragments. This was done to exclude
dubious ESTs that may incorrectly map to the genome. The parameter range of 50-100kb
corresponded to an upper bound of the genomic span of fly genes and was previously
used as a natural cutoff for the determination of promoter co-regulation (Manak et al.
2006) . Third, we took out ESTs that aligned to multiple regions to ensure our set
contained unambiguous locations. Fourth, we deleted ESTs with the most 5" location
mapping to within 2bp of the start of a downstream exon or transposon, as annotated in

Release 4.3. This served to eliminate incomplete ESTs, and those utilized by transposons.
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The 157,093 ESTs that remained were deemed highly confident in mapping to the most
5" ends of coding transcripts.

We implemented a hierarchical clustering strategy to define individual TSSs
(Figure 25). We first parsed the ESTs by associating each of the 157,093 filtered ESTs to
corresponding genes and dividing all of the ESTs for each gene into broad windows.
Adjacent ESTs that were less than 100bp apart were assigned to the same window, while
adjacent ESTs greater than 100bp apart were assigned to different windows. The
window size of 100 nt is a rule-of-thumb standard which has also been employed by
EPD to specify broad regions of transcription initiation (Schmid et al. 2006). Moreover,
the known sequence features directly involved in transcription initiation are all located
within +/-50 nt from the TSS, and the core promoter region of each TSS is generally
defined to be ~100bp in size. The genomic position of the 5" end of each EST alignment is
referred to as the EST location.

We next computed the standard deviation of EST locations, and iteratively
divided windows into smaller clusters until each had a standard deviation of less than
10. We will refer to all of the clusters and sub-clusters having a standard deviation less
than 10 with the term (sub-) cluster. This was done to discriminate regions of high
localized EST frequency from broad regions with low EST frequency. It also served to

separate singleton EST outliers into separate (sub-) clusters. The choice of 10 as standard
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deviation parameter corresponds to a variance of 100bp and thus the size of a core

promoter, as defined above.

3.2.2 TSS Ildentification From EST Clusters

We identified TSSs from the (sub-) clusters using four criteria. First, we found
the location with the highest frequency of ESTs in each (sub-) cluster, and removed (sub-
) clusters with a maximum frequency at a single site less than 2. This criterion selected
only those (sub-) clusters with consistently and reproducibly utilized TSSs. If 2 or more
sites were tied for having the highest frequency of ESTs, the upstream site was chosen.

Second, to ensure that predicted locations coincided with the beginning of full-
length transcripts, we selected sites that had to either be supported by at least three ESTs
from a 5" capped library sequenced by RIKEN (Carninci et al. 2005), or two RIKEN ESTs
and a third EST within 5bp from any non-RIKEN, non-capped library. For EST clusters
without RIKEN ESTs, sites had to either be supported by three ESTs within 5nt of the 5’
end of the cluster, or have at least half of the ESTs within a (sub-) cluster falling within
5nt of each other.

Third, if a cluster contained several TSSs identified for more than one (sub-)
cluster, we placed a new window starting at one TSS and ending at the second TSS. If

the standard deviation of this new window was less than the cutoff of 10, we kept the
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site with the higher frequency of ESTs as the TSS and removed the second location from
the dataset. If the standard deviation of the new window was greater than 10, we kept
both locations as TSS candidates. This eliminated closely spaced TSSs from adjacent
(sub-) clusters.

Fourth, we required sites to be upstream of a start codon annotated for the gene
in Release 4.3. Because ESTs do not span the entire length of a transcript, we generally
do not know what downstream isoforms correspond to the TSSs. For this reason, we
conservatively required TSSs to be upstream of the most downstream start codon. If any
of these criteria were not satisfied, we declared the (sub-) cluster to not have any

conclusive TSSs and removed it from further analysis.

3.2.3 Core Promoter Motif and Conservation Analysis

We applied the program PATSER (Hertz and Stormo 1999) to the plus strand of
the core promoter region [-60,+40] bp immediately surrounding the identified TSSs and
the most 5 sites in Flybase, to look for hits to previously published position weight
matrices above a threshold. For broad TSS cluster groups, promoter sequence [-60] bp of
the most upstream TSS to [+40] bp of the most downstream TSS in the cluster group was

extracted. To assess the strength of enrichment, we extracted 100bp sets of sequences
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surrounding three randomly selected intergenic sets of sites, and repeated motif
searches on these sets.

We used relative frequency matrices for eight core promoter motifs reported by
Ohler et al (Ohler et al. 2002) and that were confirmed by analyses of other groups, e.g.
Fitzgerald (FitzGerald et al. 2006). We estimated set-specific mononucleotide
backgrounds to account for varying AT content in the promoter sequences we analyzed
(our TSS set; Flybase TSSs; and the random intergenic set). Score thresholds were
individually chosen for each position weight matrix, always corresponding to a P-value
of 10? for the expected false positive hit per nucleotide. As seen in Figure 31, motif
matches in random intergenic regions agreed very well with the expected false positive
rate. Motif matrices were taken from Ohler et al. (Ohler et al. 2002), with one
modification. The DPE as reported in that study is a composite of the closely spaced
MTE and DPE elements (this can clearly be seen when comparing Motif 9 (DPE) and
Motif 10 (MTE) with previous DPE consensus motifs), which is likely a side effect of the
MEME motif-finding strategy employed in that study. To avoid confounding results by
overlapping matches, we shortened both DPE and MTE to 8nt non-overlapping motifs.
All frequency matrices and background models are part of Appendix B.

Preferred motif positions were defined differently for location-specific and non-
location specific core motifs: For TATA, INR, DPE and MTE, we used the 10nt window

with the highest number of motif matches in our D. melanogaster TSS set (-38 to -29 for
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the TATA box starting position, -4 to +6 for the INR motif, +14 to +23 for the MTE, and
+21 to +30 for the DPE). These windows overlapped the most enriched motif locations as
identified in the Flybase-defined promoter analysis of Fitzgerald et al. (FitzGerald et al.
2006). For the other four motifs, we used the 20nt windows as defined in that study
(Ohler 1: -20 to -1; DRE: -60 to -41; Ohler 6: -60 to -41; and Ohler 7: +1 to +20). Note that
we restricted motif matches to the preferred windows in some but not all analyses; in
particular, preferred windows are somewhat less meaningful when dealing with broad
cluster groups that do not exhibit a single initiation site.

For the conservation analysis, we first obtained orthologous regions across the
other 11 species (Clark et al. 2007) using alignments computed by Multi-LAGAN
(Brudno et al. 2003). Then, we selected promoters of TSSs having alignments in all 12
species, which led to a reduced set of 4,243 TSSs, with 2,075 genes with one TSS and
1,100 genes with more than one. As described above, we scanned orthologous regions in
each species for motif hits above the threshold. For the location-specific motifs (TATA,
INR, DPE, MTE), we identified matches in the D. melanogaster sequences within the 10-
nucleotide preferred windows as defined above; for the other four motifs, we used the
most-enriched 20-nucleotide windows (FitzGerald et al. 2006). Then, we assessed
whether motif matches in D. melanogaster were located at corresponding positions in any
of the other 11 genomes. Following the example of (Moses et al. 2006), we allowed for +5

nucleotides to account for possible small errors in the local alignments at the site of a
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motif match. In this way, we assessed whether a presumably functional motif, defined
by the experimentally deduced location of the TSS and the occurrence of a motif match

in the preferred position, was still detected in a second species, or potentially lost.

3.3 Results

3.3.1 EST Clustering lIdentifies a High Quality Set of Alternative
Transcription Start Sites

Previous studies on Drosophila promoters have often been based on the analysis
of upstream sequences extracted from a genomic resource such as Flybase (Wilson,
Goodman, and Strelets 2008), using the most 5 location of a gene as the site of
transcription initiation. However, using a resource in this way invariably leads to
inconsistent assignment of TSS locations; for instance, many Flybase transcript
annotations begin with a start codon, indicating that no transcript evidence is available
and making the annotation incomplete on the 5 end. Filtering out such simple cases
does not mean that the remaining transcripts are automatically 5° complete. While the
accuracy of TSS annotations have considerably improved with increasing available data
(Wakaguri et al. 2008), the use of high throughput 5" capping methodologies to identify
TSSs has also revealed dispersed patterns of transcription initiation in mammalian
genomes (Carninci et al. 2005; Kimura et al. 2006). These patterns have challenged the

validity of choosing the most 5" observed location as being the consistently utilized site.
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Thus, we are not confident in the reliability and quality of TSS data extracted
from general-purpose genomic annotations because we cannot be sure (1) which of the
annotated 5 ends reflects a complete transcript, and (2) which ones accurately capture a
true and consistently used transcription start site. Other previous analyses in D.
melanogaster were based on high quality TSSs, but were smaller in size and depth. For
instance, our previous core promoter study covered 1,941 TSSs, but did not include
alternative start sites (Ohler et al. 2002). The Eukaryotic Promoter Database (EPD)
incorporated highly confident TSSs identified from the curation of ESTs and is of a
similar magnitude to our previous study (Schmid et al. 2004). Here, we continue the
tradition of using ESTs for TSS identification, but with the goal of identifying all of the
consistently utilized and precisely defined TSSs, rather than the most 5" ones.

To minimize experimental error and clearly distinguish true TSSs from
background noise, it is essential to filter available 5" transcript data. To accomplish this,
we started from the large dataset of D. melanogaster ESTs in the Berkeley Drosophila
Genome Collection (BDGC) (Stapleton et al. 2002). Libraries were deposited by various
research teams and cover a broad spectrum of different conditions (Figure 24). The
Oliver Lab generated ESTs from the testes library BS, which is of interest because
germline tissues exhibit a sex specific transcriptional program (Hiller et al. 2004; Metcalf
and Wassarman 2007). Exelixis generated two immune-response related libraries, EN

and EC, from LPS induced mbn2 cells, and fat bodies of third instar larva challenged
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with gram +/- bacteria, respectively. There were 11 smaller libraries of ESTs grouped
together into the library “OTHERS” and assigned the default condition diverse. ESTs
from the BQ and EK libraries were also labeled with the diverse condition because they
were derived from unknown and multiple sources (Drosophila embryos, imaginal discs,
and adult heads). Some library conditions corresponded to developmental stages of the
fruit fly life cycle (embryo and the larva/pupa). Schneider cells were captured by
immortalized cell lines obtained from late embryonic stages (20-24 hrs). The remaining
five specific conditions corresponded to body parts of the adult fruit fly. More

information about the EST libraries can be found at the BDGC (Stapleton et al. 2002).

Filtered ESTs Are Derived From 16 Main Libraries
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Figure 24: Sources of EST Data
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631,239 EST alignments for 318,483 ESTs from the BDGC were taken from
Release 4.3 of the fly genome annotation. The ESTs were filtered to a unique set
of 157,093 alignments.

A significant fraction of ESTs were obtained with a protocol designed at the
RIKEN institute to capture capped full-length transcripts (Carninci et al. 1997), similar to
the more recent and larger mammalian efforts. This subset is therefore expected to map
to the exact starting locations of known transcripts. While the amount of available ESTs
is not large enough to completely saturate the transcriptome, it had until recently been
the largest amount of transcript data for Drosophila. We mapped the BDGC ESTs derived
from 15 different libraries to eight distinct conditions: embryo, larva/pupa, head, ovary,
testes, Schneider cells, mbn2 hemocytic cells, and fat body. A broad adult stage can be
accounted for by combining the promoter associations of the head, ovary, testes, mbn2
hemocytic cell, and fat body. Additional libraries from more than one body part or time
period, an unknown source, or additional conditions than examined here, were assigned
to one default condition called “diverse”. By using independently generated cDNA
libraries, we expect to reduce potential experimental biases from any one library in
mapping TSS locations due to incomplete reverse transcription. This list of EST-library
derived conditions is certainly limited, but it enables an initial analysis of promoter
utilization in different life stages and differentiated tissues.

We started from a set of 631,239 EST alignments for 318,483 ESTs, which were

part of Release 4.3 of the D.melanogaster genome. We filtered this initial set to a reduced
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set of 157,093 unique EST alignments with high confidence of mapping to the 5 ends of
transcripts (see Materials and Methods). These unique EST alignments map across the
Drosophila chromosomes and were derived from libraries of different sizes and
conditions (Figure 24). The libraries providing the most ESTs were the RIKEN Embryo,
RE with 35,102 ESTs, and RIKEN Head, RH with 21,697 ESTs. The remaining 100,294
ESTs were collected from non-cap trapping libraries. On account of the large size of the
RIKEN libraries, the embryo and head conditions contained the largest number of ESTs,
55,417 and 35,312, respectively. ESTs mapping to the diverse condition, and those from
the testes were next in size, followed by the Schneider cells, larva/pupa, and ovary. The

mbn2 hemocytic cells and fat body conditions had the smallest numbers of ESTs.

3.3.2 Alternative TSSs Are a Widespread Phenomenon in the Fly
Genome

To obtain a set of the most consistently utilized and precisely defined TSSs,
rather than the most 5, we implemented a hierarchical clustering strategy to define
individual TSSs, summarized in Figure 25 (see Materials and Methods). We first
associated each of the 157,093 filtered ESTs to corresponding genes, and then analyzed
the distribution of ESTs for disjoint subsets, denoted “(sub-)clusters”. We selected one or
more TSSs from these (sub-)clusters for each gene using additional criteria (see Materials
and Methods). All (sub-)clusters with less than 3 ESTs were removed from the analysis,

and the individual TSS locations were required to be supported by at least two ESTs. By
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designating TSS positions at the location of the highest EST frequencies within a clearly
delineated cluster, instead of at every mapped location (Carninci et al. 2005) or the most
5 one (Zhang and Dietrich Identification and characterization of upstream open reading
frames (uorf) in the 5' untranslated regions (utr) of genes in saccharomyces cerevisiae
2005), we were able to gain new insights on the architecture of core promoters and their
associations to conditions. The two most sensitive parameters in the clustering algorithm
were the standard deviation and minimum frequency. We selected informed values
based on previous analyses of Drosophila core promoters, however, increasing or
decreasing these values changes the number of TSSs identified. Given the amount of
available data and correspondingly chosen clustering parameters, all TSS positions are
separated by at least 20bp, with the consequence that motif assignments, which were
restricted to small, preferred windows in the core promoters relative to the TSSs, could
be made to individual sites. In mammalian studies on large-scale 5'capped transcript
datasets, initiation sites were observed at many closely spaced locations and called at
single-nucleotide resolution (Ponjavic et al. 2006). While some of the initiation
frequencies at this resolution have been shown to be condition-specific, broader TSS
initiation patterns may potentially be a result of some degree of sloppiness in the
transcriptional machinery, and functional consequences of such differences on

transcription are of yet unclear. With the data used in this study, we could not resolve
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whether start sites in flies are overall defined in tighter patterns, even if they are closely

spaced to each other, or if additional data would lead to broader patterns.
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Figure 25: Hierarchical Clustering Algorithm and TSS Identification

ESTs were hierarchically clustered in 4 main steps. (1) ESTs were mapped to the
5" ends of genes. (2) Large initial clusters were formed from grouping adjacent
ESTs together that were less than 100bp apart. (3) Clusters were broken into
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smaller (sub-) clusters that each had a standard deviation of less than 10. (4)

(Sub-) clusters with less than 3 ESTs were removed. Then, (5) the most highly

utilized location per (sub-) cluster was selected as the TSS and (6) TSSs within

100bp were grouped into broad TSS cluster groups.

We identified 5,665 TSSs for 3,990 genes (Appendix A), nearly three times the
number of TSSs and twice as many genes as in our earlier study (Ohler et al. 2002). More
than half of the filtered ESTs were removed in hierarchical clustering and TSS selection.
The largest decrease in the number of ESTs during TSS selection was observed for the
diverse category. This indicates that data from more variable sources show less
consistent TSS locations compared to RIKEN cap-trapped data. TSS locations with
overlapping core promoter sequences, i.e. less than 100bp from each other, were
grouped into non-overlapping TSS cluster groups spanning longer promoter regions.
Below, the TSSs in TSS cluster groups are analyzed on two levels: as individual initiation
sites, and together in TSS cluster groups.

There were 2,765 genes (69%) with one TSS, and 1,225 genes (31%) with more
than one TSS. Of the 1,225 genes with more than one TSS, 685 genes (56%) had one TSS
cluster group, and 540 genes (44%) had more than one TSS separated by more than
100bp. Genes with alternative TSSs and alternative TSS cluster groups were distributed
across the chromosomes 2L, 2R, 3L, 3R, and X (Figure 26). There may be additional

alternative initiation sites upstream or downstream of those listed here that were not

considered due to a lack of EST support.
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Widespread Existence of Alternative TSSs and
Alternative TSS Cluster Groups
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Figure 26: Alternative TSSs and Alternative TSS Cluster Groups Are Widely
Distributed Across the Genome

For each chromosome, the number of genes with one TSS (blue) and more than
one (i.e. alternative) TSS (red) were counted. Genes having alternative TSSs were
divided into 2 groups: those having one TSS cluster group (yellow) and those
having more than one TSS cluster group (green). With the exception of
chromosome 4, the overall fraction of genes with alternative TSSs ranged from
28-32%, and the fraction of genes with alternative TSS cluster groups was 12-
14%. Chromosome 4 is much smaller in size than the other Drosophila
chromosomes, and had an elevated percentage of genes with alternative TSSs (19
out of 38, 50%) and alternative TSS cluster groups (34%), possibly due to the
small sample size.

The mean genomic distance from TSSs to the most upstream start codon

annotated in release 4.3 was 1,353bp, with a median of 264 bp. This is 91bp smaller than
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our previous estimate of 1,444bp between TSS and start codon using Chromosome 2R
(Ohler et al. 2002). This difference is likely due to the earlier strategy of Ohler et al. using
the most 5" ESTs to define sites of transcription initiation, rather than our use of the most
highly utilized locations as TSSs. For genes with a consistent downstream start codon
annotation, 141 TSSs were more than 10,000bp upstream of the closest start codon. This
observation of large distances between TSSs and their corresponding start codons agrees
with high frequencies of large distances between TSSs and start codons found in D.
melanogaster using tiling arrays (Manak et al. 2006). Due to the clustering criteria, the
minimal distance between two alternative TSSs was 20bp, with the most common
distance ranging from 25-35bp. This is different from the more high-resolution definition
of alternative TSSs that was employed in studies using high-throughput 5" cap trapping
data (Ponjavic et al. 2006). As a result, canonical core promoter sequence elements that
occur at precise distances from the TSS such as the Inr, TATA box or DPE, can be clearly
assigned to individual promoters.

The maximum number of individual TSSs identified per gene was seven for the
genes CG33113 (Rtnl1), CG14039 (quick-to-court), and CG11525 (CycG). Flybase listed
three fewer alternative TSSs for quick-to-court, and four fewer for CycG in Release
5.11(Wilson, Goodman, and Strelets 2008). Seven transcript isoforms for Rtnl1 and quick-
to-court, and three transcript isoforms for CycG are annotated for these genes. Whereas

some of the TSSs of CycG and quick-to-court are close to each other and combined in
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cluster groups, all of the TSSs of Rtnll are well-separated peaked TSSs. Due to the
stringent selection criteria we employed in the clustering strategy, genes with more than
seven promoters may exist, but we found the most common range of alternative TSSs to
be much lower.

Due to the definition of the TSS cluster groups, the minimal distance between
TSSs in alternative TSS cluster groups is 101bp, and the most common intra cluster
distance ranges from 101-199bp. There were 55 TSS cluster groups separated by more
than 10kb. It is estimated that noncoding 5" and 3" DNA each comprise approximately
2kb of intergenic sequence, and that intergenic distances increase with regulatory
complexity (Nelson, Hersh, and Carroll 2004). Genes performing house-keeping
functions, such as ribosomal constituents and general TFs, are commonly spaced in 4-
5kb segments of DNA. Genes with more complex roles, such as in embryonic
development and/or pattern specification, take up 17-25kb of DNA on average. This
suggests that some of the alternative TSSs/cluster groups separated by large distances

may experience more complex transcriptional regulation.

3.3.3 Quality Assessment of Identified TSSs
3.3.3.1 Identified TSS Locations Correspond to Sites in Other Genomic Data Sources

We evaluated the quality of our set of alternative TSSs by comparing initiation

locations to known sources. The first one we considered was the Eukaryotic Promoter
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Database EPD (Schmid et al. 2006), which has long been the reference source for
computational sequence analyses and modeling the proximal core regions of promoters.
The TSSs listed in EPD are result from using the oligo-capped EST subset from the
BDGC, a strategy parallel to ours. However, TSSs in EPD were identified with the
program MADAP (Schmid et al. 2007), which requires a user-specified initial range of
the number of TSS clusters, which is typically not known a priori. In contrast, the
hierarchical clustering strategy that we used heuristically identifies TSSs using
parameters based on genomic properties of core promoters, without any initial
knowledge of the number of TSSs. Also, MADAP uses Gaussians to model EST
distributions, regardless of fit, which may lead to calls of TSSs at the mean location
instead of the most frequent one. In particular, isolated ESTs far away from a cluster
have a large impact on the selection of the mixture model and may bias TSS locations,
and may contribute to the differences observed between EPD and our set.

The promoters of TSSs in EPD are divided into three groups: those surrounding
single transcription initiation sites, those around initiation regions, and those
encompassing multiple initiation sites (Schmid et al. 2006). These categories correspond
to peaked promoters, broad promoters, and alternative promoters in our set, and to
single dominant peaked (SP), broad regions (BR), and more than one SP or BR in the
vertebrate set (Carninci et al. 2006). EPD contains one-third the number of sites in our

set, 1,926 TSSs, of which very few are alternative sites. To compare the locations of the
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identified TSSs to those in the Eukaryotic Promoter Database EPD (Schmid et al. 2007),
we downloaded 201 bp surrounding each TSS for 1,922 D. melanogaster promoters and
aligned them to Release 4 with BLAST (Altschul et al. 1990). This was done to map
entries to a common reference point because EPD does not use Flybase IDs for TSS
identification. We removed 82 sequences with non-unique matches or less than 75%
sequence similarity from the analysis, and compared the locations of the remaining 1,840

EPD entries to the closest TSSs in our set.

TSSs Are Supported by EPD TSSs
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Figure 27: EPD Location Differences

Each of the 1,840 EPD TSSs was compared to the set of identified TSSs that were
on the same chromosome. The difference in location of the closest identified TSS
was taken from each EPD TSS, with the identified TSS as reference position, 0.
Differences ranged from 0 to greater than 1,000 bp. The plot covers a region of +/-
20 nt, which covers 76% (1,404) of EPD start sites.
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The distribution of distances between the locations of TSSs in our set and those in
EPD showed a high percentage of overlap (Figure 27), with the mode difference being
Obp. The mean location of EPD TSSs was ~35bp downstream of our identified TSSs.
There were 577 EPD TSSs (31%) that mapped exactly to the identified TSS locations and
1,404 EPD TSSs (76%) within +/- 20bp. The promoters of the set of 1,404 TSSs were
distributed across all three EPD classifications in the following way: 35% were single
initiation sites, 26% were multiple initiation sites, and 39% were initiation regions. There
were 136 EPD TSSs that were located within 21bp to 1,000bp from the closest TSS, and
300 EPD TSSs were farther than 1,000bp away. Such large distances are likely the result
from comparing the closest TSS locations between our set and EPD, regardless of
different gene associations. Instead of disagreements in calling the location of a TSS, this
fraction rather indicates the number of distinct TSSs that are included by either us or
EPD alone, but not both.

The second source to which we compared our set of TSSs was Flybase. Flybase is
the most complete database of Drosophila transcript information to date. Rather than TSS
annotations per se, Flybase contains the 5" ends of genes or transcripts which have been
annotated using a variety of experimental and computational methodologies, followed
by manual curation (Wilson, Goodman, and Strelets 2008). To provide a balanced
comparison of Flybase TSSs to identified TSSs, the 5’UTR files of the same release (4.3)

were chosen for analysis. Flybase TSSs were extracted for each chromosome, and only
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those upstream of the gene’s most downstream start codon, but not mapping to a start
codon, were selected for comparison. These criteria were in agreement with the
standards used to identify the hierarchically clustered TSSs, and ensured the exclusion
of obviously suspicious or incomplete transcripts. A set of 18,767 TSSs for 9,655 genes
from Flybase remained for comparison, over three times the number of TSS candidates
in our set. Because we mapped TSSs to Flybase gene IDs, we were able to compare 5,610
TSSs for 3,945 genes in our set, ~99% of the TSSs identified by hierarchical clustering, to

comparable sites of the same genes in Flybase.

TSSs Are Supported by Flybase TSSs
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Figure 28: Flybase Location Differences

All TSSs in Flybase that were upstream of the most downstream start codon, and
did not map to a start codon location, were selected for comparison. Each of the
TSSs identified by the hierarchical clustering strategy was compared to all of the
Flybase TSSs listed for the same gene. The smallest difference in location
between the Flybase TSS and the selected TSS was calculated at 1bp resolution
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using the selected TSS as a reference point, 0. The orientation of transcription of
each gene was used to determine the orientation of the differences. A negative
difference corresponded to a Flybase TSS being located upstream of the selected
TSS, and a positive value signified that the Flybase TSS was downstream of the
selected TSS. The plot covers a region of +/-300 nt, which covered 79% (4,406) of
TSS matching to Flybase start sites. Compared to EPD, differences in start site
locations are thus one order of magnitude larger at roughly the same coverage.

Akin to EPD, Flybase TSS locations showed a high percentage of overlap to the
identified TSS locations (Figure 28), with 720 Flybase TSSs mapping perfectly to
identified TSS locations; 30% located within 20bp; and 54% less than 100bp from
identified TSSs. This resulted in the mean location of Flybase TSSs 98bp upstream of
identified TSSs. Only 148 Flybase TSSs (2.6%) were more than 1,000bp from the
identified TSSs. Of the 148 sites, only 13 Flybase TSSs were upstream of ours, and the
remaining 135 Flybase TSSs were located more than 1,000bp downstream of identified
TSSs. They may be genuine alternative downstream TSSs with too little support to be
included in our set, or incomplete transcripts. The differences in TSS locations in Flybase
are likely to stem from the application of various criteria to annotate transcripts and
their 5" ends, rather than the application of one consistent method for TSS calling.

The mean location of Flybase 5" ends falling ~100 nt upstream of ours most likely
reflects the long-standing strategy to call the most 5 location of any single piece of
evidence as the 5 end of the whole transcript, even if many ESTs align to a more
downstream location. While this strategy certainly leads to correct calls in terms of the

genomic span of a gene, it does not correspond to high-quality TSS calls. We recognize
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that experimental bias from PCR amplification may exist in the set of the most highly
utilized TSSs (Ma et al. 2006), however, we believe it to be minimal, as the majority of
differences between our TSSs and those in EPD and Flybase is less than 100bp. Such
small differences in transcript size do not have a big impact on the rate of PCR
amplification. As such, many analyses of CAGE data (Ponjavic et al. 2006) now

commonly define the most frequent tag location as TSS.
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Figure 29: Alternative TSS Annotation for the Example Gene Tramtrack

Flybase annotation of TSSs at the tramtrack locus of Release 4.3 (Wilson,
Goodman, and Strelets 2008). The gene span, Flybase mRNA, EST, and cDNA
alignments were created using Gbrowse. The locations of the EPD sites,
hierarchically clustered TSSs, and start codon were added manually.

While EPD and Flybase provide high quality support for the identified sites

across the Drosophila genome, for a single gene, the TSS location information is often
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incomplete using either database, and inconsistent using both. We illustrate this for the
gene tramtrack (ttk; CG1856), a transcriptional repressor located on Chromosome 3R
(Figure 29). There were three peaked TSSs listed in Flybase at locations 27539606 (TSS
#1), 27550731 (TSS #2), and 27551187 (TSS #3). A fourth site at position 27552854 was
listed, and is not shown, as it corresponded to the first nucleotide of the exon containing
the start codon across all transcripts, and is likely to be an annotation artifact. The first
TSS in EPD, EP77044, is 2 bp downstream of the Flybase TSS #2 at location 27550733.
The second TSS, EP77045, occurred at location 27551504, and is 317bp downstream of
Flybase TSS #3. The distributions of ESTs at both locations were classified as single
initiation sites by EPD on account of their high frequency and small dispersion. In the
hierarchically clustered set, we observed TSSs at locations 27539771 (TSS #1), 27550733
(TSS #2), and 27551504 (TSS #3). The two most downstream TSSs correspond to the TSSs
in EPD, and the most upstream TSS is close to the first TSS annotated in Flybase, but
missing in EPD. This agreement with EPD resulted from our use of a similar dataset and
identification strategy. All three Flybase TSSs for tramtrack are upstream of TSSs in the
EPD and our sets, highlighting the bias in the usage of the most 5 evidence as TSSs,
rather than the most highly utilized locations. The TSSs identified by hierarchical
clustering thus supplement current annotations by providing precise and consistent TSS

locations.
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3.3.3.2 Core Promoters of Identified TSSs Contain Higher Frequencies of Essential
Initiation Motifs Than the Most 5’ Sites in Flybase

To further demonstrate the reliability of the identified TSSs, we examined the
presence of reported core promoter elements. For the Flybase motif comparison, we
determined the frequency of the TATA, INR, DPE, and MTE motifs that are known to
occur at a narrow distance from the TSS, in their preferred 10nt windows in the
promoters. In addition, we analyzed the occurrence of the Ohler 1, DRE, Ohler 6, and
Ohler 7 motifs in their 20bp preferred windows as defined in (FitzGerald et al. 2006)
(Appendix B), as they are known to occur more widely throughout the core promoter.
To allow for a clear comparison, we contrasted the number of motif matches in core
promoters of genes with single promoters in our set to the number of matches in the

core promoters of the most 5" TSS coordinates defined for the same genes in Flybase.

TSSs Defined By the Most Frequent ESTs Are Associated With Higher
Numbers of Core Promoter Elements in Functional Locations
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Figure 30: Presence of Core Promoter Elements

For 2,725 genes with exactly one TSS in our set and an annotated initiation site in
Flybase, motif matches were identified in the preferred windows in their core
promoter sequences using separate zero order Markov models as background.
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There is a consistently higher number of motif matches in the promoters of the
TSSs identified here, compared to those of the TSSs from the Flybase 5 end
annotations.

Figure 30 shows that each of the four location specific canonical elements was
~1.6-2.4 times more frequent in the core promoters of most highly utilized TSSs, than in
those surrounding the most 5" sites in Flybase. For the more broadly occurring Ohler 1
and DRE, a similar trend was observed with 1.8 and 1.5 times more occurrences of motif
matches in the core promoters of the most highly utilized sites, respectively. For Ohler 6
and Ohler 7, the differences in motif frequencies were not distinctive; however, these
two motifs have little location specificity (Figure 30), and the small differences in
occurrences most likely reflect the breadth of locations of motif instances. The pattern
that Flybase-derived promoters show a significantly lower number of known regulatory
motifs has also been reported elsewhere (Berendzen et al. 2006). Due to the stringent
window sizes, motif frequencies were overall lower than in some previous estimates; for
instance, following the criteria in (Ohler et al. 2002), we detected an INR in 25% and a
TATA box in 16.5% of promoters of genes with one TSS, which compares well with the
presence of an INR in 26.3% and a TATA box in 19.3% of melanogaster promoters in the
earlier study.

Looking at the presence of sequence motifs within tramtrack peaked promoters,

an INR was present at both TSS#1 and TSS#3 as defined in our set, strengthening our
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assignments for these TSSs, in spite of their considerably different locations in Flybase

(Figure 29).

3.3.4 Sequence Elements are Associated With Different Initiation
Patterns

For more than 20 years, it has been known that some promoters are highly
position specific, while others are spread over larger regions (Bucher and Trifonov 1986).
The analysis of large-scale CAGE data in mammals has confirmed the presence of
peaked and broad promoters as a general phenomenon, and lead to a more precise
definition of four different promoter shapes reflecting different initiation patterns
(Carninci et al. 2006): (1) Single-peaked or focused; (2) broad or dispersed; (3)
multimodal; and (4) broad with peaked(s). In the clustering analysis above, we
identified two types of promoters: “peaked ” for single TSSs, and “broad” for TSS cluster
groups. The scale of the available fly data does not allow for a more precise sub-
classification, but the two groups resemble the categories found in mammals to some
extent, with the broad promoters being a potential combination of the categories (2) to
(4).

Compared to mammals, analyses of the Drosophila genome have identified a
larger set of sequence motifs enriched in core promoters. Ohler et al. predicted a set of
ten motifs in the [-60,+40] bp region surrounding the TSS (Ohler et al. 2002); Fitzgerald et

al. (FitzGerald et al. 2006) later identified 13 motifs with enrichment in the same region,
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including nine of the ten motifs from Ohler et al. This knowledge allowed us to
investigate whether the peaked and broad promoters were associated to specific core
promoter elements, similar to the TATA box and CpG island biases found in mammals
(Carninci et al. 2006). We focused on eight of the ten motifs in Ohler et al. that have
either been biologically validated or previously reported as building blocks for core
promoter sequence modules. The eight motifs included four location specific canonical
motifs (TATA, INR, DPE, and MTE) (Juven-Gershon, Cheng, and Kadonaga 2006), and
four motifs that have weaker positional biases, but were found to frequently co-occur in
a specific order and orientation (Ohler 1, DRE, Ohler 6, and Ohler 7) (FitzGerald et al.
2006; Ohler 2006). Of the latter, only the role of the DRE in the recruitment of the
polymerase has been unraveled (Hochheimer et al. 2002). We evaluated the occurrence
of these eight motifs and their most frequently occurring modules in the core promoters
surrounding 3,788 TSSs and 876 TSS cluster groups (see Materials and Methods).
Because there were far more peaked promoters than broad promoters, their core
promoters covered a three times larger genomic region. To provide an equal measure
across both sets, and across motifs with differences in location preferences, motif
matches were counted anywhere in the promoters, and the numbers of motifs found
were then normalized to the number of occurrences per 100kb. For an estimation of the
numbers of motif frequencies expected by chance, the analysis was repeated on three

sets of 100bp regions surrounding randomly selected intergenic sites.
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Figure 31A shows a clear separation in core element usage between peaked and
broad promoters. While the TATA, INR, DPE, and MTE were more prevalent in peaked
promoters, broad promoters had larger numbers of the Ohler 1, DRE, Ohler 6 and Ohler
7. As the TATA, INR, DPE, and MTE occur more frequently at specific locations from the
site of initiation, and the Ohler 1, DRE, Ohler 6 and Ohler 7 have a weaker positional
bias, peaked and broad initiation patterns directly correspond to the strength of location
biases of the promoter elements that define them. With the exception of the INR, there
were fewer occurrences of the location specific canonical elements in peaked promoters
than there were of the motifs without location bias in the broad promoters. As this
relationship appears after normalization, this suggests that the density of motifs is not
linearly proportional to the genomic span of the core promoters, but rather that broad
promoters, which include multiple closely spaced initiation sites, also contain higher

densities of their most frequent elements.
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Occurrence of Canonical Elements is Associated to Initiation Pattern
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Figure 31: Core Promoter Elements Are Associated to Initiation Pattern

PATSER was used to evaluate the presence of the eight core promoter elements
at any location in the 100bp sequences surrounding 3,788 TSSs, 876 TSS cluster
groups, and three sets of 1,299 random intergenic sites. All counts were rounded
to the nearest whole number after normalization. (A) Individual Motif
Occurrences The number of motif matches were counted and normalized to the
number of occurrences per 100kb. For the random intergenic sites, the mean
numbers of motif occurrences across all three sets are shown. (B) Module
Occurrences The number of pairs of motif matches present in the designated
order, with respect to the orientation of transcription, were counted and
normalized to the number of occurrences per 100kb.

The greatest difference in element frequency between peaked and broad
promoters was observed for the INR and DRE. This suggests that the DRE may be of

equal importance to the transcription for broad promoters as the INR is for the peaked
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promoters. All motif observations were higher than the mean number of occurrences
found across the three random intergenic sets, and random occurrence rates
corresponded well to the expectation based on motif score cutoffs. When motifs in
peaked promoters were constrained to their functional locations (see Materials and
Methods), the same trends of occurrences were observed (Figure 32). We did not analyze
restricted motif locations for the broad promoters, as multiple TSS reference points in
the TSS cluster groups prevented distinct assignments within the overlapping core

promoters.

Canonical Elements in Constrained Locations Maintain Association to Initiation
Pattern
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Figure 32: Sequence Elements in Preferred Windows of Peaked Promoters
Preserve Trends of Motif Associations

Motif matches were constrained to their preferred windows in peaked core
promoters and normalized to the number of occurrences per 100kb (see Materials
and Methods). The mean number of occurrences across the three random
intergenic sets is shown.

Next, we evaluated the presence of combinations, or modules, of known

elements in the core promoters of the peaked TSSs and broad TSS cluster groups. A
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previous study had identified five different core promoter modules, which we evaluated
here: TATA/INR, INR/MTE, INR/DPE, Ohler 6/1, and Ohler 7/DRE (Ohler 2006).
Overall, individual motifs had a much higher frequency in both peaked and broad
Drosophila core promoters than observed collectively as part of motif modules (Figure
31). This may be evidence of motifs functioning independently of each other, in spite of
their ability to synergistically cooperate. It may also suggest that individual motifs can
have a general role in the binding of transcription factors to increase the overall rate of
initiation, even though they may have a more restricted function when present in
specific modules. Furthermore, as different repertoires of transcription factors are
present under varying conditions, dual roles of motifs may correspond to different
conditions. For instance, the TF binding to the DRE may be present individually in one
condition, resulting in the DRE generally increasing the rate of transcription, while both
TFs binding to the DRE and Ohler 7 may be present in a second condition, allowing for
the complex to be more restrictive in interactions to recruit RNA pol II to the DNA.
Figure 31B shows that the TATA/INR, INR/MTE, and INR/DPE modules
occurred more frequently in the peaked promoters, and the Ohler 6/1 and Ohler 7/DRE
modules were more prevalent in the broad promoters. This corresponds with our
results of the occurrences of the individual elements. It also shows that even though the
Ohler 6 and Ohler 7 elements have a lower positional bias, they occur in a specific order

within binding modules. All module occurrences in peaked and broad promoters were
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far above the mean number found in the three random intergenic sets, although higher
numbers of the most frequent modules appeared in the broad promoters than in those of
peaked. This reaffirms that the broad core promoters of TSS cluster groups have a
higher density of the most frequent modules of motifs than those of individual TSSs.
Extending the analysis to three elements is limited by the rareness of such events, but
analyses indicated that INR/MTE/DPE and TATA/INR/DPE occurred more often than
triplets of elements with less positional bias (data not shown).

Finally, peaked core promoters were found to have higher frequencies of G
(0.229) and C (0.234) than broad core promoters (G: 0.211 and C: 0.224) and the 100bp
sequences surrounding the random intergenic sites (G: 0.203 and C 0.205). These results
confirm previous work showing that core promoters with the DPE, INR, and TATA/INR
have a moderate GC content, and core promoters with the DRE, and Ohler 1/6 elements
have a GC-poor profile (Ohler 2006). With this analysis, we show that the GC content is
not only characteristic of core promoter elements, but also of initiation patterns of

transcription.

3.3.5 Conservation of Sequence Elements Differs Across Initiation
Patterns

Given the different associations of motifs with initiation patterns, we sought to
examine whether there were differences in the conservation of core promoter motifs

across the 12 fully sequenced Drosophila genomes. We selected the promoters of
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individual TSSs and TSSs in TSS cluster groups that had aligned sequences in all 12
species (see Materials and methods). This led to a reduced set of 4,243 promoters for
3,175 genes: 2,886 peaked TSSs, and 1,357 TSSs in broad promoters. We compared the
conservation of the eight core promoter motifs in D. melanogaster to the other eleven
genomes in a pairwise fashion (see Materials and methods). In other words, we assessed
whether a presumably functional motif, defined by the occurrence of a motif match in
the preferred window relative to the location of a mapped TSS in D. melanogaster, was
still detected in a second species in the corresponding position in the alignment. Figure
33A shows that conservation levels of the INR motif ranged from approximately 90 to
95% for promoters in the melanogaster subgroup to approximately 50% for promoters in
distantly related species. These levels directly correlate with the phylogenetic distances
of the 12 genomes (Clark et al. 2007). Similar patterns are found for the other position-
specific motifs, with the TATA box showing the highest level of conservation, and the
MTE the lowest in more distant species. For the other four motifs, the conservation
levels were consistently lower.

While this analysis showed clear trends, it did not indicate whether such
observations could arise from chance. We therefore determined the fraction of pairwise
conserved motif matches by dividing the number of conserved motif instances in the
preferred window over the total number of occurrences anywhere in the D. melanogaster

promoters. After repeating this analysis on a set of similar sized random intergenic
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sequences, we took the ratio between promoters and random sequences as the motif
enrichment score; for D. melanogaster alone, this score simply indicated the enrichment of
hits in the preferred window (Figure 33B). In general, ratios were higher for the position-
specific motifs INR, TATA, MTE, and DPE, with the INR exceeding enrichments of 30-
fold. While there was a lower but consistent score for Ohler 1 and DRE, the motifs Ohler
6 and Ohler 7 did not clearly exceed a ratio of 1 in D. melanogaster, indicating that the
preferred windows taken from (FitzGerald et al. 2006) were not actually enriched above
background. The total number of conserved instances was quite low for these motifs,
and the higher scores seen for more distantly related species may be regarded with
caution, as they could simply be a side effect of the small sample size. Nonetheless, we
saw that the motifs that were less restricted in their relative location to the TSS showed a

lower level of conservation in the aligned locations.
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Conservation of Core Promoter Elements Across 12 Fly Species
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Figure 33: Evolutionary conservation of sequence elements.

The core promoter sequences surrounding each D. melanogaster TSS were
mapped to orthologous locations in the 12 Drosophila genomes. (A) Conservation
of sequence elements across the 12 fruit fly genoomes. The set of D. melanogaster
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promoters having an element present in its preferred window was selected, and
the fraction of all orthologous sequences with the motif present was assessed in a
pairwise fashion with the other 11 species. The figure indicates a sharp decline in
the conservation of the elements outside of the melanogaster subgroup. (B)
Enrichment of conserved motif matches in promoters over random sequences.
The plot shows the fold enrichment of the fraction of total D. melanogaster motif
matches conserved in the preferred window of 100-bp sequences surrounding
detected TSSs compared to random intergenic locations. For clarity, the plot
shows only five out of the eleven species in the total pairwise comparisons. (C)
Differences in conservation of canonical elements between peaked versus broad
promoters. After splitting the motif matches used in (a) by their occurrence in
peaked versus broad promoters, there are noticeable differences between the
conservation levels of motifs. For clarity, we again only show five out of the
eleven pairwise species comparisons. D.mel, D. melanogaster; D.sim, D. simulans;
D.sec, D. sechellia; D.yak, D. yakuba; D.ere, D. erecta; D.ana, D. ananassae; D.pse, D.
pseudoobscura; D.per, D. persimilis; D.wil, D. willistoni; D.moj, D. mojavensis; D.vir,
D. virilis; D.gri, D. grimshawi.

Given that these two motif sets were shown to be associated with different

initiation patterns, we assessed whether motifs in peaked promoters exhibited different

conservation patterns than those in broad promoters. Figure 33C shows that there are

indeed strong differences in the conservation levels of motifs across initiation patterns.

Conservation levels of localized motifs (TATA, INR, DPE, MTE) were consistently

higher when they occurred at peaked TSSs versus TSSs in broad promoters. This trend

was mirrored in a somewhat weaker fashion by the set of motifs with lower positional

preference (Ohler 1, DRE, Ohler 6, Ohler 7), which were more conserved in peaked than

broad promoters. Observations on promoter conservation and TSS turnover have been

reported for human-mouse comparisons supported by 5 capped tag data (Frith et al.

2006). In particular, findings indicated that some alternative promoters experience a
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lower negative selective pressure, and this may reflect an intermediary stage of a TSS
turnover event. Our findings here indicate that selective pressure on the motifs in
promoters also depends on the initiation patterns, with evidence that broad promoters
may experience more frequent functional motif turnover due to the lowered restrictions
on relative spacing of enriched motifs, and/or the presence of other functional promoters
in the close vicinity.

Looking at the conservation of motifs for the ttk case study (Figure 29), we recall
that two INR motifs were present in the preferred location of the peaked promoters of
TSS#1 and TSS#3. The initiator motif in the TSS#1 promoter was conserved across all 12
species, and the initiator in the TSS#3 promoter was conserved within the 5 species of
the melanogaster subgroup. This illustrates the existence of differences in motif

occurrence and conservation levels at alternative start sites.

3.4 Discussion

The identification of 5,665 TSSs from hierarchical 5 EST clustering provide a
comprehensive map of reliable transcription start sites in D. melanogaster. By designating
TSS positions at the location of the highest EST frequencies within a clearly delineated
cluster, instead of at every mapped location (Carninci et al. 2005) or the most 5 one
(Zhang and Dietrich Identification and characterization of upstream open reading

frames (uorf) in the 5' untranslated regions (utr) of genes in saccharomyces cerevisiae
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2005), we were able to gain new insights on the architecture of core promoters and their
associations to conditions. The two most sensitive parameters in the clustering algorithm
were the standard deviation and minimum frequency. We selected informed values
based on previous analyses of Drosophila core promoters, however, increasing or
decreasing these values changes the number of TSSs identified. The saturation of the D.
melanogaster transcriptome by the current set of sequence tags is certainly incomplete,
and additional TSSs exist beyond the high quality set identified in this work.
Nevertheless, the TSS map provided here should serve as a useful resource for
information regarding condition-specific transcription initiation, and for computational
modeling of promoter regions.

Given the amount of available data and correspondingly chosen clustering
parameters, all TSS positions are separated by at least 20bp, with the consequence that
motif assignments, which were restricted to small, preferred windows relative to the
TSSs, could be made to individual sites. In mammalian studies on large-scale 5’ capped
transcript datasets, initiation sites were observed at many closely spaced locations and
called at single-nucleotide resolution (Ponjavic et al. 2006). While some of the initiation
frequencies at this resolution have been shown to be condition-specific, broader TSS
initiation patterns may potentially be a result of some degree of sloppiness in the
transcriptional machinery, and functional consequences of such differences on

transcription are of yet unclear.
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Drosophila core promoters distinguish themselves from other eukaryotic species

investigated so far, by being defined by a repertoire of well-known sequence motifs. A
concurrent recent study explored how promoters relate to one another across alternative
TSSs and adjacent genes (Zhu and Halfon 2009). Here, we examined differences in motif
frequencies of peaked and broad promoters. We showed that peaked promoters have
higher frequencies of the location specific motifs (TATA, INR, DPE, MTE) and their
corresponding modules TATA/INR, INR/DPE, INR/MTE, and a higher GC content. The
importance of the location of elements in peaked promoters with respect to the TSS may
reflect the binding architecture of specific TAFs in the RNA pol II.
While the core promoters of broad promoters showed an increase in the less location
enriched elements (Ohler 1, DRE, Ohler 6, Ohler 7), their modules Ohler 6/1, DRE/ Ohler
7, and had a poor GC profile (Ohler 2006). While this segregation of sequence elements
in the core promoters of TSSs and TSS cluster groups is striking, it is not complete.
Nearby peaked promoters may be designated as broad promoters, and vice versa, as a
promoter may appear peaked due to a limited amount of data.

Our findings suggest that the core promoters of peaked TSSs in Drosophila are
functionally equivalent to those surrounding the single dominant peaked TSSs in
vertebrates. The peaked promoters in both D.melanogaster and vertebrates have single,
well-defined sites of initiation, contain location specific motifs, and are associated to

similar functional subsets of genes. Similarly, we showed that the core promoters of
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broad TSS cluster groups in Drosophila are functionally equivalent to the broad regions
of initiation in vertebrates (Carninci et al. 2006). Both are composed of multiple initiation
sites, with no fixed spacing between them, contain motifs without a location enrichment,
are void of the location specific motifs, such as the TATA, and are also present in similar
functional subsets of genes. It is important to recognize, however, that we are
comparing the functional usage of each ‘type’ of core promoter across Drosophila and
vertebrates, and not the actual sequence features that comprise them; Drosophila and
vertebrates have core promoter sequence features that are uniquely adapted to the
transcription initiation machinery of each species. For instance, out of the eight motifs
used in this study, only three motifs (TATA, INR, and DPE) have been shown to be
functionally relevant for transcription initiation in vertebrates (FitzGerald et al. 2006). In
turn, other sequence elements such as the downstream element DCE play an important
role in human (Lee et al. 2005). In our analysis, broad promoters were found to contain
higher densities of the most frequent motifs and modules. TSS cluster groups may be
‘hotspots” in animal genomes and have higher probabilities of gaining additional motifs
and modules. As they define larger domains, broad promoters may be susceptible to
higher probabilities of gaining motifs and modules. It will be interesting to explore
whether, similar to other genomic properties including gene family sizes (Rach 2004)
and protein folds (Koonin, Wolf, and Karev 2002), the relationship between motif

density and genomic span of initiation is be scale free.
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The most salient difference between fruit fly and vertebrate promoters regards
the presence of CpG islands. In vertebrates, CpG islands are characteristic of broad
initiation regions, and are less frequent in peaked promoters, while in D. melanogaster,
CpG islands do not exist, and peaked promoters have higher frequencies of G and C
than those of broad promoters. This may indicate that the shape of promoters may be
independent of the functional properties of CpG islands. The core promoter motifs may
have been decoupled from CpG islands, or the properties of CpG methylation,
selectively in the evolutionary history of D. melanogaster, as many other insect taxa have
CpG methylation and orthologous proteins that catalyze it in vertebrates (Tweedie et al.
1999; Wang et al. 2006). Furthermore, the core promoter motifs may be more dependent
on the epigenetic features of the genome, such as the organization of histones and
histone methylation, rather than on the properties of the DNA sequence itself.

Overall, individual motifs had a much higher frequency in both types of
Drosophila core promoters than motif modules. This may be evidence of motifs
functioning independently of each other, in spite of their ability to synergistically
cooperate. It may also suggest that individual motifs can have a general role in the
binding of transcription factors to increase the overall rate of initiation, even though
they may have a more restricted function when present in specific modules.
Furthermore, as different repertoires of transcription factors are present under varying

conditions, dual roles of motifs may correspond to different conditions. For instance, the
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TF binding to the DRE may be present individually in one condition, resulting in the
DRE generally increasing the rate of transcription, while both TFs binding to the DRE
and Ohler 7 may be present in a second condition, allowing for the complex to be more
restrictive in interactions to recruit RNA pol II to the DNA.

While we did not explore this in the current study, a different prominent effect of
alternative promoters lies in downstream effects: the diversification of the gene’s
isoforms, an increase in the complexity of the gene’s architecture and possibly, an
expansion of the biochemical role of the gene’s function. Analysis on full-length mouse
cDNAs has shown a significantly higher correlation between the utilization of
alternative promoters and the occurrence of alternative splice isoforms and multiple
start codons, than for genes with one promoter (Zavolan et al. 2003). The association of
alternative promoters to alternative transcript isoforms may simply result from the
condition-specific expression of transcription and splice factors that independently lead
to diversified isoforms. A more intriguing model suggests a direct link between the
preferential recruitment of splicing factors to mRNAs transcribed from alternative
promoters and the recruitment of splicing factors by condition and promoter-specific
transcription factors (Chern et al. 2008; Cramer et al. 1999; Gendra et al. 2007). This could
result from multiple TSSs always generating different 5’UTRs sequences, which are

known to harbor functional elements. A third model suggests that alternative promoters
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have more subtle effects, such as affecting the mRNA’s half-life, rate of translation,
localization, or overall level of protein production.

Our study provided a high-quality data set to assess the conservation of core
promoter elements across the recently published 12 Drosophila genomes. As we have
experimental data for one species, we can only evaluate the loss of a D. melanogaster site
in the corresponding location in another species. The fraction of candidates with non-
conserved promoter elements in the melanogaster subgroup (approximately 10%
depending on the motif and species) agrees with the turnover frequency measured by
the ChIP-validated Zeste binding site (Moses et al. 2006). The observed conservation
levels drop drastically outside the melanogaster subgroup. A larger evolutionary effect in
more distal species is certainly expected, but the recently observed low performance of
multiple alignment algorithms on distal non-coding regions is likely to be a strong
contributor to this observation (Huang, Nevins, and Ohler 2007; Pollard et al. 2006).
Promoters of alternative TSSs, in particular those of broad TSS cluster groups, show a
distinctly lower level of conservation of motifs across the 12 Drosophila genomes. This
provides initial evidence of an average lower negative selective pressure on alternative
and broad promoters, linked to the presence of functional motifs. A possible explanation
for this effect was given in a recent TSS study on human and mouse, by using high-
throughput CAGE sequence tags (Tsuritani et al. 2007). This study showed that

alternative TSSs may arise in an intermediate stage of the process of TSS turnover. In
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support of this, an analysis of primate core promoters gave evidence for accelerated
substitution rates (Liang, Lin, and Li 2008).

TSSs may be more dynamic than previously thought (Gross and Oelgeschlager
2006). In addition to the effects discussed above, they are involved in enhancer
functionality (Butler and Kadonaga 2001; Ohtsuki and Levine 1998), transcriptional
interference (Martens, Laprade, and Winston 2004), condition restricted TAF utilization
(Hiller et al. 2004), and the maintenance of Internal Ribosome Entry Sites (IRESes)
(Hernandez et al. 2004; Vazquez-Pianzola et al. 2007). As the amount of data increases
from capturing 4,000 genes in this study to the 13,767 genes present in the D.
melanogaster genome, we expect the number of genes with alternative TSSs to scale
accordingly. The first sets of 5 capped high-throughput transcript data have become
available concurrently to our study, and such data will provide the necessary scale to
follow up on our observations (Ahsan et al. 2009). Long underestimated in importance,
the utilization of TSSs has now been shown to contribute significantly to the complex

regulatory code of the eukaryotic transcriptome.
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4. Conditions Specificity of Single and Alternative
Promoters

Elizabeth Rach conceived and performed all of the work in this chapter, except
for the GO analysis of genes with alternative TSSs having distinct condition associations,
which was contributed by William Majoros from Dr. Uwe Ohler’slab. =~ The work was

published in Genome Biology in July 2009.

4.1 Introduction

A wide range of animal genes possess clearly separated alternative promoters
that are associated with specific functional consequences (Davuluri et al. 2008). In
D.melanogaster, several well-known genes are known to use well-separated alternative
promoters under different conditions. For instance, the transcriptional activator
Hunchback (Hb) has two isoforms with different maternal (distal promoter) and zygotic
(proximal promoter) patterns of initiation (Margolis et al. 1995; Margolis et al. 1994).
Alcohol Dehydrogenase (Adh) utilizes two promoters, one during embryonic
development and the second in adulthood (Corbin and Maniatis 1989). However, the
extent to which such condition-specific variability is reflected in mammalian and
Drosophila core promoters is so far mostly unclear.

As the presence and levels of TFs varies across tissues and time periods,

arrangements of binding sites to which the TFs associate in the promoter region should
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reflect, to a certain degree, the conditions under which a specific core promoter is
utilized (Beckett 2001; Remenyi, Scholer, and Wilmanns 2004). Gene ontology (GO) and
microarray analyses have proved valuable in associating individual core promoter
elements to various functional terms, such as germline expression and in capturing
general trends of sequence element enrichments for various tissues and the embryo and
adult stages of the fruit fly life cycle (FitzGerald et al. 2006). In addition, recent studies
on tissue specific TAFs showed that the core machinery is remodeled in specific
conditions (Deato and Tjian 2007; Metcalf and Wassarman 2006), and it is expected that
the specificity of TAFs is encoded in additional core promoter sequence elements.
However, due to genome wide expression studies typically being based on gene-wide
probes located in the coding or 3’ untranslated regions, the sequence elements
governing this spatiotemporal regulation have been elusive. Expression patterns made
on a whole gene basis, such as those in FlyAtlas (Chintapalli, Wang, and Dow 2007), and
in various conditions (Spellman and Rubin 2002), have neglected differences in distinct
transcript variants, and ultimately their core promoters. Low-throughput studies using
primer extension or 5 RACE to evaluate the utilization of promoters on a higher
resolution have been typically done under one condition, which has further restricted
possible conclusions about the condition specific usage of alternative promoters.

The recent high throughput sequencing efforts based on 5 capping protocols

have now generated CAGE tags for human and mouse under numerous conditions
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(Carninci et al. 2005; Kimura et al. 2006; Valen et al. 2009). These efforts showed that
initiation patterns of the 5 end locations contained tags generated from mixtures of
different conditions. This outcome greatly increased the complexity of characterizing the
utilization of initiation sites. The array of conditions captured in the CAGE sets for
mouse and human is not yet available across the 12 Drosophila genomes (Clark et al.
2007; Stark et al. 2007), but a moderate assortment of different conditions used to
generate the 5" capped ESTs exists (Celniker et al. 2002). In spite of this data, genome-
wide efforts to assign TSSs to specific conditions, and to analyze associations of
sequence elements and modules to spatiotemporal conditions, have been minimal in
Drosophila and vertebrates.

Here, we identify distinct associations of TSSs to spatiotemporal conditions
based on the Shannon entropy of EST frequencies from different libraries. We
investigate the specificity of alternative promoter utilization at higher temporal
resolution by using available expression data from tiling arrays during embryonic
development. Lastly, we identify intriguing trends of core promoter elements and their
corresponding modules in maternally and zygotically utilized sites. Our analysis
demonstrates that sequence elements in core promoters are directly associated with the

spatiotemporal conditions under which they are utilized.
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4.2 Materials and Methods
4.2.1 Shannon Entropy to Measure Condition Enrichment

We assessed the condition association of TSSs by computing the Shannon
entropy of the ESTs of each (sub-) cluster from which they were identified, using a
protocol following previous methods (Schug et al. 2005). First, we defined w(tss,i) =
N(tss,i) / (xi + 5,665) for (sub-)cluster tss, condition i, where N(tss,i) = the number of
ESTs in each (sub-)cluster tss and condition j, x;= the number of ESTs for one condition
across all (sub-)clusters, and 5,665 = the total number of (sub-)clusters in the analysis. In
other words, w(tss,i) represents the normalized expression counts of the ESTs by
condition and the overall size of the dataset. Next, we obtained the probability of
observing an EST for each condition in a (sub-) cluster, P(i | tsS) = w(tsS,i) / Niss, for Niss
= the total number of ESTs in the (sub-) cluster across all conditions. To avoid arbitrarily
low entropy values, we smoothed the data for conditions with no ESTs by setting P (i |
tss) = .001. We calculated the entropy His = - 3 P(i | tss) log, P(i | tss) by summing
across all conditions / for each tss. Then, we penalized entropy values to account for the
disparity in sampling depth across conditions, Q jtss = Hiss - 10g2 P(i | tSS).

We characterized the condition utilization of each (sub-) cluster by using an EST
frequency threshold and the penalized entropy values, Qjs. Only (sub-) clusters having
at least 3 ESTs from a condition were evaluated further to prevent potential false

assignments due to a low frequency of ESTs. The entropy values for Hyss ranged from 0
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to log(c), for ¢ = the number of conditions. In our analysis, ¢ = 9 (eight distinct
conditions and one diverse condition), and values for Qs ranged from 0 to /log2(9) —
log2(.0001), or 16.458.

Q values naturally segregated into three clearly distinct groups (Figure 34).
Entropy values close to zero signified (sub-) clusters with ESTs mainly from one
condition. Larger entropy values characterized (sub-) clusters with ESTs that were more
broadly distributed across libraries, but still mainly concentrated in one or two
conditions. The greatest entropies denoted (sub-) clusters with ESTs spread across many
of the eight conditions. On account of these groups, we classified the TSS associations
into three categories (condition specific, condition supported, and mixed) based on
chosen cutoffs of Q;ss. TSSs were declared condition specific if 0 < Q js < 7, and there
were less than two ESTs from other conditions, and condition supported if 0 < Q jss< 71,
and more than two ESTs were generated from other conditions. We also classified TSSs
as condition supported if 7 < Q ;s < 70. TSSs with Q ;s > 70, and those that were
classified as specific or supported by more than 2 of the 8 distinct conditions, were
deemed to have mixed association. Finally, TSSs that were specific or supported by the
diverse condition were assigned mixed association by default.

Furthermore, we validated the significance of the TSS associations by performing

100 random permutations on condition labels to (sub-) clusters. For each permutation,

we preserved the same partitioning of EST frequencies across the (sub-) clusters as in the
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identified set, and applied Shannon entropy to the (sub-) clusters to identify specific,
supported, and mixed condition associations. We then fitted the total number of
condition specific associations across the 100 permutations to a Gaussian distribution
and used the Gaussian to obtain an empirical P value. To evaluate the statistical
significance of the gene associations, we performed 100 random permutations of the
pattern associations called for the identified set of 5,665 TSSs and fit a Gaussian to the
number of genes with the same condtion. On average, 242 genes had the same condition
associations across alternative TSSs, and 983 genes had different associations across
alternative TSSs. The counts we observed in the real data significantly differed from
these numbers (p <<.001). This was also the case when we repeated the analysis on the
random permutations of EST condition labels created when we evaluated the
significance of the condition associations of individual TSSs. The same partitioning of

TSSs per gene was preserved.

4.2.2 Evaluating Temporal Usage of Promoters by Affymetrix Tiling
Arrays

Our analysis is based on a published embryonic time course (Manak et al. 2006).
Fluorescence intensities were observed for 3,075,693 probes across 105,897,358 bp of the
fly genome. Each of the oligos used in the array was 25bp in length, spaced at ~35bp
intervals genome-wide. Unlike ESTs, which allowed us to assign TSS associations at the

level of individual nucleotides, the limited tiling resolution restricted our ability to
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distinguish differences in transcriptional activity of promoters at individual closely
spaced TSSs. Therefore, we analyzed the temporal embryonic utilization of peaked
promoters separated by more than 100bp and broad promoters. The spatiotemporal
utilization of the most upstream TSS in a broad TSS cluster group was chosen to
characterize the whole group. This resulted in 4,664 well-separated promoters.

Given this level of resolution, we needed to distinguish sites of true transcription
initiation from background fluorescence noise. Transcription levels of internal coding
regions of genes can be distinguished from background by large differences in
fluorescence levels. However, boundaries between TSS locations and non-transcribed
adjacent intergenic sequences are typically not as clear. Recent studies used a median
estimator and the binomial distribution to distinguish expression from background
(Bertone et al. 2004; Kampa et al. 2004; Royce et al. 2005). These methods effectively
identified positive expression of individual tiles; however, they did not take into account
neighboring tiles to determine expression boundaries. As we were interested in finding
the boundaries of transcripts, we subtracted the median of fluorescence intensity of 3
tiles upstream of TSS locations from the median of fluorescence intensity of 3 tiles
downstream, with respect to the orientation of transcription. Tiles containing the TSS
location were excluded from the analysis because we did not expect such probes to
show consistent expression. TSSs may not be detected in this analysis if intensity

differences fell below the specific thresholds, or if genes had exceptionally short first
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exons for which the tile size of 25bp is too large to obtain a reliable signal above the
background.

Due to the differing levels of total transcription across the 12 two-hour periods,
cutoffs were determined independently for each time point (Table 1). A mixture model
of two Gaussians was fit to the differences of each time point using Expectation
Maximization (EM). The point of intersection of the two Gaussians was rounded up to
the nearest .5 and declared the threshold. All promoters having differences greater than
the threshold were deemed transcribed (T) for that time point. Promoters having
differences in median fluorescence intensity less than the time point specific threshold

were declared non-transcribed (N).

Table 1: Affymetrix Cutoffs for Determining Significance

Time Difference Number of False False Positive
Point Hours Threshold Positives Rate
1 0-2 36.5 103 0.022
2 2-4 23.5 94 0.020
3 4-6 21.0 158 0.034
4 6-8 23.5 121 0.026
5 8-10 295 122 0.026
6 10-12  35.0 126 0.027
7 12-14 245 113 0.024
8 14-16  32.0 162 0.035
9 16-18 28.0 113 0.024
10 18-20 21.0 149 0.032
11 20-22 23.0 92 0.020
12 22-24 185 93 0.020
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The fraction of promoters transcribed at each time point was determined by
dividing the number of transcribed promoters at each 2-hour period by the total number
of promoters. A paired t-test was applied to the fractions of transcribed peaked versus
broad promoters to evaluate statistical significance. The same strategy was used to
compare the fraction of peaked versus broad promoters with embryo EST associations
over all 12 time points, and to compare the total number of initiation sites with embryo
EST associations to those without. For the evaluation of the association of both types of
promoters to embryo and non-embryo ESTs associations, without the tiling array data, a
x? test with Yates’ continuity correction was applied. A Bonferroni correction was used
in all tests, reducing the effective significance level to .01.

To determine the expected fraction of false predictions at these cutoffs, we
randomly selected 4,664 random intergenic sites as a control dataset. For each of these
sites, we evaluated the difference in fluorescence intensities akin to that of the set of
TSSs. We used the same threshold values, and assumed the sites had positive

orientation.

4.2.3 Temporal Utilization of Core Promoter Motifs

In the core promoter analysis, maternally inherited sites were defined as having
utilization during time points 1 and/or 2 in the tiling array. Sites with zygotic

transcription were required to have utilization during at least one two-hour period from
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4 through 12, and sites with both maternal and zygotic utilization needed to satisfy both
requirements. The motif matches for the eight elements and their modules previously
identified (see Materials and Methods Chapter 3) were summed up separately for these
three sets. As the initiation pattern does not play a role for random intergenic sites, the

mean numbers of elements identified in the 1,299 random sites served as a baseline.

4.3 Results

4.3.1 TSSs Have Distinct Associations With Conditions Derived From
EST Libraries

4.3.1.1 TSS Patterns of Utilization

Sites of transcription initiation are determined by the conditions under which
transcription factors mediate the recruitment of RNA polymerase II to the core
promoter. Associations of TSSs to conditions can give insight into the utilization and
organization of transcription factor binding sites. For this reason, we characterized the
condition associations of the set of 5,665 TSSs identified from the hierarchical clustering
of 5 ESTs in D. melanogaster. As mentioned above, the cDNA library information for
each of the ESTs was mapped to one of eight distinct conditions (embryo, larva/pupa,
head, ovary, testes, Schneider cells, mbn2 hemocytic cells, and fat body) plus a default
(diverse) category. Overall, the data was more descriptive of spatial body parts than of
well-resolved temporal stages of Drosophila development. Then, we used Shannon

entropy to evaluate the specificity of association of a TSS to one condition relative to the
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other conditions (see Materials and Methods). Entropy had been used previously to
determine the associations of genes to tissues in the mouse and human genomes from
ESTs (Schug et al. 2005), and was a natural fit to the data. For each condition, the
penalized entropy values (Qus) segregated into three groups that we used to classified
as: condition specific, condition supported, or mixed (see Materials and Methods, Figure
34). This classification scheme provided an initial framework for characterizing TSS
condition associations, and ultimately promoter utilization. It can be easily expanded to
future data sets and applied to other types of count data. As current TSS condition
associations were made given the available set of ESTs, they may change with the

inclusion of additional 5 capped data.
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Figure 34: Shannon Entropy Values Segregate Into Three Groups

The distributions of ESTs in the (sub-) clusters used to call TSSs were evaluated
using Shannon entropy. As example, the figure shows the entropy histogram for
the embryonic condition with bins of size 0.5. The Qembryotss values naturally
separate into 3 groups: those less than 1, those between 1 and 10, and those
greater than 10. The large frequency of Qtmbryotss values between 13 and 13.5
results as an artifact of using .0001 to smooth p (i | tss) for (sub-) clusters
containing ESTs mainly from one non-embryo library.

There were 1,997 (35%) TSSs with specific associations (Figure 35), and 1,612
(29%) TSSs with supported associations in one of the eight conditions (Appendix C).
Together, almost two thirds of the TSSs had associations to only one condition. Specific

and supported assignments existed for TSSs across all conditions, with the embryo and
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the head having the largest numbers of specific or supported sites. The testes had the
third largest number of specific TSSs (247), and the ovary had the smallest number of
specific TSSs (9). The numbers of testes and ovary TSSs were comparatively higher than
their fraction within the set of filtered ESTs. There were 14% of TSSs that were
supported in two conditions. The two largest pairs of condition associations were
embryo:head and embryo:Schneider cells. The embryo:head pair can be accounted for
by the large sizes of the ESTs in their libraries, and the embryo:Schneider cell pair can be
explained by the fact that Schneider cells are derived from embryos at 20-24 hours of
development. There were 1,275 (22%) TSSs classified as having mixed associations. By
default, we labeled TSSs that were specific or supported for the diverse condition as
having mixed associations because their supporting ESTs were derived from broad or

unknown conditions.
Number of TSSs With Condition-Specific Associations Found By Shannon
Entropy
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Figure 35: Condition Specific Associations For the Set of Identified TSSs As
Determined by Shannon Entropy
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Shannon entropy was applied to 72,535 ESTs in the (sub-) clusters of 5,665

identified TSSs. There were 33,077 ESTs from embryo, 23,361 from head, 3,903

from Schneider cells, 2,883 from testes, 2,267 from larva pupa, 1,978 from ovary,

699 from mbn2 cells, 471 from fat body, and 3,896 with the diverse label. The

degree of association of the TSSs to the spatiotemporal conditions was evaluated

using EST frequency, Shannon entropy, and a tripartite classification system (see

Materials and Methods). The numbers of TSSs with specific associations are

shown.

For the previously mentioned example gene tramtrack, all three TSSs had embryo
associations. The two most upstream TSSs were embryo supported, and the third
downstream TSS was embryo specific. The associations corresponded to the known
expression of the gene during embryogenesis for various functions, including the
regulation of proper development of tissues (Araujo, Cela, and Llimargas 2007) and the
determination of cell-fate (Bardin, Le Borgne, and Schweisguth 2004). While these

assignments do not determine function, they help to define the scope of alternative

promoter utilization and contribute novel information about expression patterns.

4.3.1.2 Genes With Alternative TSSs

When considering condition associations on a gene level, the numbers of specific,
supported, and mixed TSSs did not significantly differ for genes with alternative TSSs
than for those having single TSSs, indicating that the presence of condition associations
for more than one core promoter is a common phenomenon across all conditions.

Because we assigned conditions to individual TSSs, it was possible for the 1,225 genes
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with alternative TSSs to have more than one association. We thus divided genes with
alternative TSSs into two groups: genes whose TSSs had different condition associations,
if at least one TSS had at least one different association from the gene’s remaining TSSs,
and genes with the same condition associations for all of the alternative initiation sites.
In our dataset, 392 (32%) genes with alternative TSSs had the same condition association,
and over two times that number of genes with alternative TSSs, 833 (68%), had different
condition associations. The association of tramtrack’s TSSs to the embryo exemplifies
typical patterns seen for the set of 392 genes with alternative TSSs having the same

condition associations.

4.3.1.3 Quality Assessment of Spatiotemporal Associations

The two main sources of library bias that can affect the determination of the
condition specificity of the TSSs by applying Shannon entropy to the ESTs are library
normalization and library size. While we recognize that a slight normalization bias may
remain in each of the individual libraries, we do not believe that the condition specificity
assignments were significantly impacted by these different biases because multiple
independent libraries were used to generate the collections of ESTs for each of the eight
conditions. It is highly unlikely that the exact same normalization bias would be present
in all of the independent libraries. The second source of bias that may affect TSS

condition specificity arises from using libraries of different sizes. The repertoire of ESTs

136



used in this work is the largest amount of publicly available transcript data for
Drosophila to date, but certainly does not saturate the transcriptome. As a consequence,
differences in the numbers of ESTs from each cDNA library may affect the condition
associations made using Shannon entropy. In an effort to minimize this bias, we
removed alternative TSSs with very few ESTs because they had a higher probability of
being affected by library size bias. We also penalized entropy values according to the
sampling depth of ESTs in their corresponding libraries. In spite of these efforts,
alternative TSSs may have condition associations simply due to the low resolution of the
available data. For instance, alternative TSSs may have embryo specific associations
using the EST library information, but be utilized at different temporal stages of
embryogenesis. We confirmed this phenomenon to some extent for the group of TSSs
active during embryogenesis by using available expression data from whole-genome
tiling arrays. However, higher resolution of data is needed across all body parts and

time periods to gain deeper insight into the precise spatiotemporal utilization of TSSs.
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The Number of Condition Specific TSSs Significantly Deviates From Expectation

Number of Condition Specific Azsociations
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Figure 36: Condition Associations For Random Permutations of Labels

Condition assignments were repeated on 100 sets of random permutations of the
72,535 condition labels across the 5,665 (sub-) clusters. The total number of sites
with specific condition associations was summed for each permutation. Across
all 100 sets of permutations, the number of condition specific sites ranged from
180 to 250. The 1,997 condition specific TSSs in the identified set significantly
deviated from this distribution (p <<.001).
The number of 1,997 condition-specific TSSs that we identified was significantly
higher than random permutations (p << .001) (see Materials and Methods, Figure 36).
The mean number of condition specific sites in the set of 100 random permutations was
215, leading to a false positive estimate of 10.8%. In turn, there were significantly fewer

sites with mixed associations and condition-supported TSSs (p << .001 for both groups).

We empirically estimated the number and rate of false positives for each condition

138



individually (Table 2). These results indicate that any bias resulting from differences in
library sizes is minimal, even for the smallest libraries. The numbers of condition
specific TSSs identified greatly deviate from expectation, and are thus, likely to reflect

true patterns of transcription initiation.

Table 2: False Positive Estimates of TSS Assignments by Condition

To assess the validity of the TSS condition assignments, we performed 100
random permutations of condition labels from the (sub-)clusters and evaluated
their associations using the same methodology as for the identified TSSs. The
numbers of false positives (column 3) were empirically estimated as the mean
number of sites having a specific association to each condition (column 1) across
all 100 random permutations. The false positive rate (column 4) was calculated
by dividing the number of false positives by the number of identified TSSs that
were observed to have the condition association (column 2).

Specific  TSS No. of Identified Estimated No. False False Positive

Association TSSs Positives Rate
Embryo 1134 152 13.40%
Larva Pupa 27 0 0%
Head 522 63 12.10%
Ovary 9 0 0%
Testes 247 0 0%
Schneider Cells 36 1 2.80%
Mbn2 Cells 12 0 0%

Fat Body 10 0 0%

When we evaluated the significance of the gene associations, the number of
genes with alternative TSSs having the same condition associations was significantly

higher than random expectation (p << .001, see Materials and Methods). This implies
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that alternative TSSs of the same gene have a higher than expected probability of being
utilized in the same condition than in different conditions. However, with additional
conditions and ESTs, a larger percentage of alternative TSSs with different associations
may result.

We also performed a Gene Ontology (GO) analysis to assess whether genes with
alternative TSSs had enrichments for specific functional categories based on their
distinct conditions (Ashburner et al. 2000). GO assessments were made for each of the
eight distinct conditions (Ashburner et al. 2000), and whole genes with more than one
TSS or TSS cluster group were designated as having alternative TSSs. The foreground set
consisted of genes with alternative TSSs associated with a specific condition. The
background set included genes with associations to that condition plus all genes with a
mixed condition association. We evaluated enriched terms on levels 2 and 3 of the GO
hierarchy. The overrepresentation of terms in the foreground set when compared to the
background set was measured using a hypergeometric test. To control for multiple
comparisons, we applied a false discovery rate (FDR) threshold of 10% (Klipper-
Aurbach et al. 1995). We also excluded terms with less than or equal to five expected
occurrences. This showed enriched terms broadly reflecting functions required for the
proper development of the embryo, suggesting that genes with alternative TSSs are

significantly active during embryo-specific processes (Table 3).
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Table 3: GO Enrichments

The table lists all significant GO categories at a false discovery rate cutoff of 0.1
that are present in more than five genes, for genes with alternative TSSs
associated with specific conditions.

No.
Condition P value FDR No. Observed Expected GO Term
Embryo
Biological
Process:
Level 2:
0.000221 0.002040 35 19 system process
0.000572 0.004081 26 14 behavior
cellular devel.
0.002412 0.006122 54 37 process
0.002576 0.008163 24 14 cell motility
Molecular
Function:
Level 3:
cytoskel.
4.29E+06 0.002380 29 12 protein binding
Cell
Component:
Level 2:
membrane of
0.000626 0.004761 60 40 cell
Level 3:
plasma
0.000217 0.001923 27 14 membrane
plasma
membrane
0.000386 0.003846 22 11 part
Testes
Cell
Component:
Level 3:
0.000241 0.003448 16 8 cytoplasm
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As discussed in the Background, a number of well-known genes involved in
development are known to have developmentally regulated alternative TSSs
associations. In Drosphila, there have been overall few well-studied examples of genes
having differentially utilized promoters, compared to human and mouse (Landry,
Mager, and Wilhelm 2003). This is especially true for the differential regulation of TSSs
during embryogenesis, as the transition to zygotic transcription is known to cause the
degradation of maternal mRNAs (De Renzis et al. 2007; Schier 2007). While some of the
well-known genes have too few ESTs to call their TSSs, we collected a list of 10 genes
with known utilization during embryonic development, as verified by in situ and
published sources (Table 4). The patterns of embryonic utilization for these genes in our
dataset confirm previous observations and further suggest that the promoters of TSSs

for these genes are developmentally regulated.
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Table 4: Embryo Associations Confirm Utilization Patterns of Known Genes

We compared the embryonic utilization patterns previously observed for known
genes to those identified using EST and Affymetrix tiling array data. Analysis of
genes with at least one TSS having an EST embryo association (column 3), and
promoter utilization in at least one tiling array time period (column 4) agree with
previously reported expression patterns from in situ images (column 5)
(Tomancak et al. 2002), and published reports (column 6).

EST
Gene Embryo  Tiling Developmental
ID Name Assoc Array BDGP in situ Regulation
Rutledge et al,
CG10334 spi X X X Genes Dev 1992
Read et al, Mech
CG1856 ttk X X X Dev, 1992
Klaembt et al, Mechler et al,
CG2671 I(2)gl X X EMBO, 1986 EMBO, 1985
Bellen et al, Genes
CG31243 cpo X X X Dev, 1992
Ca- Varadi A et al, FEBS
CG3725 P60A X X X Lett, 1989
Hales et al, Dev Biol, Hales et al, Dev
CG4898 T™Tmil X X 1994 Biol, 1994
Feng et al, Genome, Akhmanova et al,
CG8989 His3.3B X X 2005 Genome, 1995
Hernandez et al, Dorn et al, Mol Gen
CG9075 elF-4a X Proteomics, 2004 Genet, 1993
CG9261 nrv2 X X X Xu et al, Gene 1999
Cooley et al, Cell, Cooley et al, Cell,
CG9553 chic X X 1992 1992

Associations were also confirmed for TSS associations to the other conditions.
For the gene Calmodulin (CG8472), we identified two TSSs separated by 21bp. The
upstream TSS had a mixed association, while the downstream promoter had LPS
induced mbn2 support. Utilization of the downstream promoter agrees with the known

activation of Calmodulin as part of the LPS induced mbn2 immune response (Loseva and
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Engstrom 2004). For the gene CG11151, we also identified two TSSs separated by 100bp;
the upstream TSS had a mixed association, and the downstream TSS was supported by
the larval fat body, confirming reported expression of the gene in the lipid subproteome
(Beller et al. 2006). Condition associations may also provide new information about
genes with limited or no molecular, biological, or cellular functional evidence in Flybase.
As examples, the gene CG10510 had one TSS with a specific association to the testes, and

the TSS for CG1814 showed support for the head condition.

4.3.2 Differences in the Temporal Utilization of Alternative Promoters
During Embryogenesis

4.3.2.1 Patterns of Alternative TSSs Are Distinct

While we observed a significant enrichment of alternative TSS associations to the
same conditions, EST libraries are too broad to distinguish differences in the precise
timing of a promoter’s temporal utilization. To examine initiation events at higher
resolution, we used available Affymetrix whole-genome tiling arrays of D. melanogaster
embryonic expression. The data was a natural fit to our analysis because expression of
genes was monitored at 12 time points during the first 24 hours of the developing D.
melanogaster embryo, each covering a 2 hour period (Manak et al. 2006). Embryogenesis
has been well studied in Drosophila, and the morphological changes that occur have been

examined in depth. Transcriptional control in early embryogenesis, involving well
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known transcription factors, such as kruppel and eve, is an important model system for
gene regulation in development that has greatly advanced the field (Alberts et al. 2002).
To examine initiation events at a high resolution, we evaluated activity of 2,765
genes with one peaked promoter, 685 genes with one broad promoter, and 540 genes
with a combination of promoter types using available Affymetrix whole-genome tiling
arrays of D. melanogaster embryonic expression (Manak et al. 2006) (see Materials and
Methods, Appendix D). By pooling all promoters together, we saw 58.7% transcribed in
at least one of the 12 embryonic time points. The largest number of promoters (1,640 and
1,455, respectively) was utilized at time points 1 and 2, compared to any other
developmental period (Figure 37). These results agreed with previous analyses of the
tiling data which focused on whole transcripts (Manak et al. 2006). At this early stage in
development, the majority of promoters are expected to correspond to maternal
utilization. There was a decrease in the number of promoters utilized at point 3,
followed by a second maximum of ~1,300 promoters utilized at time points 5 and 6. This
corresponded to the decrease in maternally inherited transcripts and the initiation of
zygotic transcription. After time point 6, the number of promoters utilized continued to
decrease, with a third weaker maximum at period 11, signifying late zygotic
transcription. The onsest and duration of expression patterns across the 12 time points in
three transcription cycles: 1-2, 4-8, 9-12 was previously (Manak et al. 2006). It suggests

the existence of periods during which transcription factor binding and/or RNA pol II
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activity changes simultaneously for large numbers of genes during embryogenesis.
Further statistical analysis is needed to rigorously evaluate the significance of this trend.

There was a tendency for more frequent patterns to show expression at
contiguous time points and to start and/or stop at cycle boundaries. The most frequent
patterns for all promoters (peaked and broad) were “all off”, i.e. no utilization during
any period (41%), and “all on”, i.e. expression for the entire 24-hour duration of
embryogenesis (5.8%; 272 TSSs). This provides support that these patterns are not
artifacts of the tiling array processing, but rather, true promoter utilization over longer
time intervals. Some patterns showed expression for more than one contiguous time
point. This may result from not detecting transcription for cases in which the expression
level fell just below the determined threshold. The pattern may also reflect the
utilization of more than one promoter that we were unable to differentiate due to the
resolution of the tiling array. For instance, a common pattern had activity at four time
points: T, T,N,N,T,T,N,N,N,N,N,N (T=transcribed; N=non-transcribed). For overlapping
promoters in a TSS cluster group, this pattern may be the result of the combination of
utilization of one promoter for a maternally inherited transcript during periods 1 and 2,
and another promoter utilized for early zygotic transcription during periods 5 and 6.

Temporal patterns observed for more than five promoters are listed in Appendix E.
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Utilization Patterns Are Consistent Across Experiments

1800
1600
1400 \ All Promoters
1200
1000 ~ Ao
800 /\ /k/x_x\x\x‘ : All Promoters With EST

600 e Mo o Embryo Associations

400 W—K—n—%—*—ﬁ-ﬂ |

200 =¥ All Promoters Without EST
Embryo Associations

1 2 3 4 5 6 7 8 9 10 11 12
Time Point

Figure 37: Consistent Trend of Embryonic Utilization as Measured by
Affymetrix Tiling Arrays Across EST and Tiling Experiments

Median differences in tiling array fluorescence intensities were used to detect
transcription at 4,664 peaked and broad promoters. The total number of
transcribed sites was plotted for each of the 12 time points, corresponding to
two-hour increments during embryogenesis. The promoters were separated into
two groups at each time point: those with embryo EST associations and those
without.

When comparing promoter utilization to the EST associations, there were 2,558
sites with embryo EST associations, and 2,106 without. On average, there were 1.6 times
more sites with embryo EST associations detected as transcribed by the tiling array at
each time point than those with non-embryo EST associations (head specific, testes
supported, etc) (Figure 37). When normalized by the total number of sites with embryo
and non-embryo EST associations, this is a statistically significant trend (p < .01, paired t-
test). As both experiments were performed on the embryo, this confirms that

measurements of transcript expression are consistent across data types. There were

68.4% of sites with embryo associations and 46.9% of sites with non-embryo EST
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associations whose promoters were utilized in at least one of the 12 2 hour periods, as
determined by the tiling array. The latter group contained sites with “mixed”
associations, many of which are from the Exelexis EK library, which was generated from
embryos, imaginal discs, and adult heads (Stapleton et al. 2002). Thus, active initiation
sites with non-embryo EST associations most likely included some that are, in fact,
active in embryonic transcription programs. The difference between the utilization of
promoters with tiling support and those with and without embryo EST associations is
greatest during the first two time points, decreases throughout the remaining time
points, and disappears at time point 12 (Figure 37).

Temporal biases of transcriptional activity were seen in the tiling array when the
total number of promoters was divided into peaked and broad. After normalization by
the total number of promoters in each set, a statistically significant higher fraction of
broad promoters were utilized than peaked promoters in the tiling array (p << .01,
Figure 38, see Material and Methods). The difference was greatest in the first and second
2-hour periods, and reached an additional maximum at time points 5 and 11. While it
continued to decrease after time point 5, the difference remained through time point 12.
Overall, 56.6% of peaked promoters were transcribed in at least one of the 2-hour
periods and, 67.8%, or 11.2% more, broad promoters were transcribed in at least one

period.
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Utilization During the Early Stages of Embryogenesis is
Associated With Initiation Pattern
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Figure 38: Promoter Types Are Correlated With Timing of Utilization

The set of all promoters was divided into 3,788 peaked and 876 broad. At every

time point, the fractions of transcribed peaked and broad promoters were found

by dividing the number of transcribed promoters in each group by the total
number of peaked and broad promoters, respectively.

The pattern that broad promoters were more transcriptionally active during
embryogenesis than peaked promoters was separately mirrored using the EST
associations alone, without the tiling array data (p << .01, see Materials and Methods).
Here, initiation sites were deemed to have an embryo EST association if an individual
TSS, or at least one of the TSSs in a TSS cluster group had the association, resulting in
50.3% of TSSs and 74.3% of the TSS cluster groups having embryo-specific or embryo

supported associations. When comparing the condition associations of both promoter

types across EST and tiling array experiments, we saw consistency in embryonic
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utilization of promoters. Overall, 1,682 peaked and 288 broad promoters showed no

utilization during any of the 12 developmental time points.

4.3.2.2 Genes With Alternative TSSs

Next, we explored the profiles of genes with alternative promoters in greater
depth. In this analysis, we excluded broad promoters from the set of 540 genes with
alternative TSSs separated by at least 100bp, on account of their lack of precise
individual TSS resolution, and divided the remaining 407 genes into four categories. The
first category consisted of 143 genes (35%) with no expression from any peaked
promoters at any time point. The second category comprised 170 genes (42%) with
exactly one alternative promoter active during embryogenesis. In this group, 75 genes
showed expression at time point 1 and their promoters were thus maternally utilized. In
the third category, there were 20 genes (5%) with more than one, but less than all
alternative peaked promoters having utilization during embryogenesis. The remaining
74 genes (18%) in the fourth category had all alternative peaked promoters utilized at
some time during embryogenesis.

For the 74 genes in the fourth group, we examined the onset of utilization, as
defined by the first time point in which utilization lasted at least 4 hours, or 2 periods.
This removed isolated and thus potentially erroneous calls. There were 30 genes with

the same onset time across alternative peaked promoters, albeit different durations of
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utilization. The temporal utilization of the 44 genes with different onset across
alternative peaked promoters was typically a combination of both maternal and zygotic
utilization. For two candidate genes in particular, CG10120 (men), and CG32473,
different peaked promoters corresponded to completely non-overlapping periods of
activity. Available RNA in situ images (Tomancak et al. 2002) beautifully illustrated that
the activity of distinct alternative promoters is associated with different spatiotemporal
expression patterns (Figure 39). This switch in maternal versus zygotic promoter
utilization mirrors the transcription of the well-studied gene hunchback, for which our
dataset unfortunately did not contain enough ESTs to call TSSs. This analysis shows that
dynamic properties of alternative promoter activity, such as onset and duration, are
needed to properly characterize the regulation of transcription initiation during

embryogenesis.
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Figure 39: Differences in the Temporal Activity of Alternative TSSs
Correspond to Distinct Patterns of Gene Expression
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(A) In situ Expression Patterns of Genes with Alternative TSSs In situ images
showing the spatiotemporal expression of the CG32473, CG10120 (men), and
CG1856 (ttk) genes during development (Tomancak et al. 2002). (B)
Correspondence Between Time Period and Developmental Stage As reference,
the timing of developmental stages of the Drosophila embryo is matched to a
timeline of one-hour intervals and the Affymetrix 2-hour increment time course.
(O) Utilization Patterns as Measured by the Tiling Array The TSSs identified
from the most frequent 5" EST ends are listed for each gene. The patterns of
peaked promoter utilization detected on the tiling array are noted according to
the 12 time points measured during embryonic development. Tiling array data
showed that the peaked promoter of TSS #1 was utilized at time points 3, 5, 6 and
11 (hours 4-6, 8-12, and 20-22), TSS #2 at 1-9 (hours 0-18), and TSS #3 was used at
time points 3-6 (hours 4-12). While the pattern of utilization of the promoter of
TSS #1 flipped at time points 4 and 11, the patterns for both TSS #2 and #3 were
contiguous. TSS#2 is maternally inherited and the utilization of its promoter
extends through early zygotic stages, while the utilization of the others starts
after four hours and is active for a shorter time. Notably, the peaked promoter of
TSS#2 was the only one without an INR motif.

There were 141 genes whose alternative TSSs were more than 100bp apart and

had the same EST condition associations. For 26 of these genes, no promoters were

active at any time point. Only five genes had promoters with the same activity pattern,

and all five showed activity across all 12 time points. The remaining 110 (78%) genes had

different temporal patterns of utilization across alternative promoters. This clearly

demonstrates that while associations may be the same across larger global conditions,

such as those corresponding to the EST libraries, data on a more precise scale may reveal

differences in initiation patterns.

All three peaked promoters of the tramtrack gene were separated by at least

100bp and each had an EST association to the embryo. Typical of the set of genes with
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the same EST conditions, temporal analysis of the alternative promoters revealed
different patterns of utilization. Figure 39 shows the tiling array utilization and in situ
staining of the complex patterns of gene expression observed for ¢tk during each stage of
embryogenesis. While further experimental verification is needed to decipher the
association between the spatiotemporal patterns and the utilization of each of ttk’s
alternative promoters, RNA in situ images show the existence of distinct expression
patterns at different stages that are consistent with the usage of alternative promoters

(Tomancak et al. 2002).

4.3.13 Quality Assessment of Temporal Promoter Associations by Tiling Arrays

The fluorescence intensities of random sites were used to estimate the rate of
false positives. The number of 100bp sequences surrounding random sites that were
deemed transcribed ranged from 92 to 162 across all 12 periods, resulting in a low
expected false positive rate of .02 to .035 (Table 5). This agrees with the .02-.046 rate of
transcription previously observed in intergenic regions across the 12 periods (Manak et
al. 2006). The true false positive rate may be lower than this approximation as some
random intergenic locations may correspond to unidentified exons, or the expression of

other genomic elements.
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Table 5: False Positive Estimates for Embronic Temporal Promoter
Assignments

We evaluated the expected number of false positive temporal expression
assignments for the set of promoters of 4,664 identified TSSs across 12
developmental periods (column 1) corresponding to 2 hour increments during
embryogenesis (column 2). We chose 4,664 random intergenic sites and found
the difference in median fluorescence intensities of neighboring tiles for each of
the 12 time points. The differences in fluorescence intensities were compared to
the difference thresholds (column 3) used to classify the set of 4,664 promoters.
Random intergenic sites with fluorescence intensity differences above the
threshold were counted as false positives. For each time point, the total number
of false positives (column 4) was divided by the total number of random
intergenic sites to approximate the rate of false positives (column 5).

Time Difference Number of False False Positive

Point Hours Threshold Positives Rate
1 0-2 36.5 103 0.022
2 2-4 23.5 94 0.020
3 4-6 21.0 158 0.034
4 6-8 23.5 121 0.026
5 8-10 29.5 122 0.026
6 10-12 35.0 126 0.027
7 12-14 24.5 113 0.024
8 14-16 32.0 162 0.035
9 16-18 28.0 113 0.024
10 18-20 21.0 149 0.032
11 20-22 23.0 92 0.020
12 22-24 18.5 93 0.020

In comparison, Manak et.al (Manak et al. 2006) approached promoter utilization
for TSSs from the same tiling data computationally by first clustering transfrags and
manually curating 5 start sites. Two disadvantages of this approach are lower TSS
resolution in identifying TSS locations, and lower accuracy of clustering assignments.

The average and median lengths of the transfrags used were 328 and 197bp,
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respectively, which corresponds to at least two non-overlapping core promoters, with
additional sequence in between. Their clustering strategy had a reported accuracy of 65-
77% when the number of correctly identified new first exons of known genes from the

tile fluorescence intensities were evaluated by sequencing.

4.3.3 Core Promoters of Maternally Inherited and Zygotically Active
TSSs Have Characteristic Profiles of Sequence Elements

The presence of the two types of core promoters defined by different initiation
patterns in Drosophila and vertebrates suggests that each may have a functional
importance. To determine potential associations to specific conditions, we first
compared the motif composition of 370 peaked promoters with head specific TSS EST
associations, and 765 peaked promoters with embryo specific TSS EST associations (see
Materials and Methods Chapter 3). Broad promoters were excluded from this analysis
because each of the TSSs in the TSS cluster groups could have a different EST
association, and due to the weak spatial biases of some motifs, distinct assignments of
elements to conditions would be difficult for overlapping core promoters. In both
promoter sets, the TATA, INR, DPE, and MTE had higher probabilities of occurring in
their preferred windows than the Ohler 1, DRE, Ohler 6, and Ohler 7 elements. This
mirrored the higher enrichment signal for the location specific motifs. However, while
we saw small differences between motif frequencies in the embryo and head specific

promoters, no clear trends for condition-enriched motifs were observed, and therefore,
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these associations were not investigated further. This most likely resulted from the low

resolution of these conditions, as both “head” and “embryo” encompass numerous

tissues across various developmental stages.

Occurrence of Canonical Elements is Associated to Embryonic
Utilization of Peaked Core Promoters
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Figure 40: Elements in Peaked Promoters Are Associated to Embryonic

Utilization

(A) Maternal and Zygotic Activity of Peaked Promoters Corresponds to
Differences in Element Occurrences The presence of eight sequence elements
was evaluated in peaked core promoters of TSSs using PATSER. Core promoters
were segregated into three groups based on their pattern of utilization (maternal,

zygotic, both). Those showing no expression during the time course were

excluded from this analysis. The normalized means of motif matches in three
random intergenic sets are shown. (B) Regulatory Modules Also Segregate By
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Condition For Peaked Promoters The numbers of occurrences of motif modules
were evaluated in each of the three groups of peaked core promoters (maternal,
zygotic, both) by counting the numbers of pairs of matches positioned in the
designated order, with respect to the orientation of transcription.

We therefore examined the presence of sequence elements in the more precisely
defined conditions that the tiling expression time course data allowed for, and analyzed
319 maternally inherited, 766 zygotically utilized, and 1,021 mixed maternally and
zygotically active peaked promoters (see Materials and Methods). We performed a
concurrent analysis on 97 maternally inherited, 99 zygotically utilized, and 392 mixed
broad promoters, to ensure that any identified associations of promoter elements to
embryonic time points were consistent for different initiation patterns. The set of
zygotically utilized peaked promoters showed a clear enrichment in the elements with
strong positional bias - the TATA, INR, DPE, and MTE - and the maternally utilized sites
had higher frequencies of the less location biased elements (Ohler 1, DRE, Ohler 6, and
Ohler 7; see Figure 40A). While smaller differences in the frequencies of the elements
were observed in the broad promoters overall, the same pattern of motif matches in the
maternal versus zygotic conditions was found (see Figure 41A). The association of the
DRE, Ohler 6, and Ohler 7 motifs to maternal utilization was supported by a previous
motif analysis that evaluated the significance of ImaGO terms in the Drosophila in situ

hybridization database (Down et al. 2007). As this division in motif usage for maternal

vs. zygotic transcription was observed for both initiation patterns, it indicated that the
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repertoire of elements in the core promoters is determined by the different conditions.
To test the relationship between initiation pattern and condition, we summed the
normalized frequencies of the location specific motifs (TATA, INR, DPE, and MTE) and
non-location bias motifs (Ohler 1, DRE, Ohler 6, Ohler 7) in peaked promoters with
maternal (resp. zygotic) utilization, and in broad promoters with maternal (resp.
zygotic) utilization, and performed a y? test on both 2 X 2 contingency tables. In both 2
tests, the null hypothesis that initiation patterns and temporal conditions are
independent of each other was rejected at (o = .05), indicating that maternal vs. zygotic

activity of core promoters and their initiation patterns are related to each other.
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Occurrence of Canonical Elements is Associated With
Embryonic Utilization of Broad Core Promoters
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Figure 41: Motif Elements in Broad Promoters Maintain Pattern of Embryonic
Utilization

(A) Maternal and Zygotic Activity of Broad Promoters Corresponds to
Differences in Element Occurrences Broad core promoters were segregated into
three groups based on their pattern of utilization (maternal, zygotic, both) and
normalized motif occurrences were found using PATSER, akin to that of peaked
promoters. (B) Regulatory Modules Also Segregate By Condition For Broad
Promoters The numbers of occurrences of motif modules were evaluated in each
of the three groups of broad core promoters (maternal, zygotic, both) akin to that
of peaked promoters and are reported here.

For the set of peaked promoters with both maternal and zygotic utilization, slight

fluctuations in element frequencies of the TATA, MTE, Ohler 1, and Ohler 7 were seen,
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however, the differences were not large enough to alter their overall pattern that
mirrored that of maternal utilization (see Figure 40A). There were three times more sites
with utilization during both phases of embryogenesis containing the Ohler 1, DRE,
Ohler 6, and Ohler 7 motifs, than those having maternal utilization alone. When the
sequence elements were restricted to their preferred windows in the peaked core
promoters (see Materials and Methods Chapter 3), the same trends of maternal versus
zygotic element preference were observed (see Figure 42). Similar results were seen for
broad promoters (see Figure 41A). This relationship can be expected, as promoters with
both patterns of utilization could in fact have resulted from the use of maternal
promoters whose transcripts were not yet degraded within the cell. In both promoter
types, the TATA and INR had the highest motif frequencies, and the Ohler 6 and Ohler 7
had the lowest. This confirms the importance of location for the TATA and INR, and the
presence of the Ohler 6 and Ohler 7 motifs throughout promoters utilized both
maternally and zygotically. When compared to the numbers of occurrences in the
random intergenic sets, the frequencies of the most common motifs were much higher
overall in the promoters, although some of the less common motifs were in the range of
frequencies observed for the random sites. This shows that when not in proper context,

occurrences of the sequence elements are not as meaningful.
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Canonical Elements in Constrained Locations of Peaked Core Promoters Maintain
Association to Embryonic Utilization
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Figure 42: Sequence Elements in Preferred Windows of Peaked Promoters
Preserve Associations to Embryonic Utilization

The set of peaked core promoters was divided into three groups according to the

their pattern of embryonic utilization (maternal, zygotic, or both). The numbers

of canonical elements located in the preferred windows of core promoters were
counted and normalized for each group as shown.

Akin to individual motif analysis, the occurrences of the TATA/INR, INR/MTE,
INR/DPE, Ohler 6/1, and Ohler 7/DRE modules were evaluated separately for maternal
and zygotic utilization (see Materials and Methods). The results showed that the
TATA/INR, INR/MTE, and INR/DPE had higher frequencies in the zygotically
transcribed peaked promoters, and the Ohler 6/1 and Ohler 7/DRE had higher
frequencies in the maternally utilized peaked promoters. Similarly, the numbers for
peaked promoters with both maternal and zygotic transcription initiation agreed with
the maternally utilized module frequencies (see Figure 40B). The same trends were

observed for broad promoters (see Figure 41B). In summary, these findings therefore

complement the associations of initiation patterns to motifs, and propose that specific
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core promoter elements are more frequently utilized during different stages of

development.

4.4 Discussion

Alternative TSSs that are active under different spatiotemporal conditions have
been reported for several individual fly genes (Corbin and Maniatis 1989; Margolis et al.
1994). Our analysis here established distinct spatiotemporal utilization of alternative
TSSs as a common feature in D. melanogaster. The results strongly indicate that usage of
many alternative TSSs is condition-dependent. In humans, previous work has shown
that the aberrant use of alternative promoters is associated to various diseases, such as
cancer (Davuluri et al. 2008). Genomic similarities that can be observed in the usage of
alternative TSSs under different spatiotemporal conditions in both humans and
Drosophila may provide insights into the mechanisms governing disease.

Alternative TSSs may also be utilized under the same broad EST-derived
conditions. In fact, there was a higher than expected number of genes with alternative
TSSs with the same condition association. Alternative TSSs with the same condition
associations may result from a series of point mutations, or be created anew through
promoter sequence duplication (Frith et al. 2006). Alternative TSSs may also be
associated with the same condition simply due to the low resolution of the available

data. For instance, alternative TSSs may be deemed embryo specific using the EST
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library information, but be utilized at different temporal stages of embryogenesis. We
confirmed this phenomenon to some extent for the group of genes/TSSs active during
embryogenesis by using available expression data from whole-genome tiling arrays.
Recent work has shown that core transcriptional complexes can be remodeled in
specific cell types in both mammals and flies (Deato and Tjian 2007; Metcalf and
Wassarman 2007). As consequence, some possibly yet unknown core promoter elements
may have specific associations to the spatiotemporal conditions analyzed here. In our
study, we showed that peaked D.melanogaster promoters are utilized zygotically,
confirming previous findings that the promoters of genes with the INR and DPE are
associated to developmental regulation and that the TATA is overrepresented in
terminally differentiated tissues, such as the cuticle, and endocrine glands (Engstrom et
al. 2007; FitzGerald et al. 2006). Developmentally regulated genes were later shown to be
associated to the stalling of the RNA pol II machinery in D.melanogaster (Zeitlinger et al.
2007). In agreement with this finding, vertebrate peaked promoters are known to have
an association to more tightly regulated transcripts (Carninci et al. 2006). These
associations between motifs may reflect larger scale organization of the transcriptional
machinery. A circuit involving the TATA binding protein (TBP), Motl, and NC2 was
shown to exist that controls the regulation of DPE-dependent versus TATA-dependent
transcription (Hsu et al. 2008). This suggests that a larger network regulates the

transcriptional balance between functional classes of core promoters. As this analysis
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characterized individual sites of transcription initiation, and previous studies evaluated
associations using whole genes in D. melanogaster, the functional associations of peaked
promoters to developmental regulation and terminally differentiated tissues should be
explored in greater depth.

By showing that broad promoters are maternally utilized in D. melanogaster, this
work supported previous studies showing that core promoter motifs without a location
enrichment are utilized in the embryo, are associated to housekeeping functions, such as
DNA repair and translation, and the proteins necessary to perform them, such as the
components of the RNA pol II, and mitochondrial proteins (Engstrom et al. 2007;
FitzGerald et al. 2006). Housekeeping genes with ubiquitous expression are associated
with actively transcribing pol Il in D.melanogaster (Zeitlinger et al. 2007), and with broad
patterns of initiation in vertebrates (Carninci et al. 2006). The association of broad
promoters to maternal utilization also suggests the hypothesis that larger regions of the
DNA may be accessible at these locations. The localization of nucleosomes or specific
chromatin marks may affect the accessibility of the DNA under specific conditions and
locations, and explain the presence of these initiation patterns (Mavrich et al. 2008; Mito,
Henikoff, and Henikoff 2005). In support of this hypothesis, a previous study suggested
that the promoters recognized by TRF2 up-regulate genes are required for specific
developmental pathways and may be involved in chromatin organization in mammalian

gonads (Isogai et al. 2007). In addition, the study showed that the positional bias motifs
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were associated to the recognition of the core histones H2A/B, H3/H4 gene promoters by
TBP and that the motifs with a weak positional bias were associated to the transcription
of the linker Histone H1 gene promoter (Isogai et al. 2007). An alternative model is that
different TAFs or other proteins interacting with the RNA pol II may be responsible for
maternally initiating the transcription of genes at broad regions throughout the
promoter.

Additional verification is needed for the spatiotemporal utilization of peaked
and broad promoters. A possible experimental validation of specific expression patterns
linked to alternative promoters includes RNA in situ hybridization during different
stages of fly embryogenesis (Tomancak et al. 2002; Tomancak et al. 2007). In situ images
are able to capture spatial gene expression patterns at a much higher resolution than
ESTs and microarrays. Our study provided promising candidates to design isoform
specific probes, which would link differences in the spatial and temporal expression of
transcripts for the same gene to different promoters. However, in situ hybridization
requires experimentation on individual TSSs, and additional data is needed across all
body parts and time periods to gain deeper insight into the precise spatiotemporal
utilization of TSSs. As high throughput 5 tags during the 0-24hr of embryonic
development have become available in D.melanogaster concurrently during the course of
this study (Ahsan et al. 2009), the exploration of TSS utilization under different

spatiotemporal conditions has only just begun.
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5. A Deeper Investigation into Condition Specific Core
Promoter Elements

Elizabeth Rach conceived and performed all of the work in this chapter, except
the position overrepresentation motif finder FREE was developed and published by Ken
Yokoyama from Dr. Greg Wray’s lab (Yokoyama, Ohler, and Wray 2009), and Stoyan
Georgiev from Dr. Uwe Ohler’s lab wrote the Pearson Correlation code that Elizabeth
Rach used for the motif comparisons. The results are preliminary and have not been

published.

5.1 Introduction

The spatiotemporal expression of genes is fundamental to proper functioning
and development of multicellular organisms. The mis-regulation of genes at
spatiotemporal conditions in the eukaryote Drosophila melanogaster can lead to
malformation and death (Aoyagi and Wassarman 2001; Casares and Mann 1998).
Transcription initiation is essential in the spatiotemporal regulation of genes. For
eukaryotic protein coding genes and some regulatory RNAs, transcription is initiated
through the ordered assembly of a pre-initiation complex (PIC) at the DNA (PIC) (Gross
and Oelgeschlager 2006). The PIC contains the holoenzyme RNA polymerase II that is
able to synthesize RNA and proofread transcripts. The second component of the PIC is
a set of 5 general transcription factors (TFs): TFIIB, -D, -E, -F, and -H, that recognizes and

unwinds the promoter DNA. The TFIID contains the well-studied TATA Binding
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Protein (TBP). The third component of the PIC is a mediator that relays information
from TFs bound to regulatory DNA sequence motifs to the polymerase (Boeger et al.
2005). TFs bind to regulatory sequence elements that can be found in trans up to several
kilobases (kb) from the site of initiation and in the core promoter, the sequence
approximately +/- 50 bp directly surrounding the transcription start site (TSS) (Latchman
2005). The repertoire of TFs in the nucleus during transcription initiation varies across
developmental stages, cell types, and body parts (Schug et al. 2005). Upon the assembly
of the RNA pol II at the TSS, the C terminal domain of the RNA pol II complex is
phosphorylated, released from the core promoter, and transcription initiation is
completed (Orphanides and Reinberg 2002).

To experimentally identify TSSs, 5" capping data was used. With this capping
technique, tag mappings were produced that spread over large regions of DNA located
upstream of translational start codon(s) (Carninci et al. 2006; Kimura et al. 2006;
Stapleton et al. 2002). Distinct TSSs were not clearly identified, and transcription factor
binding sites (TFBS) were searched for using entire stretches of upstream sequence
(Krivan and Wasserman 2001). As a result, associations of core promoters to condition
specific profiles were often made on a whole gene basis (Parisi et al. 2004; Schug et al.
2005; Zhan et al. 2007).

In Chapter 3, we applied a hierarchical clustering technique to 5capped

Expressed Sequence Tags (ESTs), 200-500bp tags that map to the most 5" of transcripts,
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in Drosophila melanogaster. This method distinguished the most highly focused TSSs
from dispersed transcription initiation and noisy 5" background data (Juven-Gershon et
al. 2008). Genes with alternative TSSs were discovered across the fruitfly genome on a
large scale, and not only in isolation (Chen et al. 2007). In addition, Shannon entropy
and tiling array data identified canonical TSSs having independent spatiotemporal
profiles (Manak et al. 2006). An extensive genome wide mapping of the associations of
TSSs to specific conditions was made that greatly increased our knowledge of the
number of genes with core promoters driving specific expression patterns (Smith and
Wakimoto 2007). The genetic components guiding these associations have been
investigated in depth in a few instances (Corbin and Maniatis 1989; Margolis et al. 1995;
Margolis et al. 1994). However, our understanding of the precise utilization of these
nuclear proteins on a large scale is minimal.

The two major players of transcription initiation in the core promoter are the
RNA pol II complex and the DNA sequence to which it is recruited. Numerous TATA-
binding Associated Factor (TAF) proteins have been found across species that assist in
the binding of the RNA pol II transcriptional machinery to the DNA at specific
spatiotemporal stages (Green 2000; Hochheimer and Tjian 2003). In Drosophila, AT tracts
are often bound in the minor groove of DNA by condition specific TAFs containing
protein motifs called AT hooks (Aravind and Landsman 1998). AT hook motifs work in

cooperation with other DNA binding proteins and can facilitate changes in the structure
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of DNA. In recent work, Metcalf and Wassarman used gel mobility shift assays to show
that TAF1 has an AT hook motif that binds to two AT tract sequence motifs, with a
preference for the AAT sequence, in testes specific genes in Drosophila (Aravind and
Landsman 1998; Metcalf and Wassarman 2007). The exact length and nucleotide
composition of the TAF1 AT tract sequence motif remain to be found.

Wright and Wassarman also illustrated the role of TAF4 and TAF(II)250,
respectively, in the positioning and stabilizing of the TFIID (Wassarman and Sauer 2001;
Wright, Marr, and Tjian 2006). Hiller demonstrated that the gene cannonball encodes a
dTAFII80 homolog that is important during male gametogenesis (Hiller et al. 2001), and
that nht, mia, sa, and rye are four TAFs expressed in primary Drosophila spermatocytes
(Hiller et al. 2004). In humans, Deato and Tjian showed that TAF3 was integrated into
the TFIID complex during the differentiation of myoblasts into myotubes (Deato and
Tjian 2007). In spite of these findings, experimental and computational evidence for the
existence of the condition specific TAF binding sites in the DNA is very limited. The
short sequence length and the large amount of nucleotide degeneracy of binding sites
make them difficult to identify.

The pause button is a recently discovered core promoter motif that has been
associated with the stalling of the RNA pol II during transcription initiation. The
binding behaviors of RNA pol II to the DNA can be divided into 3 categories: active,

stalled, or not occurring (Zeitlinger et al. 2007). When the RNA pol II is actively bound
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to a gene, complete transcripts of the gene are produced. ChIP-chip assays identify
active RNA pol II binding by observing uniform profiles of Pol II levels across the entire
length of the transcript. When the RNA pol II is stalled, it is bound to the core promoter
DNA near the TSS. However, it does not get released from the core promoter, and no
transcripts of the gene are made. This behavior can be characterized on ChIP-chip
assays by high concentrations of RNA pol II close to the TSS, with an absence of RNA
pol II throughout the rest of the transcript. The third category of RNA pol II binding
behavior is when it does not occur. The DNA is wound tightly in a double helix, and no
transcripts of the gene are produced. When no RNA pol II is bound to the DNA, ChIP-
chip assay profiles show an absence of RNA pol II across the whole genomic region.

The pause button motif was identified in motif searches of core promoters that
exhibited stalled RNA pol II behavior in Drosophila melanogaster embryos, as revealed by
ChIP-chip assays (Zeitlinger et al. 2007). The stalling behavior is believed to be embryo
specific. However, as the assays were solely performed in embryo derived cell lines,
additional analysis is needed across conditions to determine the scope of condition of
the RNA pol II stalling. The consensus sequence of the motif was established as
KCGRWCG. The combination of the INR, GAGA, DPE, and pause button motifs were
predicted to contribute to the stalling of the RNA pol II. The pause button motif was
found to occur in the window (-5,+55) from the TSS, with the most frequent positions

occurring at (+20,+30) (Hendrix et al. 2008). A complete investigation of possible
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sequence variants and location preferences of the pause button motif have not yet been
explored.

One of the most common algorithms used to search for binding site motifs is
expectation maximization (Maclsaac and Fraenkel 2006). In this model, the position
weight matrix (pwm) and locations of each motif are estimated from missing data until
the probability of a sequence converges to a maximum value. Significant deviations
from the background model are deemed true motifs. Two vital motifs in Drosophila
melanogaster, the TATA and INR, have been found using this algorithm (Ohler et al.
2002). Recent work has shown that incorporating additional genomic features, such as
the clustering of motif locations and the conservation of sequence across species, into
probability models improves the accuracy of motif prediction (Alkema et al. 2004;
Blanchette et al. 2006; Pierstorff, Bergman, and Wiehe 2006; Siddharthan, Siggia, and van
Nimwegen 2005).

The usage of position overrepresentation information has also proven to be a
valuable technique in evaluating motif significance (Berendzen et al. 2006; FitzGerald et
al. 2006). The experimental construction of a super core promoter has shown that the
inclusion of multiple core promoter motifs at specific positions in Drosophila leads to an
increased level of transcription (Juven-Gershon, Cheng, and Kadonaga 2006). An
estimated 10 bp are required for 1 complete turn of the DNA helix (Trifonov and

Sussman 1980). This implies that motifs spaced 10bp apart bind TFs on the same side of
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the tertiary helical structure. Having this TF arrangement may increase transcriptional
efficiency by increasing the rate of TF assembly, or the ability of the TF to recruit other
components to the DNA. This arrangement may also allow physical interactions
between the TFs and the DNA that further stabilize TF binding and increase the rate of
transcription.

TFBSs can be classified into two groups based on their location in the DNA. The
first group consists of motifs that have a defined spacing preference from the TSS. In
Drosophila melanogaster, the most well-studied examples of this are the TATA, INR, DPE,
and MTE (Juven-Gershon, Cheng, and Kadonaga 2006; Ohler et al. 2002). The second
group of motifs has the ability to be located throughout the core promoter, for example
the DRE. The complete motif composition and size of both groups is not known.
Condition specific binding sites have not been identified on a large scale, and search
techniques applied to core promoter data have used discrete, independent windows of
pre-determined width for sequence analysis that limit the precision and scope of motif
discovery (Berendzen et al. 2006; FitzGerald et al. 2006). Thus, the importance of TFBS
spacing to the TSS remains unclear.

While advancements in our understanding of transcription initiation have been
made, our knowledge of the genetic mechanisms governing the condition specific
binding of TFs in the core promoter is in its infancy. In this work, we identified

condition specific TFBS candidates wusing a statistically rigorous location
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overrepresentation search algorithm. We compared our results to experimental and
computational motif sources and analyzed core promoter sequence properties in a
hierarchical fashion. Lastly, we classified motif variants of the pause button into a core

promoter family.

5.2 Materials and Methods
5.2.1 Motif Searches and Clustering

An earlier version of the motif identification program FREE than that which was
published was used in the motif searches. FREE was applied to 1,446 embryo and 673
head condition specific core promoter sequences extending 60bp upstream and 40bp
downstream of TSSs identified in Chapters 3 and 4 (Rach et al. 2009). The (testes, ovary,
larva/pupa, and Schneider cell) libraries each had less than 250 sequences, making the
sets too small to produce accurate search results. Each position within the 100
nucleotide windows was considered a site, totaling 100 sites across all sequences.
Statistically overrepresented oligos 6bp in length were identified that had at least 5
occurrences at a single site, and at least 30 occurrences across all sequences and all sites.
Oligos were grouped into clusters using the Kullback-Leiber divergence cutoff of 0.4,
and cluster motifs were determined using IUPAC nomenclature for the best consensus
alignment, allowing for complete nucleotide degeneracy. The statistical significance and

Gaussian parameters of the most significant oligo in the cluster was assigned to the
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cluster motif. Clusters not having at least one 6mer with a p value less than le® were
removed from the analysis.

Cluster motifs having Pearson Correlation (PC) < .8 to all other cluster motifs
within each library were declared cluster group motifs. The statistical significance and
Gaussian location information of the most significant cluster motif was inherited by the
cluster group motif. Cluster motifs having PC > .8 to other cluster motifs in each library
were hand clustered. This was done by grouping all cluster motifs with PC > .8 together
and taking the longest motif as the representative. If all of the cluster motifs were the
same size, the most significant one was chosen as the representative. Cluster motifs that
were reverse complements and occurred at similar locations as the representative were
discarded. Cluster motifs with +/- 1 the number of Gaussians located in similar
positions as the representative and at most 1 interior or edge nucleotide mismatch from
the representative, were incorporated into a cluster group motif consensus sequence.
Cluster motifs that did not satisfy these criteria were not set aside. The process was
repeated on these cluster motifs until all of the cluster motifs were grouped into cluster
groups. A few assignments during hand clustering were done by eye.

Pairwise comparisons were made with cluster group motifs having PC > .8 across
embryo and head libraries, a difference of 1 Gaussian, and similar Gaussian locations.

One cluster group motif from the library with the greater significance was chosen as the
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representative of both libraries. References to FREE motifs in the text are cluster group
motifs.

MEME searches were performed on 1,446 embryo, 673 head, and 222 testes
specific sequences. Overlapping core promoter sequences for genes with more than 1
TSS were joined together in pairs. Genes with more than 2 overlapping core promoters
accounted for less than 5% of all sequences, and did not greatly affect the results. MEME
was applied to search for any number of motifs per sequence, and used a first order
Markov Model as background. In addition to the embryo, head, and testes sequences,
the background nucleotide frequencies incorporated 43 Schneider cell, 31 larva/pupa,
and 10 ovary specific core promoter sequences. MEME searches returned the 25 most
significant motifs, 5-15 nucleotides in length. The maximum number of input sequences
was increased to 200,000 for the embryo sequences, and search results with e-values < e-
05 were deemed motifs, which resulted in the identification of 10 additional motifs.
MEME motifs were not grouped into clusters or cluster groups.

The total set of 35 MEME motifs were compared to FREE results within each
condition library. Those having PC > .8 to a FREE motif were excluded from the set,
reducing the number of motifs to 22. Motifs having PC > .8 to more significant MEME
motifs were also excluded from the set, reducing the number of motifs to 19. Search
results were compared across libraries. In pairs having PC > .8, the library in which the

motif had a more significant p-value was chosen as the representative and the motif in
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the library with the less significant p-value was excluded from the set. Sixteen MEME
motifs satisfying these criteria were identified. We called motifs with a greater

significance in one library than another ‘condition specific motifs’.

5.2.2 Source Comparisons

Two methods were implemented to compare motif search results to known
sources: consensus formatting and PC comparisons. In FREE searches, oligomer results
were matched to IUPAC consensus sequences created from the position weight matrices
for Ohler (Ohler et al. 2002), FitzGerald (FitzGerald et al. 2006), JASPAR (Bryne et al.
2008), Pause Button (Hendrix et al. 2008), and the 12 Genome Sequencing motifs (Stark
et al. 2007). If a nucleotide had > 50% frequency at a site, and the nucleotide was twice
as common as the next most common nucleotide, the site was set to a single consensus.
It two nucleotides made up at least 75% of the nucleotides at that site, double degenerate
nucleotides were used. Triple or complete degeneracy was not considered.

In the STAMP comparisons, motif edged were trimmed if they had an
information content < .4 (Mahony and Benos 2007). PC was used with an ungapped
Smith-Waterman alignment to compare FREE oligomers to the FlyReg (Bergman,
Carlson, and Celniker 2005), Fly (Bergman 2007), and Tiffin (Down et al. 2007) motifs.
Motifs with e-value significances < e® were considered matches. Cluster motifs

cumulatively inherited all of the motif matches for each oligo in the cluster, and cluster
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group motifs inherited all of the motif matches for each cluster motif. This included
motif matches from less significant pairs having PC > .8 across libraries.

As described in 5.2.1, MEME results were compared to FREE cluster groups
using PC. Novel MEME motifs that did not match any FREE cluster group motifs were
compared to the IUPAC consensus motifs using a PC cutoff of .8. The FlyReg, Fly, and
Tiffin motifs were compared to the MEME results using STAMP as stated. MEME motif
representatives inherited source matches for pairs across libraries having PC > .8. Source
matches to MEME motifs with PC > .8 in the same library were excluded from the

analysis.

5.3 Results
5.3.1 Distinct Core Promoter Motifs Are Identified Across Conditions
5.3.1.1 Motifs Identification by FREE and MEME

There were 123 motifs identified in Drosophila melanogaster from 2,425 condition
specific core promoter sequences (see Table 6, Appendix F). In Chapter 3, 5 capped
Expressed Sequence Tags (ESTs), 200-500bp sequences that map to the most 5 of
transcripts, were hierarchically clustered to elicit 5,836 of the most highly utilized TSSs
(Rach et al. 2009). Shannon entropy showed that 2,425 of the core promoters were
utilized in specific body parts (head, ovary, testes) and time periods (embryo,

larva/pupa, schneider cells) (Rach et al. 2009). As this is the most extensive TSS condition
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specific profiling in D.melanogaster, we used this condition specific dataset as the
foundation for the motif searches.

Table 6: Motif Identification Pipeline

Approximately 2,341 core promoters utilized in the embryo, head, and testes
conditions were extracted in Drosophila melanogaster in Chapters 3 and 4 (Rach
et al. 2009). FREE was implemented on these sequences according to the
parameters in the Materials and Methods. It identified 368 oligomers that were 6
bp in length. Oligos having a Kullback Leiber divergence less than 0.4 were
grouped into 196 clusters. Then, clusters having Pearson correlation coefficients
greater than 0.8, reverse complement sequences, or different numbers of
overlapping Gaussians were organized into 120 cluster groups by hand. FREE
cluster groups were compared within and across conditions and those having
Pearson correlation greater than 0.8 to a more significant cluster group within or
across conditions were removed. This produced 107 unique cluster groups.
MEME was applied to the 2,341 core promoter sequences utilized in the embryo,
head, and testes, and MEME motifs that had a Pearson correlation coefficient
greater than 0.8 to a FREE oligo were removed from the results. Overall, MEME
found 16 additional motifs. Cumulatively, the FREE and MEME searches
identified 123 motifs.

Number of: Embryo E&H Head Testes
Condition  Specific =~ Core  Promoter

Sequences 1,446 673 222
Oligos Identified Using FREE 269 99 0
Clusters 126 70 0
Cluster Groups 77 43 0
Unique  Cluster ~ Groups  Across

Conditions 63 11 33 0
Additional Motifs Identified Using

MEME 8 3 4 1
Total Number of Motifs Identified = 123 71 14 37 1
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We applied two different search techniques to the data (see Materials and
Methods).  The first program called FREE advances current methodologies by
implementing smooth functions across continuous window spaces. It is based on a motif
location function (MLF) that measures the positional overrepresentation of an oligomer
with respect to a reference point. The MLF is a composite of a baseline function and a
signal function. The baseline function measures a motif’s nucleotide frequency as a
background model. The signal function, H(x), measures motif position deviations from
the background. The signal function is a linear combination of un-normalized Gaussian
motif peak locations. A log likelihood ratio test is used to determine the parameters of
the Gaussian peaks, and a F-test is used to measure the statistical significance of the MLF
that best fits the data. Rigorous linear regression statistics are used to return significant
oligomer sequences and their corresponding MLF parameters. Then, FREE uses
Kullback-Leiber divergence to cluster oligomers, of user specified length n, with similar
sequence and position (Yokoyama, Ohler, and Wray 2009).

The second algorithm that we used to identify condition specific core promoter
motifs was expectation maximization in the search program MEME (Maclsaac and
Fraenkel 2006). This well established search technique does not require motifs to have a
positional overrepresentation. Thus, the results of MEME complement FREE and
provide a more complete investigation of condition specific motifs in the core

promoters.
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The sequence searches returned 123 core promoter motifs (see Table 6, Appendix
F). MEME found 29 unique motifs, 13 of which had matches to FREE sequences. This
reduced the overall number of additional MEME motifs to 16. FREE identified 107
motifs, 87% of the total number discovered. There were 94 of the FREE motifs found to
be mutually exclusive from the MEME motifs, resulting in nearly 6 times more motifs
than MEME. This ratio reflects the difference in search techniques and emphasizes the
importance of proper spacing of core promoter motifs for efficient utilization by the

RNA pol IT and its associated factors.

5.3.1.2 Condition Associations

The 123 discovered motifs were distributed across the embryo, head, and testes
specific libraries (see Table 6, Appendix F). The number of motifs returned in the
embryo and head libraries scaled according to the number of sequences used for input.
Only 14 of the motifs were found in both the embryo and head libraries. This accounts
for approximately 11% of the total number of motifs. As dual detection required
similarity in nucleotide composition, as well as, location (see Materials and Methods),
the low percentage of shared motifs indicates the existence of binding site sequence

differences between the condition specific core promoters.
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Figure 43: Logo of the testes specific core promoter motif consensus sequence

MEME was run on 222 testes specific core promoter sequences. The position

weight matrix of Testes Motif 1 was converted to a consensus sequence using the

IUPAC code and double degeneracy, as for the source comparisons (see

Materials and Methods). Then, the consensus sequence was input into STAMP,

and the logo was created. Edge positions having less than 0.4 bits were removed

from the logo (Mahony and Benos 2007).

One motif was found in the testes specific core promoters using MEME (see
Materials and Methods, Figure 43). The motif was selectively not found in the embryo or
head FREE and MEME searches. The testes motif is 12 nucleotides in length and consists
of an AAAT sequence at nucleotide positions 1-4 and 7-10. The nucleotides T and C

share a common frequency at position 6. With the occurrence of a T at position 6,

positions 1-9 are palindromic, making the motif non-directional.

5.3.1.3 Existence of Motif Location Hotspots

For all conditions, FREE returned location information regarding the amplitude,
mean, and standard deviation of each Gaussian used to model motif positions. The
number of Gaussians per motif ranged from 1 to 5, with 29 motifs having 1 Gaussian, 36

motifs having 2 Gaussians, 29 motifs having 3 Gaussians, 9 motifs having 4 Gaussians,
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and 4 motifs having 5 Gaussians. The most common number of Gaussians per motif

was 2.
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Figure 44: Motif Locations Reveal Condition Specific Hotspots

The 100bp sequence of the core promoter was divided into 5bp windows. The
position overrepresentation information for each FREE cluster group was chosen
from the most significant cluster. The number of Gaussians modeling the
position overrepresentation of each cluster group ranged from 1 to 5. The mean,
u, of each Gaussian was binned into one of the 5bp windows according to
condition under which the cluster group is utilized. The frequency of Gaussian
means was summed across conditions to identify shared locations containing

motif variants.

Figure 44 shows that the frequencies of Gaussian means, u, used to model motif
locations are spread unevenly across conditions and throughout the core promoters. The
number of Gaussian means for embryo specific core promoters shows a significant

enrichment in 2 peaks, (-5,0) and (+20,+25). Head specific promoters reveal a larger, less
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striking region of utilization from (-5,+25). Cumulatively, a third peak of Gaussian
means occurs in the embryo and head set at (-20,-15) that was not present in either of the
core promoter sets individually. Previous work identified motifs in all three hotspot
regions (FitzGerald et al. 2006; Ohler et al. 2002). The regions may be functionally
important because of the unique motifs that they contained. Figure 44 shows that a
multitude of additional motifs exist across core promoters at these locations. This
suggests a transcriptional role of the locations beyond that of individual motif

contributions.

5.3.2 Comparisons to Alternative Motif Sources
5.3.2.1 Comparative Overlap

Computational and experimental sources were used in comparisons with the 123
condition specific core promoter motifs. The set of computational resources included 10
motifs from previous Ohler analysis (Ohler et al. 2002), 4 motifs from FitzGerald’s work
(FitzGerald et al. 2006), 35 motifs from the 12 genome sequencing project (Stark et al.
2007), 120 motifs from the TIFFIN database (Down et al. 2007), and 1 motif from pause
button analysis (Hendrix et al. 2008) (see Materials and Methods). The experimental
sources consisted of 13 motifs from the JASPAR (Bryne et al. 2008), 87 motifs from
FlyReg (Bergman, Carlson, and Celniker 2005), and 62 motifs from Fly (Bergman 2007).

All together, this totals 332 motifs used in comparison with each of the 123 identified
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motifs: 170 computationally identified motifs and 162 experimentally derived motifs.
However, the existence of motif repertoire overlap across sources and methods, reduces
the total number of distinct motif comparisons.

More than 87%, or 107 out of the 123 motifs, had at least one match to a motif in
one of the comparative resources. Approximately 50%, or 62 out of the 123 motifs, had at
least one match to motifs in both computational and experimental sources. The
Gaussian means of the most significant motif matches correlate to known locations for 9

out of 12 of the Ohler and FitzGerald motifs.

5.3.2.2 Normalized Comparisons

The overlap of identified motifs to matches in comparative sources varies
greatly. Two measures of coverage across sources were calculated, as seen in Figure 45.
The first metric measures the percentage of identified motifs that have matches to source
motifs. The Tiffin and 12 genomes sequencing motifs had the greatest percentages of
overlap, followed closely by FlyReg. The Pause Button and FitzGerald motifs had the

lowest percentages of motif support.
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Figure 45: Comparison of Motifs to Sources

A plot comparing the overlap of identified motifs to matches in alternative
sources. Motif matches were found through the use of consensus sequences in
FREE, Pearson correlation comparisons, and STAMP (see the Materials and

Methods). Motif matches were cumulated across the embryo, head, and testes

libraries. The percentage of identified motifs with matches in each source was
calculated by dividing the total number of motifs identified that had matches to
motifs in the source, by the total number of motifs identified, 123. A normalized
source value was obtained by dividing the total number of motifs identified with
matches to motifs in the source by the total number of motifs in the source.

With the percentage measurement, the amount of motif overlap scales according

to the number of motifs in the source. To account for this bias, a second measure was

created that normalized the number of motif matches by the size of the source (see

Figure 45). As more than one identified motif could match one motif in the source,
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normalized values greater than 1 could result. When normalized, TIFFIN received a low
value on account of the large size of the database and the high number of motifs that did
not have matches to the identified motifs. The pause button, Ohler, and, 12 genomes
sequencing sets had the highest measure of similarity to the identified motifs. This can
be expected from the pause button motif as addressed above, and from the Ohler
dataset, as it was the foundation of the core promoter localizations in Chapters 3 and 4
(Rach et al. 2009).

The 12 genomes sequencing set received high scores with both numerical
comparisons to the identified motifs, in spite of the reduced number of species used for
identification. The sequencing motifs were produced from conservation analysis across
12 species, while the FREE motifs were found from statistical analysis of precise

overrepresentation of 6-mers in 1 species.

5.3.2.3 Presence of Novel Motifs

Overall, 16 of the 123 motifs did not have matches to any of the motifs in the
comparative sources (see Table 7). Of the 16 motifs, 68% were identified in the embryo,
and 32% were found in the head. All but 1 of the motifs was found using FREE.
Consensus sequences showed ample nucleotide variation and motif lengths were of
expected size. Head_MOTIF8 was longer than the most common FREE motifs but,

within range of the MEME results. The number of Gaussians for each motif ranged from
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1 to 3, and the Gaussian means were spread across the 100nt core promoter window.

These features are characteristic of the identified FREE motifs.

Table 7: Novel Motifs

Of the 123 motifs identified in the FREE and MEME searches, 16 motifs did not
have any matches to motifs in the Ohler, FitzGerald, 12 genomes, Tiffin, Pause
Button, JASPAR, FlyReg, or Fly sources. The first, second, and third columns
designate the search method, consensus sequence, and library in which the motif
was identified, respectively. The fourth column lists the p-value of the most
significant MLF in the FREE searches. The last column gives the parameters of
each Gaussian in the MLF. As MEME searches do not return location
information, this information is Not Available (N/A) for the Head-MOTIFS.

Gaussian Parameters

Search Consensus Sequence Library P-val (amp, mean, sd)

FREE: ATCATT Embryo 1.30E-51 (445.23,-3.36,0.5)
(316.62,0.28,0.53)

FREE: CGTCAG Embryo 1.90E-46 (550.28,-4.44,0.53)
(135.12,-48.00,<.5)

FREE: GATTCA Embryo 3.00E-43 (493.62,-5.67,<.5)
(136.82,-12.00,<.5)

FREE: CCCTGG Embryo 3.20E-28 (26.82,-25.00,<.5)

(19.83,14.00,<.5)

(12.98,-22.00,<.5)

FREE: CGGAGC Embryo 4.60E-28 (270.14,26.00,<.5)
(131.83,15.00,<.5)

FREE: GACAGT Embryo 1.10E-33 (425.77,-3.92,<.5)
FREE: AGTCGA Embryo 1.50E-27 (535.27,-0.28,0.60)
(132.86,-43.00,0.77)

FREE: AGCCAG Embryo 7.70E-27 (268.70,-4.00,<.5)
(130.39,-57.00,<.5)

(130.39,10.00,<.5)

FREE: CAGTAT Embryo 8.70E-57 (632.11,-1.48,<.5)

(136.07,4.00,<.5)
FREE: AGCAAC Embryo 6.10E-30 (313.48,-23.28,0.54)
(255.02,25.64,0.74)
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(187.81,7.51,0.55)

(133.16,16.00,<.5)
FREE: AAGCAG Head 1.90E-42 (83.88,-27.55,<.5)
(30.18,-17.00,<.5)
FREE: TCGCTT Head 9.90E-18 (57.73,2.00,<.5)
FREE: CTGGTC Head 1.20E-21 (57.73,-6.00,<.5)
(28.02,-30.00,<.5)
FREE: GTTGAA Embryo 2.70E-13 (392.13,0.97,<.5)
FREE: GTTGAC Head 1.20E-52 (68.27,29.46,0.63)
Head_MOTIF
MEME: TCGGCMAGCCATCGT 8 N/A N/A

In previous applications, FREE exhibited 70% accuracy when verifying known
JASPER motifs at p-value threshold le® (Yokoyama, Ohler, and Wray 2009). With this
level of accuracy, 32 of the 6-mers identified in these FREE searches are estimated to be
false positives. The 15 FREE motifs without matches may account for 47% of the total

number of predicted false positives.

5.3.2.4 Existence of a Pause Button Family

A family of 6 motifs matched the pause button consensus sequence found in
previous work (Hendrix et al. 2008). Five out of six of the motifs were found selectively
in the embryo, and the sixth motif, TGCGWTCRGTT, was identified in both the head
and embryo core promoter sequences. This agrees with the selective embryonic
utilization of the pause button (Hendrix et al. 2008). A logo of the consensus sequence of
the 6 motifs was created in STAMP (see Figure 46A). The logo has the same CG di-

nucleotide sequence repeat and spacing as the original pause button motif found in
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previous work, but differs in the first two nucleotides. Positions 4 and 7 are dominant in

the motif alignment, and are surrounded by nucleotides having second order

degeneracy with thymine, T.
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Figure 46: Pause Button Matches
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Six of the cluster groups identified in the FREE searches had matches to the
pause button motif: AGTTCGWA, CGSTCGAA, GCGAACGG,
TGCGWTCRGTT, YGGACGTG, AARCGGAC. Cluster group matches to the
pause button motif were inherited from all clusters (see Materials and Methods).
A logo of the consensus sequence of the 6 cluster group motifs was made in
STAMP (Mahony and Benos 2007). Each of the 6 motifs were weighted equally
when creating the logo, and edges of the logo having information content less
than 0.4 were trimmed. B-G Graphs of the signal function H(x) of the 6 cluster
groups matching the pause button motif. The parameters of each signal function
H(x) are used to plot the position overrepresentation of the cluster group
according to its genomic location with respect to the TSS, and the amplitude of
the Gaussians. The parameters of each signal function for a cluster group are
inherited from the most significant cluster (see Materials and Methods). The area
under each signal function is shaded accordingly. No maximum constraint was
placed on the height of the amplitudes. The height of the second Gaussian
centered at 26.66 used to model the overrepresentation of YGGACGTG is 7958.30
(see Figure 46F). It is the largest peak of all the Gaussians plotted, and is cut off at
600 to maintain the visual uniformity of the graph parameters of the 5 other
signal functions.

The positions of 5 out of 6 of the motifs in the pause button family were modeled
with signal functions within 10bp in proximity, in the window (+15,+35), downstream of
the TSS (see Figure 46B-G). The location of this window overlaps that of the DPE, and
the size of the window doubles initial estimates (Hendrix et al. 2008). The signal function
of AGTTCGWA showed the greatest divergence from the common window, with all of
its Gaussian peaks occurring upstream of +10bp from the TSS. Half of the signal

functions are modeled with 3 Gaussians, each having a dominant center peak reaching

approximately 400.
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5.4 Discussion

In this work, we defined condition specificity as the selective expression of a
characteristic pattern of a gene during a single spatiotemporal state, namely the embryo,
head, and testes. This separation of conditions was precise enough to detect changes in
the initiation of transcription at different locations. Condition specific motifs in the core
promoter can be divided into 2 groups: motifs utilized based on position
overrepresentation, and those utilized, regardless of location from the TSS. Here, FREE
returned 107 motifs having a position overrepresentation from the TSS. This large
number highlights the importance of proper spacing for the transcription initiation
machinery. It may result from the dependence of the sequence motifs on the
organization of the proteins within the RNA pol II complex. The RNA pol II contains
hundred of proteins and TFs that are systematically arranged. When TFs recruit the
RNA pol II to the DNA, precise alignments of core promoter motifs efficiently bind to
corresponding protein motifs in the RNA pol II. As a result, the distances between the
core promoter binding sites may mirror the distances between protein motifs in the
RNA pol IT complex.

The spacing of core promoter motifs may also arise from changes in
conformation induced by TFs. The binding of TFs to the DNA can be considered a
dynamic process because TFs can cause conformational changes in the DNA that alter its

structure (Westwood and Wu 1993). DNA previously inaccessible to TFs can be made
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available and DNA once available can become unavailable. The existence of core
promoter motifs at these locations can stimulate TF binding, and augment the rate of
transcription initiation. When the TBP binds to the TATA box, conformational changes
are induced. This causes additional TFs to be recruited to the DNA that enhance the rate
of transcription initiation (Latchman 2005). Thus, precise core promoter motif spacing
can arise in coordination with conformational changes.

While numerous position overrepresented core promoter motifs were identified
in the embryo and head, there were few motifs found present in both conditions. This
can be caused by promoters having divergent sequence composition across conditions,
or by motifs with similar sequence composition having different overrepresented
locations in the FREE searches. The latter explanation only accounted for a few cases,
implying that the large number of condition specific motifs was found from a difference
in motif sequence composition. Work by colleagues previously noted that core
promoters utilized under more specific conditions were associated to lower CpG
nucleotide frequencies (Schug et al. 2005). Here, we show that sequence differences exist
on a higher order than with individual di-nucleotide frequencies. Entire motif
repertoires differ across the embryo, head, and testes libraries. These condition specific
sequences may enable the differential regulation of transcription when the same TFs are
present across conditions. This occurs with with Pit-1. When Pit-1 is bound to a

Prolactin promoter, transcription is induced. However, when Pit-1 binds to a different
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sequence motif in the promoter, the co-repressor NCo-R is allowed to bind, and
transcriptional repression results (Marx 2000).

The existence of distinct core promoter motifs in the embryo, head, and testes
libraries may also accommodate the binding of specific TAFs not present under all
conditions (Wassarman and Sauer 2001). Chapter 4 showed that alternative core
promoters for one gene can be differentially utilized under spatiotemporal conditions
(Rach et al. 2009). The differences in condition utilization and usage of alternative core
promoters create a competitive landscape within the domain of one gene’s upstream
sequence. Under these pressures, core promoters must maintain motifs commonly
utilized across conditions, while at the same time preserve those that are selectively
utilized under rare, or specialized conditions. This creates a delicate balance that must
be maintained between general transcription and condition specific core promoter
utilization.

The testes specific motif identified in this work satisfies the nucleotide
composition and length of an AT track sequence. The motif may work in cooperation
with TAF1, or another testes specific TAF, to facilitate the faster assembly of the RNA
pol II, or increase its stability. The position overrepresentation information showed stark
differences across the embryo and head conditions. Embryo specific motifs revealed 2
peaked hotspots, while the head specific motifs were more smoothly spread across a

larger window. This difference in motif locations may result from the occurrence of
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epigenetic changes that limit core promoter utilization. A peak of Gaussian means
occurs at locations (-20,-15) cumulatively in the head and embryo conditions, but not in
either condition individually. This hotspot region may serve as a binding site for TFs
expressed generally across both conditions, rather than selectively in one condition.
Alternatively, it may be a position specific hotspot in the embryo that requires a larger
number of tags in order to be more clearly distinguished.

In addition, we observed a low overall frequency of motif variants at the TATA
box (-32) location and at locations upstream of the TSS. Only 25-30% of core promoter
sequences are known to have TATA boxes (Kutach and Kadonaga 2000; Ohler et al.
2002). This has led scientists to search for alternative motifs to the TATA. The lack of
motif variants at the (-32) location may signal an avoidance of motif interference with
the important functioning of the TATA. It could also result from a greater usage of core
promoter motifs downstream of the TSS. The downstream motif variants may help to
define the direction of transcription by properly orienting the RNA pol II during
assembly, similar to that of the BRE and TATA motifs (Littlefield, Korkhin, and Sigler
1999). The core promoter architecture may not directly affect the assembly of the RNA
pol II, but make the DNA more accessible downstream of the TSS, providing a natural
orientation for the direction of transcription. A large number of the identified core
promoter motifs showed matches to enhancer sequences in the Fly, FlyReg, and JASPAR

databases. Enhancers are known to have the same sequence composition as core
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promoter motifs, although, they typically act at a distance from the TSS (Latchman
2005).

The pause button is a recently discovered motif that is associated with the
stalling of the RNA pol II during embryonic transcription. Here, we identified 6 motifs
with matches to the pause button consensus sequence. This extends the number of
pause button motifs from 1 consensus sequence to a family of 6 possible sequence
variants. Only 1 out of 6 of the motifs were identified in the head library. This result
supports the embryo specific utilization of the pause button. Five out of 6 motif variants
were located in the (+15,+35) window from the TSS. The motif located outside of the
preferred window may be utilized under distinct or rare conditions, be a false positive,
or have incorrect position information. Additional motifs and combinations thereof may
play a role in the stalling of the RNA pol II that are not identified or discussed.

The exact biological function of the stalling is not known. It has been suggested
that RNA pol II stalling actively represses the core promoters of genes utilized during
later stages of development, similar to that of the GAGA (Hendrix et al. 2008; Lee et al.
2008; Zeitlinger et al. 2007). Alternatively, permanaganate assays in Drosophila embryos
have suggested that the pause button functions to prepare genes for activation by
responding to extracellular signaling molecules present during periods of rapid
spatiotemporal change (Zeitlinger et al. 2007). Under both models, we presume that

more than one pause button motif is required to differentially regulate the genes under
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more than one stage of development or condition. The 6 pause button motifs identified
here may uniquely correspond to the morphological stages of development, and their
accompanying nuclear spatiotemporal environments. Utilization of these 6 motifs in
combinations may further amplify the number of conditions under the control of the
pause button.

While some condition specific differences in transcriptional programs have been
known to exist, the initiation of transcription has long been considered a uniform and
often sloppy process. Through the incorporation of condition utilization and position
overrepresentation information, we have identified condition specific core promoter
binding sites on a high throughput scale. We have shown the existence of systematic
differences in sequence features across transcriptional programs, and suggested that
condition specific transcriptional programs may have a greater impact on an organism’s
ability to properly develop and adapt than previously thought. As the identification of
TSSs and their condition specific utilization increases with advancing technology, we
expect to gain a deeper insight into the characteristics of the sequence features guiding

the spatiotemporal regulatory code.
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6. A Paired-End Sequencing Strategy to Map the
Complex Landscape of Transcription Initiation

Elizabeth Rach prepared the Drosophila embryos and RNA that was used to
provide the incentive for this study. She also performed the core promoter motif
analysis, the chip-ChIP binding comparisons, and wrote the corresponding sections in
this chapter. The experiments were performed by Dr. Ting Ni from Dr. Jun Zhu's lab
and the identification of TSSs from clusters was done by Dr. David Corcoran from Dr.

Uwe Ohler’s lab. The work was in revisions with Nature Methods in March 2010.

6.1 Introduction

The transcription of a gene by RNA Polymerase II (Pol II) is a fundamental step
in the regulation of gene expression in eukaryotes. To initiate and modulate
transcription, regulatory factors interact with a variety of chromatin and DNA sequence
features in regulatory regions. Central to the process of transcription initiation is the core
promoter region of approximately 100nt centered on the transcription start site (TSS) of a
gene. Within this region, sequence specific factors of the basal transcription machinery
interact directly with the DNA to ensure the proper recruitment of Pol II. These
transcription factors (TFs) recognize and bind to short, degenerate sequence motifs.
Contrary to the simple picture in many textbooks, which often present the basal

machinery as invariable, and that core promoters generally share the same motifs, many
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recent studies have demonstrated the diversity in both basal transcription factor
complexes as well as the features of genomic regions in which they bind (Juven-Gershon
and Kadonaga 2009; Ohler and Wassarman 2010; Smale and Kadonaga 2003). We are
still beginning to truly understand the diversity at the transcription initiation level, and
how it provides for additional regulatory control of gene expression (Butler and
Kadonaga 2001; Hochheimer et al. 2002; Holmes and Tjian 2000; Isogai et al. 2007; Juven-
Gershon et al. 2008; Lee et al. 2005).

Methods to sequence 5" complete transcripts at high throughput have provided
the breakthrough for genome-wide identification of TSSs (Carninci et al. 2005; Shiraki et
al. 2003; Suzuki and Sugano 2003; Tsuchihara et al. 2009; Zhang and Dietrich Mapping of
transcription start sites in saccharomyces cerevisiae using 5' SAGE 2005). In particular,
the capped analysis of gene expression (CAGE) protocol has been used to generate
comprehensive mammalian libraries of short sequence tags. Aligning these tags back to
the genome has led to high-resolution TSS maps, and helped to identify distinct
transcription initiation patterns (Ahsan et al. 2009; Carninci et al. 2005; Carninci et al.
2006; Kodzius et al. 2006; Suzuki et al. 2009). In some promoters, transcription initiates
from the same exact location; in others, it initiates more uniformly across wider genomic
windows. Different sequence features have been found to be associated with these
different patterns, such as an overrepresentation of the canonical TATA box sequence

motif in ‘specific location” promoters, and CpG islands overlapping ‘broad range’
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promoters (Carninci et al. 2006). The majority of studies making use of the CAGE
technology have been focused on mouse and human. There has not been an attempt
thus far to investigate on a similar scale whether different initiation patterns can also be
found in other animals, such as the fruit fly Drosophila melanogaster, and whether these
are associated with distinct sequence features as well.

The CAGE protocol has recently been integrated with high-throughput
sequencing technology. In particular, deepCAGE is based on the Roche/454 sequencing
platform (Valen et al. 2009). While deepCAGE produces a large number of reads per
sample, the total number of reads is on a smaller scale than what may be achieved by
other platforms such as Illumina or SOLiD. In addition, deepCAGE produces a single,
typically 20-nt-long sequence tag from the most 5" end of the transcript, which may be
too short to guarantee a unique and correct alignment to the genome, especially in the
presence of sequencing errors. Such challenges could in theory be solved by longer reads
or paired-end reads. The latter strategy is expected to be more advantageous because it
can provide additional information on the local transcript structure.

We present a Paired-End Analysis of TSSs (PEAT) strategy, by which an
individual TSS tag (20nt sequence from the most 5" end of the transcript) is paired with a
~20nt downstream tag from the same gene. The PEAT method was applied to analyze
capped transcripts of D. melanogaster mixed-stage embryos. We obtained 15 million

mappable read pairs, collectively defining TSSs for more than 5,500 genes. Our results
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further uncovered that Drosophila, like mammals, has multiple initiation patterns, each
of which is associated with a distinct set of sequence motifs. Furthermore, we found that
~25% of 5" capped reads align to the coding region of the Drosophila genome. Extending
the previous findings in mammals (Carninci et al. 2006; Fejes-Toth et al. 2009), we
provide strong evidence that these transcripts result from posttranscriptional
modification rather than de novo transcription from the coding region. Together, these
results demonstrate that PEAT is an improved strategy to map and characterize the

landscape of transcription initiation in higher eukaryotes.

6.2 Materials and Methods
6.2.1 Paired-End Library Preparation

Mixed stage fly embryos (0-24h) were collected according to a standard protocol
(Manak et al. 2006). We used TRIzol reagent (Invitrogen) to extract total RNA. RNeasy
Mini kit (QIAGEN) was used for cleanup and on-column DNase I digestion to remove
genomic DNA according to the manufacturer’s protocol. 150 pg purified RNA was
enriched for poly(A)+ RNA with Dynabeads Oligo(dT)25 (Invitrogen) according to a
modified protocol (see Appendix G). 2 pg of poly(A)+ RNA was BAP/TAP (Bacterial
Alkaline Phosphatase/Tobacco Acid Pyrophosphatase) treated and a chimeric linker
tagged with a Mmel site was ligated to its 5" end. The RNeasy MinElute kit (QIAGEN)

was used to remove excessive chimeric linkers. Random primers tagged with a Mmel
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recognition site were used to initiate reverse transcription. First strand cDNAs were
amplified using 5 cycles of PCR, and the products were purified with DNA clean &
concentrator-5 kit (ZYMO). Circularization was performed with a “collector”
oligonucleotide, which converts the PCR product into a single-stranded circular DNA.
After Exo I (NEB) and Exo III (NEB) digestion to remove linear DNAs, rolling circle
amplification (RCA) was performed to amplify the remaining circular DNAs. The RCA
products were digested with Mmel (NEB) to generate a specific 93~95bp band. The
desired product was ligated with two Illumina Paired-End adaptors and amplified with
low-cycle PCR. After size-selection and validation by Sanger sequencing, the final
library was sequenced using an Illumina GAII with a paired-end module (see Appendix

Q).

6.2.2 Paired-End Sequencing and Read Mapping

Two technical replicates of the embryo library were sequenced as 36mers from
each side using Illumina GA II. Before mapping, we filtered low-quality reads and short
tags with unidentified linker sequences. The Novoalign short read aligner (v1.05.02;

www.novocraft.com; parameters: score difference=30, report strategy="All") was used to

align the paired reads independently to the D. melanogaster genome (FlyBase
v5.14(Tweedie et al. 2009)). All alignments with up to one mismatch beyond their

optimally aligned location for each read were collected. Since 3" reads might overlap a
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splice junction, we mapped all those 3’ reads to the transcriptome where the 5" read of a
pair aligned uniquely, and the 3" read did not map at all to the genome. Similar to the
genomic alignment, we collected all 3’ read locations with one mismatch beyond the
optimally aligned location. 5" and 3’ read pairs that mapped in the same orientation
within 200,000 nt on the same chromosome were flagged as “aligned’. The cumulative
Novoalign alignment score for both reads in the pair was used to classify the alignment
specificity. Read transcript locations were classified into 6 possible categories based
upon FlyBase: annotated TSS, <250nt upstream of an annotated TSS, 5" UTR, coding
region, 3'UTR, intron, and intergenic region. If a read could be classified into multiple
categories because of overlapping transcripts, the read was assigned to one location
based on the following priorities: (1) FlyBase annotated TSS, (2) 5° UTR, (3) <250nt

upstream of an annotated TSS, (4) coding region and (5) intron.

6.2.3 Transcription Start Site Cluster Identification

The feature density estimator F-Seq (Boyle et al. F-seq: A feature density
estimator for high-throughput sequence tags 2008) (parameters: feature length=30,
fragment size=0) was applied to the 5 reads of the uniquely aligned pairs from both
replicates in order to create a smoothened estimate of read distributions. A genome-
wide background density estimate was calculated by taking the mean of F-Seq values

sampled from across the genome, with each chromosome being sampled in proportion
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to the number of reads aligned to it. Putative read clusters were defined as regions
where the F-Seq value was greater than the background estimate. To eliminate lengthy
tails in the distributions and create a robust cluster, we re-sized the clusters to the
shortest distance that contained 95% of the reads. Clusters with tag numbers exceeding a
stringent threshold (typically greater than 100 reads) were then considered as TSS
clusters. Clusters were classified into different initiation patterns by the following
definitions: NP clusters contained >50% of the reads within +2nt of the mode and span
<25nt; BP clusters were those that contained >50% of the reads within £2nt of the mode
and are >25nt in length; all other clusters were classified as WP. TSS cluster locations
were determined according to FlyBase, similar to individual reads. If a cluster
overlapped an annotated TSS, it was classified as such; otherwise, the classification was
based on the mode of the cluster. If the mode fell into multiple categories because of
overlapping transcripts, the cluster was classified according to the priorities listed in the
previous section. To summarize the terminology, a TSS refers to a genomic location to
which at least one 5" capped sequence tag was aligned; a TSS cluster is a distinct region
of TSSs above background; and the initiation pattern describes the distribution of TSSs
within a cluster. In all cases, the mode of the cluster is used as the reference TSS for a

cluster.
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6.2.4 Core Promoter Motif Analysis

We considered the subset of TSS clusters overlapping an annotated TSS, <250nt
upstream of a TSS, or in the 5 UTR of a gene. The promoter sequences +100nt
surrounding the mode were extracted. The position weight matrix scanning program
PATSER (Hertz and Stormo 1999) was applied to the plus strand of each sequence using
pattern-specific background Markov models (Table 8). The relative frequency matrices
of six previously described core promoter motifs (Ohlerl, DRE, TATA, INR, Ohler6,
Ohler7) (Ohler et al. 2002) as well as shortened non-overlapping matrices for the two
motifs DPE and MTE used in Chapters 3 and 4 (Rach et al. 2009) were evaluated. All
locations with a p-value < 10° were deemed motif matches. Motif match counts were
then binned into 5nt windows for each initiation pattern. To assess the background level
of motif matches, the analysis was repeated on three sets of 1,000 random intergenic
sites. The mean value within each bin was calculated. We define the preferred location
for a motif as any 5nt window with a mean normalized count equal to or greater than 5-

fold enrichment over background.
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Table 8: Read Cluster Specific Background Markov Models Used in
Identifying Core Promoter Motifs

A C G T

Narrow with Peak 0.262 0.242 0.236 0.260
Broad with Peak 0.280 0.222 0.216 0.281
Weak Peak 0.298 0.214 0.204 0.285
Coding Region Read | 0.260 0.261 0.256 0.223
Clusters

Random  Intergenic | 0.292 0.203 0.207 0.297
Sites Set #1

Random  Intergenic | 0.295 0.205 0.205 0.295
Sites Set #2

Random  Intergenic | 0.299 0.202 0.202 0.297
Sites Set #3

6.2.5 ChIP-chip Transcription Factor Binding

We collected 612 TBP, 1,073 TRF2, and 298 TBP/TRF2 binding sites from Isogai et
al.(Isogai et al. 2007), and converted the release 4 coordinates to release 5 using the
FlyBase map coordinate converter (Wilson, Goodman, and Strelets 2008). For
comparison, we selected read clusters further than 500nt from any other cluster; this was
necessary because of the limited resolution of the ChIP-chip data. A read cluster was
counted as being bound by one or both of the factors if the mode of the cluster was
within 50nt of a binding site. Overall, we had 63 clusters bound by TBP, 432 clusters

bound by TRF2, and 47 additional clusters bound by both TBP and TRF2. To account for
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the different coverage of initiation patterns by ChIP-chip, the percentage of TF binding
was calculated from counts normalized to the number of occurrences per 1,000 TSSs per
1,000 ChIP-chip binding sites and then divided by the normalized number of promoters

with TF binding.

6.2.6 Identification of Novel Transcription Start Sites

We defined a novel transcription start site for a gene as a TSS cluster more than
250nt upstream of the most distally annotated start site according to FlyBase. Candidates
for experimental validation were then required to contain a cluster with at least 100
reads, and with at least 80% of its 3’ paired reads mapping to a transcribed region of that
gene. Novel 5" exons identified in a previous analysis of whole-genome tiling expression
arrays (Manak et al. 2006) were transferred from Release 4 to Release 5 of the D.
melanogaster genome. We excluded from the analysis any exons that overlap a
transcribed region as defined by FlyBase. Due to the more limited resolution of the tiling
arrays, a TSS cluster was considered as overlapping one of the tiling 5" exons if it fell

within 50nt of that exon.

6.2.7 Experimental Validation of Novel TSSs and Internal Capped
Transcripts

Two independent approaches, oligo-capping and cap-trapping, were used. For

the cap-trapping method, total RNA isolated from 0-24hr fly embryo (0-24h) was
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reversely transcribed with random hexamers and Superscript II reverse transcriptase.
The resulting RNA/cDNA hybrids were oxidized with 10 mM NalO4 in 66 mM NaOAc
(pH 4.5) by incubation on ice for 45 min. Biotinylation was then carried out by adding 10
mM biocytin hydrazide (Sigma) and 50 mM sodium citrate (pH 6.1), followed by
incubation overnight at room temperature. The cDNA fragments, which are bound to
capped RNA transcripts, are enriched by Dynabeads M-270 (Invitrogen), and
subsequently ligated to a double-stranded adaptor (5'-AGC TTC TAA CGA TGT ACG
CTC GAG TCC AAC NN-3' and 3-TCG AAG ATT GCT ACA TGC GAG CTC AGG
TTGp-5") using T4 DNA ligase (NEB). For each candidate transcript to be validated,
linker-ligated cDNAs were used as templates; PCR reaction was carried out with a
junction primer (which spanning the linker and 5" gene specific sequence of the TSS
cluster mode) and a downstream gene-specific primer (100-200bp distance). As negative
control, total RNA was pre-treated with TAP (Tobacco Acid Pyrophosphatase) and
processed side-by-side with the RNA sample without TAP treatment (or with 5" cap
structure).

For the validation using oligo-capping strategy, total RNA of the fly embryo (0-
24h) was BAP/TAP treated. A chimeric linker was ligated to the released 5 phosphate
group. Reverse transcription was performed following the same procedure as shown in
the library construction. A junction primer spanning the linker and 5 gene specific

sequence of the TSS cluster mode, together with a downstream primer (100-200bp
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distance), were used to carry out PCR reaction to validate 5 sequence immediately
downstream of the cap structure. The RNA sample without 5'-linker ligation was used

as negative control.

6.3 Results

6.3.1 A Paired-End Strategy for Deep Sequencing of Cap-Trapped
RNA

To accurately identify and investigate the process of transcription initiation in a
complex eukaryotic genome, we developed the Paired-End Analysis of TSSs, or PEAT
strategy (Figure 47a), which harnesses the paired-end capability of the Illumina/Solexa
platform. Compared to the CAGE method (Carninci et al. 2005; Shiraki et al. 2003), our
strategy has several advantages in experimental design. A circularization step is
expected to improve the overall specificity of the library construction by removing
undesired cDNA fragments without the matched adaptors; and the subsequent rolling
circle amplification (RCA) can help reduce amplification biases and erroneous bases
introduced during library construction (Esteban, Salas, and Blanco 1993; Hosono et al.
2003). More importantly, paired-end reads generated by the PEAT method can provide
us with higher alignment yield and accuracy, as well as additional information on gene

structure (e.g., linking 5" TSS tags to known genes or transcripts).
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Figure 47: Paired-End Analysis of Transcriptional start sites (PEAT)

(a) Schematic outline of the PEAT strategy. The RNA fragment is shown as an
arrowed line (red), the two Mme I sites induced at the oligo-capping and reverse
transcription (RT) steps are shown in green and purple, respectively. Bridge
ligation is used to circularize cDNA products. The resulting DNA circles are then
RCA amplified and digested with Mme I to obtain ditags, each of which contain
a TSS tag and a downstream 3’ tag linked by a generic sequence (green + purple).
The Solexa adaptors (blue and yellow box) are ligated and the final PEAT library
is sequenced by Illumina Genome Analyzer. (b) Mapping efficiency of the reads
that have built-in linker sequences, combined from two technical replicates. (c)
Comparison between PEAT and microarray expression data. 10,101 genes were
plotted that had at least 1 mapped read-pair and were included in the microarray
data. For the array data, expression level is the mean of simple background
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subtraction values across 3 replicates from mixed stage 0-11 D. melanogaster
embryos. To estimate the expression level using paired-end sequencing data, we
used the counts of 3’ tags that map to a transcribed region. Correlation coefficient
was determined by Pearson correlation. (d) The distribution of uniquely
mapped 5" and 3’ reads relative to known TSSs and other genomic regions.

Table 9: Summary of PEAT Generated Data

Replicate 1

Replicate 2

Combined

Number of Read-Pairs
with Identifiable
Linker Sequences

8,258,735

7,470,183

15,728,918

Read-Pairs Mapped to a
Unique Genomic
Location

6,246,759

5,653,860

11,900,619

Read-Pairs Mapped to
Multiple Genomic
Locations

862,748

782,828

1,645,576

Non-Redundant Read-
Pairs

4,103,558

3,752,136

7,062,714

Non-Redundant Read-
Pairs Mapped to a
Unique Genomic

Location

1,688,228

1,569,274

2,716,981

Genes Represented by
at Least 1 Read-Pair

11,111

11,073

11,418

Genes With An
Identified Read Cluster
Consisting of More
Than 10 5'Reads

8,577

Genes With An
Identified Read Cluster
Consisting of More
Than 50 5'Reads

5,563

Genes With An
Identified Read Cluster
Consisting of More
Than 100 5'Reads
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The PEAT strategy was employed to monitor global TSS usage in mixed stage
embryos (0-24h) of D. melanogaster. We obtained 17.5 million raw paired-reads from two
technical replicates. For approximately 90% of the paired-reads, both the TSS and 3
reads were distinguishable by their built-in linker sequences (Table 9). Of those paired-
reads, 76% were mapped to a unique location within Release 5 of the fly genome. An
additional 10% of tag pairs mapped to multiple genomic locations (Figure 47b), possibly
due to transposable elements or other regions with low sequence complexity (data not
shown). The majority of 5" reads were mapped to either a known TSS or its surrounding
regions, confirming that our approach captured the very 5 end of capped transcripts
(Figure 48). The median distance between the 5 and 3’ reads at the transcript level was
279nt (Figure 49) and the 3’ reads are mostly mapped to coding regions of annotated

genes, indicating the success of the paired-end library construction.
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Figure 48: Distribution of 5’ reads relative to annotated FlyBase TSSs

All aligned 5 reads were included in the analysis except those mapped to
intronic regions; these reads were excluded because the distribution is based on
the distance within the transcript from the TSS, not the overall genomic distance.
For intergenic reads, the distance was determined based on the nearest
downstream annotated TSS. The tag frequency for each group (binned for every
10 bp) is shown. The results showed a clear peak at the annotated TSSs with a
long tail extending into regions downstream of TSSs. This is in agreement with
previous observations in Chapter 3 (Rach et al. 2009) which indicated that
Flybase annotations are generally based on the longest known transcript rather
than the most frequent one (i.e. the mode of the cluster, as used in this study).

214



Distance between 5' & 3' Reads at the Transcript Level

Frequency
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Figure 49: Distribution of the distance between 5" and 3’ reads at the transcript
level

The distance between 5 and 3’ tags in each paired read was determined based on
annotated transcripts in FlyBase. The distances were binned at a 10-bp resolution
(X axis), and the abundance of each group is shown (Y axis). The median
distance between the 5" and 3’ reads at the transcript level was 279 bp.
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Figure 50: Distribution of TSS tag counts in annotated genes

The count of uniquely mapped 5 TSSs in each gene was computed. The results
were log2 transformed and plotted. On average, there are 256 tags per gene (log2
count =~ 8), indicating that our data set has deep coverage for annotated genes,
including relatively rare transcripts.

The mapping results showed that on average there are ~256 paired tags per gene
(Figure 50), suggesting that our data set has deep coverage for known genes. Notably,
we found that 81.5% of genes currently annotated by FlyBase (v5.14) (Tweedie et al.
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2009) were represented by at least one read-pair, consistent with the notion that
eukaryotic genomes are broadly transcribed. Taken together, the mapping yield was
considerably higher than that of deepCAGE (Valen et al. 2009). The fraction of aligned
tags and coverage of the genome were also dramatically improved from a previous

CAGE study of D. melanogaster (Ahsan et al. 2009) (Table 10, Figure 51).

Table 10: Comparison With a Previous Drosophila 5' CAGE Study

PEAT* MachiBase**

Total Alignable Reads 15,728,918 5,619,701

(two channels) (one channel)
Reads mapped to unique location 11,900,619 3,512,967
% of uniquely mapped reads 75.7% 62.5%
Reads mapped to multiple location 1,645,576 234,519
% of reads mapped to multiple 10.4% 4.2%
locations
Non-redundant 5’ reads 1,168,474 306,829
Genes Represented by at Least 1 Read 11,418 10,196
Genes With An Identified Read 8,577 4,799
Cluster Consisting of More Than 10
5’Reads***
Genes With An Identified Read 5,563 2,406
Cluster Consisting of More Than 50
5’Reads***
Genes With An Identified Read 4,007 1,644
Cluster Consisting of More Than 100
5’Reads***
% clusters within coding region 25% 19%
containing > 100 Reads
% clusters of class NP with > 100 33% 37%
Reads
% clusters of class BP with = 100 18% 23%
Reads
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% clusters of class WP with > 100 49% 40%
Reads

* Data of Embryo (0-24h)
** Data of Embryo as defined by Ahsan et al.(Ahsan et al. 2009)
**#* Clusters within 250nt upstream of a currently annotated transcript were included
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Figure 51: Comparison between the PEAT results and MachiBase

MachiBase is based on 5’CAGE tags only, and the , comparison of the read count
per gene between the two datasets was therefore based on the number of 5 reads
in the TSS proximal regions, including those that are < 250nt upstream of an
annotated TSS, overlap the TSS, or are found within the 5" UTR. The correlation
coefficient (R = 0.53) between PEAT library and MachiBase is based on all genes
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that had at least 1 tag in each dataset. The relatively low correlation might be in
part due to the considerably larger number of reads per gene in the PEAT dataset
compared to those available from MachiBase.
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Figure 52: High reproducibility of the PEAT method

Correlation coefficient (R) between two replicates was computed based on the
number of 3’ reads mapped to the transcribed region of individual genes. (a)
Employs all read pairs mapped to a single gene. (b) The read pairs were further
collapsed to non-redundant reads, i.e. multiple reads with identical 5" and 3’ tags
were counted once. Under both conditions, the two replicates showed very high
correlation, suggesting the PEAT method is highly reproducible. The results also
demonstrated that little bias was introduced during library construction since the
non-redundant reads show consistent results as well. Thus, all mapped reads,
rather than non-redundant reads, were used in the analyses of TSS clustering
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and initiation pattern identification. This allowed us to improve the overall
coverage and accuracy.
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Figure 53: Comparison between the PEAT and microarray-based approach

Microarray dataset (Y axis) was obtained from GEO: GSE11880. The data set
contained a mix of samples from Drosophila embryos of stages 0-11. Expression
level of each gene was computed by averaging the signal minus background
values from three separate arrays. To determine the expression level from the
PEAT results (X axis), we computed the number of non-redundant read pairs by
consolidating those with 3’ tags mapped in the same transcribed region. 10,101
genes were included in the analysis that were present in the array and had at
least one read-pair mapped to them.
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The two technical replicates were highly correlated (R = 0.98, Figure 52),
indicating the reproducibility of PEAT. We next compared the PEAT results with a
microarray-based expression dataset obtained from fly embryos of a similar broad
developmental window (embryonic stages 0-11). With minimal normalization on both
the array and sequence data, we observed that PEAT and array expression profiles are
significantly correlated (R = 0.68, Figure 47c and Figure 53). The result is comparable to
the correlation observed between microarray and standard RNA-Seq approaches
(Wilhelm et al. 2008). Therefore, the read count of the PEAT method can potentially be

used to estimate transcript abundance.

Notably, the paired-end strategy clearly allowed for a more accurate mapping of
the short reads obtained. The addition of the 3’ reads enables ~4% of the 5" reads to be
aligned to a unique genomic location instead of multiple locations. Furthermore, the
downstream tags can also correct assignment mistakes caused by sequencing errors. In
fact, ~0.3% of the 5" reads would have been wrongly aligned if the downstream tag had
not been provided (Table 11). It is expected that such improvements will become more
prominent for larger, e.g. mammalian genomes and/or when the sequencing error is

relatively high (e.g. overcrowded Illumina/Solexa runs).
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Table 11: Improved Mapping of Raw Data by Paired Reads

Replicate 1 Replicate 2 Combined
Pairs with linker 8,258,735 7,470,183 15,728,918
sequence
5’ reads that would 303,737 273,020 576,757

have mapped to
multiple locations

% of 5 reads that 3.68% 3.65% 3.67%
would have mapped
to multiple locations
5" reads that would 28,343 25,176 53,519
have mapped to a
different location

% of 5 reads that 0.34% 0.34% 0.34%
would have mapped
to different location

6.3.2 Characterization of Read Clusters and Definition of Initiation
Patterns

As another key parameter to evaluate the robustness of the PEAT method, we
found that the majority of the 5 reads are mapped to either a known TSS or its
surrounding regions, confirming that the PEAT strategy captures the very 5 end of
capped transcripts (Figure 47d). Since high-throughput TSS maps have shown that
mammalian promoters often exhibit diverse initiation patterns, one open question was
whether Drosophila promoters would show a similar complexity of initiation patterns. To
this end, we clustered the mapped 5 reads (see Figure 54a, Methods). This resulted in
34,664 discrete clusters covering 8,577 genes, among which more than 5,500 genes have

at least one cluster with >50 reads. While approximately half of the clusters overlap
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annotated TSSs, a quarter of them are located within coding regions (Figure 54b). Such
coding clusters have also been reported at similar frequency in mammals (for 12% of
raw reads or 21.5% of TSS clusters) (Carninci et al. 2006; Fejes-Toth et al. 2009) and will

be investigated in more detail below.
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Figure 54: TSS clusters and initiation patterns identified in the Drosophila
embryo.

(a) The approach for identifying TSS clusters. A representative example (chr2:
14516000-14516600) is shown. In essence, a smoothed density estimate of 5° TSS
tags was computed (blue line). Cluster boundary was then determined as
exceeding a baseline score, estimated on a genomic background (red line). TSS
clusters were further condensed to the shortest distance containing 95% of the
reads (dark shaded area). (b) The genomic locations of all clusters that contain
2100 reads. Clusters overlapping an annotated TSS in FlyBase were classified as
FlyBase TSS. For the remaining clusters, classifications were based on the mode
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of each given cluster and its relative location to annotated transcripts. (c) Size

distribution of all clusters with >100 reads. Cluster sizes are similar to previous

reports for mammals, with the majority of clusters shorter than 120nt in length.

(d) Definition of initiation patterns.

In order to reliably identify/analyze the initiation patterns, we focused on 5
clusters with > 100 reads (5,699 clusters in 4,007 genes). The cutoff was stringent to
ensure high-quality assignments of initiation patterns and sequence motifs. The clusters
spanned a broad size range, describing a complex multimodal distribution (Figure 54c)
suggesting distinct initiation patterns. In fact, the cluster size distribution can be
approximated by two Gaussian distributions, the intersection of which falls at a value of
~25nt. Read clusters were thus separated into three initiation patterns, Narrow with

Peak (NP), Broad with Peak (BP) and Weak Peak (WP), along the two dimensions of

cluster size and read distribution within each cluster (Figure 54d).

6.3.3 Initiation Patterns Are Linked to Specific Core Promoter
Sequence Features

In mammals, “peak” and ‘broad” promoters tend to be associated with TATA box
and CpG islands, respectively (Carninci et al. 2006). Since the fly genome does not
contain CpG islands, it is intriguing to find that broad promoters do exist in Drosophila.
We therefore aimed to determine whether distinct initiation patterns are associated with
core promoter motifs previously defined in Drosophila (Ohler et al. 2002). We extracted

200 nt sequences centered on the mode of each cluster (i.e. the most frequent TSS within
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the cluster). Promoter sequences were aligned for each initiation pattern and the results
showed that initiation preferentially occurs at an adenine, immediately preceded by the
‘TC’ di-nucleotide for all 3 initiation patterns (Table 12 and Figure 55). The (T)CA
consensus matched the minimal sequence requirements at the TSS as reported in other
eukaryotes from yeast to mammals (Carninci et al. 2006; Zhang and Dietrich Mapping of
transcription start sites in saccharomyces cerevisiae using 5' SAGE 2005), but is only a
substring of the fly initiator motif as originally reported (Purnell, Emanuel, and Gilmour
1994). Thus, even for the broad pattern, defining the reference TSS at the mode is linked

to a significant presence of a minimal initiator consensus.

Table 12: Frequency of Consensus di- and tri- Nucleotides Relative to the TSSs
and Coding Region Clusters

Note: The +1 position within each cluster is defined by the mode of that cluster,
i.e. oblivious to its location in the genome. We here show the analysis comparing
coding region clusters to those near the start site of a gene. (Out of 5699 clusters,
426 clusters which fell into either intergenic or intronic regions were not included
in the analysis).

T2C1A% | C1A# T1C1A2 | T1CH
Narrow with Peak 550 (44%) | 858 (68%) | 13 (1%) 86 (7%)
Broad with Peak 274 (36%) | 483 (64%) | 13 (2%) 50 (7%)
Weak Peak 387 (19%) | 973 (48%) | 46 (2%) 128 (6%)
Coding Region Read Cluster | 24 (2%) 108 (8%) 476 (35%) | 804 (59%)
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Figure 55: Promoter motifs associated with distinct promoter types.

(@) The three initiation patterns, NP, BP and WP, are each represented by a
candidate locus. The graphs show the relative percentage of 5" reads that are
mapped within a 100nt window. (b) Sequence landscape in the promoter region
of each pattern. The mode location of each cluster is set as reference point “+1”.
Sequence logos (Schneider and Stephens 1990) of 100-nt window are shown. (c)
The core promoter motifs overrepresented for each initiation pattern. Significant
motifs were identified in 200nt core promoter sequences and binned into 5nt
intervals; only the 100nt region surrounding the TSS is shown as no motifs were
found to be enriched outside of this window. All bins with normalized motif
occurrences of 5-fold enriched or above are shown. The percent of sequences
containing at least one high-stringency instance of each motif in its preferred
location is listed on the left side of the heat map. In NP promoters, the DPE was
enriched at its known location (+26,+30) and at an additional site (-5,-1), which
has previously been observed in mammalian data (Sandelin et al. 2007); the
second location likely reflects some overlap in sequence similarity rather than
functional DPE occurrences, as the importance of precise spacing has been
clearly established (Burke and Kadonaga 1996; Kutach and Kadonaga 2000).
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While the Drosophila genome does not contain CpG islands, a variety of sequence
motifs have been reported to be present within the core promoter region (Juven-Gershon
et al. 2008; Ohler and Wassarman 2010). Included in this set of motifs are the location-
specific TATA box and INR motif, both of which have been well characterized
throughout many eukaryotic genomes. In addition, the Motif Ten Element (MTE), the
Downstream Promoter Element (DPE) (Kutach and Kadonaga 2000), and the DNA-
replication related element (DRE) (Hochheimer et al. 2002) have all been experimentally
validated as functional core promoter motifs in fly. Computational analysis has led to
the identification of additional motifs (Ohler et al. 2002), three of which (Ohlerl, 6, & 7)
have consistently been reported in multiple studies since their initial identification

(FitzGerald et al. 2006; Sharan and Myers 2005).

We evaluated the presence and preferred locations of these eight motifs in
different initiation patterns by scanning for stringent matches to positional weight
matrices (see Appendix G). Strikingly, the results revealed distinct associations between
initiation patterns and sequence motifs. The canonical core promoter motifs with
previously known location bias (TATA, INR, DPE, MTE) were highly associated with
NP promoters (Figure 55a), while WP promoters were strongly associated with 3 motifs
(Ohler1, DRE, Ohler7) and showed a moderate enrichment for Ohler6 (Figure 55b, 55¢
and Figure 56). BP promoters, which have characteristics of both NP and WP promoters,

showed a combination of the most frequent motifs found in both the NP and WP
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promoters. The largest span of motif enrichment was 25 nt for the DRE motif in WP
promoters, reflecting the broad initiation pattern in this class. We noted that the INR and
Ohler1l motifs share a strong conserved ‘TCA’ tri-nucleotide, i.e. the minimal initiator
consensus described above. Likewise, Ohler6 is enriched at the same location as the
TATA box and contains a minimal TAT consensus that is shared with the canonical
TATA motif. Thus, it is plausible that Ohler6/Ohlerl is an alternative to the classic
TATA/INR motif pair, an observation that has only become apparent with high-
resolution data generated by PEAT. These results strongly argue that the initiation
patterns in fly directly reflect the presence of the specific core promoter motifs that

define them.
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Figure 56: Motif prevalence at preferred locations
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Motif searches were carried out with PATSER in the promoter sequences for each
initiation pattern. The analyses were conducted at different P-value stringency
thresholds: 0.001, 0.005 and 0.01. For each known promoter motif, the results are
presented as the percentage of the promoters with at least one respective motif
found at the preferred location. As expected, the motif prevalence increases as
the threshold stringency decreases. Results at the most stringent condition (0.001)
are shown in Figure 55.

6.3.4 TBP and TRF2 Binding Profiles Distinguish Different Initiation
Patterns and Support Internal Re-capping

Analyses of core promoter sequences in Drosophila melanogaster have identified a
set of overrepresented motifs (FitzGerald et al. 2006; Ohler et al. 2002). These elements
include the canonical position specific motifs shared among metazoans, including the
TATA box, which is found ~30nt upstream of the TSS, the initiator element (INR), which
is located directly at the point of transcription initiation, and motifs downstream of the
TSS, including the downstream promoter element (DPE). TATA boxes are recognized by
the TATA-box binding protein (TBP), a component of the basal factor TFIID. Other
enriched motifs are fly specific and include the DRE motif, which has less positional bias
than the canonical elements, and is associated with core promoters bound by the TBP-
related factor 2 (TRF2), which substitutes for TBP in remodeled basal complexes
(Rabenstein et al. 1999).

Previous studies have therefore demonstrated that alternative components of
Pol II complexes in Drosophila have different binding preferences and functions (Butler

and Kadonaga 2001; Holmes and Tjian 2000; Isogai et al. 2007; Lee et al. 2005). Given the
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differences we observe in initiation patterns and the varied motif occurrences between
them, we further investigated whether distinct binding factors might be associated with
the three initiation patterns defined here. As mentioned above, TBP and TRF2 are two
transcription factors known to be components of different basal complexes in Drosophila
(Hochheimer et al. 2002). We assessed the binding of these factors using previously
published ChIP-chip data obtained from Drosophila S2 embryonic cell lines (Isogai et al.
2007), which provided sets of regions to which either TBP, TRF2, or a combination of
both was bound. Due to the limited resolution of ChIP-chip assays, a subset of 1,138 NP,

660 BP, and 1,849 WP clusters separated by 500nt from any other cluster were evaluated.
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Figure 57: TBP and TRF2 are associated with different promoter classes and/or
core promoter motifs

(a-c) Number of clusters overlapping binding sites for TBP, TRF2, or both TBP
and TRF2 were counted and normalized to the number of occurrences per 1,000
read clusters. (d) Relative frequencies of factors bound to the different shape
classes, for those clusters that have at least one of the factors bound.

Given the different experimental conditions, we did not expect perfect

agreement between the ChIP-chip and our TSS data. Yet, we found that NP promoters

had over 3-fold the amount of TBP and TBP&TRF2 binding to them than WP promoters

(Figure 57a-b), while WP promoters had greater levels of TRF2 binding than NP
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promoters (Figure 57c). BP promoters showed TF binding patterns similar to both NP
and WP promoter types, as they have an intermediate level of TBP binding, a high
amount of TRF2 binding, and high levels of both TFs binding. This further supports that
these promoters are a potential hybrid of both the NP and WP classes, which agrees
with both the definition of the initiation pattern and their motif composition. Across all
initiation patterns, the ChIP-chip data showed higher numbers of promoters to be bound
by TRF2 than by TBP. In agreement with potential experiment-wide differences, higher
occupancy of Pol II was observed for regions bound by TRF2 than bound by TBP (Figure
58). As such, the associations between NP promoters with TBP binding and WP
promoters with TRF2 binding were clearer when the relative frequency of each ChIP
was compared separately among the clusters within each initiation pattern. NP
promoters had the highest percentage of TBP binding (27%), followed by BP promoters
(9%) and WP promoters (5%) (Figure 57d). Conversely, a higher frequency of TRF2
binding was observed in WP promoters (88%) followed by BP promoters (61%) and then
NP promoters (38%). Differences in TBP binding also correlated with the frequency of a

TATA box, which is the target sequence motif of TBP (Table 13).
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Figure 58: Pol II binding in association with transcription factors

The percentage of Pol II bound sites was calculated by dividing the number of
sites bound by Pol II to the total number of sites bound by each transcription
factor (TF).
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Table 13: Frequency of TSS Clusters Bound By TBP, TRF2, or Both in
Promoters With or Without the TATA-box

TSS Pattern TF TATA No TATA
TBP 76% 24%
Narrow with Peak TRE2 11% 89%
TBP, TRF2 0% 100%
TBP 63% 37%
o, o,
Broad with Peak TRE2 e 81%
TBP, TRF2 15% 85%
TBP 37% 63%
Weak Peak TRF2 13% 87%
TBP, TRF2 0% 100%

Taken together, NP promoters show an enrichment of TATA boxes, and the
functional relevance of this is confirmed by the preferential binding of TBP, a subunit of
the TFIID transcription initiation complex which is known to directly bind to the TATA
box motif (Dynlacht, Hoey, and Tjian 1991). In contrast, the WP promoters, which lack
bias towards a specific location for initiation, were found to be enriched for the DRE

motif, which is preferentially bound by TRF2-associated with DREF, subcomponents of
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an alternative initiation complex (Hochheimer et al. 2002). The presence of WP
promoters in Drosophila is an interesting observation by itself as broad promoters in
mammals are enriched for CpG islands (Carninci et al. 2006), a genomic feature not
present in the fly. However, mammalian studies have so far not uncovered that different
basal complexes bind to peaked and broad promoters; our findings here suggest the
possibility that distinct complexes, similar to TRF2, may be associated with CpG islands
in mammals.

Finally, binding of TBP and/or TRF2 was strongly under-represented in
internally capped clusters (Figure 57a-c), providing additional support to the motif
analysis, which had shown that the surrounding sequences were depleted of the known

Drosophila core promoter elements.

6.3.5 Identification of Novel Transcription Start Sites

Paired-reads can also facilitate the direct link of novel TSSs to their respective
genes. This becomes particularly important when TSSs are located distal from an
annotated transcript. Previous technologies required the assumption that a potential
novel TSS belongs to the nearest gene (Carninci et al. 2006), or had to rely on expression
correlation between TSSs and the downstream gene to which they may belong (Manak
et al. 2006). Because the median distance between the 5 and 3’ tags is 279nt,

identification of distal TSS by the PEAT method is not expected to be exhaustive. Of
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342,943 read pairs where the 5" read fell more than 250 nt upstream of an annotated TSS,
58,415 had the corresponding 3’ read mapped to the transcribed region of the
downstream gene. From the clusters defined by these read-pairs, we selected 10 novel

TSSs, meeting stringent criteria for experimental validation (Table 14).

Table 14: Candidate Distal TSSs Selected for Validation

Gene Strand [Chromosom [TSS Tested [Confirmed by|Confirmed by|TSS Cluster Shape
e Location oligo-capping |cap-trapping
FBgn0028537 |- 2L 14741837 |Yes + + NP
FBgn0033113 |+ 2R 2768500 |Yes - - NP
FBgn0033068 |- 2R 2083769* [Yes + + NP
FBgn0033688 |- 2R 8050517 Yes + + BP
FBgn0260442 |+ 3L 8553290 |Yes - + NP
FBgn0004228 |- 3L 15512716 (Yes - + NP
FBgn0037410 |+ 3R 2035098 Yes + + NP
FBgn0085320 |- 3R 22251501 |(Yes + + NP
FBgn0030136 |+ X 9319746 Yes + - NP
FBgn0024366 |- X 1232255 |Yes + + NP

*Also Identified by Manak et al.(Manak et al. 2006)

Two independent approaches (oligo-capping and cap-trapping) were used; 7 and
8 out of 10 candidates were validated, respectively (Figures 59 and 60). Since the reverse
primers were designed to be within 100-200 nt of the TSS, the actual positive rate could
be even higher considering that some of the failed sites might be caused by a splicing
event downstream of the TSSs. Despite the high validation rate, we did not expect a

substantial number of novel first exons for known protein-coding genes, as had been
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proposed by a previous tiling array study (Manak et al. 2006). Distal TSS tags were rare
in general (0.5% of the total reads) and the majority of them did not form clusters.
Indeed, comparison with the tiling array study only resulted in 57 clusters with >10
reads being identified near one of their novel exons. Only 8 of these 57 clusters
contained more than 100 reads, 1 of which was included in the experimentally validated
set. One possibility is that most of the distal TSSs found in tiling arrays may be the result
of non-polyadenylated RNAs, which would not be represented in our dataset due to

poly(A)+ selection.

Order of target genes (FlyBase) in Figures 59 and 60:
1: FBgn0028537 2: FBgn0033068 3: FBgn0037410 4: FBgn0033113
5: FBgn0033688 6: FBgn0260442 7: FBgn0004228 8: FBgn0085320

9: FBgn0030136 10: FBgn0024366
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Figure 59: Validation of novel TSSs by oligo-capping

Ten novel TSSs were selected for validation by RT-PCR assay. To ensure that the
final amplification products are derived from capped transcripts, junction
primers were used, each of which contains a partial 5 linker sequence (resulting
from oligo-capping) and a gene-specific sequence at the mode of a putative TSS.
The reverse primer was designed to be 100-200bp downstream of the candidate
novel TSS. Amplification specificity was controlled by comparing cDNA
fragments generated from RNA samples with (+ linker) and without (- linker)
oligo-capping. Specific bands with the expected size were detected in 7 out the 10
cases, confirming novel TSSs at the distant sites.
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Figure 60: Validation of novel TSSs by cap-trapping

As an independent approach, cap-trapping was used to validate the 10 novel
TSSs shown in Figure 59. As negative control, total RNAs were pretreated with
TAP to remove the cap. The resulting RNAs (- 5'cap) were processed side-by-
side with the RNAs with 5 cap (+ 5" cap) along the cap-trapping procedure (see
Supplementary Methods for detail). To ensure that the final amplification
products are derived from capped transcripts, junction primers were used, each
of which contains a partial 5’ linker sequence (resulting from cap-trapping) and a
gene-specific sequence at the mode of a putative TSS. The reverse primer was
designed to be 100-200bp downstream of the candidate novel TSS. Specific bands
with the expected size were detected in 8 out the 10 cases, confirming novel TSSs
at the distant sites.
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6.3.6 5 Capped Read Clusters in Coding Regions

In the initial clustering of reads, we observed that 25% of called clusters were
found within the coding region of an annotated gene, and cluster analysis showed that
the majority of them belong to the WP class (Table 15). Twelve candidates were selected
for validation, and 10 were confirmed by two independent methods (83.3% of the cases;
Table 16, Figure 61, Figures 62-64). Therefore, these clusters were not artifacts of the
high-throughput protocol and indeed contained a 5" cap. Supporting this notion, recent
studies in mammals have also identified a high prevalence of capped transcripts

originated from the coding regions (Carninci et al. 2006; Fejes-Toth et al. 2009).

Table 15: Three Classes of Capped Clusters in Coding Region

Narrow with | Broad with | Weak Peak

Peak (NP) Peak (BP) (WP)
# of clusters 73 125 1,162
# of clusters with at least | 2 3 67
1 TFBS in a preferred
location*

* Preferred binding location for any given transcription factor can be seen in Figure
55. A p-value cutoff of 0.001 was used for the motif search.
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Table 16: Candidate Internal Capping Selected for Validation

Gene Strand |Chromosome|Cluster Mode|Confirmed by|Confirmed by
Location oligo-capping |cap-trapping
FBgn0003870 |+ 3R 27553415 + +
FBgn0014269 |- 2R 14858076 + +
FBgn0020443 |+ 2L 12438946 + +
FBgn0024841 |+ 3R 25549175 + +
FBgn0026188 |+ 3R 5271105 - -
FBgn0029629 |- X 2503629 + +
FBgn0030341 |- X 11746055 + +
FBgn0031769 |+ 2L 6052196 + +
FBgn0035121 |- 3L 259680 + +
FBgn0037301 |+ 3R 1058801 + +
FBgn0037707 |+ 3R 5379226 + +
FBgn0051729 |+ 2L 13299058 + -
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Figure 61: A distinct sequence motif identified for internally capped

transcripts.

(a-b) The gene structures of the PROD and RNPS1 loci indicating exons (thick
bar) and introns (thin bar) from FlyBase are shown. A thick grey bar represents
the UTR region. Grey areas highlight read clusters (=100 reads/cluster). Green
arrows denote primer locations for RT-PCR validation. A junction primer, which
spans the linker and 5" gene specific sequence at the cluster mode, together with
a downstream primer (100-200bp distance) were used to carry out RT-PCR. For
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% 5’ reads in plotted region

each locus, cDNAs derived from RNA samples with (+) or without (-) linker
ligation were used as template. The DNA ladder (M) is shown in the left lane.
Sanger sequencing results show the correct position of the mode of the called TSS
cluster for (a) a capped 5 read cluster in the middle of a coding region; and (b)
an example of a capped 5 read cluster near the end of the coding region. (c)
Sequence logo(Schneider and Stephens 1990) of a 100nt window around the
mode location (identified as ‘+1") of all clusters containing more than 100 reads
and mapping to a coding region.
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Figure 62: A validated example of internally capped transcripts

Analogous to Figure 61, the 5" TSS reads obtained from PEAT and the FlyBase
annotation are shown for the another example, the Elf gene locus (upper panel).
The areas shaded in grey represents the called read clusters (=100 reads/cluster).
Two gene-specific primers (green arrows) were designed; the forward primer
contains a partial sequence of a 5 linker, which was added to all capped
transcripts by oligo-capping. PCR amplification was conducted with first-strand
cDNA generated from total RNAs (0-24hr embryos) with or without oligo-
capping (+ or — linker). The latter served as a negative control to ensure all
amplification products are generated from capped transcripts.  Correct
amplification products were detected as resolved by gel electrophoresis (lower
left panel). The PCR products were further confirmed by Sanger sequencing and
the junction region (5" linker and its immediate downstream sequence) is shown.
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Candidate genes selected for validation in Figures 63 and 64:

1: FBgn0014269

2: FBgn0020443

3: FBgn(0029629

4: FBgn0030341

5: FBgn(0031769

6: FBgn0035121

7: FBgn0037301

8: FBgn0037707

9: FBgn0003870

10: FBgn0024841

11: FBgn0026188

12: FBgn0051729
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Figure 63: Validation of 5" capped reads in CDS by oligo-capping

12 cases of internally capped transcripts were selected for further validation. RT-
PCR was performed and a similar strategy was used as shown in Figure 61 and
Figure 62. For each primer pair, the distance between two gene-specific primers
was between 100-200 bp. Two RT-PCR reactions were performed for each locus
using RNA samples with or without oligo-capping. The PCR products were
resolved by gel electrophoresis. Correct bands with expected sizes were detected
in 11 out of the 12 cases. For the single failed case (sample 11), a weak band was
also observed (<100 bp) and is likely due to nonspecific amplification.
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Figure 64: Validation of 5" capped reads in CDS by cap-trapping

As an independent approach, cap-trapping was used again to validate the 12
cases of internally capped transcripts shown in Figure 63. The same experimental
procedure as described in Figure 60 was used. Correct bands with expected sizes
were detected in 10 out of the 12 cases. 10 candidates were validated by both
oligo-capping and cap-trapping methods.

Several mechanisms may wunderlie the biogenesis of internally capped
transcripts. First, they might result from bona fide alternative start sites in the coding
region. Alternatively, these transcripts may be derived from longer precursors, for
which the internal cap is introduced posttranscriptionally by a recapping mechaism

(Fejes-Toth et al. 2009). Multiple lines of evidence from our data support the latter
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model. First, searching the 200nt sequences surrounding the coding clusters revealed no
overrepresentation of any of the core promoter motifs observed near bona fide TSSs (see
Table 15); this is in agreement with our previous observation of a lack of promoter
motifs around mammalian coding clusters (Megraw et al. 2009). The analysis of ChIP
data (Isogai et al. 2007) showed frequent binding of TFs (TBP and/or TRF2) at TSS
clusters but not at coding clusters. Together, our data suggests that 5 capped coding

clusters are unlikely initiated by Pol II.

In addition, we found that for 69% of the loci having a called read cluster within
the coding region, a larger cluster (with more reads) was identified near the annotated
TSS (Figure 65), indicating that internally capped transcripts are often accompanied by
more abundant full-length transcripts. Moreover, the locations of the 5" coding region
read clusters spread evenly across the exons except for a lack of clusters at the far most
3" end of the exon (Figure 66), similar to what has been reported in mammals (Fejes-Toth
et al. 2009). The earlier study relied on TSS reads mapped across exon junctions, which
are a tiny fraction of the total reads, to argue that recapping is a posttranscriptional
event. Unique to the PEAT data set, we observed that the downstream paired tags of the
coding clusters are predominantly located in the well-annotated exons rather than
introns (~100-fold enrichment). Our results clearly demonstrate that internally capped
transcripts are spliced or at least partially spliced, and the information on local transcript

structure might be valuable for further characterization of the recapping mechanism.
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Interestingly, we observed a distinct short sequence motif when aligning the
sequences surrounding the mode of coding clusters. While this motif is at first glance
reminiscent of the minimal initiator motif found in TSS clusters, it exhibits unique
properties. ‘CA’ is the most frequent di-nucleotide at the -1 position in TSS read clusters,
while the most prominent di-nucleotide at the mode location within coding region
clusters is ‘TC" (Table 12). Although the molecular mechanism of recapping remains
elusive, the distinct motif implies that recapping might depend on specific sequences

and/or protein factors.
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Figure 65: Comparison of the 5" TSS reads mapped to the CDS and initiation
regions

TSS reads or clusters mapped in close proximity to annotated genes were
broadly divided into two categories. A TSS read (or cluster) was classified as
“CDS” if it mapped to a coding region. Likewise, the TSS reads were defined as
“initiation region” if they overlapped with a TSS, fall within <250nt upstream of
a TSS or within the 5 UTR. Direct comparison between the two TSS categories
was made by using either (a) the total number of 5" reads or (b) the largest cluster
of each category. To reduce potential complications due to stochastic noise, only
genes with a TSS cluster containing more than 100 reads in either the “CDS”
group or the “initiation region” group, or both, were considered in (b).
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Figure 66: Distribution of internally capped TSS clusters across exons

The internal read clusters are defined as those containing more than 100 reads
and are mapped to a coding region. The mode of each cluster was used to
determine its relative location within an exon. The results were normalized by
the exon length and further divided among three promoter classes (NP, BP and
WP). To accommodate reads spanning across the exon junction, we first aligned
the paired-reads to the genome, and then the transcriptome when the 5 read
could be mapped to the genome and the 3’ read was not. Details are described in
the Methods section.

6.4 Discussion
6.4.1 The PEAT Method Leads to More Reliable 5’ Reads

We have demonstrated that PEAT has several advantages over conventional
technologies for the high-throughput identification of TSSs. The paired-reads allow for

more accurate mapping of the raw data, and help compensate for alignment mistakes
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caused by sequencing errors. This is especially evident when comparing the mapping
efficiency of our data to those recently published for D. melanogaster (Ahsan et al. 2009)
(Table 10). In addition, the 3’ read provides additional information for the local
transcript structure. Thus, it can help link the distant TSSs to annotated genes and

resolve internally capped transcripts at specific processing stages.

6.4.2 Distinct Promoter Types Exist in Drosophila

High-quality PEAT data allowed us to identify 3 distinct types of transcription
initiation patterns. Extending previous observations based on Drosophila ESTs in
Chapter 3 (Rach et al. 2009), the well studied location specific motifs (TATA, INR, DPE,
MTE) were observed in NP promoters. In contrast, the WP promoters, which lack bias
towards a specific location for initiation, were found enriched for the DRE motif. The
presence of WP promoters in Drosophila is an interesting observation by itself as broad
promoters in mammals are enriched for CpG islands (Carninci et al. 2006), a genomic
feature not present in the fly. Notably, CpG islands and DRE are associated with
housekeeping genes in human (Carninci et al. 2006) and fly (Engstrom et al. 2007)
respectively, indicting functional conservation of WP promoters in diverse organisms.
Moreover, ChIP data support the notion that distinct complexes may be associated with
WP and NP promoters in fly. As their initiation patterns suggest, BP promoters contain a

combination of both the motifs seen in the other two classes. However, it is unclear
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whether this is a consequence of different complexes recognizing the same regulatory
region, or if this occurs at different transcripts under the same condition. Our mixed-
stage embryonic sample contains both maternal and zygotic transcripts, and vertebrate
transcription in oocytes has recently been shown to depend on stage-specific basal

transcription initiation complexes (Akhtar and Veenstra 2009; Gazdag et al. 2009).

6.4.3 Read Clusters Found Within Coding Regions Have Their Own
Unique Features

As it has been reported in mammals (Carninci et al. 2006), we found a large
number of 5" capped transcripts that at first glance appear to initiate from the coding
region of a gene. We provide multiple lines of evidence that these internally capped
transcripts are largely not the result of alternative transcription initiation. Instead, they
are likely derived from post-transcriptional processing events, as suggested by a
previous mammalian study (Fejes-Toth et al. 2009). While the starting location of these
transcripts was not supported by the presence of any core promoter motifs, we detected
a distinct “TC’ di-nucleotide motif frequently occurring at the 5 end, suggesting the
possibility that a distinct set of factors may recognize these locations for the “recapping”
of these transcripts. Consistent with the earlier study (Fejes-Toth et al. 2009), we found
that recapping sites are uniformly distributed across the internal exon except at its
extreme 3’ end. This coincides with the exon junction complex (EJC), which is deposited

20-24nt upstream of splicing junctions. Since both the early report and our study suggest
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that internally capped transcripts are likely to be derived from processed (or spliced)
transcripts, we speculate that the depletion of the recapping site at the end of the exon
may reflect the competition between the EJC and recapping machinery. If this is the case,
it would suggest that recapping takes place either in the nucleus (where EJCs are
deposited) or during the first round of translation (where E]JCs are stripped off)
(Reichert et al. 2002; Shibuya et al. 2004). Further investigations are required to elucidate
the biogenesis and functional significance of this novel class of transcripts.

Lastly, this study is focused on initiation sites of long polyadenylated
transcripts. This explains why we did not observe promoter-associated non-coding
transcripts, which have been reported in other species (Core, Waterfall, and Lis 2008;
Kapranov et al. 2007; Seila et al. 2008), or the short transcripts associated with
polymerase stalling (Muse et al. 2007; Zeitlinger et al. 2007). Our focused experimental
design allowed us to more reliably determine the correlation between initiation patterns
and core promoter sequence motifs. For instance, an earlier study using total RNA
detected a large number of transcribed fragments (transfrags) that are well upstream of
known TSSs and correlate in expression with the downstream genes (Manak et al. 2006).
We showed that such distant TSSs are relatively rare for polyadenylated and capped
transcripts, and are unlikely the initiation sites for known downstream transcripts.
Although we cannot rule out that the observed differences are due to stage variation

(mixed stage library vs. several 2hr windows), it is suggestive that these transfrags are
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not polyadenylated or capped, or both; and that they may represent instances of a class
of regulatory RNAs (e.g. promoter associated long RNAs, PALRs) in the fly
transcriptome. Further efforts are required to profile and characterize different classes of

RNA to dissect the complexity and plasticity of eukaryotic transcriptomes.
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7. Nucleosome Organization and Chromatin Structure
Reflect Divergent Strategies for Transcription

Elizabeth Rach conceived of all of the work in this chapter. She performed the
Drosophila analysis, while the comparative human results were contributed by Deborah
Winter from Dr. Terry Furey’s lab. The work was submitted to Nature Structural and

Molecular Biology in March 2010.

7.1 Introduction

Nucleosomes are the critical factors in chromatin formation and organization
and thus play a role in regulating the accessibility of the DNA to transcription factors
(TFs). As a result, transcription start sites (TSSs) are often located in the vicinity of
nucleosome free regions (NFR), followed by a periodic pattern of nucleosomes
downstream (Mavrich et al. 2008; Schones et al. 2008) . Nucleosomes containing H2 and
H3 histone variants have been shown to provide particularly strong signals for the
beginnings of genes in eukaryotes (Jin et al. 2009; Mavrich et al. 2008; Raisner et al. 2005),
as they are preferentially incorporated in or near areas of active transcription. Data on
frequent modifications to the N-terminal histone tails have provided support for a
histone code specifying functional domains in the genome; for instance, the tri-
methylation of H3K4 has been shown to mark the promoter regions surrounding TSSs

(Barski et al. 2007). In addition, individual instances of insulator elements have been
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shown or suggested to play a role in chromatin remodeling near promoter regions (Fu et
al. 2008; Tsukiyama, Becker, and Wu 1994) .

Studies which explore nucleosome organization and histone modifications have
largely treated all promoters as one group, and are typically based on a high-level view
of promoters as provided in annotation databases. The development of high-throughput
sequencing strategies, which generate libraries of millions of 5° complete sequence tags
from capped mRNAs, have provided a more fine-grained picture of transcription
initiation. In particular, the application of Cap Analysis of Gene Expression (CAGE)
technology (Carninci et al. 2006) has led to comprehensive sets of mammalian 5
complete tags. Each of the tags corresponds to an initiation event, and mapping the tags
to the genome has identified distinct initiation patterns characterized by broad and
peaked tag clusters. We have recently extended this methodology to the Paired End
Analysis of TSS (PEAT) protocol (Ni et al. 2010), mapping millions of paired reads in
Drosophila melanogaster embryos. Analysis of these data showed that both fruit fly and
mammalian promoters had comparable initiation patterns, with distinct associations to
promoter motifs and functional roles.

Given that these distinct initiation patterns are widely conserved throughout
eukaryotes, it may be surprising that no study as of yet has examined whether the
narrow or wide distribution of initiation events may be caused by, or correlated with,

the accessibility of DNA defined by the chromatin structure. In this work, we show that
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distinct promoter classes, solely defined by their initiation patterns, have markedly
different associations with nucleosome organization and histone modifications. These
observations are further supported by distinct associations to recently defined Drosophila
insulator classes (Negre et al. 2010). Our findings are conserved between humans and
flies and thus strongly suggestive of two basic divergent strategies for gene regulation in

eukaryotes.

7.2 Materials and Methods
7.2.1 Selection of Fruit Fly Transcription Start Sites

We used a dataset of 1,260 Narrow Peak (NP), 753 Broad with Peak (BP), and
2,041 Weak Peak (WP) promoters from D. melanogaster, determined by clustering of >10
mio. aligned 5 capped paired-end sequence tags from 0-24 hour mixed stage embryos
(Ni et al. 2010). The promoters were supported by at least 100 tags from D. melanogaster
0-24 hour mixed staged embryos previously mapped in Release 5.14 using the PEAT
technology (Ni et al. 2010). This methodology starts from polyadenylated transcripts and
generates pairs of a 5-capped and an internal 3’ reads which allow for amore reliably
mapping of transcription initiation sites to known transcripts. Promoters are classified
by means of two features, genomic span of initiation events (as defined by the size of
distinct 5" tag clusters), and localization of initiation. For NP promoters, tag clusters

have to be smaller than 25nt, and at least 50% of tags align at the peak location (defined
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as the mode of the cluster +/- 2nt). BP promoters exceed the 50% tag cutoff at the mode,
but are spread out over a genomic range > 25nt. WP promoters are those which meet
neither genomic span nor peak location cutoffs; they do however still show a distinct
albeit lower peak, frequently associated with the presence of a minimal initiator

sequence motif.

Table 17: The Conversion Statistics for Mapping the Affymetrix Tiling Arrays
From Release 4 to Release 5

Column 1 notes the chromosome, and columns 2 and 3 list the number of tiles in
Release 4 and Release 5, respectively. Column 4 contains the number of tiles that
were removed because they were mapped to multiple locations, or did not map
to within 5 bp of the Release 4 tile size. Column 5 and column 6 cite the genomic
locations of the first and last tiles in Release 5. Promoters identified using PEAT
that were located outside of the scope of the Release 5 Affymetrix tiling array
were excluded from the evaluation of temporal utilization using the 2-hr time

course.

Chromosome  No. Rel 4 No. Rel 5 No. Removed First (bp) Last (bp)
2L 587,831 587,814 17 88 22,415,387
2R 534,929 534,838 91 380,463 21,146,537
3L 617,005 616,891 114 18,781 23,817,683
3R 740,120 740,120 0 15 27,904,884
4 28,284 28,284 0 578 1,281,978
X 558,566 558,529 37 18,910 22,422,262

Total 3,066,735 3,066,476 259
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The temporal activity of each promoter was determined through Affymetrix
tiling array data that measured RNA levels every 2 hours during the first 24 hours of D.
melanogaster embryogenesis (Manak et al. 2006). Published tile locations referred to
release 4 and were converted to release 5 (see Table 17) using the Flybase Coordinate
Converter (Wilson, Goodman, and Stretlets 2008). Due to differences in sequence, the
35bp resolution of the 25bp tiles was not fully conserved across releases for the ends of
the chromosomes (see Table 17). As a result, promoters mapping to heterochromatin
were only evaluated if they were in the scope of the array. Tiles that did not map
uniquely or mapped to regions that differed more than 5bp in size from release 4 were
excluded from the analysis. The utilization of promoters at each time point was
evaluated as described in Chapter 4 (Rach et al. 2009), with the difference that all
promoters in the set were evaluated regardless of distance between TSSs. Median
fluorescence of three tiles downstream of a reference point was subtracted from three
tiles upstream of the reference point, and promoters were deemed utilized if the
differences were above previously determined time point specific thresholds (see Table
18) (Rach et al. 2009). Based on the narrow tag distribution within NP promoters, the
mode location was used as the reference point for this class, and the start of the read

clusters determined by Ni et al (Ni et al. 2010) were used for BP and WP promoters.
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Table 18: False Positive Rates of Expressed Transcript Calls at TSSs

For each time point (column 1) corresponding to a 2 hour interval (column 2), a
previously determined difference threshold (column 3) was used to determine
false positive rates (column 4) for TSS utilization from background noise as in
Chapter 4 (Rach et al. 2009). FP rates were consistently below 0.04.

Time Point Hours Difference Threshold False Positive Rate
1 0-2 36.5 0.02
2 2-4 23.5 0.01
3 4-6 21 0.03
4 6-8 23.5 0.02
5 8-10 29.5 0.02
6 10-12 35 0.02
7 12-14 24.5 0.02
8 14-16 32 0.03
9 16-18 28 0.02
10 18-20 21 0.03
11 20-22 23 0.01
12 22-24 18.5 0.02

The significance of active promoter calls was evaluated by repeating the analysis
on three sets of 1,000 randomly selected intergenic sites. Sites with values above a given
threshold were counted as false positives (column 4). Relative false positive rates were
averaged across the three sets (see Table 18). We obtained false positives rates ranging
from .01 to .03 across all 2-hr time points (see Table 18); these rates were more stringent
than previously observed and in Chapter 4 of .02-.046 (Manak et al. 2006; Rach et al.
2009). The Affymetrix tiling arrays measure expression throughout the genome and
without polyA+ selection. Thus, the true false positive rates may be even smaller than
.01 to .03, as the random intergenic sites that were chosen could reflect true transcription

of e.g. unannotated short RNAs.
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7.2.2 Scoring Fruit Fly Nucleosome and Regulatory Factor Profiles

Mavrich et al determined nucleosome positions by deep sequencing of MNase
digested DNA associated with nucleosomes containing the H2A.Z histone variant, as
well as by tiling array hybridization of bulk and pol-II associated nucleosomes. The
published data had been processed to retain peaks above background, reflecting the
midpoints of nucleosomes. From this data, we calculated normalized nucleosome
occurrences for the H2A.Z, bulk, and pol-II bound data by first determining distances of
the TSSs from the nucleosome midpoints with respect to the orientation of transcription,
and adding them into 10bp non-overlapping bins. The moving average of five
neighboring bins within the window from -1kb to +1kb was then normalized to the
number of nucleosome occurrences per 500 TSSs. Enrichments are contrasted with
averaged results of profiles on three sets of 1,000 random intergenic (RI) sites.

H3K4 methyl marks and insulator binding profiles were measured by
hybridization to tiling arrays that were acquired from the modENCODE repository, and
cumulated into 100bp bins relative to TSS locations. The moving average over three
neighboring bins within -1kb to +1kb was normalized to the number of occurrences per
500 TSSs. The same strategy was again repeated on sets of random intergenic sites.

For a complete summary of data sources, see Table 19.
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Table 19: Summary of Data Sources Used for Promoter Comparisons in Fly

The data type (column 1), and publication source (column 2) are listed with the
total number of Release 5 locations (column 3). The sample source (time window
during embryogenesis) and the type of experiment are summarized in columns 4
and 5, respectively.

Embrvo Compare
D.mel Data Publication No. (h)y Exp Type  dTSSs
(h)
4,054
TSS Ni 2010 promoter 0-24 PEAT 0-24
S
Bulk Mavrich 2008 415,119 0-12 ChiIP-chip 0-12
H2A.Z Mavrich 2008 112,750 0-12 ChiP-seq 0-12
GAGA Mavrich 2008 44,684 Al Pinding 0-12
polll Mavrich 2008 2,832  Stage14 ChiP-chip  12-16
Mpeaks
polll nuc Mavrich 2008 82,969 0-12 ChlIP-chip 0-12
CTCF ModENCODE .
Nterm  Aug-8-08, DCCid 770 833 0-12- ChiP-chip  0-12
CTCF ModENCODE .
Cterm  Aug-8-08,DCCid 769 432 012 ChiP-chip 012
ModENCODE .
GAF AUg.5.08, DCCid 23 6,438 0-12 ChiP-chip 0-12
ModENCODE .
Mod(Mdg4) A o e0s Docid2a 397 0-12 ChiP-chip 0-12
ModENCODE .
Su(Hw) Aug-8.08, DCCid 27 4779 0-12 ChiP-chip 0-12
Négre 2010, .
BEAF-32 GEO: GoMA09067 4,710 0-12 ChiP-chip 0-12
Négre 2010, .
CP190 GEO: GoMA09068 6,653 0-12 ChiIP-chip 0-12
polll Negg,\i%g’o?f@ 7,214 0-12 ChiP-chip 0-12
Négre 2010, .
H3KAMe3 Lo gaiianon s 7,043 0-12 ChiIP-chip 0-12
Expression Manak 2006 3,066,47 0-24 Tiling Array 0-24
6 probes
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7.2.3 TSS Cluster Identification From Human CAGE Tags

For a comparable analysis in Homo sapiens, we started from the published
alignments of 29 million tags generated by the FANTOM consortium. CAGE tags were
grouped into clusters using the same strategy and parameters as published previously
for fruit fly (Ni et al. 2010). Clusters were assigned to genomic location, and we here
analyzed those within initiation regions, which included annotated 5"UTRs and 250bp
upstream of the annotated TSS in the UCSC genome browser (27% of all clusters).
Promoters of clusters in the initiation region were further classified as NP (1205), BP
(1588), and WP (7160) based on the shape of their tag distributions (Ni et al. 2010). The
modes of the tag distributions were used as representative TSS locations for all promoter

classes.

7.2.4 Scoring Human Nucleosome and Regulatory Factor Profiles

The nucleosome occupancy score for H2A.Z, H3K4 methylation, and bulk
profiles was calculated according to Schones et al, using raw short aligned reads
mapping to 5 or 3’ nucleosome boundaries (Schones et al. 2008). We divided each
somatic chromosome into 10bp non-overlapping windows, and read counts for a
window were calculated by summing the number of reads that aligned in the 80bp
upstream (on the sense strand) or 80bp downstream (on the anti-sense strand) windows,

assuming that 5" and 3" reads mapping to the ends of the same nucleosome would be
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~140-160 nt apart. Promoters were analyzed in windows from -1kb to +1kb of the TSSs
identified by tag clustering, and to reduce the noise in the bulk data, promoters with
outlier read counts less than 3 or greater than 3,000 were removed from the analysis. A
raw nucleosome occupancy score was determined for each promoter window by
averaging the read counts across all of the individual promoters within one pattern (NP,
BP, and WP). A moving average over five windows of raw nucleosome occupancy
scores was taken for each promoter pattern to produce the smoothed nucleosome
profiles shown. As in fly, window scores thus reflected nucleosome midpoints; unlike in
fly, profiles are based on the complete read data instead of only midpoints as
determined by local maxima. A set of 5,000 random intergenic sites was chosen across
Chromosome 1 for which nucleosome profiles were determined akin to that of the
promoters.

For pol-II, DHS, and CTCF profiles, raw read data was assigned to 10bp non-
overlapping windows regardless of strand. Within each promoter pattern, the read
counts were averaged for windows covering +/- 1kb with respect to their locations from
the TSS, and a moving average over five windows was used for smoothing, resulting in
the average read density shown in the figures. The same steps were applied to the set of
random intergenic sites from Chromosome 1.

For a complete summary of data sources, see Table 20.
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Table 20: Summary of Data Sources Used for Promoter Comparisons in

Human

The data type (column 1), and publication source (column 2) are listed with the
total size of the dataset (column 3) and the cell type in which it was generated

(column 4). Column 5 refers to the type of experiment performed.

H.sap Data Publication No. Cell Type Exp Type
TSS (KF?QI\VI\?JIIOZ&Z? 29 mil tags 127+ cell types CAGE
Bulk Schones 2008 9,097,773 CD4+ T-cells MNase-seq
H2A.Z Barski 2007 780,887 CD4+ T-cells MNase/ChlP-seq
DHS Boyle 2008 776,108 CD4+ T-cells DNase-seq
CTCF Barski 2007 139,700 CD4+ T-cells ChiP-seq
polll Barski 2007 478,748 CD4+ T-cells ChiP-seq
H3K4mel Barski 2007 498,034 CD4+ T-cells MNase/ChlP-seq
H3K4me2 Barski 2007 432,927 CD4+ T-cells MNase/ChlP-seq
H3K4me3 Barski 2007 4,472,422 CD4+ T-cells MNase/ChlP-seq
Expression Boyle 2008 14.6 mil probes CD4+ T-cells Tiling Array

7.2.5 Stratification by Human Expression Levels

The log values of gene expression from NimbleGen tiling arrays for CD4* T-cells
generated in an earlier study (Boyle et al. High-resolution mapping and characterization
of open chromatin across the genome 2008) were mapped to corresponding TSSs via
associated genes (see Figure 67). The log(expression) values of all genes, regardless of
promoter pattern, were plotted and divided into four groups. As in a previous study, we
declared genes below a cutoff of 4.5 as “silent”, and divided the remaining genes evenly
into three groups. Consequently, there were 837 genes with values below 4.5 that had
‘no’ expression, 3,039 genes above 4.5 and below 6.662 that had ‘low” expression, 3,038
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genes above 6.662 and below 8.258 that had ‘medium” expression, and 3,039 genes with
values higher than 8.258 that had "high” expression. Within each expression group, the
TSSs were then subdivided a second time according to their promoter pattern (NP, BP,
WP). Expression levels across promoter patterns were thus based on the same cutoffs.
Occupancy scores were then calculated as described above. As there were nearly four
times more promoters associated with genes having high/medium/low expression than

those with no expression, occupancy profiles for ‘no” expression are less smooth.

H.sap CD4+ T cells
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8p
WP

Frequancy

0.06

004
0.0z
N,

- e,

o0.0o
¢ 1 2 3 4 5 6 7 B 89 w1 1 13 14 15
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Figure 67: Expression Levels of Human Genes by Promoter Class

Gene expression intensities from NimbleGen tiles (Boyle et al. High-resolution
mapping and characterization of open chromatin across the genome 2008) were
assigned to human TSS clusters (see Methods), and their log(expression) values
were binned separately for each promoter class and normalized to relative
frequencies. BP and WP promoters had nearly identical expression, while NP
promoters showed a skew towards lower expression.
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7.3 Results

7.3.1 Fruit Fly Promoters Have Equal Expression During
Embryogenesis

Based on previous studies in mammal (Carninci et al. 2006) , our recent work in
Drosophila embryos has led to the definition of three main transcription initiation
patterns defined by the size of the initiation region and the distribution of initiation
events within each region (Ni et al. 2010). Narrow Peak (NP) promoters have high
occurrences of initiation at one location, contain canonical position-specific core
promoter motifs such as the TATA box, and are utilized for developmental regulation
and tissue-specific functions. Conversely, initiation in Weak Peak (WP) promoters is
more broadly distributed over a larger genomic span. WP promoters are associated with
distinct sequence elements but lack the canonical core promoter motifs in fly, largely
coincide with CpG islands in mammals, and are found in housekeeping genes
(Engstrom et al. 2007; Rach et al. 2009). Broad with Peak (BP) promoters display a
combination of features from both the NP and WP promoters.

D. melanogaster promoters were defined based on mixed stage embryonic
libraries, and we used tag clusters with at least 100 tags. Since this is significantly above
background, all promoters under investigation were therefore linked to transcripts
present during embryogenesis (see Figure 68). The patterns of temporal utilization
across all three promoter patterns showed a dip in utilization at time point 3 (hours 4-6)

followed by an increase in utilization at time points 4-8, and a second smaller increase in
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utilization at time points 9-12 (see Figure 68A). This pattern corresponds with previous
work based on a careful analysis of EST-supported TSSs, as the dip at time point 3
corresponds to the degradation of maternally inherited transcripts and the production of
new transcripts by zygotic transcription (Manak et al. 2006). When comparing across
promoter classes, we saw higher numbers of BP and WP promoters utilized during the
early to mid stages of development, and higher occurrences of the NP promoters
utilized during the mid to late stages of development. This result also corresponded
with previous associations of promoter classes with timing during development in

Chapter 4 (Rach et al. 2009).
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Figure 68: Fruit Fly Promoter Classes Show Different Temporal Trends at the
Same Magnitude of Expression

The time points of utilization for each promoter were determined using the
differences in median fluorescence intensity values of the Affymetrix tiling
arrays as in Chapter 4 (Rach et al. 2009). The number of promoters with
utilization at each time point were added by pattern and normalized per 1,000

268



TSSs. (A) The overall progression of expression agreed with previous results:
higher numbers of BP and WP promoters were utilized during the earlier stages
of embryogenesis, while the opposite was true for NP promoters. (B) Promoters
with utilization in at least one time point from 0-12 hours were assigned to
expression levels based on array fluorescence (differences in median fluorescence
of tiles downstream of a TSS vs. upstream, discretized in bins of size 10).
Promoter numbers in each bin were divided by the total number of differences,
resulting in the frequency of expression as shown. A line graph was used to
smoothly join the discrete bin densities. While quantities of promoter patterns
changed throughout embryogenesis (A), the distribution of expression levels was
the same across all promoters. (C) The expression analysis was repeated for
promoters with utilization in at least 1 time point from 7 to 8 (hours 12-16, to
match pol-Il occupancy data from developmental stage 12). Again, a similar
distribution of expression levels from the tiling arrays is observed across all
promoter patterns.

To restrict promoters to sets mapping to published nucleosome and binding

data, we selected the set of 517 NP, 406 BP, and 1,054 WP promoters that were utilized

during the first 12 hours of development. This set of promoters was thus supported by

both the PEAT sequencing and Affymetrix tiling arrays, and their precise 5" locations

and exact timing of utilization were verified by independent experiments. We plotted

the fluorescence differences at utilized promoters, and divided by the total number of

promoters to obtain the expression distribution for each promoter class. Figure 68B

shows that the expression is highly similar across all of the promoter classes. The WP

promoters had slightly higher frequency of fluorescence differences from 30 to 60 and

the NP and BP promoters had higher occurrences of the differences greater than 100.

However, these observed differences did not significantly differentiate the expression
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profiles of the promoter patterns. Thus, the quantities of NP, BP, and WP promoters that
are utilized changed over the time course of fruit fly embryogenesis; however, for
promoters with transcription above background, the level of expression was the same

acCross promoter classes.

7.3.2 Promoter Classes Exhibit Distinct Nucleosome Organization

We first evaluated the positioning of nucleosomes containing H2A.Z with
respect to the start sites, as this histone variant has been associated with clearer signals
in promoters when compared to bulk nucleosomes (Mavrich et al. 2008). Fruit fly BP and
WP promoters showed a significantly greater association with the organization of the
H2A.Z nucleosomes than NP promoters (Figure 70A). BP and WP promoters also had a
greater percentage of H2A.Z nucleosomes within 1kb of the TSS (Figure 69), and the
spacing between H2A.Z peaks for BP and WP promoters was more consistent than for
NP promoters. As NP promoters have the highest enrichment of TATA boxes, this
explains the previous observation that TATA-containing promoters have a ‘very fuzzy’
H2A.Z nucleosome organization (Albert et al. 2007; Mavrich et al. 2008). Thus, not all
promoters exhibit the same underlying nucleosome organization; rather, promoters with
broader distribution of initiation are associated with a more clearly defined periodic
nucleosome organization, whereas promoters with precisely positioned start sites are

less organized.
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Figure 69: Density of H2A.Z Nucleosomes Is Higher in BP and WP Promoters
Than in NP Promoters

The midpoints of all H2A.Z nucleosomes were taken from Mavrich et al and
mapped to the locations of the 0-12 hour NP, BP, and WP promoters. There were
95% of WP and 89% of BP promoters that had at least one H2A.Z nucleosome
within 1kb of a TSS, compared to 79% of NP and 71% of random intergenic sites.
Greater differences in percentages were observed for BP and WP promoters with
more than one nucleosome within 1kb of the TSS. This illustrates the stronger
connection of BP and WP promoters to the positioning and quantity of H2A.Z
nucleosomes within the immediate vicinity of the TSS.

When the locations of bulk nucleosomes in fruit fly were compared across

promoter classes, an overall fuzzier signal was obtained. This is consistent with previous

observations (Mavrich et al. 2008), and may partially be due to the resolution of the

tiling arrays used to measure the fly bulk profiles. Still, a consistent difference between

promoter patterns was observed (Figure 70B). For the NP promoters, the +1 nucleosome

was observed at 125bp and the -1 nucleosome was observed at -180bp, slightly adjusting

the previous numbers in fruit fly based on genome annotations rather than precise TSS
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locations (Mavrich et al. 2008; Yuan et al. 2005). Despite differences in nucleosome
occupancy, all fruit fly promoter classes exhibited the same levels of RNA polymerase II
(pol-II) bound nucleosomes assayed in the same fruit fly embryos as the bulk
nucleosomes (Mavrich et al. 2008), and the peak of pol-II in all three promoters occured
at the location of the +1 nucleosomes (at +115bp; Figure 70C). An elevated level of pol-II

bound nucleosomes further downstream was suggestive of active transcription.
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Profiles are based on promoters classified as Narrow Peak (NP), Broad with Peak
(BP), and Weak Peak (WP), and show the region of -1 kb to +1 kb around the
designated TSS. For fly analyses, promoters with active transcription in at least
one time point from 0-12 hours of fruit fly embryogenesis were used (a set of 517
NP, 406 BP, and 1,054 WP promoters); for human, promoters were mapped and
classified based on FANTOM 4 sequence tags (a set of 1,205 NP, 1,588 BP, and
7,160 WP promoters). As baseline, RI refers to average levels at random
intergenic sites. (A) Fruit fly H2A.Z profiles show that BP and WP patterns had
increased H2A.Z occupancy and organization. The +1 H2A.Z nucleosome
occurred at 125bp, which is 10bp upstream of the previous estimate in fruit fly,
and 65bp downstream of the +1 nucleosome in yeast (Mavrich et al. 2008; Yuan et
al. 2005). The difference to previous estimate is likely a consequence of the more
precisely mapped TSS data which underlie our profiles. Nucleosomes in BP and
WP promoters had a more precise spacing, with an average separation of 170bp
and deviations of up to 10bp, compared to a mean distance of 183 bp between
H2A.Z peaks at NP promoters, with deviations of up to 33bp. (B) Differences
between promoter classes are also apparent in Drosophila bulk nucleosomes
profiles, with a slight shift compared to H2A.Z as observed in the original study
(Mavrich et al. 2008) (C). Despite differences in nucleosome association, the
levels of pol-II bound nucleosomes are at comparable levels across promoter
classes. Increased H2A.Z (D) and bulk (E) occupancy and spacing were also
observed for human BP and WP promoters, akin to fruit fly. (F) DNase
hypersensitive site profiles confirmed these associations, revealing a more
accessible nucleosome-free region at BP and WP but not at NP promoters. The
overall “sharper” appearance of the fruitfly profiles is likely the consequence of
differences in generation and processing of nucleosome data as taken from the
previous human and Drosophila studies (see Methods).

We next investigated whether these observations would be conserved across

species. In particular, much of the available mammalian data on nucleosome

organization and histone variants has been obtained from human CD4+ T-cells. This

additionally allowed us to compare observations from the mixed cell population of the

developing fly embryo with those from a single differentiated cell type. To maintain

consistency across species, TSS clusters were determined from available human CAGE
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tags in the FANTOM4 database (Kawaji et al. 2009) using the same methodology and
parameters as in fruit fly (see Methods). We then compared the H2A.Z locations profiled
in a previous study to the promoter patterns (Barski et al. 2007). Confirming the
observations in fruit fly embryos, Figure 70D shows that BP and WP promoters had a
higher association with H2A.Z nucleosome organization than NP promoters. The
locations of the +1, +2, and +3 H2A.Z nucleosomes, and the 185 bp spacing between
them, agreed with previous estimates (Fu et al. 2008; Tolstorukov et al. 2009). An
apparent difference between the results for the two species was a lack of H2A.Z
association at the -1 nucleosome in Drosophila as previously reported (Mavrich et al.
2008). However, this lack does not coincide with an overall lower level of bulk
nucleosomes at this location (cf. Figure 70B). As this phenomenon was not observed in
human, additional experiments would be beneficial to confirm this putative species-
specific difference.

When plotting the bulk nucleosome locations in human (Schones et al. 2008), the
+1, +2, and +3 nucleosome positions and the 185bp spacing between them were
maintained (Figure 70E). The bulk NFR aligned to that of H2A.Z, and BP and WP
showed a distinctly higher association with bulk nucleosome organization than the NP
promoters, in particular at the +1 position. These observations are precisely mirrored by
the prevalence of DNase hypersensitive sites (DHS) in human. Averaging over all

promoters, previous studies reported that most promoters were accompanied by a DHS
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site (Boyle et al. High-resolution mapping and characterization of open chromatin across
the genome 2008). In agreement with the bulk nucleosome profiles, our results showed
that only WP and BP promoters demonstrated a distinct peak, appearing twice as
sensitive to DNase compared to NP promoters (Figure 70F). The maximum peak of
sensitivity occurred ~100 bp upstream of the TSS, at the location of the NFR, with a
second peak ~200bp downstream of the TSS, between the +1 and +2 nucleosomes. The
DHS mirror image around the nucleosomes provides further evidence for the distinct
nucleosome organization at BP and WP promoters. Despite the high divergence between
fruit fly and human lineages, the conservation of promoter patterns and the associated
differences with respect to nucleosome organization imply a functional importance of

the underlying biological mechanism.

7.3.3 Promoter Classes Maintain Distinct Associations AcCross
Expression Levels

Previous studies had consistently observed a correlation of nucleosome
associations with the expression levels of genes (Boyle et al. High-resolution mapping
and characterization of open chromatin across the genome 2008; Schones et al. 2008). To
rule out the possibility that some observations could be explained by an overall lower
activity of certain promoter classes (Figure 67), we divided the human CD4+ cell line
data into four groups based on expression levels (high, medium, low, no), and compared

each category to H2A.Z occupancy (see Methods). Figure 71A shows that BP and WP
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promoters consistently had higher levels of H2A.Z occupancy than NP promoters
regardless of expression levels. This demonstrates that in spite of differences in
expression levels, promoter classes have different relationships to nucleosome
organization. In addition, while H2A.Z enrichments have been reported to be present in
promoters of both active and inactive genes in yeast (Raisner et al. 2005), and while we
also observe H2A.Z enrichments for BP and WP promoters regardless of expression
level, the H2A.Z association disappears at NP promoters with low or no expression.
Given that the class of NP promoters is smaller, it is possible that this phenomenon was
simply averaged out in previous analyses (Barski et al. 2007; Raisner et al. 2005), which

did not split the data by promoter class.
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Figure 71: H2A.Z and H3K4 Trimethylation Profiles Separate Promoter Classes
Even When Stratified by Expression Levels

Human promoters were separated into 4 classes based on expression levels of
associated genes in CD4* T-cells. (A, B) Across all expression levels, BP and WP
promoters showed greater enrichments in H2A.Z and H3K4 trimethylation than
NPs. (C) Levels of pol-II binding showed the opposite trend, with NP promoters
being much more occupied by pol-II at the TSS despite the much lower H2A.Z
and H2K4me3 association. Note that the scale of nucleosome profiles varies by 2-
3 fold across expression levels, and the scale of pol-II binding by more than an
order of magnitude.
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Studies have shown a coupling of H2A.Z with H3K4 methyl marks at TSSs
(Barski et al. 2007; Wang et al. 2008). To validate this association across promoter classes
and expression levels, we matched NP, BP, and WP promoters with human H3K4
methylation data (Barski et al. 2007). Figure 71B shows that the positioning of dips and
peaks for the H3K4me3 signals across all promoters and expression levels corresponded
with the positioning and levels of H2A.Z nucleosomes. Notably, BP and WP promoters
had consistently higher H3K4me3 occupancy than NP promoters, and this also held for
mono-and di-methylation (Figure 72). In contrast to this observation, NP promoters had
a strikingly higher density of pol-II at high expression levels than BP and WP promoters
(Figure 71C). Therefore, the lower levels of H2A.Z and H3K4me3 did in fact correspond
to an increased presence of the polymerase. These higher levels of polymerase
occupancy at NP TSSs, stratified by expression level, suggest a possible role for pol-II
stalling frequently observed in more specialized cell types (Adelman et al. 2009;

Nechaev et al. 2009).
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Figure 72: WP and BP Promoters Have Stronger Association to H3K4
Methylation

(A, B) Average profiles of H3K4me3 occupancy in Drosophila and human
promoters show an overall similar pattern. (C, D) The lower association of H3K4
methylation for NP promoters is retained in human H3K4mel and H4K4me2
profiles, which consistently show relative enrichments further within transcribed
regions, but only for WP and BP promoters.

For Drosophila, the data are obtained from mixed embryo population, which
makes it hard to investigate the influence of expression in detail. However, expression
levels observed for transcripts associated with the different promoter classes are highly
similar (cf. Figure 68), and an analysis of ChIP-chip data (Negre et al. 2010) on H3K4 tri-

methylation shows a pattern consistent with human. Furthermore, while pol-II binding

profiles in 0-12 hr early-stage embryos are fairly similar across classes, the profiles at a
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later stage (stage 14, when cells become more differentiated) mirror the human results,

with higher pol-II association to NP promoters (Figure 73).
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Figure 73: Drosophila NP Promoters Show Higher Levels of Pol-II Binding at
Later Stages of Development

(A) Binding levels of pol-II obtained from 0-12 hr mixed-stage embryos showed
comparable levels across promoter classes and agreed with pol-II associated
nucleosomes (Figure 70C). (B) Later in development, NP promoters had
noticeably higher levels of pol-II than BP and WP promoters, differing from the
0-12 hr profile but in agreement with the average human profile (C) obtained
from differentiated CD4+ cells. 520 NP, 287 BP, and 587 WP Drosophila TSSs with
utilization in at least one time point from 7 or 8 (hours 12-16) were retained from
the full set, to map to the pol-Il MPeak binding locations (embryonic stage 12)
generated by Pugh et al (Mavrich et al. 2008).
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7.3.4 Insulator Classes Coincide With Initiation Patterns

Insulators demarcate differentially expressed genes, disrupt the communication
between enhancers and promoters, and prevent the spreading of chromatin domains.
Individual instances of insulator elements have been shown or suggested to play a role
in chromatin remodeling near promoter regions (Fu et al. 2008; Tsukiyama, Becker, and
Wu 1994). We therefore investigated if insulator elements, just as nucleosome
organization and chromatin state, may support the existence of different basic promoter
classes.

The CCCTC-binding factor (CTCF) is one of the most prominent insulator
proteins that is widely conserved across species (Smith et al. 2009). It is known to
interact with pol-II, and has been implicated in the assistance of nucleosome positioning
around its binding sites in human (Chernukhin et al. 2007; Fu et al. 2008). In particular, it
is enriched at locations of H2A.Z and H3K4 methylation in human (Barski et al. 2007).
Supporting this, CTCF showed a higher association with BP and WP promoters than NP
promoters (Figure 74A) (Barski et al. 2007). The CTCF profile reached a maximum at -
125bp upstream of the TSS. This organization places CTCF in the proximity of the core
promoter and just downstream of the -1 nucleosome. These results agree with previous
work showing that nucleosomes enriched for the H2A.Z variant were well-positioned

and flanked by CTCF (Fu et al. 2008). Concordant results were observed when Drosophila
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CTCF (dCTCF) binding was evaluated (Figure 74B), albeit with a broader enrichment

due to the lower resolution of the tiling array.
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Figure 74: Insulator Classes Are Characteristic of Promoter Classes
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Two classes of fruit fly insulators established in a previous study (Negre et al.
2010) were compared to promoters classes on embryonic data from 0-12 hr.
(A,C,D) Class I insulators (ACTCF, CP190, and BEAF32) had higher occurrences
as BP and WP promoters, which agreed with their frequent co-occurrence. (B)
CTCF is conserved to human and supported the same pattern. (E,F) Class II
insulators had equal occurrence across promoter classes, with Su(Hw) not being
bound to proximal promoter regions as previously reported. (G,H) ChIP-chip
profiles of the chromatin-remodelling transcription factor GAF, as well as
presence of GAGA binding sites in the genome, showed a clear enrichment at NP
promoters.

The availability of genome-wide data on insulator binding elements as part of
the modENCODE project (Celniker et al. 2009) provided an opportunity to expand the
observations made for dCTCF. The data was obtained from 0-12 hr mixed stage
embryos, i.e. from the same material as the nucleosome data analyzed above (Negre et
al. 2010). Genomic analyses defined two classes of insulator elements in fruit fly based
on co-occurrence of binding events, and showed significant associations with genomic
properties such as proximity and organization of genes and cis-regulatory elements.
dCTCF, CP190, and BEAF32 comprise the Class I insulator elements in fruit fly (Negre et
al. 2010). In accordance with the frequent co-occurrence of their binding sites, the two
other Class I insulators, CP190 and BEAF132, also showed specific enrichments in WP
and BP promoters (Figure 74C,D).

Class II insulators in fruit fly are comprised of Su(Hw) associated proteins

(Negre et al. 2010). Mod(mdg4) and CP190 have been shown to recruit Su(Hw) to the

gypsy insulator, however, Su(Hw) is reportedly not enriched in promoters (Negre et al.
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2010). Mod(mdg4) had an equal enrichment across all promoter classes, which suggests
similar functional roles across promoters (Figure 74E). As expected, Su(Hw) was absent
from all promoters (Figure 74F).

Lastly, we investigated the GAGA binding factor (GAF) which did not cluster
with factors in either Class I or Class II insulators (Negre et al. 2010). GAF can regulate
gene expression at multiple levels, including mediating promoter-enhancer interactions
and insulating chromosomal position effects (Mahmoudi, Katsani, and Verrijzer 2002).
For instance, at the D. melanogaster hsp70 promoter, GAF works in combination with the
Nucleosome Remodeling Factor (NURF) to disrupt histone octamers over the GAGA site
(Tsukiyama, Becker, and Wu 1994) and promote pol-II pausing (Lis 1998). In the context
of initiation patterns, we observed a prominent enrichment of GAF binding in NP
promoters from -1400bp to +1100bp of the TSS (Figure 74G). When scanning promoters
for matches to the GAGA sequence motif, NP promoters showed high levels of matches
in a narrower area within the region bound by GAF, and BP and WP promoters had a
pronouncedly lower level (Figure 74H) — i.e., the opposite of Class I insulators.
Therefore, at least in the case of GAF, the preference for a particular promoter class does
not necessarily reflect a dynamic state (such as expression level), but rather is statically
encoded in the DNA sequence.

Taken together, proteins from the recently defined insulator classes and the

GAGA binding factor clearly separated among the promoter classes. As the definition of
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insulator classes was based on features of genomic organization, and the definition of
promoter classes was based on initiation patterns agnostic to position and orientation of
genes or cis-regulatory modules in their vicinity, this is a remarkable confluence and

further confirms the notion of distinct fundamental promoter types.

7.4 Discussion

Many recent studies have reported on the chromatin structure in eukaryotic
genomes, and identified stereotypical patterns of nucleosome organization and histone
marks. While differences related to the expression levels of genes were observed, most
of these studies assumed that all promoters fundamentally share the same chromatin
organization, as reflected in the use of average profiles across all promoters. Our
approach differs from current efforts (Lee et al. 2007) by allowing us to assess
nucleosome positioning, periodicity and function from the basis of the transcription
initiation machinery, and indicates that averaging over all promoters may have
previously obstructed these distinctions. The high-throughput sequencing of 5" sequence
tags has clearly shown that eukaryotic promoters separate into several classes defined
by broad and narrow distributions of initiation events, and we have here established
that promoters from different classes are characterized by distinct patterns of

nucleosome organization, chromatin structure, and insulator preferences (Figure 75).
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Figure 75: Divergent Strategies for Transcription Initiation

The aggregation of differences in transcription factor binding sites, nucleosome
organization, histone variants and chromatin marks, and insulator elements,
indicate divergent strategies for transcription initiation in both fruit fly and
human. NP promoters are marked by precise positioning of transcription
initiation, reflected in the presence of location specific core promoter motifs that
interact with a canonical TBP-containing basal complex (Ni et al. 2010; Rach et al.
2009). NP promoters show higher levels of pol-II bound to the region around the
TSS. They are also associated with specific chromatin remodellers in fly, namely
GAF. WP promoters are signified by initiation events which spread over a larger
genomic span, reflected in the presence of motifs with lower positional
enrichment which have been linked to remodeled basal complexes containing
TRF2 in fly. They exhibit a well-defined NFR and well-positioned H2A.Z
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nucleosomes, as well as associated histone marks such as H3K4 tri-methylations.
WP promoters contain an enrichment of fly Class I insulators (CTCF, CP190,
BEAF32). The BP promoters have a combination of features from both
transcriptional programs. While chromatin organization is conserved, some of
the known core promoter sequence elements depicted have so far only been
found in fly (Ohler 1, DRE, Ohler 6, Ohler 7, MTE). Pol-II and the insulator
proteins are depicted at the maximum binding locations; sizes of the
transcriptional components are not drawn to scale.
Our findings show that the periodic distribution of nucleosomes in the vicinity of
TSSs is strongest for promoters with broad initiation patterns, which have defined NFRs
and generally lack the well-spaced canonical core promoter elements. In contrast, the
promoters with narrowly defined TSSs exhibit a lower and/or less organized occupancy
by nucleosomes, and their precise TSS positions can be largely explained by enriched
and well-positioned sequence elements, including the canonical core promoter motifs
(Megraw et al. 2009; Ni et al. 2010). In addition, recently defined insulator classes
showed distinct associations: Class I insulators (which include CTCF) were associated
with H2A.Z organization and H3K4me3 at WP promoters, and class II insulators were
evenly distributed. Conversely, GAF and pol-II showed higher levels at NP promoters.
The enrichment of the Drosophila GAF protein at NP promoters was intriguing, as it is a
protein with many reported roles in transcription and chromatin remodeling (Adkins,
Hagerman, and Georgel 2006), and may assist transcription initiation at NP promoters in

lieu of the lower or less organized nucleosome occupancy. For instance, GAF forms a

multimer in replacement of the NFR to establish proper nucleosome organization
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(Katsani, Hajibagheri, and Verrijzer 1999), and is enriched at genes with polymerase
stalling (Hendrix et al. 2008).

These results agree with previous observations for yeast, where promoters have
been divided into two groups based on nucleosome occupancy: Well-defined
nucleosome free regions flanked by nucleosomes (Depleted Proximal Nucleosome,
DPN) and variable nucleosome positioning without a clear NFR (Occupied Proximal
Nucleosome, OPN). While yeast CAGE-like data is not available at a scale needed for the
identification and assignment of initiation patterns, NP and WP promoters in fruit fly
and human are highly likely correspond to these two classes (Tirosh and Barkai 2008):
OPN promoters have a low association with H2A.Z, a high transcriptional plasticity,
and are enriched for TATA boxes, while the opposite is true for Depleted Proximal
Nucleosome (DPN) promoters. Taken together, our work supports the model
established by Barkai et al., in which OPN/NP promoters regulate specific functions in
response to specific conditions, while DPN/WP promoters are less variable because they
perform housekeeping functions in the cell.

Two different factors may contribute to the divergent features of transcription
initiation. First, the chromatin architecture may be fundamentally different between the
promoter classes, as illustrated by the nucleosome organization and DNA sequence
features. Thus, the group of broad promoters with “less” regulation such as

housekeeping genes will have a well-defined NFR accessible to polymerase, in which a
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TSS is not well defined and initiation occurs at multiple locations. In NP promoters, TSSs
are well defined by sequence elements including canonical core promoter motifs and
insulators such as GAF, which actively recruit the polymerase to specific locations
instead of defining an overall accessible area. Nucleosome organization in these
promoters is consequently less pronounced in average profiles, due to the lack of a
common NEFR as reflected in the human DHS data. The overall higher pol-II level at the
TSS of actively expressed genes with NP promoters also suggests that polymerase
stalling is involved as an additional regulatory step important for genes under precise
regulation (Nechaev et al. 2009).

Second, the differences in nucleosome and chromatin patterns we observed may
result from differences in the pattern and duration of active transcription. It has been
suggested that nucleosomes are properly positioned through repeated rounds of active
transcription (Henikoff and Ahmad 2005; Zhang et al. 2009). This would support the
observation that broad promoters show a greater degree of nucleosome organization
within the transcript, and the combinations of histone variants and chromatin marks
(such as H2A.Z and H2K4me3) traditionally associated with active transcription, as they
are enriched in constitutively expressed genes (Engstrom et al. 2007). In turn, NP
promoters are associated with specific time points during embryogenesis (Engstrom et
al. 2007), and the lack of constant transcription would lead to a minimal positioning of

nucleosomes. Such promoters may have distinct chromatin patterns; for instance, a
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higher rate of H3 turnover was observed at OPN promoters in yeast (Tirosh and Barkai
2008), and the presence of GAF has been associated with H3.3 replacement (Mito,
Henikoff, and Henikoff 2007), suggesting the possibility that NP promoters may have a
higher association with H3.3 replacement. Overall, the question of whether well-
positioned nucleosomes help to recruit the transcriptional machinery to the correct
location; whether these periodic patterns result from differences in the pattern of active
transcription; or rather a combination of both, remains open to further investigation.

As more data becomes available through large-scale efforts such as the
modENCODE and ENCODE projects, the divergent strategies of gene regulation will
become better characterized throughout development and differentiation in model
organisms and human. They may have further implications on epigenetic inheritance,
cellular memory, evolvability, and the development of disease (Bernstein, Meissner, and
Lander 2007; Tirosh, Barkai, and Verstrepen 2009). Together, these data provide a
foundation for deepening our knowledge of the interplay between transcription and
epigenetic architecture, and to move our understanding of the genome from a static

sequence code to dynamic regulatory networks.
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8. Summary and Future Directions

8.1 Major Contributions of This Work

The results in this work have greatly advanced the field of transcription
initiation. In spite individual cases, it was once believed that transcription was initiated
from a single site, the site was utilized under all spatiotemporal conditions, and each
TSS could be identified by a TATA box in the promoter (Schmid et al. 2006). Our work

has shown that all of these characteristics are not true in the fruit fly genome.

8.1.1 TSS Identification

Through the identification of TSSs from clustered ESTs, and the experimental
PEAT technology, genes with alternative TSS were observed throughout the fruit fly
genome. This showed that much in the same way that multiple protein isoforms can be
derived from one transcript, so too can multiple TSSs be utilized for one gene. It also
suggested that a more complex code exists between the usage of TSSs and the
transcriptional selection of downstream sequence.

The ESTs and PEAT technology further showed that instead of transcription
being initiated from single ‘sites’, like the start codon for translation, it begins over
varying stretches of DNA that can be characterized by three main patterns: Narrow Peak
(NP), Broad Peak (BP), and Weak Peak (WP). Transcription is initiated at NP promoters

in focused locations, at WP promoters over larger dispersed regions, and at BP
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promoters in focused locations over larger spans of DNA, a combination of NP and WP
promoters. In this way, transcription initiation can no longer be thought of as occurring
at a single site, but rather at multiple promoter patterns upstream of translated

sequence.

8.1.2 Spatiotemporal Utilization

The existence of promoter patterns gave insight into the spatiotemporal
expression of genes. The application of Shannon entropy to the clustered ESTs showed
that a vast number of promoters were utilized under specific conditions. While
instances of individual promoters with utilization in all conditions existed, they
occurred less frequently than expected by chance. This specificity of the transcriptional
machinery was found from a method that uses conditions with a low resolution, such as
tissues like the head and ovary, which demonstrated the sheer importance of the
spatiotemporal code in transcription initiation. The libraries of clustered ESTs also
revealed that alternative TSSs frequently had different patterns of spatiotemporal
expression. This showed that expression profiles should be considered according to
individual promoters, rather than by whole gene assignments, as customary.

When the presence of the promoter patterns were evaluated across the temporal
stages of fruit fly development, WP promoters had higher utilization during earlier time

points, and NP promoters had higher utilization during later time points. This
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supported the distinct temporal utilization of the motifs in the promoter patterns, and
suggested differences in their functional roles throughout embryogenesis. Together, the
spatial and temporal promoter associations showed that TSSs are biologically

meaningful signatures of the regulation of expression.

8.1.3 Core Promoter Architecture

The distinct utilization of promoters across spatiotemporal conditions raised
questions about the existence of the TATA motif in all promoters. Earlier work had
shown that this was not true (Ohler 2006) however, the biological reasoning behind the
presence or absence of the TATA was unclear. This provided incentive for us to
investigate occurrences of different motifs across the promoter patterns. We divided the
eight previously discovered essential core promoter motifs into two categories: those
with a position enrichment, and those without one, and compared them to the promoter
patterns (Ohler et al. 2002). Cooperative modules of the position-enriched motifs were
overrepresented in NP promoters, and modules of the non-position enriched motifs
were found in the WP promoters. The BP promoters contained a combination of motifs
from both categories. When transcription factors binding profiles were analyzed, higher
levels of the position enriched TBP were found at NP promoters, and higher levels of the
less-position enriched TRF2 were found at WP promoters. The binding profiles for BP

promoters were a mixture of the two.
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These associations showed that the core promoter motifs and the transcription
factors binding to them were fundamentally different across promoter patterns. This
provided a biologically meaningful explanation for the establishment of the promoter
patterns from the 5 experimental data, as the genomic span of the TSS data directly
resulted from the position enrichment of the motifs in the promoters. The associations
also provided insight into the spatiotemporal code, because the distinct spatiotemporal
promoter patterns ultimately reflected differences in the utilization of binding sites and

the presence of repertoires of transcription factors.

8.1.4 Epigenetic Modifications

In addition to answering important questions about the shape, motif
composition, and spatiotemporal regulation of TSSs, our work provided a key link
between transcription initiation and the epigenetic architecture of the Drosophila
genome. When the promoter patterns were compared to the locations of H2A.Z, and
H3K4 methylations, WP and BP promoters had a higher association to the organization
of these features than NP promoters. H2A.Z and H3K4 methylations have previously
been correlated with gene expression (Barski et al. 2007; Mavrich et al. 2008) however,
this was the first time that differences in their prevalence were shown to correspond

with the transcriptional machinery. These results supported the model in which NP
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promoters are determined from their position-enriched motifs, while WP promoters rely
more heavily upon nucleosome organization and chromatin structure.

Insulators were also investigated because they disrupt communication between
enhancers and promoters, prevent the spread of chromatin, and mark differentially
expressed genes (Negre et al. 2010). The results showed the existence of promoter
pattern specific insulator classes. This confirmed that not only are localized sequence
and epigenetic features indicative of promoter patterns, but their regulators are as well.
With these discoveries, TSSs can no longer be considered simple static markers in the
genome, but rather dynamic patterns resulting from a combination of histone
modifications, chromatin structure, insulator regulation, and localized promoter

architecture.

8.2 Cracking the Transcription Initiation Code: Where Do We Go
From Here?

Transcription initiation is an exciting field of research that has received much
attention in recent years. The results of this work provide a foundation for future

explorations in understanding the spatiotemporal code of gene regulation.

8.2.1 Improvement of Experimental and Computational Techniques

One of the first ways that we can increase the accuracy of TSSs is by improving

current methods for experimentally capturing 5 ends. Quality scores assigned to the
295



ends of sequenced reads used in high throughput technologies can be inconsistent,
leading to incorrect TSS calls. In addition, the increasing magnitude of transcript
isoforms observed in fruit fly demonstrate the need for a fast and inexpensive method of
identifying TSSs simultaneously with their corresponding downstream sequence. While
the PEAT methodology provided a high quality mapping of TSSs, associations of the
promoters to downstream isoforms were limited.

Computational approaches for predicting TSSs can also be improved. The wealth
of information learned about promoters and their epigenetic associations in this thesis
should be incorporated into computational models. This would improve the accuracy of
promoter prediction, and would serve as a measure of our knowledge of transcription
initiation. For certain features, this can easily be accomplished, such as using a GHMM
to model the lengths of WP promoters. For others, more sophisticated statistical
frameworks are required. For instance, epigenetic modifications such as H3K4mel can
occur at genomic intervals far upstream and downstream of TSSs (Barski et al. 2007). To
accurately model H3K4mel in the context of promoter prediction, higher order
dependencies must be incorporated. However, it is often difficult for computational
frameworks, such as Markov models, to do so. For this reason, methods, such as
conditional random fields (CRFs) (Vinson et al.), that can accommodate high throughput

data with long-range dependencies and non-probabilistic values should be explored.
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8.2.2 Expansion of Available Data Sets

The transcription factors, histone replacements, and chromatin modifications
assessed here are only a subset of all regulatory mechanisms within each cell. Our work
shows that Narrow Peak, Broad Peak, and Weak Peak promoters have fundamentally
different transcriptional programs however, the complete repertoire of components for
each remains to be determined. The modENCODE consortium is an international
collaboration of researchers that are currently generating data for numerous
transcription factor binding locations, and epigenetic modifications, including histone
replacements, and other chromatin modifications in the histone code (modENCODE
2010). This data is an invaluable resource for the determination of additional promoter
associations.

The spatiotemporal conditions in which the transcriptional machinery is
evaluated should also be expanded upon. Our results have shown that transcription
initiation is a dynamic process that changes over time and in different tissues. Often
studies compare data derived from non-comparable conditions. For instance, TSSs from
hours 0-12 of development may be compared to polll data from Scheider S2 cells that are
a specialized cell line derived from embryos during hours 22-24. This may obscure true
associations, leading to incorrect conclusions about the transcriptional machinery. To
gain a deeper understanding of promoter architecture, it should be studied using

corresponding data sets from TSSs and cell types or time periods with a higher
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specificity. The modENCODE project is currently generating TSS and regulatory factor
data from various stages of Drosophila development, and different tissues (modENCODE
2010). This feat was once believed to be too large to accomplish, the advancement of

technology has now made it possible.

8.2.3 Applications Across Species and in Diseases

The basic properties of transcription initiation should be explored across species.
Current methods for cross species comparisons use the D.melanogaster genome as a
reference to infer properties in other genomes. The existence of similar transcriptional
components and their functional usage in other species remains unknown. The fruit fly
is an ideal organism for studying the evolution of the transcriptional machinery because
11 sister genomes have been sequenced (Clark et al. 2007). This is the largest wealth of
phylogenetic data to date to evaluate the origin and differentiation of the divergent
promoter patterns.

The knowledge of the promoter patterns should also be evaluated in light of
diseases. Karen Adelman’s lab at the National Institute of Environmental Health
Sciences (NIEHS) has shown that the pausing of the polll machinery is associated with
Narrow Peak promoters, and the regulation of gene expression in the fruit fly immune

system (Adelman et al. 2009). Immune diseases can result from the mis-regulation of
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genes, and the knowledge of promoter properties may give insight into the cause of

human diseases, such as psoriatic arthritis.
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Appendix A Hierarchical Clustering of ESTs and
Identified TSS

In Chapter 3, ESTs from the BDGC were aligned to Release 4.3 of the Drosophila
genome. The ESTs were first grouped into clusters that were separated by a gap
distance, then the clusters were grouped into (sub-)clusters by the standard deviation of
the frequencies of ESTs, and lastly the (sub-)clusters were selectively filtered using
additional criteria. The frequencies of ESTs in the libraries are given for the initial
groupings of ESTs, the (sub-) clusters after clustering, and the TSSs that were chosen
from each (sub-)cluster. In addition, the coordinates of all of the isoforms for a gene
were compared, and the locations of the most downstream start codon, and the most
upstream stop codon are included, along with all of the isoform IDs. Due to the large
size of the file, the clustering information for ten genes that had developmental

regulation out of the total of 3,990 genes is presented here. The case study gene tramtrack

(CG1856) is included in this set.

Gene ID

Chromosome #

Transcription_Orientation +/-

Transcript_Isoform_Coordinates start_codon stop_codon transcript_ID

Tags_clustered_by_gap_distance Initial_clusters_are_separated_by_[()]

Corresponding_frequencies_of_gap_distance_clustering
EST_frequencies_of_clusters

Tags_clustered_by_gap_distance_and_standard_deviation
Clusters_are_separated_by_[],_sub-clusters_are_separated_by_()

Corresponding_frequencies_of_gap_distance_and_standard_deviation_clustering
EST_frequencies_of_(sub-)clusters

R AR AN AN

Tags_after_all_clustering_criterion_removal
(sub)_clusters_remaining_after_all_clustering
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Corresponding_frequencies_after_all_cllustering_criterion_removal
EST_frequencies_(sub-)clusters

LIBRARY EST_counts

R

Identified_TSS (sub-)cluster_TSS

Corresponding_TSS_frequencies EST_frequencies_TSS

LIBRARY EST_counts_TSS

Gene CG10334

Chromosome 2L

Transcription_Orientation -

Transcript_Isoform_Coordinates
19564926 19564222 CG10334-PG:CG10334-PE:CG10334-PD:CG10334-
PA:CG10334-PF:CG10334-PB:CG10334-PC

Tags_clustered_by_gap_distance
[(19567543,19567607,19567701)][(19568502,19568520,19568536,19568
537,19568539)][(19571516)][(19573159,19573172,19573176,19573194,1
9573196,19573198,19573200,19573201,19573202,19573206,19573208,1
9573212,19573219,19573221,19573222,19573233,19573239,19573241,1
9573253)]

Corresponding_frequencies_of_gap_distance_clustering
[(1,1,D]1[(1,2,3,2,2)1[(3)11(3,1,2,1,1,1,1,1,1,1,1,1,1,2,3,1,1,1,2)]

Tags_clustered_by_gap_distance_and_standard_deviation
[(19567543)(19567607)(19567701)][(19568502)(19568520,19568536,195
68537,19568539)][(19571516)][(19573159,19573172,19573176)(195731
94,19573196,19573198,19573200,19573201,19573202,19573206,195732
08,19573212)(19573219,19573221,19573222)(19573233,19573239,1957
3241)(19573253)]

Corresponding_frequencies_of_gap_distance_and_standard_deviation_clusteri

ng
[(DH@OMIND2,3,22)][(3)]1(3,1,2)(1,1,1,1,1,1,1,1,1)(1,2,3)(1,1,1)(2)]

B

Tags_after_all_clustering_criterion_removal
[(19568520,19568536,19568537,19568539)][(19571516)][(19573159,195
73172,19573176)(19573194,19573196,19573198,19573200,19573201,19
573202,19573206,19573208,19573212)(19573219,19573221,19573222)(
19573233,19573239,19573241)]

Corresponding_frequencies_after_all_clustering_criterion_removal
[23221@NG,1,2)(1,1,1,1,1,1,1,1,1)(1,23)(1,1,1)]

RE_RIKEN_EMBRYO [(0,3,0,0)1[(3)1[(0,0,2)(1,0,0,0,0,0,0,0,0)(1,0,3)(0,1,0)]

LD_EMBRYO [(0,0,0,0)][(0)][(2,0,0)(0,0,0,0,0,0,0,0,0)(0,0,0)(0,0,1)]

LP_LARVA_PUPA [(0,0,0,0)][(0)][(1,0,0)(0,0,0,0,0,0,0,0,0)(0,0,0)(0,0,0)]

RH_RIKEN_HEAD [(0,0,2,2)][(0)][(0,0,0)(0,0,0,0,0,0,0,0,0)(0,0,0)(0,0,0)]

HL_HEAD [(0,0,0,0)][(0)][(0,0,0)(0,0,0,0,0,0,0,0,0)(0,0,0)(0,0,0)]

GH_HEAD [(1,0,0,0)][(0)][(0,1,0)(0,1,0,0,0,1,1,0,0)(0,0,0)(0,0,0)]

GM_OVARY [(0,0,0,0)][(0)][(0,0,0)(0,0,0,0,0,0,0,0,0)(0,0,0)(0,0,0)]

AT_TESTES [(0,0,0,0)1[(0)][(0,0,0)(0,0,0,0,0,0,0,0,0)(0,0,0)(0,0,0)]

UT_TESTES [(0,0,0,0)1[(0)][(0,0,0)(0,0,0,0,0,0,0,0,0)(0,0,0)(0,0,0)]
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bs_TESTES [(0,0,0,0)][(0)][(0,0,0)(0,0,0,0,0,0,0,0,0)(0,0,0)(0,0,0)]
SD_SCHNEIDER_CELLS [(1,0,0,0)][(0)][(0,0,0)(0,0,1,1,1,0,0,1,1)(0,2,0)(1,0,0)]
EN_MBN2 [(0,0,0,0)][(0)1[(0,0,0)(0,0,0,0,0,0,0,0,0)(0,0,0)(0,0,0)]
EC_FAT_BODY [(0,0,0,0)][(0)][(0,0,0)(0,0,0,0,0,0,0,0,0)(0,0,0)(0,0,0)]
OTHERS [(0,0,0,0)][(0)][(0,0,0)(0,0,0,0,0,0,0,0,0)(0,0,0)(0,0,0)]
Identified_TSS [(19568536)][(19571516)][(19573159)(19573222)]
Corresponding_TSS_frequencies [(3)][(3)][(3)(3)]
RE_RIKEN_EMBRYO [(3)][(3)][(0)(3)]

LD_EMBRYO [(0)][(0)][(2)(0)]

LP_LARVA_PUPA [(0)][(0)][(1)(0)]

RH_RIKEN_HEAD [(0)][(0)][(0)(0)]

HL_HEAD [(0)][(0)I[(0)(0)]

GH_HEAD [(0)][(0)][(0)(0)]

GM_OVARY [(0)][(0)][(0)(0)]

AT_TESTES [(0)][(0)][(0)(0)]

UT_TESTES [(0)][(0)][(0)(0)]

bs_TESTES [(0)I[(0)I[(0)(0)]

SD_SCHNEIDER_CELLS [(0)][(0)][(0)(0)]

EN_MBN2 [(0)][(0)][(0)(0)]

EC_FAT_BODY [(0)][(0)]1[(0)(0)]

OTHERS [(0)][(0)][(0)(0)]

Gene CG1856

Chromosome 3R

Transcription_Orientation +

Transcript_Isoform_Coordinates
27553013 27560218 CG1856-PE:CG1856 PB:CG1856-PA
27553013 27556420 CG1856-PC:CG1856-PF:CG1856-PD

Tags_clustered_by_gap_distance
[(27539591,27539606)][(27539741,27539771,27539782,27539794)][(27550731,27550733,275507
37,27550745,27550749,27550754)][(27551503,27551504,27551532,27551542)][(27552853)1[(275
53800,27553833)]

Corresponding_frequencies_of_gap_distance_clustering
[(2DIEZ3LD]1381,1,1L2][(3121,DI(DILD)]

Tags_clustered_by_gap_distance_and_standard_deviation
[(27539591,27539606)]1[(27539741)(27539771,27539782)(27539794)][(27550731,27550733,2755
0737,27550745,27550749,27550754)][(27551503,27551504)(27551532,27551542)][(27552853)][(
27553800)(27553833)]

Corresponding_frequencies_of_gap_distance_and_standard_deviation_clustering
[(2DI@)GEHMINA8,1,1,1,2)][(3,12)(1, HIMIIA)D)]

33 3 3 4 3 2 3 o O

Tags_after_all_clustering_criterion_removal
[(27539591,27539606)1[(27539771,27539782)][(27550731,27550733,27550737,27550745,275507
49,27550754)][(27551503,27551504)]

Corresponding_frequencies_after_all_clustering_criterion_removal
[2DIEDINL,8,1,1,1,2)][(3,12)]

RE_RIKEN_EMBRYO [(2,0)][(3,0)][(1,8,1,1,0,0)][(3,12)]
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LD_EMBRYO [(0,1)][(0,0)1(0,0,0,0,1,1)][(0,0)]
LP_LARVA_PUPA [(0,0)][(0,0)][(0,0,0,0,0,0)][(0,0)]
RH_RIKEN_HEAD [(0,0)][(0,0)][(0,0,0,0,0,0)][(0,0)]
HL_HEAD [(0,0)][(0,0)1[(0,0,0,0,0,0)][(0,0)]
GH_HEAD [(0,0)][(0,1)][(0,0,0,0,0,0)][(0,0)]
GM_OVARY [(0,0)][(0,0)1(0,0,0,0,0,0)1[(0,0)]
AT_TESTES [(0,0)][(0,0)][(0,0,0,0,0,0)][(0,0)]
UT_TESTES [(0,0)][(0,0)]((0,0,0,0,0,0)][(0,0)]
bs_TESTES [(0,0)][(0,0)][(0,0,0,0,0,0)1[(0,0)]
SD_SCHNEIDER_CELLS [(0,0)][(0,0)][(0,0,0,0,0,1)][(0,0)]
EN_MBNZ2 [(0,0)][(0,0)][(0,0,0,0,0,0)][(0,0)]
EC_FAT_BODY [(0,0)][(0,0)][(0,0,0,0,0,0)][(0,0)]
OTHERS [(0,0)][(0,0)1[(0,0,0,0,0,0)]1((0,0)]
Identified_TSS [(27539771)][(27550733)][(27551504)]
Corresponding_TSS_frequencies [(3)][(8)][(12)]
RE_RIKEN_EMBRYO [(3)][(8)][(12)]
LD_EMBRYO [(0)][(0)][(0)]

LP_LARVA_PUPA [(0)][(0)][(0)]
RH_RIKEN_HEAD [(0)][(0)][(0)]

HL_HEAD [(0)][(0)][(0)]

GH_HEAD [(0)][(0)][(0)]

GM_OVARY [(0)][(0)][(0)]

AT_TESTES [(0)][(0)][(0)]

UT_TESTES [(0)][(0)][(0)]

bs_TESTES [(0)][(0)][(0)]
SD_SCHNEIDER_CELLS [(0)][(0)][(0)]

EN_MBN2 [(0)][(0)][(0)]

EC_FAT_BODY [(0)][(O)][(0)]

OTHERS [(0)][(0)][(0)]

Gene CG2671
Chromosome 2L
Transcription_Orientation -
Transcript_Isoform_Coordinates
17136 11215 CG2671-PC:CG2671-PA
15648 11215 CG2671-PE:CG2671-PF:CG2671-PD
19944 11215 CG2671-PB
Tags_clustered_by_gap_distance
[(11445,11500)][(11833,11888)][(12148)][(13749,13822)][(17080)][(174
95)][(18473,18491,18522,18534,18536,18537,18541,18548,18550,18560,
18567,18583)][(21200,21285,21309,21327,21357,21369,21372)]
Corresponding_frequencies_of_gap_distance_clustering
(LI LL21,1,1L1 14211 1,2,1,1,1,5)]
Tags_clustered_by_gap_distance_and_standard_deviation
[(11445)(11500)][(11833)(11888)1[(12148)][(13749)(13822)][(17080)][(1
7495)][(18473)(18491)(18522)(18534,18536,18537,18541,18548,18550)(
18560,18567)(18583)][(21200)(21285)(21309)(21327)(21357,21369,21372)]
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Corresponding_frequencies_of_gap_distance_and_standard_deviation_clusteri

ng
[(OIOOIOTOOIOIDOIWOWERLL LA
2)(1)(L1,5)]

Tags_after_all_clustering_criterion_removal
[(18534,18536,18537,18541,18548,18550)(18560,18567)][(21357,21369,
21372)]

Corresponding_frequencies_after_all_clustering_criterion_removal
[(21,1,1,1,1)(1,4)][(1,1,5)]

RE_RIKEN_EMBRYO [(2,0,0,1,1,0)(0,4)][(0,0,5)]

LD_EMBRYO [(0,1,1,0,0,0)(1,0)][(0,0,0)]

LP_LARVA_PUPA [(0,0,0,0,0,0)(0,0)][(0,0,0)]

RH_RIKEN_HEAD [(0,0,0,0,0,0)(0,0)][(0,0,0)]

HL_HEAD [(0,0,0,0,0,0)(0,0)][(0,0,0)]

GH_HEAD [(0,0,0,0,0,0)(0,0)][(0,0,0)]

GM_OVARY [(0,0,0,0,0,0)(0,0)][(0,0,0)]

AT_TESTES [(0,0,0,0,0,0)(0,0)1[(0,0,0)]

UT_TESTES [(0,0,0,0,0,0)(0,0)]{(0,0,0)]

bs_TESTES [(0,0,0,0,0,0)(0,0)][(0,0,0)]

SD_SCHNEIDER_CELLS [(0,0,0,0,0,1)(0,0)][(0,0,0)]

EN_MBN2 [(0,0,0,0,0,0)(0,0)][(0,0,0)]

EC_FAT_BODY [(0,0,0,0,0,0)(0,0)][(0,0,0)]

OTHERS [(0,0,0,0,0,0)(0,0)]1[(1,1,0)]

Identified_TSS [(18534)(18567)][(21372)]

Corresponding_TSS_frequencies [(2)(4)][(5)]

RE_RIKEN_EMBRYO [(2)(4)][(5)]

LD_EMBRYO [(0)(0)][(0)]

LP_LARVA_PUPA [(0)(0)][(0)]

RH_RIKEN_HEAD [(0)(0)][(0)]

HL_HEAD [(0)(0)][(0)]

GH_HEAD [(0)(0)][(0)]

GM_OVARY [(0)(0)][(0)]

AT_TESTES [(0)(0)][(0)]

UT_TESTES [(0)(0)][(0)]

bs_TESTES [(0)(0)][(0)]

SD_SCHNEIDER_CELLS [(0)(0)][(0)]

EN_MBN2 [(0)(0)][(0)]

EC_FAT_BODY [(0)(0)][(0)]

OTHERS [(0)(0)][(0)]

Gene CG31243
Chromosome 3R
Transcription_Orientation +
Transcript_Isoform_Coordinates
13792204 13833112 CG31243-PG
13792204 13835833 CG31243-PF:CG31243-PA:CG31243-PB
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13792204 13793676 CG31243-PH
13792204 13836858 CG31243-PE

Tags_clustered_by_gap_distance
[(13757595)][(13769829,13769835,13769836)]

Corresponding_frequencies_of_gap_distance_clustering
[BNE L]

Tags_clustered_by_gap_distance_and_standard_deviation
[(13757595)][(13769829,13769835,13769836)]

Corresponding_frequencies_of_gap_distance_and_standard_deviation_clustering
[3)[(3,1,1)]

Tags_after_all_clustering_criterion_removal
[(13757595)][(13769829,13769835,13769836)]

Corresponding_frequencies_after_all_clustering_criterion_removal
[3)[(3,1,1)]

RE_RIKEN_EMBRYO [(3)][(3,0,0)]

LD_EMBRYO [(0)][(0,0,0)]

LP_LARVA_PUPA [(0)][(0,0,0)]

RH_RIKEN_HEAD [(0)][(0,0,0)]

HL_HEAD [(0)][(0,0,0)]

GH_HEAD [(0)][(0,0,0)]

GM_OVARY [(0)][(0,0,0)]

AT_TESTES [(0)][(0,0,0)]

UT_TESTES [(0)][(0,0,0)]

bs_TESTES [(0)][(0,0,0)]

SD_SCHNEIDER_CELLS [(0)][(0,0,0)]

EN_MBNZ2 [(0)][(0,0,0)]

EC_FAT_BODY [(0)][(0,0,0)]

OTHERS [(0)][(0,1,1)]

Identified_TSS [(13757595)][(13769829)]

Corresponding_TSS_frequencies [(3)][(3)]

RE_RIKEN_EMBRYO [(3)][(3)]

LD_EMBRYO [(0)][(0)]

LP_LARVA_PUPA [(0)][(0)]

RH_RIKEN_HEAD [(0)][(0)]

HL_HEAD [(0)][(0)]

GH_HEAD [(0)][(0)]

GM_OVARY [(0)][(0)]

AT_TESTES [(0)][(0)]

UT_TESTES [(0)][(0)]

bs_TESTES [(0)][(0)]

SD_SCHNEIDER_CELLS [(0)][(0)]

EN_MBN2 [(0)][(0)]

EC_FAT_BODY [(0)][(0)]

OTHERS [(0)][(0)]
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Gene CG3725

Chromosome 2R

Transcription_Orientation -

Transcript_Isoform_Coordinates
19440384 19436831 CG3725-PF:CG3725-PH:CG3725-PE:CG3725-
PD:CG3725-PB:CG3725-PC:CG3725-PG

19440384 19434753 CG3725-PA

Tags_clustered_by_gap_distance
[(19436964,19437018)][(19437181)][(19437333)][(19437469,19437498)]
[(19437813,19437814,19437899,19437936)][(19440090)][(19440399,194
40490)][(19441003,19441005,19441011,19441037,19441045,19441048,1
9441055,19441060,19441077,19441078,19441085,19441090,19441091,1
9441093,19441097,19441100,19441103,19441112,19441130,19441147)][
(19441318,19441332,19441336,19441337,19441358)][(19441551,194415
60,19441597,19441683)][(19443144)][(19443253,19443254,19443256,19
443260,19443261,19443262,19443263,19443265,19443269,19443272,19
443275,19443276,19443279)][(19443480,19443485)]

Corresponding_frequencies_of_gap_distance_clustering
[ADIHMOIIDIE DI LD DINRL11,21,1,7,61,1,4,2,1,1,3,
16,3 D11(2,3,24,3)1[(1,1,1,DI(D)][(4743,31,3,41,2,1,1,7)][(1,1)]

Tags_clustered_by_gap_distance_and_standard_deviation
[(19436964)(19437018)][(19437181)][(19437333)][(19437469)(19437498)][(19437813,19437814)
(19437899)(19437936)1[(19440090)]1[(19440399)(19440490)][(19441003,19441005,19441011)(19
441037,19441045,19441048,19441055,19441060)(19441077,19441078,19441085,19441090,1944
1091,19441093,19441097,19441100,19441103)(19441112)(19441130,19441147)][(19441318,194
41332,19441336,19441337)(19441358)][(19441551,19441560)(19441597)(19441683)][ (19443144
)1[(19443253,19443254,19443256,19443260,19443261,19443262,19443263,19443265,19443269,
19443272,19443275,19443276,19443279)][(19443480,19443485)]

Corresponding_frequencies_of_gap_distance_and_standard_deviation_clusteri

ng
[(MHOIOIIMIIAYMIEDHAOIMINANDINE1,1)(1,2,1,1,7)(6,1,1,4,
2,1,1,3,1)(6)(3, DI(2,3,24)3I(1,1)(M)DII(D)](47,43,31,3,41,2,1,1,7)][(1,1)]

33 3 3 3 3 3 o O

Tags_after_all_clustering_criterion_removal
[(19437813,19437814)][(19441003,19441005,19441011)(19441037,1944
1045,19441048,19441055,19441060)(19441077,19441078,19441085,194
41090,19441091,19441093,19441097,19441100,19441103)(19441112)(1
9441130,19441147)][(19441318,19441332,19441336,19441337)(1944135
8)1[(19443253,19443254,19443256,19443260,19443261,19443262,19443
263,19443265,19443269,19443272,19443275,19443276,19443279)]

Corresponding_frequencies_after_all_clustering_criterion_removal
[(2DI(21,1)(1,2,1,1,7)(6,1,1,4,2,1,1,3,1)(6)(3,1)][(2,3,2,4)(3)1[(4.,7,4,3,3,
1,3,4,1,2,1,1,7)]

RE_RIKEN_EMBRYO
[(0,0)1[(0,0,0)(0,0,0,0,7)(0,0,1,0,0,1,0,1,1)(1)(3,0)1[(0,0,0,4)(3)][(0,0,0,0,0,0,2,0,0,0,0,0,3)]

LD_EMBRYO
[(0,0)1[(0,0,0)(0,0,0,0,0)(1,0,0,0,0,0,0,0,0)(0)(0,0)]1[(0,0,0,0)(0)](0,0,0,0,0,0,0,0,0,1,0,0,0)]

LP_LARVA_PUPA
[(0,0)][(2,1,1)(0,0,0,0,0)(0,0,0,0,0,0,0,0,0)(0)(0,0)][(2,0,0,0)(0)][(0,2,1,1,0,0,0,1,0,0,1,0,2)]
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RH_RIKEN_HEAD
[(0,0)1[(0,0,0)(0,0,0,1,0)(0,0,0,4,0,0,0,0,0)(5)(0,0)][(0,3,1,0)(0)][(4,0,0,0,0,0,0,0,0,0,0,1,2)]

HL_HEAD
[(0,0)1[(0,0,0)(0,0,0,0,0)(0,0,0,0,0,0,0,0,0)(0)(0,0)1[(0,0,0,0)(0)][(0,1,0,0,1,0,0,0,1,0,0,0,0)]

GH_HEAD
[(0,0)1[(0,0,0)(0,0,0,0,0)(2,1,0,0,0,0,0,2,0)(0)(0,0)1[(0,0,0,0)(0)][(0,4,3,2,2,1,1,3,0,1,0,0,0)]

GM_OVARY
[(2,0)1[(0,0,0)(0,0,0,0,0)(0,0,0,0,0,0,0,0,0)(0)(0,0)1[(0,0,0,0)(0)][(0,0,0,0,0,0,0,0,0,0,0,0,0)]

AT _TESTES
[(0,0)1[(0,0,0)(0,0,1,0,0)(0,0,0,0,0,0,0,0,0)(0)(0,0)1[(0,0,1,0)(0)](0,0,0,0,0,0,0,0,0,0,0,0,0)]

UT_TESTES
[(0,0)1[(0,0,0)(0,0,0,0,0)(0,0,0,0,0,0,0,0,0)(0)(0,0)][(0,0,0,0)(0)][(0,0,0,0,0,0,0,0,0,0,0,0,0)]

bs_TESTES
[(0,0)1[(0,0,0)(0,0,0,0,0)(0,0,0,0,0,0,0,0,0)(0)(0,0)][(0,0,0,0)(0)][(0,0,0,0,0,0,0,0,0,0,0,0,0)]

SD_SCHNEIDER_CELLS
[(0,0)][(0,0,0)(1,2,0,0,0)(3,0,0,0,2,0,1,0,0)(0)(0,1)1[(0,0,0,0)(0)][(0,0,0,0,0,0,0,0,0,0,0,0,0)]

EN_MBN2
[(0,0)1[(0,0,0)(0,0,0,0,0)(0,0,0,0,0,0,0,0,0)(0)(0,0)1[(0,0,0,0)(0)][(0,0,0,0,0,0,0,0,0,0,0,0,0)]

EC_FAT_BODY
[(0,0)1[(0,0,0)(0,0,0,0,0)(0,0,0,0,0,0,0,0,0)(0)(0,0)][(0,0,0,0)(0)](0,0,0,0,0,0,0,0,0,0,0,0,0)]

OTHERS
[(0,1)1[(0,0,0)(0,0,0,0,0)(0,0,0,0,0,0,0,0,0)(0)(0,0)1[(0,0,0,0)(0)](0,0,0,0,0,0,0,0,0,0,0,0,0)]

Identified_TSS
[(19437813)][(19441060)(19441112)][(19441337)(19441358)][(19443279)]

Corresponding_TSS_frequencies [(2)][(7)(6)1[(4)(3)][(7)]

RE_RIKEN_EMBRYO [(O)][(7)(DI[(4)(3)][(3)]

LD_EMBRYO [(0)][(0)(0)I[(0)(0)][(0)]

LP_LARVA_PUPA [(0)][(0)(0)][(0)(0)][(2)]

RH_RIKEN_HEAD [(0)][(0)(5)I[(0)(0)[(2)]

HL_HEAD [(0)][(0)(0)I[(0)(0)][(0)]

GH_HEAD [(0)][(0)(0)I[(0)(0)][(0)]

GM_OVARY [2)][(0)(O)[(0)(O)]L(0)]

AT_TESTES [(0)][(0)(O)][(0)(O)I[(0)]

UT_TESTES [(0)][(0)(0)I[(0)(0)I[(0)]

bs_TESTES [(0)][(0)(0)I[(0)(0)][(0)]

SD_SCHNEIDER_CELLS [(0)][(0)(0)][(0)(0)][(0)]

EN_MBNZ2 [(0)][(0)(O)][(0)(0)I[(0)]

EC_FAT_BODY [(0)][(0)(O)][(0)(0)][(0)]

OTHERS [(0)][(0)(0)I[(0)(0)][(0)]

Gene C(G4898
Chromosome 3R
Transcription_Orientation +
Transcript_Isoform_Coordinates
11110371 11133397 CG4898-PE:CG4898-PJ.CG4898-PG:CG4898-
PD:CG4898-PB
11117104 11129445 CG4898-PA
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11110371 11131633 CG4898-PF
11110371 11129445 CG4898-PL
11114319 11122661 CG4898-PC:CG4898-P1
11110371 11132847 CG4898-PK
11113177 11122661 CG4898-PH

Tags_clustered_by_gap_distance
[(11107254,11107274,11107275,11107277,11107278,11107283,11107287,11107288,11107289,11
107292,11107293,11107298,11107307,11107326)][(11110327,11110333)][(11110448)][(1111100
0)][(11112141)][(11113755)][(11115090)][(11116668,11116674,11116678,11116686,11116687,1
1116688,11116703)][(11120837)][(11121179,11121204)][(11125826,11125861)][(11126765)][(11
127124)][(11128895)]

Corresponding_frequencies_of_gap_distance_clustering
[(176,2,1,5,2,1,2,1,2,3,1,1L2)1[(L2NIWIWIIWIIWIIGE 211,21 DI I DI
DIID)]

Tags_clustered_by_gap_distance_and_standard_deviation
[(11107254,11107274,11107275,11107277,11107278,11107283,11107287,11107288,11107289,11
107292,11107293,11107298,11107307,11107326)][(11110327,11110333)][(11110448)][(1111100
0)][(11112141)][(11113755)][(11115090)][(11116668,11116674,11116678,11116686,11116687,1
1116688)(11116703)][(11120837)][(11121179)(11121204)][(11125826)(11125861)][(11126765)][
(11127124)][(11128895)]

Corresponding_frequencies_of gap_distance_and_standard_deviation_clusteri

ng
[(1,76,2,1,52,1,2,1,2,3,1,1L21[LDUIOIOIWIMIEG,21, 12O MM
IIMIIM]
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Tags_after_all_clustering_criterion_removal
[(11107254,11107274,11107275,11107277,11107278,11107283,11107287,11107288,11107289,11
107292,11107293,11107298,11107307,11107326)][(11110327,11110333)][(11116668,11116674,1
1116678,11116686,11116687,11116688)]

Corresponding_frequencies_after_all_clustering_criterion_removal
[(1,76,2,1,5,2,1,2,1,2,3,1,1,2)1[(1,2)1[(3,2,1,1,2,1)]

RE_RIKEN_EMBRYO [(0,76,2,1,5,0,0,0,0,1,0,0,0,2)][(1,0)][(3,2,1,0,0,0)]

LD_EMBRYO [(0,0,0,0,0,0,0,0,1,0,1,0,0,0)][(0,0)1[(0,0,0,1,0,0)]

LP_LARVA_PUPA [(0,0,0,0,0,1,0,1,0,0,2,0,0,0)][(0,1)][(0,0,0,0,0,0)]

RH_RIKEN_HEAD [(1,0,0,0,0,0,0,0,0,0,0,0,0,0)][(0,0)][(0,0,0,0,0,0)]

HL_HEAD [(0,0,0,0,0,0,0,0,0,0,0,0,1,0)][(0,0)][(0,0,0,0,0,0)]

GH_HEAD (0,0,0,0,0,0,1,1,0,0,0,0,0,0)][(0,1)1{(0,0,0,0,1,0)]

GM_OVARY [(0,0,0,0,0,1,0,0,0,0,0,0,0,0)1[(0,0)][(0,0,0,0,0,0)]

AT_TESTES [(0,0,0,0,0,0,0,0,0,0,0,1,0,0)][(0,0)1{(0,0,0,0,0,0)]

UT_TESTES [(0,0,0,0,0,0,0,0,0,0,0,0,0,0)][(0,0)1{(0,0,0,0,0,0)]

bs_TESTES [(0,0,0,0,0,0,0,0,0,1,0,0,0,0)][(0,0)][(0,0,0,0,0,0)]

SD_SCHNEIDER_CELLS [(0,0,0,0,0,0,0,0,0,0,0,0,0,0)][(0,0)][(0,0,0,0,1,1)]

EN_MBN2 [(0,0,0,0,0,0,0,0,0,0,0,0,0,0)][(0,0)][(0,0,0,0,0,0)]

EC_FAT_BODY [(0,0,0,0,0,0,0,0,0,0,0,0,0,0)][(0,0)][(0,0,0,0,0,0)]

OTHERS [(0,0,0,0,0,0,0,0,0,0,0,0,0,0)1[(0,0)1((0,0,0,0,0,0)]

33 e 3 3 e 3 3 S o 3 3 o S o 3

Identified_TSS [(11107274)][(11116668)]

Corresponding_TSS_frequencies [(76)][(3)]

RE_RIKEN_EMBRYO [(76)][(3)]
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LD_EMBRYO [(0)][(0)]
LP_LARVA_PUPA [(0)][(0)]
RH_RIKEN_HEAD [(0)][(0)]
HL_HEAD [(0)][(0)]
GH_HEAD [(0)][(0)]
GM_OVARY [(0)][(0)]
AT_TESTES [(0)][(0)]
UT_TESTES [(0)][(0)]
bs_TESTES [(0)][(0)]
SD_SCHNEIDER_CELLS [(0)][(0)]
EN_MBN2 [(0)][(0)]
EC_FAT_BODY [(0)][(0)]
OTHERS [(0)][(0)]

Gene CG8989

Chromosome X

Transcription_Orientation -

Transcript_Isoform_Coordinates
8999882 8999333 CG8989-PA:CG8989-PC:CG8989-PB

Tags_clustered_by_gap_distance
[(8998683)][(8999674,8999734,8999753,8999760,8999846,8999908)][(9000223,9000226)][(9000
834)][(9001846,9001852,9001853,9001857,9001858,9001860,9001861,9001868,9001870,900188
4,9001885,9001886,9001888,9001905)]

Corresponding_frequencies_of gap_distance_clustering
[(DI,1,1,1,1L,DIG3MINR1,2,1,1,1,2,2,1,1,2,30,1,1)]

Tags_clustered_by_gap_distance_and_standard_deviation
[(8998683)][(8999674)(8999734)(8999753,8999760)(8999846)(8999908)][(9000223,9000226)][(9
000834)][(9001846,9001852,9001853,9001857,9001858,9001860,9001861,9001868,9001870)(900
1884,9001885,9001886,9001888)(9001905)]

Corresponding_frequencies_of_gap_distance_and_standard_deviation_clustering
[(OIOOOWOIGEINDIERL21,1,1,2,2,1)(1,2,30,1)(1)]
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Tags_after_all_clustering_criterion_removal
[(9000223,9000226)][(9001846,9001852,9001853,9001857,9001858,9001860,9001861,9001868,9
001870)(9001884,9001885,9001886,9001888)]

Corresponding_frequencies_after_all_clustering_criterion_removal
[(5,3)11(2,1,2,1,1,1,2,2,1)(1,2,30,1)]

RE_RIKEN_EMBRYO [(5,0)][(0,0,0,0,0,0,0,1,1)(1,1,8,1)]

LD_EMBRYO [(0,0)][(2,1,1,1,0,1,2,0,0)(0,0,0,0)]

LP_LARVA_PUPA [(0,0)][(0,0,0,0,0,0,0,0,0)(0,0,0,0)]

RH_RIKEN_HEAD [(0,3)][(0,0,0,0,0,0,0,1,0)(0,1,22,0)]

HL_HEAD [(0,0)][(0,0,0,0,0,0,0,0,0)(0,0,0,0)]

GH_HEAD [(0,0)][(0,0,0,0,0,0,0,0,0)(0,0,0,0)]

GM_OVARY [(0,0)]](0,0,1,0,0,0,0,0,0)(0,0,0,0)]

AT_TESTES [(0,0)][(0,0,0,0,0,0,0,0,0)(0,0,0,0)]

UT_TESTES [(0,0)][(0,0,0,0,0,0,0,0,0)(0,0,0,0)]

bs_TESTES [(0,0)][(0,0,0,0,1,0,0,0,0)(0,0,0,0)]
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SD_SCHNEIDER_CELLS [(0,0)][(0,0,0,0,0,0,0,0,0)(0,0,0,0)]
EN_MBN2 [(0,0)][(0,0,0,0,0,0,0,0,0)(0,0,0,0)]
EC_FAT_BODY [(0,0)][(0,0,0,0,0,0,0,0,0)(0,0,0,0)]
OTHERS [(0,0)][(0,0,0,0,0,0,0,0,0)(0,0,0,0)]
Identified_TSS [(9000223)][(9001886)]
Corresponding_TSS_frequencies [(5)][(30)]
RE_RIKEN_EMBRYO [(5)][(8)]

LD_EMBRYO [(0)][(0)]

LP_LARVA_PUPA [(0)][(0)]
RH_RIKEN_HEAD [(0)][(22)]

HL_HEAD [(0)][(0)]

GH_HEAD [(0)][(0)]

GM_OVARY [(0)][(0)]

AT _TESTES [(0)][(0)]

UT_TESTES [(0)][(0)]

bs_TESTES [(0)][(0)]

SD_SCHNEIDER_CELLS [(0)][(0)]

EN_MBN2 [(0)][(0)]

EC_FAT_BODY [(0)][(0)]

OTHERS [(0)][(0)]

Gene CG9075
Chromosome 2L
Transcription_Orientation +
Transcript_Isoform_Coordinates
5981834 5985170 CG9075-PA:CG9075-PC
5982820 5985170 CG9075-PB:CG9075-PD
Tags_clustered_by_gap_distance

[(5981759,5981764,5981787,5981788,5981789,5981790,5981791,5981793,5981794,5981795,598
1796,5981803,5981812,5981814,5981816,5981819,5981822,5981823)][(5982586,5982600,59826
01,5982615,5982617,5982619,5982620,5982622,5982627,5982629,5982634,5982638,5982649,59
82652,5982670,5982678,5982708,5982729,5982737,5982743,5982752,5982753,5982754,5982757
,5982759,5982763,5982771,5982772)][(5983006,5983012,5983015,5983057,5983082,5983108,59

83125,5983179,5983180,5983182)]
Corresponding_frequencies_of_gap_distance_clustering

[(1,1,13,9,9,12,19,2,1,11,5,1,6,2,2,1,2)][(1,5,2,1,4,1,2,3,5,41,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1, 1)][(1,

1,1,1,2,1,1,3,1,2)]
Tags_clustered_by_gap_distance_and_standard_deviation

[(5981759,5981764)(5981787,5981788,5981789,5981790,5981791,5981793,5981794,5981795,59

81796,5981803)(5981812,5981814,5981816,5981819,5981822,5981823)][(5982586)(5982600,598
2601)(5982615,5982617,5982619,5982620,5982622,5982627,5982629,5982634,5982638,5982649
,5982652)(5982670,5982678)(5982708)(5982729,5982737,5982743)(5982752,5982753,5982754,5
982757,5982759,5982763,5982771,5982772)][(5983006,5983012,5983015)(5983057)(5983082)(5

983108)(5983125)(5983179,5983180,5983182)]

Corresponding_frequencies_of_gap_distance_and_standard_deviation_clusteri

ng

[(1,1)(13,9,9,12,1,9,2,1,11,5)(1,6,2,2,1,2)1[(1)(5,2)(1,4,1,2,3,5,4,1,1,1,1)(1

AM(A,L,1)(1,1,L,1,1, L1, DAL E)D)MD)EG,1,2)]
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Tags_after_all_clustering_criterion_removal
[(5981787,5981788,5981789,5981790,5981791,5981793,5981794,5981795,5981796,5981803)(59
81812,5981814,5981816,5981819,5981822,5981823)][(5982600,5982601)(5982615,5982617,5982
619,5982620,5982622,5982627,5982629,5982634,5982638,5982649,5982652)(5982729,5982737,
5982743)(5982752,5982753,5982754,5982757,5982759,5982763,5982771,5982772)1[(5983006,59
83012,5983015)(5983179,5983180,5983182)]

Corresponding_frequencies_after_all_clustering_criterion_removal
[(13,9,9,12,1,9,2,1,11,5)(1,6,2,2,1,2)1[(5,2)(1,4,1,2,3,5,4,1,1,1,1)(1,1,1)(1,1,1,1,1,1,1,1)][(1,1,1)(3,1
12)]

RE_RIKEN_EMBRYO
[(0,0,0,0,0,0,0,0,0,0)(0,0,0,0,0,0)1[(0,2)(0,0,0,0,0,0,0,0,0,0,0)(0,0,1)(0,0,0,0,0,0,0,0)1[(0,0,0)(0,0,0)]

LD_EMBRYO
[(0,0,0,0,0,0,0,0,6,5)(0,4,1,2,0,0)][(0,0)(0,2,1,0,2,0,4,1,1,0,0)(0,1,0)(0,0,0,0,0,0,0,0)][(0,0,0)(3,1,1)]

LP_LARVA_PUPA
[(0,0,0,0,0,0,0,0,0,0)(0,0,0,0,0,0)1[(0,0)(1,1,0,2,0,1,0,0,0,0,1)(0,0,0)(0,0,1,0,0,0,0,0)1[(0,0,0)(0,0,0)]

RH_RIKEN_HEAD
[(0,0,0,0,0,0,0,0,0,0)(0,0,0,0,0,0)1[(5,0)(0,0,0,0,0,0,0,0,0,0,0)(0,0,0)(0,0,0,0,0,0,0,0)1[(0,0,0)(0,0,0)]

HL_HEAD
[(0,0,0,0,0,0,0,0,0,0)(0,0,0,0,1,0)][(0,0)(0,0,0,0,0,0,0,0,0,0,0)(0,0,0)(0,0,0,0,0,0,0,0)1[(0,0,0)(0,0,0)]

GH_HEAD
[(0,0,0,0,0,0,0,0,0,0)(0,0,1,0,0,0)1[(0,0)(0,1,0,0,1,2,0,0,0,0,0)(0,0,0)(0,0,0,
0,0,0,0,0)1[(0,0,0)(0,0,1)]

GM_OVARY
[(3,2,7,1,0,5,0,0,2,0)(0,0,0,0,0,0)][(0,0)(0,0,0,0,0,0,0,0,0,0,0)(1,0,0)(1,0,0,0,0,0,0,0)][(0,0,0)(0,0,0)]

AT_TESTES
[(2,0,1,1,0,0,0,1,0,0)(0,0,0,0,0,0)][(0,0)(0,0,0,0,0,0,0,0,0,0,0)(0,0,0)(0,1,0,1,1,1,1,0)][(0,0,0)(0,0,0)]

UT_TESTES
[(0,0,0,0,0,0,0,0,0,0)(0,0,0,0,0,0)][(0,0)(0,0,0,0,0,0,0,0,0,0,0)(0,0,0)(0,0,0,0,0,0,0,0)][(0,0,0)(0,0,0)]

bs_TESTES
[(0,0,0,0,0,0,0,0,0,0)(0,0,0,0,0,0)1[(0,0)(0,0,0,0,0,0,0,0,0,0,0)(0,0,0)(0,0,0,0,0,0,0,0)1[(0,0,0)(0,0,0)]

SD_SCHNEIDER_CELLS
[(7,7,1,10,1,4,2,0,3,0)(1,0,0,0,0,0)1{(0,0)(0,0,0,0,0,1,0,0,0,1,0)(0,0,0)(0,0,0,0,0,0,0,1)][(0,1,1)(0,0,0)
]

EN_MBN2
[(1,0,0,0,0,0,0,0,0,0)(0,2,0,0,0,2)1[(0,0)(0,0,0,0,0,1,0,0,0,0,0)(0,0,0)(0,0,0,0,0,0,0,0)1[(1,0,0)(0,0,0)]

EC_FAT_BODY
[(0,0,0,0,0,0,0,0,0,0)(0,0,0,0,0,0)1[(0,0)(0,0,0,0,0,0,0,0,0,0,0)(0,0,0)(0,0,0,0,0,0,0,0)1[(0,0,0)(0,0,0)]

OTHERS
[(0,0,0,0,0,0,0,0,0,0)(0,0,0,0,0,0)1[(0,0)(0,0,0,0,0,0,0,0,0,0,0)(0,0,0)(0,0,0,0,0,0,0,0)1[(0,0,0)(0,0,0)]
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Identified_TSS [(5981787)][(5982600)]

Corresponding_TSS_frequencies [(13)][(5)]

RE_RIKEN_EMBRYO [(0)][(0)]

LD_EMBRYO [(0)][(0)]

LP_LARVA_PUPA [(0)][(0)]

RH_RIKEN_HEAD [(0)][(5)]

HL_HEAD [(0)][(0)]

GH_HEAD [(0)][(0)]
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GM_OVARY [(3)][(0)]
AT_TESTES [(2)][(0)]

UT_TESTES [(0)][(0)]

bs_TESTES [(0)][(0)]
SD_SCHNEIDER_CELLS [(7)][(0)]
EN_MBN2 [(1)][(0)]
EC_FAT_BODY [(0)][(0)]
OTHERS [(0)][(0)]

Gene C(G9261

Chromosome 2L

Transcription_Orientation -

Transcript_Isoform_Coordinates
6796481 6790639 CG9261-PC:CG9261-PF

6793369 6790639 CG9261-PD:CG9261-PE:CG9261-PA

Tags_clustered_by_gap_distance
[(6790380)][(6790512,6790516,6790542,6790581,6790587,6790600,6790674)][(6790854)][ (6791
110,6791143,6791184,6791239)][(6791553)][(6793381)][(6794396)][(6794517,6794594,6794595,
6794596,6794597)][(6796445)][(6796765,6796768,6796770,6796776,6796779,6796780)][ (679852
0)]1[(6798864)]

Corresponding_frequencies_of_gap_distance_clustering
[(DIL2,L,1,LL W22 DEWTMIIIL2,20,33DIER.213,7HIWIIL)]

Tags_clustered_by_gap_distance_and_standard_deviation
[(6790380)][(6790512,6790516)(6790542)(6790581,6790587,6790600)(6790674)][(6790854)][ (67
91110)(6791143)(6791184)(6791239)][(6791553)][(6793381)][(6794396)1[(6794517)(6794594,67
94595,6794596,6794597)][(6796445)][(6796765,6796768,6796770,6796776,6796779,6796780)][(
6798520)][(6798864)]

Corresponding_frequencies_of_gap_distance_and_standard_deviation_clusteri

ng
[(DIA2)MA,LHDOIMIDE@E@OIMOIIMIIMIN)E,20,33)][MDINZ,2,1,3,7,5)](DID)]

B

Tags_after_all_clustering_criterion_removal
[(6790512,6790516)(6790581,6790587,6790600)][(6794594,6794595,6794596,6794597)][ (679676
5,6796768,6796770,6796776,6796779,6796780)]

Corresponding_frequencies_after_all_clustering_criterion_removal
[(1,2)(1,1,1)][(2,20,3,3)1[(2,2,1,3,7,5)]

RE_RIKEN_EMBRYO [(0,0)(0,0,0)][(2,17,3,0)1((0,0,0,3,3,5)]

LD_EMBRYO [(0,0)(0,0,0)][(0,0,0,0)][(0,0,0,0,0,0)]

LP_LARVA_PUPA [(0,0)(0,0,0)][(0,0,0,0)1[(0,0,0,0,0,0)]

RH_RIKEN_HEAD [(0,0)(0,0,0)][(0,3,0,3)][(0,0,0,0,4,0)]

HL_HEAD [(0,0)(0,0,0)][(0,0,0,0)1[(0,0,0,0,0,0)]

GH_HEAD [(0,0)(0,0,0)1[(0,0,0,0)][(2,2,1,0,0,0)]

GM_OVARY [(0,0)(0,0,0)]](0,0,0,0)][(0,0,0,0,0,0)]

AT_TESTES [(0,0)(0,0,0)1[(0,0,0,0)1[(0,0,0,0,0,0)]

UT_TESTES [(0,0)(0,0,0)][(0,0,0,0)][(0,0,0,0,0,0)]

bs_TESTES [(0,0)(0,0,0)][(0,0,0,0)][(0,0,0,0,0,0)]

SD_SCHNEIDER_CELLS [(0,0)(0,0,0)1[(0,0,0,0)][(0,0,0,0,0,0)]

EN_MBNZ2 [(0,0)(0,0,0)][(0,0,0,0)1[(0,0,0,0,0,0)]
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EC_FAT_BODY [(0,0)(0,0,0)][(0,0,0,0)][(0,0,0,0,0,0)]
OTHERS [(1,2)(1,1,1)1[(0,0,0,0)]((0,0,0,0,0,0)]
Identified_TSS [(6794595)][(6796779)]
Corresponding_TSS_frequencies [(20)][(7)]
RE_RIKEN_EMBRYO [(17)][(3)]
LD_EMBRYO [(0)][(0)]

LP_LARVA_PUPA [(0)][(0)]
RH_RIKEN_HEAD [(3)][(4)]

HL_HEAD [(0)][(0)]

GH_HEAD [(0)][(0)]

GM_OVARY [(0)][(0)]

AT_TESTES [(0)][(0)]

UT_TESTES [(0)][(0)]

bs_TESTES [(0)][(0)]
SD_SCHNEIDER_CELLS [(0)][(0)]
EN_MBN2 [(0)][(0)]

EC_FAT_BODY [(0)][(0)]

OTHERS [(0)][(0)]

Gene CG9553

Chromosome 2L

Transcription_Orientation -

Transcript_Isoform_Coordinates
5979522 5973577 CG9553-PA:CG9553-PB:CG9553-PC:CG9553-PD

Tags_clustered_by_gap_distance
[(5974081)][(5976719,5976728,5976774)][(5979469,5979515,5979590,5979625,5979627,597964
4,5979661,5979663,5979685,5979693,5979697,5979701,5979707,5979708)][(5980010,5980054,5
980058,5980062,5980064,5980065,5980070,5980073,5980074,5980076,5980078,5980079,598008
2,5980096,5980097,5980098)][(5980476)1[(5980968,5980976,5980979,5980982,5980991,598099
5,5981004,5981012,5981017,5981023)]

Corresponding_frequencies_of_gap_distance_clustering
[(mia,1,niya,1,1,1,1,1,1,1,1,2,1,3,011(1,1,1,1,1,1,1,4,6,2,3,1,8,1,7,23)1[(1)1[(3,1,1,28,1,1,1,1,1
)]

Tags_clustered_by_gap_distance_and_standard_deviation
[(5974081)][(5976719,5976728)(5976774)][(5979469)(5979515)(5979590)(5979625,5979627)(59
79644)(5979661,5979663)(5979685,5979693,5979697,5979701,5979707,5979708)1[(5980010)(59
80054,5980058,5980062,5980064,5980065,5980070,5980073,5980074,5980076,5980078,5980079
,5980082)(5980096,5980097,5980098)][(5980476)][(5980968,5980976,5980979,5980982)(598099
1,5980995)(5981004,5981012,5981017,5981023)]

Corresponding_frequencies_of_gap_distance_and_standard_deviation_clusteri

ng
(DI DDIANDHA)L1)(T)(D,1)(L1,2,1,3,1)][(1)(1,1,1,1,1,1,4,6,2,3,1,8)(1,7,23)][(D][(3,1,1,28
)(L1)(L,1,1,1)]

A3 3 36 e o 43 e A K SF

Tags_after_all_clustering_criterion_removal
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[(5979685,5979693,5979697,5979701,5979707,5979708)1[(5980054,5980058,5980062,5980064,5
980065,5980070,5980073,5980074,5980076,5980078,5980079,5980082)(5980096,5980097,59800
98)][(5980968,5980976,5980979,5980982)(5981004,5981012,5981017,5981023)]

Corresponding_frequencies_after_all_clustering_criterion_removal
[1,1,2,1,3,1D)11(1,1,1,1,1,1,4,6,2,3,1,8)(1,7,23)][(3,1,1,28)(1,1,1,1)]

RE_RIKEN_EMBRYO
[(0,0,0,0,0,0)][(0,0,0,0,0,0,2,0,0,0,0,0)(1,0,8)][(0,0,1,17)(0,1,1,0)]

LD_EMBRYO [(0,0,2,0,0,1)][(0,1,0,0,0,0,0,1,0,0,0,0)(0,0,0)][(1,0,0,0)(0,0,0,1)]

LP_LARVA_PUPA
[(0,0,0,0,0,0)11(0,0,0,1,0,0,0,3,1,1,0,0)(0,0,0)][(0,0,0,0)(0,0,0,0)]

RH_RIKEN_HEAD
[(0,0,0,0,0,0)][(0,0,0,0,0,0,0,0,0,0,0,0)(0,7,13)1[(0,0,0,10)(0,0,0,0)]

HL_HEAD [(0,0,0,0,0,0)]1[(0,0,0,0,0,0,0,0,0,0,0,0)(0,0,0)1((0,0,0,0)(0,0,0,0)]

GH_HEAD [(0,0,0,0,2,0)][(0,0,1,0,0,0,0,0,0,0,1,1)(0,0,0)][(1,0,0,0)(0,0,0,0)]

GM_OVARY [(0,0,0,0,1,0)][(0,0,0,0,0,0,0,0,0,0,0,0)(0,0,0)][(0,0,0,0)(0,0,0,0)]

AT_TESTES [(0,0,0,0,0,0)][(0,0,0,0,0,0,0,0,0,0,0,0)(0,0,0)][(0,0,0,0)(0,0,0,0)]

UT_TESTES [(0,0,0,0,0,0)][(0,0,0,0,0,0,0,0,0,0,0,0)(0,0,0)][(0,0,0,0)(0,0,0,0)]

bs_TESTES [(0,0,0,0,0,0)1[(0,0,0,0,0,0,0,0,0,0,0,0)(0,0,0)][(0,0,0,0)(0,0,0,0)]

SD_SCHNEIDER_CELLS
[(0,0,0,0,0,0)11(0,0,0,0,0,0,1,0,0,0,0,0)(0,0,0)][(1,0,0,0)(0,0,0,0)]

EN_MBN2 [(0,1,0,1,0,0)][(1,0,0,0,1,1,1,2,1,2,0,5)(0,0,0)1{(0,0,0,0)(0,0,0,0)]

EC_FAT_BODY [(0,0,0,0,0,0)][(0,0,0,0,0,0,0,0,0,0,0,2)(0,0,0)][(0,0,0,0)(1,0,0,0)]

OTHERS [(1,0,0,0,0,0)][(0,0,0,0,0,0,0,0,0,0,0,0)(0,0,2)1[(0,1,0,1)(0,0,0,0)]

A RN NN

Identified_TSS [(5980098)][(5980982)]

Corresponding_TSS_frequencies [(23)][(28)]

RE_RIKEN_EMBRYO [(8)][(17)]

LD_EMBRYO [(0)][(0)]

LP_LARVA_PUPA [(0)][(0)]

RH_RIKEN_HEAD [(13)][(10)]

HL_HEAD [(0)][(0)]

GH_HEAD [(0)][(0)]

GM_OVARY [(0)][(0)]

AT_TESTES [(0)][(0)]

UT_TESTES [(0)][(0)]

bs_TESTES [(0)][(0)]

SD_SCHNEIDER_CELLS [(0)][(0)]

EN_MBN2 [(0)][(0)]

EC_FAT_BODY [(0)][(0)]

OTHERS [(2)][(1)]
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Appendix B Core Promoter Element Matches

The file contains the position weight matrices and the background models used
in Chapters 3 and 4. They were used in the program PATSER to search for motifs in the
core promoters of the most 5 sites in Flybase, the identified TSSs, and the random
intergenic sites. Motif matches in the promoter regions of TSSs and TSS cluster groups
are listed for ten genes, including those located outside of the preferred motif windows.
TSSs without at least one motif match in its promoter are excluded from the file. (m1 =

Ohler 1, m2 = DRE, m3 = TATA, m4 = INR, m6 = Ohler 6, m7 = Ohler 7, m9 = DPE, m10 =

MTE)

Position Weight Matrices Used in PATSER Searches as Generated In

(Ohler et al. 2002) The DPE and MTE are shortened from their original length.

Ohler 1
A

84

111

76

138

o O

40
296

268

68

C
75
101
68
76
173

54

268

284

280

38
13

G
105
73
42
63
7
309
305

W O O O 3 -

191

47
26
125

261
39

315

DRE
A
137
78
73
61
263

o

277
20
196
96
49
94

35
52
108
32

277

o O

35
124
68

52
104
24

S G

277

24
85
53
38

53
43
72
183

277

o

257
57
61
51
77



TATA

A C
45 49
47 59
33 95
5

251

0

5

0

0

246 0
195 0
0

0

251

206

68 24
27 98
52 91
62 67
57 71
Ohler 6

A C
30 14
8 11
6 17
2 31
23 0
0 3
3 6
106 1
0 0
25 0
7 0
1 0
11 17
18 40
46 23

89
110
114

O O OO O o O

131

65
89
80

68
35

241

251

56

45
28
28
43
33
43

53
58
67
71

98

107
82
100
105
73
37

316

INR

A C
85 56
0 0

0 330
369 0

0 0

0 0
10 98
24 63
76 119
102 88
89 49
63 23
20 114
25 140
108 34
Ohler 7

A C
40 18
15 49
1 17
15 44
28 83
0 197
197 0
26 21
0 197
54 52
0 197
0 23
133 4
60 18
29 85

33

N

339

164
95
70
102
72
31
93
185

27
48
50
78
58

54

19

57
86

195
364
37

30

369
260
118
79

109
129
211
204
111
42

112
85
129
60
28

96

72

174

33
74



DPE

A C G T
6 0 32 18
3 52 0 1
9 0 44

1 3 47 5
8 0 0 48
0 4 0 52
0 31 23 2
6 0 32 18

38

o

40

12

Background models constructed from local sequence

26

o]

30
21

O O = O b OO O H

Highly Utilized Sites Identified from the most frequent 5' EST ends

A 0.263
C0.233
G 0.228
T0.276

Most 5' in Flybase
A 0.287
C0.220
G0.222
T0.271

Random Intergenic Sites
A 0.296
C0.205
G 0.203
T0.296
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Chr#_CGID_Orientation_InitiationSite motif#(Ohler Gen Biol
2002):location_starting_from_60upstream_of_the_TSS

For instance, m4:57 denotes the INR located at 57-60 = -3 from the TSS, or 3bp
upstream of the TSS.

2L._CG10334_- 19568536 m9:86
2L._CG10334_-_19573159_19573222 m1:46::m4:96::m7:24::m7:48::m10:146
3R _CG1856_+ 27539771 m4:57::m7:40::m9:58::m9:71
3R_CG1856_+_27550733 m9:35::m10:32

3R_CG1856_+ 27551504 m4:22::m4:57::m9:8
2L._CG2671_-_18534_18567 m1:50::m2:35::m10:72
2L_CG2671_-_21372 m1:50::m2:35::m10:72
3R_CG31243 + 13757595 m9:65

3R _CG31243 + 13769829 m4:57::m4:64::m9:40::m10:79
2R_CG3725_-_19441060_19441112 m6:106
2R_CG3725_-_19441337_19441358 m2:57::m4:41::m4:54::m9:42::m10:37
2R_CG3725_- 19443279 m4:57

3R_CG4898 + 11107274 m4:57

3R_CG4898 + 11116668 m4:57::m9:1

X_CG8989 - 9000223 m2:25::m4:58::m7:13::m9:59:m9:73::m10:42
X_CG8989_-_9001886 m7:28

2L._CG9075_+_5981787 m3:75::m7:6

2L._CG9075_+ 5982600 m2:42

2L._CG9261_-_6794595 m4:58

2L._CG9553_- 5980098 m4:58

2L_CG9Y9553 - 5980982 m1:52::m6:61::m7:32::m10:14
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Appendix C TSS EST Condition Associations

In Chapter 4, Shannon entropy was applied to the frequencies of ESTs located in
the (sub-)clusters from which the TSSs were identified. The entropy values were used to
classify the utilization of the TSS as condition specific, condition supported, or mixed.
The gene, chromosome, orientation, and condition associations for the TSSs of the ten

genes enclosed in Appendices A and B are listed.

Gene: CG_ID

Chromosome: #

Orientation: +/-

TSS: Location Pattern: Association

Gene: CG10334

Chromosome: 2L

Orientation: -

TSS: 19568536 Pattern: Embryo_supported,Head_supported
TSS: 19571516 Pattern: Embryo_specific

TSS: 19573159 Pattern: Embryo_supported

TSS: 19573222 Pattern: Embryo_supported

Gene: CG1856

Chromosome: 3R

Orientation: +

TSS: 27539771 Pattern: Embryo_supported
TSS: 27550733 Pattern: Embryo_supported
TSS: 27551504 Pattern: Embryo_specific
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Gene: CG2671
Chromosome: 2L
Orientation: -

TSS: 18534 Pattern: Embryo_supported
TSS: 18567 Pattern: Embryo_specific
TSS: 21372 Pattern: Embryo_supported

Gene: CG31243
Chromosome: 3R
Orientation: +

TSS: 13757595 Pattern
TSS: 13769829 Pattern

Gene: CG3725
Chromosome: 2R
Orientation: -

TSS: 19437813 Pattern
TSS: 19441060 Pattern
TSS: 19441112 Pattern
TSS: 19441337 Pattern
TSS: 19441358 Pattern
TSS: 19443279 Pattern

Gene: CG4898
Chromosome: 3R
Orientation: +

TSS: 11107274 Pattern
TSS: 11116668 Pattern

Gene: CG8989
Chromosome: X
Orientation: -

TSS: 9000223 Pattern:
TSS: 9001886 Pattern:

: Embryo_specific
: Embryo_supported

: Mixed

: Embryo_supported,Schneider_cells_supported
: Head_specific

: Embryo_supported,Head_supported

: Embryo_specific

: Mixed

: Mixed
: Embryo_supported

Embryo_supported,Head_supported
Embryo_supported,Head_supported
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Gene: CG9075
Chromosome: 2L
Orientation: +

TSS: 5981787 Pattern
TSS: 5982600 Pattern

Gene: CG9261
Chromosome: 2L
Orientation: -

TSS: 6794595 Pattern
TSS: 6796779 Pattern

Gene: CG9553
Chromosome: 2L
Orientation: -

TSS: 5980098 Pattern
TSS: 5980982 Pattern

: Mixed
: Head_supported

: Embryo_supported,Head_supported
: Embryo_supported,Head_supported

: Embryo_supported,Head_supported
: Embryo_supported,Head_supported
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Appendix D Embryonic Expression Measured By Tiling
Arrays

In Chapter 4, differences in Affymetrix tiling array fluorescence were used to
determine TSS utilization at 12 time points for 2 hour increments during the first 24
hours of Drosophila embryogenesis. The gene, chromosome, orientation, and temporal
pattern of utilization at each time point for the promoters of peaked TSSs and broad TSS

cluster groups for the set of ten genes are listed.

Gene: CG_ID

Chromosome: #

Orientation: +/-

TSS or TSS_Cluster_Group: Location Embryonic_Utilization: Dev Stage
1,2,3,4,5,6,7,8,9,10,11,12 (T=Transcribed N = Not Transcribed)

Gene: CG10334

Chromosome: 2L

Orientation: -

TSS: 19568536 Embryonic_Utilization: T,T,T,T,T,T, T, T,T, T, T, T

TSS: 19571516 Embryonic_Utilization: N,N,N,N,N,N,N,N,N,N,N,N
TSS_Cluster_Group: 19573159_19573222 Embryonic_Utilization:
N, T,T,T,T,T, T,N,N,N,N,N

Gene: CG1856

Chromosome: 3R

Orientation: +

TSS: 27539771 Embryonic_Utilization: N,N,T,N, T, T,N,N,N,N,T,N
TSS: 27550733 Embryonic_Utilization: T,T,T,T,T,T,T,T,T,N,N,N
TSS: 27551504 Embryonic_Utilization: N,N,T,T, T, T,N,N,N,N,N,N
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Gene: CG2671

Chromosome: 2L

Orientation: -

TSS_Cluster_Group: 18534_18567 Embryonic_Utilization:
T71711TT1TTTTTTT

TSS: 21372 Embryonic_Utilization: T,T,T,T,T,T,T,T, T, T, T,T

Gene: CG31243

Chromosome: 3R

Orientation: +

TSS: 13757595 Embryonic_Utilization: N,N,N,N,N,N,N, T, T, T,N,T
TSS: 13769829 Embryonic_Utilization: N,N,N,T,T,T,T, T, T,N,N,N

Gene: CG3725

Chromosome: 2R

Orientation: -

TSS: 19437813 Embryonic_Utilization: N,N,N,N,N,N,N,N,N,N,N,N
TSS_Cluster_Group: 19441060_19441112 Embryonic_Ultilization:
T,TN,T,T,T,T,T,T, T, T, T

TSS_Cluster_Group: 19441337_19441358 Embryonic_Ultilization:
N,N,N,N,N,N,N,N,N,N,N,N

TSS: 19443279 Embryonic_Utilization: N,N,N,N,N,N,N, T, T, T,T,T

Gene: CG4898

Chromosome: 3R

Orientation: +

TSS: 11107274 Embryonic_Utilization: N,N,N,N,N,N,N,T,N,T,N,N
TSS: 11116668 Embryonic_Utilization: N,T,N,N,N,N,N,N,N,N,N,N

Gene: CG8989

Chromosome: X

Orientation: -

TSS: 9000223 Embryonic_Utilization: N,N,N,N,N,N,T,T,N,N,N,N
TSS: 9001886 Embryonic_Utilization: T,T,T,T,T,T,T,T,T, T, T, T
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Gene: CG9075

Chromosome: 2L

Orientation: +

TSS: 5981787 Embryonic_Utilization: T,T,T,T,T,T,T,T,T, T, T, T
TSS: 5982600 Embryonic_Utilization: T,T,T, T, T, T,N,T,N,N,N,N

Gene: CG9261

Chromosome: 2L

Orientation: -

TSS: 6794595 Embryonic_Utilization: T,N,N,T,T,T,N,N,N,N,N,N
TSS: 6796779 Embryonic_Utilization: N,N,N,N,N,N,N, T, T, T, T, T

Gene: CG9553

Chromosome: 2L

Orientation: -

TSS: 5980098 Embryonic_Utilization: T,T,T,T,T,T,T,T,T, T, T, T
TSS: 5980982 Embryonic_Utilization: T,T,T,T,T,T,T,N,N,N,N,N
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Appendix E Most Highly Utilized Temporal Patterns
During Embryogenesis

In Chapter 4, the temporal utilization of each promoter was evaluated using the
tiling arrays for 12 time points, each time point corresponding to a 2 hour increment in
development. Over all 12 time points, this created a pattern of transcribed (T) and non-
transcribed (N) utilization for each promoter. The occurrence of the temporal patterns
were cumulated across all promoters, regardless of their peaked or broad initiation
pattern, and those that occurred at least 5 times are listed here. The patterns are grouped
together according to the total number of periods of utilization. For instance, there are 12

patterns with 1 T, 17 patterns with 2 Ts, etc.

Pattern Frequency
N,N,N,N,N,N,N,N,N,N,N,N 1926

N,N,N,N,N,T,N,N,N,N,N,N 12
N,N,N, T,N,N,N,N,N,N,N,N 16
N,N,N,N,N,N, T,N,N,N,N,N 18
N,N,N,N,T,N,N,N,N,N,N,N 19
N,N,N,N,N,N,N,N,N,N, T,N 23
N,N,N,N,N,N,N,N,T,N,N,N 24
N,N,N,N,N,N,N,N,N, T,N,N 33
N,N,N,N,N,N,N,T,N,N,N,N 35
N,N,N,N,N,N,N,N,N,N,N, T 36
N,N, T,N,N,N,N,N,N,N,N,N 44
N,T,N,N,N,N,N,N,N,N,N,N 59
T,N,N,N,N,N,N,N,N,N,N,N 149
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N,N, T, T,N,N,N,N,N,N,N,N 6
N,T,N,T,N,N,N,N,N,N,N,N 6
T,N,N,N,T,N,N,N,N,N,N,N 7
T,N,N,T,N,N,N,N,N,N,N,N 8
N,T,N,N,T,N,N,N,N,N,N,N 8
T,N,T,N,N,N,N,N,N,N,N,N 8
N,N,N,N, T, T,N,N,N,N,N,N 9
N,T,T,N,N,N,N,N,N,N,N,N 9
N,N,N,N,N,N,N,N, T, T,N,N 10
N,N,N,N,N, T, T,N,N,N,N,N 10
N,N,N, T,T,N,N,N,N,N,N,N 10
N,N,N,N,N,N,N,N,N, T,N, T 13
N,N,N,N,N,N,N, T,N,T,N,N 15
N,N,N,N,N,N,N,N,N,N, T, T 15
N,N,N,N,N,N, T, T,N,N,N,N 21
N,N,N,N,N,N,N, T, T,N,N,N 22

T,T,N,N,N,N,N,N,N,N,N,N 173

N,N,N,N,N,N,N,N,T,T,N, T 6
N,N,N,N,N,N,N,N,T,N, T, T 6
T,T,N,N,N,N,T,N,N,N,N,N 7
N,N,N,N,N,N,N, T, T,T,N,N 7
N,N,N, T, T, T,N,N,N,N,N,N 7
T,N,N, T,T,N,N,N,N,N,N,N 8
N,N,N,N,N,N,N, T,N,T,N, T 9
N,N,N,N,N, T, T, T,N,N,N,N 9
T,T,N,N,T,N,N,N,N,N,N,N 12
N,N,N,N,N,N,N,N,N, T, T, T 15
T,T,T,N,N,N,N,N,N,N,N,N 18
N,N,N,N,N,N,N,N, T, T, T,N 19
T,T,N,T,N,N,N,N,N,N,N,N 19

N,N,N,N,N, T, T, T, T,N,N,N 6
N,N, T, T,T, T,N,N,N,N,N,N 7
N,N,N, T, T, T, T,N,N,N,N,N 8
T,T,N, T, T,N,N,N,N,N,N,N 8
N,N,N,N,T, T, T, T,N,N,N,N 11
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N,N,N,N,N,N,N,T, T, T, T,N 12
T,T,N,N, T, T,N,N,N,N,N,N 12
T,T,T,T,N,N,N,N,N,N,N,N 16
N,N,N,N,N,N,N,N, T, T, T, T 58

T,N,N,N,N,N,N,N, T, T,T, T 6
N,N,N,N,T, T, T,T, T,N,N,N 8
N, T,T, T, T, T,N,N,N,N,N,N 9
T,T,N,N, T,T, T,N,N,N,N,N 10
N,N,N,N,N,N,N,T, T, T,T, T 22
T,T,N, T, T, T,N,N,N,N,N,N 26
T,T,T,T, T,N,N,N,N,N,N,N 27

N, T,T, T, T, T, T,N,N,N,N,N 6

T,T,N,T,T,T,T,N,N,N,N,N 18
N,N,N,N,N,N, T, T,T, T, T, T 22
T,T,T,T, T, T,N,N,N,N,N,N 49

T,T,N, T, T,T,T,T,N,N,N,N 9

T,N,N,N,N,N,T, T, T, T, T, T 10
N,N,N,N,N,T,T,T,T,T, T, T 15
T,T,T, T, T, T,T,N,N,N,N,N 51

T,T,N,T,T,T,T, T,T,N,N,N 6
T,T,N,N,N,N,T,T, T, T, T, T 8
T,T,T,T, T, T/T,N,N,N, TN 11
T,T,T,T, T, T,T,N,TN,N,N 11
N,N,NN, T, T, T,T,T,T,T,T 14
T,T,T,T, T, T, T, T,N,N,N,N 34

T,T,T,T,T,T,T,T,N,T,N,N 6

T,T,N,NN,T,TTTTTT11
NN,N, T, T,T,T,T,T,T,T,T 15
T,T,T,T, T, T, T,T,T,N,N,N 25
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T,T,N,N,T,T,T, T, T, T, T,T9
TN,N,T,T,T,T,T,T,T,T,T 9
T,T,T,T,T,T,T,T,T,N,N, T 10
T,T,T,T,T,T,T,T, T, TN,N 11

T,T,TT,TT7TTN,T,T,T9

TN, T,T,T,TT7T7T7TTT10
N, T,T,T,T,T,T,T,T,T,T, T 11
T,T,T71,71T,71T7T7T7T7T7TN 12
T,T,T,T,T, T T,T, T, TN, T 15
T,T,T,T,T, T T, T, TN, T, T 30
T, TN, T,T,T,T,TTTTT35

T,T,1T1,717T7T1T1T7T7T,T272
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Appendix F Condition Specific Motifs

In Chapter 5, motifs were identified using the FREE and MEME search
algorithms in the promoters with head, embryo, and testes associations. Column 5 notes
the parameters (amplitude, mean, and standard deviation) returned by FREE for each of
the Gaussians used to model the motif’s position overrepresentation. The last column
includes motif matches (and orientation) to the + strand of the motifs found by MEME
(Library_MOTIF#), and the other known motif sets, including Ohler (Matrix #),
FitzGerald (DM), 12 genomes (ME #), Tiffin (TIF#), Pause Button (Pause_Button),

JASPAR (MA#), FlyReg (FlyReg #), and Fly (Fly #).

Gaussian
Search | Motif Library P-val | Parameters Motif Matches
(716.05 -4.46 0.54)
3.40E- | (205.99-0.52 0.56) | Embryo_MOTIF16(+)
FREE: AGTCAG Embryo 141 (-21.57 -4.191.59) | FlyReg_tll
(444.92 -1.65 <.5)
(6925 19.01 <.5)
(69.23 20.93 <.5)
6.60E- | (69.22 097 <J5) | Fly_eyg
FREE: CAGTGA Embryo 139 (28.24 -2.00 <.5) TIFDMEMO0000050
(275.52 14.00 <.5)
(224.77 -14.82 <.5)
2.30E- | (142.67 -38.00
FREE: CGCGCT Embryo 52 0.79) Fly_brk
1.30E- | (445.23 -3.36 0.50)
FREE: ATCATT Embryo 51 (316.62 -0.28 0.53) | none
(492.21 26.36 <.5)
(212.58 -5.48 <.5) | Fly_Hr46
2.30E- | (68.34 -57.00 <.5) | MAtrix9(+)
FREE: GGTTCA Embryo Head 51 (68.34-37.00<.5) | ME139(-)
1.90E- | (550.28 -4.44 0.53)
FREE: CGTCAG Embryo 46 (135.12 -48.00 <.5) | none
(439.12 -0.69 <.5)
6.70E- | (157.17 21.29 | Fly_eve
FREE: AGTTAA Embryo 45 0.53) TIFDMEMO0000003
FREE: GATTCA Embryo 3.00E- | (493.62 -5.67 <.5) | none
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43 (136.82 -12.00 <.5)
(605.39 -3.82 <.5)
4.10E- | (133.21 -52.00 <.5)
FREE: CTCATT Embryo 43 (133.21 0.00 <.5) FlyReg_kni
(342.90 26.00 <.5)
(156.89 -55.31
6.90E- | 0.58) (135.43
FREE: CGCAAC Embryo 41 21.00 <.5) MAtrix10(+)
3.70E- | (888.33-0.320.64) | FlyReg_Hsf
FREE: AGTTTC Embryo 39 (395.57 -6.55 0.53) | TIFDMEMO0000008
6.40E- | (330.88-0.38 0.60) | ME119(+)
FREE: AGTTAT Embryo 36 (157.41 -4.26 0.53) | TIFDMEMO0000047
Embryo_MOTIF17(+)
2.90E- | (616.23 -3.00 <.5) | ME117(-)
FREE: CTGCAGT Embryo 32 (132.14 -12.00 <.5) | TIFDMEMO0000076
(26.82 -25.00 <.5)
3.20E- | (19.83 14.00 <.5)
FREE: CCCTGG Embryo 28 (12.98 -22.00 <.5) none
4.60E- | (270.14 26.00 <.5)
FREE: CGGAGC Embryo 28 (131.83 15.00<.5) | none
(306.79 1.27 0.54) | Fly_br-Z1
1.10E- | (132.52-32.00 <.5) | MA0010(-)
FREE: TTTGTC Embryo 27 (132.52 -4.00 <.5) Testes_ MOTIF3(+)
(268.70 -34.00 <.5)
7.60E- | (130.39 -24.00 <.5)
FREE: CTTCGC Embryo 27 (130.39 4.00 <.5) ME142(-)
Embryo_MOTIF2(-)
Embryo_MOTIF6(-)
MAtrix1(-)
ME131(-)
1.60E- | (630.70 -1.43 <.5) [ TIFDMEMO0000109
FREE: CAGTGTT Embryo 25 (263.28 -26.00 <.5) | TIFDMEMO0000116
1.70E-
FREE: GAGTGC Embryo 25 (280.16 20.98 <.5) | TIFDMEMO0000007
1.70E- ME139(+)
FREE: ATAAGC Embryo 25 (280.16 -27.00 <.5) | ME74(+)
FlyReg_ap
Fly_hb
8.10E- MAO0049(-)
FREE: TTATTC Embryo 21 (291.25-2.16 <.5) | TIFDMEMO0000002
1.50E- | (265.82 21.00 <.5)
FREE: ATTGTG Embryo 18 (196.66 18.00 <.5) | Fly_dsx
3.40E- | (479.21 -3.77 <.5)
FREE: CGCAGT Embryo 18 (210.03 -17.20 <.5) | FlyReg_ Adfl
1.00E- FlyReg_Deafl
FREE: ACGAAA Embryo 17 (268.70 31.00<.5) | TIFDMEMO0000077
(290.34 -50.86 <.5) | Embryo_MOTIF6(-)
3.20E- | (213.47 -19.78 <.5) | MAtrix8(-)
FREE: CTGCCA Embryo 17 (197.79 -10.00 <.5) | TIFDMEMO0000057
8.30E-
FREE: GCCACA Embryo 16 (342.74 -23.92 <.5) | MAtrix8(-)
(307.67 -4.83 <.5) | Embryo_MOTIF17(+)
1.20E- | (148.88 20.69 | FlyReg_Mad
FREE: CGGCAG Embryo 14 0.51) Head_MOTIF15(+)
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MAtrix8(+)
4.30E-
FREE: TGGCAT Embryo 14 (266.54 -4.00 <.5) | ME142(-)
2.70E-
FREE: GTTGAA Embryo 13 (392.13 0.97 <.5) Testes MOTIF3(-)
FlyReg_zen
Fly_tll
(3368.15 33.75 | ME117(+)
1.40E- | 0.96) (3228.36 - | TIFDMEMO0000089
FREE: AAAATT Embryo 11 17.00 0.51) Testes MOTIF3(+)
MAtrix3(+)
(205.82 -28.85 | ME117(+)
6.40E- | 1.50) (260.18 | ME139(+)
FREE: AAAAGC Embryo 13 13.00 <.5) TIFDMEMO0000051
(505.51 22.21 | ME142(+)
2.40E- | 0.54) (468.69 | TIFDMEMO0000018
FREE: GAAAAG Embryo 26 35.00 <.5) Testes_ MOTIF3(-)
FlyReg_Adf1l
FlyReg_tll
ME117(+)
(497.09 -2.53 <.5) | ME134(+)
2.50E- | (143.09 -18.10<.5) | ME139(+)
FREE: AMAGTCGC Embryo 45 (143.09 24.85 <.5) | TIFDMEMO0000101
1.10E-
FREE: GACAGT Embryo 33 (425.77 -3.92<.5) | none
(535.27 -0.28 0.60)
1.50E- | (132.86 -43.00
FREE: AGTCGA Embryo 27 0.77) none
FlyReg_br-Z4
MAtrix7(-)
ME119(-)
ME131(-)
3.40E- | (619.43 -2.50 <.5) | ME142(-)
FREE: AGTTAGTA Embryo 51 (136.78 0.98 <.5) TIFDMEMO0000111
Embryo_MOTIF16(+)
FlyReg_shn
MAtrix6(+)
(362.78 1.68 <.5) | ME117(-)
(183.62 -32.39 <.5) | TIFDMEMO0000057
1.90E- | (136.77 -22.00 <.5) | TIFDMEMO0000058
FREE: AGTTGGCTC Embryo 37 (136.77 29.00 <.5) | TIFDMEMO0000099
(268.70 -4.00 <.5)
7.70E- | (130.39 -57.00 <.5)
FREE: AGCCAG Embryo 27 (130.39 10.00 <.5) | none
(611.85-2.78 0.50) | FlyReg_ftz
1.60E- | (133.22 20.00 <.5) | Fly_eve
FREE: TCAATTG Embryo 43 (133.2232.00<.5) | ME7(+)
Embryo_MOTIF2(+)
FlyReg_Aefl
FlyReg_ovo
FlyReg_srp
Fly_Kr
2.90E- | (608.22 24.31 <.5) | Fly_prd-PD
FREE: AACGGTYSTG Embryo 62 (68.88 -46.00<.5) | MAtrix9(+)
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ME117(-)
ME139(-)
TIFDMEMO0000067

FREE:

AGTTCGWA

Embryo

2.00E-
37

(361.29 0.44 0.55)
(227.39 521 <5)
(134.76 -47.00 <.5)

FlyReg_Deafl
ME131(-)
ME142(+)
Pause_Button(-)
TIFDMEMO0000036
TIFDMEMO0000059

FREE:

GCGAACGG

Embryo

2.30E-
37

(334.01 16.67
0.50) (349.79
21.39 0.69)
(133.88 31.00 <.5)

FlyReg_ovo
Fly_Kr
MAtrix10(+)
MAtrix9(-)
Pause_Button(+)

FREE:

CGSTCGAA

Embryo

2.50E-
34

(370.26 25.37 <.5)
Q1164 1577
0.77) (202.28
30.00 <.5)

FlyReg_Adf1
Head_MOTIF4(+)
MAtrix9(-)
Pause_Button(+)
TIFDMEMO0000059

FREE:

CACATCAG

Embryo

2.40E-
34

(432.06 -4.36 0.51)
(237.65 -1.31 0.58)

MAtrix5(+)
ME117(+)

FREE:

AGCTGC

Embryo

2.40E-
17

(286.50 -34.14 <.5)

Embryo_MOTIF17(+)
Embryo_MOTIF6(-)
Head_MOTIF15(-)
ME134(+)

ME35(+)
TIFDMEMO0000015

FREE:

TGCGWTCRGTT

Embryo Head

1.20E-
48

(541.58 22.61 <.5)
(140.27 16.97 <.5)

Embryo_MOTIF16(+)
FlyReg_Deafl
FlyReg_srp
Head_MOTIF17(+)
MAtrix5(+)
MAtrix9(+)
ME139(-)

ME142(-)
Pause_Button(+)
TIFDMEMO0000033
TIFDMEMO0000071
TIFDMEMO0000102

FREE:

ACGTGCGGTT

Embryo

1.10E-
68

(847.79 24.48 <5)
(206.78 -36.99 <.5)
(137.53 20.00 <.5)

FlyReg_HLHmM5
Fly_gem
MAtrix9(+)
ME117(-)
ME124(-)
ME139(-)
ME39(+)

FREE:

YGGACGTG

Embryo

5.40E-
99
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(795830  26.66
0.52) (66.56 22.47
2.04)

DMp5(+)
Embryo_MOTIF2(-)
Fly_pros
Head_MOTIF15(+)
MAtrix9(-)
ME124(-)

ME134(+)

ME139(+)
Pause_Button(+)



FREE:

AARCGGAC

Embryo

4.20E-
102

(43571 2465
0.53) (137.73
32.00 <5) (68.57
14.00 <.5)

Embryo_MOTIF17(+)

FlyReg_ovo
Fly_Kr
Head_MOTIF15(+)
MAtrix10(+)
ME117(+)
Pause_Button(+)
TIFDMEMO0000071

FREE:

CGCGTGC

Embryo

4.20E-
30

(288.99 19.15 <5)
(133.19 15.00 <.5)
(133.19 24.00 <.5)

FlyReg_HLHmM5
Fly_h
MAtrix9(+)
ME139(-)

FREE:

CGYTTC

Embryo

1.50E-
24

(335.70 -7.00 <.5)
(12823 -41.00
053) (12823 -
16.00 <.5)

ME139(-)
TIFDMEMO0000071

FREE:

GGTATAAAWAC

Embryo Head

3.50E-
49

(129597  -31.81
1.37)

FlyReg_Abd-B
FlyReg_Cf2-1I
FlyReg_hb
Fly_Cf2

Fly_bin

Fly_cad

Fly_croc

Fly_hb
Head_MOTIF17(-)
MAO0013(+)
MAO0015(+)
MAO0015(-)
MAO0049(+)
MAtrix3(+)
MAtrix6(-)
ME100(+)
ME100(-)
ME104(+)
ME104(-)
ME106(+)
ME117(+)
ME119(+)
ME139(+)
ME139(-)
ME142(+)
ME142(-)

ME3(+)

MES5(+)

ME5(-)
TIFDMEMO0000034
TIFDMEMO0000072
TIFDMEMO0000083
TIFDMEMO0000095
TIFDMEMO0000104
TIFDMEMO0000107
TIFDMEMO0000111
Testes_MOTIF3(+)
Testes_ MOTIF3(-)

FREE:

CAGTAT

Embryo

8.70E-
333

(632.11 -1.48 <5)
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57

(136.07 -4.00 <.5)

FREE:

AGTATT

Embryo

1.10E-
24

(305.39 -0.27 0.54)
(131.78 -36.00 <.5)
(131.78 -20.00 <.5)

TIFDMEMO0000111

FREE:

TTCTCAG

Embryo

2.50E-
55

(441.65 -4.68 <5)
(90.61 -8.50 0.60)

FlyReg_SuH
Fly_Su_H_
ME142(-)

FREE:

TTCTTCT

Embryo

3.10E-
13

(334.26 -45.00 <.5)

Embryo_MOTIF15(-)
FlyReg_Hsf

FREE:

AGTCTTCA

Embryo

1.30E-
61

(683.19 -0.30 <.5)
(69.50 -15.04 <.5)
(69.50 -7.02 <.5)

Fly_prd-PD
Testes_ MOTIF3(-)

FREE:

AGAAGA

Embryo

5.00E-
11

(332.09 18.00 <.5)

Embryo_MOTIF15(+)
FlyReg_Hsf

FREE:

TMWNWCWKTTTGAT

Embryo

7.00E-
67
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(743.52 -1.47 0.62)
(218.69 -5.22 0.68)

DMp3(+)
Embryo_MOTIF16(+)
Embryo_MOTIF6(+)
Embryo_MOTIF6(-)
FlyReg_Abd-B
FlyReg_Adf1
FlyReg_Aefl
FlyReg BEAF-32
FlyReg_Deafl
FlyReg_Dfd
FlyReg_SuH
FlyReg_ara
FlyReg_bin
FlyReg_br-Z3
FlyReg_br-Z4
FlyReg_ems
FlyReg_gl
FlyReg_gsb-n
FlyReg_kni
FlyReg_ovo
FlyReg_p120
FlyReg_pan
FlyReg_sd
FlyReg_tll
FlyReg_vnd
FlyReg_z
Fly_Aefl
Fly_Dref
Fly_bin
Fly_br-Z3
Fly_croc
Fly_ems

Fly_eve

Fly_eyg

Fly_grh

Fly_ovo

Fly_pan

Fly_pho
Fly_shn-ZFP1
Fly_tll
Head_MOTIF11(-)
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Head_MOTIF4(+)
Head_MOTIF7(+)
MAO0012(-)
MAO0013(-)
MAtrix10(-)
MAtrix4(+)
MAtrix5(+)
MAtrix7(-)
MAtrix8(+)
MAtrix8(-)
ME100(+)
ME104(+)
ME106(-)
ME117(+)
ME117(-)
ME119(+)
ME119(-)

ME121(-)

ME131(-)
ME134(+)
ME139(+)
ME139(-)
ME142(+)
ME142(-)

ME3(+)

MES3(-)

MEA4(-)

ME63(+)

ME7(+)

MES83(+)

MES83(-)
TIFDMEMO0000004
TIFDMEMO0000007
TIFDMEMO0000008
TIFDMEMO0000010
TIFDMEMO0000023
TIFDMEMO0000026
TIFDMEMO0000027
TIFDMEMO0000029
TIFDMEMO0000032
TIFDMEMO0000036
TIFDMEMO0000041
TIFDMEMO0000043
TIFDMEMO0000050
TIFDMEMO0000054
TIFDMEMO0000057
TIFDMEMO0000058
TIFDMEMO0000059
TIFDMEMO0000060
TIFDMEMO0000074
TIFDMEMO0000075
TIFDMEMO0000077
TIFDMEMO0000078
TIFDMEMO0000081
TIFDMEMO0000084



TIFDMEMO0000085
TIFDMEMO0000088
TIFDMEMO0000090
TIFDMEMO0000093
TIFDMEMO0000096
TIFDMEMO0000099
TIFDMEMO0000101
TIFDMEMO0000106
TIFDMEMO0000113
Testes_ MOTIF3(+)
Testes_ MOTIF3(-)
(384.29 27.69 <.5)
(283.88 -57.67 <.5)
2.60E- | (109.41-51.50 <.5) | Embryo_MOTIF11(+)
FREE: TCGACGTC Embryo 121 (69.16 12.00 <.5) ME16(+)
Embryo_MOTIF16(+)
FlyReg_ara
FlyReg_gsb-n
MAtrix4(+)
ME117(-)
ME134(+)
MES83(+)
(552.53 2.00 <5) | TIFDMEMO0000036
(149.89 -37.87 <.5) | TIFDMEMO0000060
1.10E- | (142.06 9.00 0.79) | TIFDMEMO0000093
FREE: CAKTTGMTT Embryo Head 59 (68.44 -58.00 <.5) | TIFDMEMO0000120
(275.90 25.00 <.5)
(206.85 29.00 <.5)
1.00E- | (69.87 -32.95 <.5)
FREE: GACGCAT Embryo 47 (69.87 4.94 <.5) Fly_gcm ME134(+)
(313.48 -23.28
0.54) (255.02
25.64 0.74)
6.10E- | (187.81 7.51 0.55)
FREE: AGCAAC Embryo 30 (133.16 16.00 <.5) | none
(361.58 12.12
0.75) (220.58 | Embryo_MOTIF11(+)
4.60E- | 16.80 <.5) (131.65 | FlyReg_Mad
FREE: GCGTCG Embryo 28 23.00 <.5) MAtrix9(-)
2.50E- | (294.76 -6.26 0.54)
FREE: CAAATC Embryo 13 (195.76 -12.00 <.5) | ME117(+)
FlyReg_ara
Fly_prd-HD
ME117(-)
1.50E- ME63(-)
FREE: TTGATT Embryo 12 (332.09 2.00 <.5) TIFDMEMO0000060
ME117(+)
2.60E- ME139(+)
FREE: AAATGC Embryo 12 (280.61 -28.87 <.5) | TIFDMEMO0000090
(107631.87 -4.25
<.5) (57647.29
7.00E- | 0.32 <J5) (7.89 | Embryo_MOTIF16(+)
FREE: CATTCAG Head Embryo 126 0.04 1.66) FlyReg_p120
1.00E- | (86.78 5.50 0.59) | FlyReg Dfd
FREE: GGAATTGT Head Embryo 90 (29.62 -20.00 <.5) | FlyReg_Eip74EF
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(14.76 -15.00 <.5) FlyReg_ftz
Fly_dl-B
TIFDMEMO0000048
(58.96 -43.00 <.5) | FlyReg_Deafl
(44.39 23.99 <5) | Head_MOTIF17(+)
2.50E- | (29.24 -60.00 <.5) | MAtrix9(+)
FREE: TTCGGT Head 87 (14.38 -9.00 <.5) TIFDMEMO0000071
(74.15 -3.00 <.5) | FlyReg_p120
1.10E- | (48.07 -8.20 0.75) | TIFDMEMO0000064
FREE: AACATT Head 55 (14.71 5.00 <.5) Testes_ MOTIF3(+)
1.20E-
FREE: GTTGAC Head 52 (68.27 29.46 0.63) | Testes_ MOTIF3(-)
(85.76 7.43 <J5) | Fly_br-Z1
(29.59 -6.00 <.5) | MA0010(-)
5.00E- | (29.59 29.00 <.5) | ME117(-)
FREE: TTGTCT Head 50 (29.59 33.00 <.5) Testes_ MOTIF3(+)
(86.04 -17.39 <.5)
(55.65 23.68 <.5) | Fly_gem
(29.56 29.00 <.5) | ME117(-)
3.20E- | (14.70 -6.00 <.5) | ME139(-)
FREE: GCATTT Head Embryo 48 (14.70 11.00 <.5) TIFDMEMO0000090
1.90E- | (83.88 -27.55 <.5)
FREE: AAGCAG Head 42 (30.18 -17.00 <.5) | none
8.40E-
FREE: TGGATT Head 42 (67.45-41.54 0.63) | ME117(-)
8.40E-
FREE: CTTTGGA Head 42 (67.45 -43.54 0.63) | ME142(-)
5.60E- | (84.99 -33.55 <.5) | Fly_eyg
FREE: TTCACT Head 39 (44.19 -2.96 <.5) TIFDMEMO0000050
2.80E- | (59.09 -49.00 <.5)
FREE: CTTTCG Head 37 (29.39 -37.00 <.5) ME142(-)
FlyReg br-Z1
Fly_br-Z2
MAO0011(+)
ME119(+)
1.20E- ME142(+)
FREE: CTATTT Head 34 (96.60 15.24 0.56) | TIFDMEMO0000022
6.70E- Head_MOTIF4(+)
FREE: AGTTTGG Head 32 (71.52 -2.55 0.58) ME117(-)
Embryo_MOTIF6(+)
440E- | (58.04 -3.00 <.5) | MAtrix7(+)
FREE: CAGCAC Head 28 (28.3210.00 <.5) TIFDMEMO0000109
Embryo_MOTIF15(-)
2.40E- MAO0013(-)
FREE: TTTCTT Head 26 (63.42 -56.17 <.5) TIFDMEMO0000011
2.20E- | (57.89 -4.00 <.5)
FREE: TTTCAG Head 24 (28.17 -55.00 <.5) TIFDMEMO0000027
FlyReg_pan
ME142(-)
6.70E- | (65.92-13.27 0.54) | TIFDMEMO0000113
FREE: TTTTGA Head 23 (28.47 -57.00 <.5) Testes_ MOTIF3(+)
1.20E- | (57.73 -6.00 <J5)
FREE: CTGGTC Head 21 (28.02 -30.00 <.5) Embryo_MOTIF2(+)
FREE: TCGCTT Head 9.90E- | (57.732.00 <.5) none
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18

FREE:

TTTTGC

Head

9.90E-
18

(57.73 28.00 <.5)

MA0049(-)
TIFDMEMO0000089

FREE:

AAATTC

Head

1.40E-
25

(66.79 2.72 0.54)

Fly_tll
Head_MOTIF11(+)
ME117(+)
ME139(+)
TIFDMEMO0000078

FREE:

AATTCA

Head

1.20E-
52

(68.27 -35.54 0.63)

Fly_tll
ME117(+)
TIFDMEMO0000078

FREE:

ATTAATT

Head

2.10E-
38

(79.74 -37.73 0.61)

FlyReg_Dfd
FlyReg_ara

Fly_tll

MAO0013(-)
ME100(+)
ME119(+)

ME7(+)
TIFDMEMO0000004
TIFDMEMO0000113

FREE:

CCAGTCGS

Head

4.30E-
89

(84.21 11.75 0.50)
(1457 -60.00 <.5)
(14.57 0.00 <.5)

FlyReg_Adf1
ME134(+)
ME139(+)
TIFDMEMO0000101

FREE:

CNTCAGTTC

Head

3.30E-
97

(73.82 -3.00 <.5)
(44.10 1.00 <.5)

Embryo_MOTIF16(+)

FlyReg_br-Z4
Fly_eyg
MAtrix4(+)
MAtrix5(+)
ME131(-)
TIFDMEMO0000007
TIFDMEMO0000036
TIFDMEMO0000060

FREE:

TCGGCAA

Head Embryo

4.80E-
157

(953.65 14.66 <.5)
(148.60 -18.00 <.5)
(54.90 15.00 <.5)

FlyReg_Deafl
MAtrix8(+)
ME117(+)

FREE:

TTCATTCGC

Head Embryo

3.60E-
61

(192.69 -2.00 <.5)

DMp3(+)

Embryo_MOTIF16(+)

FlyReg_ara
Fly_croc

Fly_tll

MAtrix4(+)
ME104(+)
ME139(+)
ME142(-)
TIFDMEMO0000077
TIFDMEMO0000102
TIFDMEMO0000106

FREE:

CAACAA

Head Embryo

1.30E-
115
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(59.44 16.00 <.5)
(42.58 -27.38 <.5)
(23.80 -51.50 <.5)
(14.86 13.00 <.5)
(14.86 24.00 <.5)

FlyReg_Aefl
Fly_Aefl
MAO0010(+)
ME117(+)
ME142(+)
MES83(+)



Testes_ MOTIF3(-)
TIFDMEMO0000065

FREE:

TTTGTTT

Head

2.00E-
37

(7449 -44.33 <5)
(50.59 -48.60 0.73)
(43.65 15.00 <.5)

FlyReg_bin
Fly_Aefl
Head_MOTIF7(+)
MAO0010(-)
MAO0013(-)
ME117(-)
TIFDMEMO0000084
Testes_ MOTIF3(+)

FREE:

TTTTCG

Head

1.10E-
13

(64.68 5.74 0.54)

TIFDMEMO0000012

FREE:

GTTTTC

Head

1.30E-
61

(106.67 5.11 <.5)
(28.79 -23.00 <.5)
(28.79 35.00 <.5)
(1393 8.00 <5)
(13.93 32.00 <.5)

FlyReg_dl
MAO0023(+)
TIFDMEMO0000018

FREE:

ATTTTTTAT

Head

1.00E-
25

(67.01 20.45 0.61)

FlyReg_Abd-B
FlyReg_hb
Fly_croc

Fly_hb
Head_MOTIF17(+)
MAO0013(-)
MAO0049(-)
MAtrix3(-)
MAtrix6(+)
ME104(+)
ME106(-)

ME117(-)

ME119(-)

ME139(-)

ME142(-)

ME5(-)
TIFDMEMO0000002
TIFDMEMO0000049
TIFDMEMO0000072
TIFDMEMO0000107
Testes_ MOTIE3(+)

FREE:

TTTATTTAT

Head

2.90E-
22
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(60.49 -31.80 <.5)
(29.20 -29.24 0.94)

FlyReg_Abd-B
FlyReg_ap
Fly_bin
Fly_cad
MAO0010(-)
MAO0013(-)
MAO0049(-)
ME100(+)
ME104(-)
ME106(+)
ME119(+)
ME139(+)
ME139(-)
ME142(+)
ME3(+)
ME5(+)
ME5(-)



TIFDMEMO0000002
TIFDMEMO0000072
TIFDMEMO0000104
Testes_ MOTIF3(+)

FREE:

TTTTAGTC

Head

1.10E-
54

(88.88 -3.00 <5)
(83.66 -50.52 0.58)

FlyReg_Abd-B
FlyReg_br-Z4
Fly_croc
MAO0012(-)
ME106(-)

ME119(-)
TIFDMEMO0000029
TIFDMEMO0000041
Testes_ MOTIF3(+)

FREE:

NGGKCACACWGY

Head

2.90E-
53

(78.75 -12.56 0.56)
(29.60 -0.00 <5)
(29.60 26.00 <.5)

Embryo_MOTIF16(+)
Embryo_MOTIF2(+)
FlyReg_ftz-f1
Fly_Hr46

Fly_usp

MAO0016(+)
MAtrix1(+)
ME121(+)

ME131(+)

MES89(+)
TIFDMEMO0000116

FREE:

AGCTCGAGY

Head

3.50E-
63

(160.64 -5.56 0.51)

Head_MOTIF4(+)
Head_MOTIF4(-)
TIFDMEMO0000010

FREE:

GAGCTGCAA

Head

2.50E-
123

(11047.37 -19.54
<.5) (4457.68 -5.00
<5) (-60.83 -19.95
0.78) (65328 -
20.00 0.60)

Embryo_MOTIF17(+)
Embryo_MOTIF6(-)
FlyReg_slbo
Head_MOTIF15(-)
Head_MOTIF4(-)
MAtrix7(-)
ME117(-)

ME134(+)

ME35(+)
TIFDMEMO0000015
TIFDMEMO0000076
TIFDMEMO0000079

FREE:

ACAGCTC

Head Embryo

2.20E-
43

(83.97 -10.58 <.5)
(29.76 8.9 <.5)

Embryo_MOTIF6(+)
Head_MOTIF4(+)
MAtrix5(+)
MAtrix7(+)

ME35(+)
TIFDMEMO0000079

FREE:

GCTGTT

Head

1.10E-
24

(65.62 -33.27 0.54)
(28.31 -16.00 <.5)
(28.31 12.00 <.5)

MAtrix5(+)
ME35(-)

ME117(-)

Fly_ovo
TIFDMEMO0000079

MEME:

YGGTCACACTG

Embryo_MOTIF1
Head_MOTIF1

MAtrix1
TIFDMEMO0000116

MEME:

CCAYCTCTAG

Embryo_MOTIF3

Fly_pros

MEME:

AACAGCTGWTTG

Embryo_MOTIF4
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Head_MOTIF9

ME35
ME133
TIFDMEMO0000079

MEME:

RNTATCGATARC

Embryo_MOTIF5

MAtrix2
FlyReg_BEAF-32
Fly_Dref
TIFDMEMO0000005

MEME:

KTTCAGTTNRNTTT

Embryo_MOTIF7

MAtrix4
ME120
TIFDMEMO0000036

MEME:

GYGTGTGTGTGTGTG

Embryo_MOTIF9
Head_MOTIF16

MES89
ME121
ME131

MEME:

TTTGTTKTTGTTKTK

Embryo_MOTIF10

ME112

ME117
FlyReg_Aefl
Fly_Aefl
TIFDMEMO0000065

MEME:

MAAWANMAAAAMAAW

Embryo_MOTIF13

MA0049
ME112

ME117

Fly_br-Z1
TIFDMEM0000094

MEME:

TGGTATTTTTCMR

Embryo_MOTIF14

FlyReg_dl
Fly_dI-A
TIFDMEMO0000091

MEME:

ACAGAGYTGCCANMY

Embryo_MOTIF18

TIFDMEMO0000042

MEME:

GCGTTTNCCAACACT

Embryo_MOTIF19

TIFDMEMO0000109

MEME:

ACSTGCTTGCATTTT

Head_MOTIF2

MAO0086
FlyReg_nub
TIFDMEMO0000048

MEME:

GTCTTYSKATTWWTT

Head_MOTIF3

MAO0094
FlyReg br-Z1
TIFDMEMO0000070

MEME:

TCGGCMAGCCATCGT

Head_MOTIF8

none

MEME:

GCTATAWAAR

Head_MOTIF10

MAtrix3

ME5

Fly_croc
TIFDMEMO0000083

MEME:

AAATAYAAAWWW

Testes_ MOTIF1
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MA0011
FlyReg_br-Z1
Fly_br-Z2
TIFDMEMO0000095



Appendix G Supplementary Methods

The experimental and computational techniques performed in Chapter 6 are

described here.

Oligo(dT) selection

Dynabeads Oligo(dT)25 from Invitrogen was used to enrich poly(A)+ RNAs.
Briefly, 150 pg total RNA was resuspended in 400 pl binding buffer (20 mM Tris-HC],
pH 7.5, 1.0 M LiCl, 2 mM EDTA, 1% LiDS, 0.1% Trion X-100) and heated at 65°C for 2
min to disrupt RNA secondary structures. After snap cool down, 200 pul Dynabeads was
added followed by incubation at 50°C for 5 min. We found that incubation at a higher
temperature helps remove the non-specific binding of ribosomal RNA. The resulting
beads were then washed 3 times with Washing Buffer B (10 mM Tris-HCl, pH 7.5, 0.15
M LiCl, 1 mM EDTA, 0.1% LiDs, 0.1% Triton X-100). The RNA fraction bound to the
beads was then eluted with 10 mM Tris-HCI (RNase-free) by heating at 75-80°C for 2
min. The entire poly(A) selection procedure was repeated one more time. The final RNA
sample was further purified by MinElute kit (QIAGEN) to remove lithium salt, which
otherwise would affect the activity of Bacterial Alkaline Phosphatase (BAP) in the

subsequent step.

342



BAP/TAP treatment

1-2 ng of poly(A)+ RNA was first dephosphorylated in a 100 pl reaction (2.4 units
Bacterial Alkaline Phosphatase (BAP; Takara), 50 mM Tris-HCl buffer (pH 9.0), 1 mM
MgCl2, 50 mM NaCl and 100 units of RNasin Ribonuclease inhibitor (Promega)) at 37°C
for 40 min. After phenol/chloroform extraction and ethanol precipitation, the resulting
RNAs were treated with 20 units of TAP (Tobacco Acid Pyrophosphatase; Epicentre) in
a 100 pl reaction (50 mM NaOAc (pH 6.0), 1 mM EDTA, 0.1% B-ME, 0.01% Triton X-100
and 100 unit RNasin) at 37°C for 1 hr. The reaction mixture was then extracted twice
with phenol/chloroform and the RNA fragments were ethanol precipitated for

downstream linker ligation.

Linker ligation

A chimeric linker (5-CTC AAG CTT CTA ACG ATG TAC GCT CGrA rGrUrC
rCrArA rC-3’) was ligated to poly(A)+ RNA with BAP/TAP treatment. The ligation was
performed in 100 pl reaction including the recovered RNA, 60 pmol PAGE-purified
linker (IDT), 200 units of T4 RNA ligasel (NEB), 50 mM Tris-HCl (pH 7.8), 10 mM
MgClI2, 1 mM ATP, 10 mM DTT, 25% PEG8000 and 100 units of RNasin Ribonuclease
inhibitor (Promega). The reaction mixture was incubated overnight at room

temperature, followed by phenol/chloroform extraction to remove both protein and
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PEG8000. Ethanol precipitation was then performed to recover the RNA by adding 1/10

volume of NaOAc (pH 5.2) and 30 pg of GlycoBlue (Ambion).

Reverse Transcription

Random primer with a common sequence (5-GCG GCT GAA GAC GGC CTA
TCC GAC NNN NNN-3") was used to initiate the reverse transcription. Linker ligated
RNAs were reversely transcribed in 40 pl reaction, which contains 20 pmol random
primer, 2 nmol dNTP (Bioline), 240 ng actinomycin D, 80 units of RNasin Ribonuclease
inhibitor (Promega), 400 units of Superscript III reverse transcriptase (Invitrogen), 50
mM Tris-HCI (pH 8.3), 75 mM KCl, 5 mM MgCI2 and 5 mM DTT. The reaction mixture
was incubated at 25°C for 5min and 50°C for 1 hour, followed by heat inactivation at

70°C for 15min.

Circularization and rolling circle amplification

First-strand cDNAs were amplified by 2-5 cycles of PCR with high-fidelity DNA
polymerase (Finnzymes) to generate blunt-end dsDNAs. Circularization of dsSDNAs was
achieved by bridge ligation. A 30 pl reaction was assembled which contains 1x
Ampligase buffer (Epicentre), 7.5 units of OptiKinse (USB), 5 mM ATP and 1 mM DTT.
The reaction was incubated at 37°C for 30 min, followed by 95 °C for 2 min to inactivate

the kinase. 9 pmol “bridge” oligonucleotide (5’-GCC GTC TTC AGC CGC CTCA AGC
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TTC TAA CGA TGT ACG-3’) and 7.5 units of Ampligase (Epicentre) were then added.
Ligation was performed with 5 cycles of 95°C for 30 sec, 68°C for 2 min, 55°C for 1 min
and 60°C for 5 min, followed by 5 cycles of 95°C for 30 sec, 65°C for 2 min, 55°C for 1
min and 60°C for 5 min. To remove excess oligonucleotides and unligated DNA
fragments, we added 3 pl Exonuclease I (NEB) and 0.6 pl Exonuclease III (NEB) to the
ligation reaction and the mixture was incubated at 37°C for 45 min followed by 80°C for
20 min. This removes all linear DNA fragments (ssDNAs and dsDNAs) and the
remaining circular DNAs were further amplified by rolling circle amplification (RCA).
RCA was performed in four 20 pl reactions, each of which contains 2 ul DNA circles, 20
mM dNTP (Epicentre), 4 pg BSA (NEB), 200 pmol of random hexamer (5-NNNN*N*N-
3’; * = phosphothiol group), 10 units phi29 DNA polymerase (NEB), 2 ul DMSO and 1 x
phi29 reaction buffer (NEB). The RCA reactions were incubated at 10°C for 10 min, 28°C

for 16 hours and heat inactive at 65°C for 10 min.

Library quality control (QC)

Because the linker sequence has a built-in Xhol site, we use Xhol digestion to
check the specificity of RCA amplification. Typically, the majority of the RCA products
can be digested by Xhol and show an evenly-distributed smear centered around 300-400
bp. As another QC step, Sanger sequencing was also performed to check the quality

before Illumina paired-end sequencing. After PCR amplification, a portion of the final
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library was A-tailed and ligated into T-easy vector (Promega). We followed the standard
procedure recommended by the manufacturer and the T7 sequence was used as
sequencing primer. In general, ~80-90% of the clones mapped to known TSS or its

surrounding regions, consistent with the data generated by Illumina/Solexa sequencing.

Trimming of sequence adaptor

The raw data we obtained are paired 35mer reads, each of which consists of a ~20nt tag
(derived from Mmel digestion) followed by a 16nt linker sequence. The linker sequences were
trimmed from the reads and subsequently used to identify which end of the transcript the read was
from. Although both the 5 and 3’ linker contain a Mmel site (5’-TCCAAC-3’, 5’-TCCGAC-3’,
respectively), the sequences beyond their Mmel sites are completely different, thereby allowing
for reliable determination of read directionality. Linker sequences were identified and trimmed
such that there were no more than 2 mismatches/indels between the 3’ end of the read and one of
the two complete linker sequences. Read pairs in which either read from a pair failed to meet the

linker sequence requirements were discarded from further analysis.

Correlation between read counts and microarray expression values

Microarray expression values were collected from the NCBI GEO repository
(Barrett et al. 2009): dataset accession number GSE11880. The data originated from three
arrays containing expression values for wild type Drosophila melanogaster mixed embryos
of stages 0-11 (GEO accession numbers: GSM300072, GSM300074, and GSM3000). The

mean value across all three replicates, after median background subtraction, was used
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for our analysis. Genes with an average ‘signal minus background’ value less than 0
were given a log2-transformed expression value of 0. The total number of 3" reads from
the aligned pairs that mapped to the transcribed region of each gene was used for
comparison with the microarray data. The Pearson correlation coefficient was calculated
across 10,101 genes that had at least one read-pair mapped to them and was present in
the microarray data. This analysis was done twice, the first was performed on all read-

pairs that mapped to a gene; the second analysis used only non-redundant read pairs.

Tag clustering strategy by F-Seq

F-Seq was used to perform the tag clustering (Boyle et al. F-seq: A feature density
estimator for high-throughput sequence tags 2008). The ‘fragment size’ parameter refers
to the size of the fragment that needs to be clustered and analyzed. It has been shown
that the fragment size should be set to “1bp’ (equivalent to a value of 0) for data sets
where one end (in our case, the 5 end) of the sequence represents the point of
enrichment. The ‘feature length’ parameter, on the other hand, controls the kernel
density estimate bandwidth. The ‘feature length” was set at 30, which means that the

standard deviation of the Gaussian density estimate of a location has a value of 5bp

Core promoter motif position weight matrices used in the PATSER search are listed in

Appendix B.
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Primer pairs for validation of 5’ capped reads in CDS:

Gene name in

Forward junction primer Reverse GSP primer
FlyBase
FBgn0003870 GCTCGAGTCCAACCATACTTAAGGAT ACCTCGGTGAGGCCCTTGATG
FBgn0014269 TCGAGTCCAACCCGAAAAGGAT TCCTCGTCCACCTCATCGTTGA
FBgn0020443 CTCGAGTCCAACCACTTCTGTTGG TGGCTGCATCGCAGAGAACAA
FBgn0024841 GCTCGAGTCCAACAGTTCTGTATTCG TGCGCTTTTTCGCTGTGATTG
FBgn0026188 CTCGAGTCCAACCAGACACAGGA GGCTTCTCGCGGATCTTGTCC
FBgn0029629 TCGAGTCCAACCGGAGTCGAT TGCACGTAGGCGAATCCCTTG
FBgn0030341 CTCGAGTCCAACCATCAGTTCGTIT ATGTTCATCCACACCGGGCAG
FBgn0031769 GCTCGAGTCCAACCAAGTTGGC CGTATACGGTTCCCGTGTCAGTGA
FBgn0035121 CTCGAGTCCAACCGATTTTGGAA CGCGGCTTTGTACTGGTCCAC
FBgn0037301 CTCGAGTCCAACCATTCTTCGAG GCTCGCCGTCAATGGAATTGA
FBgn0037707 GCTCGAGTCCAACCAATAGGTTCAA TCGATCAGTGTCCTCTAACGAGAGC
FBgn0051729 CTCGAGTCCAACGAGCACTGG CTGGCATCGATGCTATGTAGCTCC

Primer pairs for validation of novel TSSs

Gene name in

Forward junction primer Reverse GSP primer
FlyBase
FBgn0028537 CTCGAGTCCAACATTCACATTAGCA CCGCCGAATCCAAACTGAGGT
FBgn0033113 CTCGAGTCCAACAGTCAATTCCG TGACCCTATGGGTGCGCTGAT
FBgn0033068 CTCGAGTCCAACATTCGTTACCGT GGCGTTATTITCCGACGTCTTTTGT
FBgn0033688 GCTCGAGTCCAACATTCTATAAATGG | TTTTCTGCCTTTCTTTGGCCG
FBgn0260442 CTCGAGTCCAACACTTTCGTGC GATGTCGGTTCCATATGGCGG
FBgn0004228 CTCGAGTCCAACACAGTCGCTTT CGTTGCACATGATGATAATCCTCG
FBgn0037410 CGAGTCCAACTTTTTTITTTTTTITGCT CGCCTGGGGTGATTTTGGTTA
FBgn0085320 GCTCGAGTCCAACAGTTATCCATTT GTACATTATCAGCAATTCCTTCTGTTCAA
FBgn0030136 CTCGAGTCCAACAGTTTGCTCATT AGGAACTCGACCTTCACCTGGGT
FBgn0024366 GAGTCCAACAGTACGCTGCGAA AGCGGACTCGGTTTTGTTTCGT
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