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ABSTRACT

Strong coupling of light and matter is an essential element of cavity quantum

electrodynamics (cavity-QED) and quantum optics, which may lead to novel mixed

states of light and matter and to applications such as quantum computation. In

the strong-coupling regime, where the coupling strength exceeds the dissipation, the

light-matter interaction produces a characteristic vacuum Rabi splitting. Therefore,

strong coupling can be utilized as an effective coherent interface between light and

matter (in the form of electron charge, spin or superconducting Cooper pairs) to

achieve components of quantum information technology including quantum memory,

teleportation, and quantum repeaters. Semiconductor quantum dots, nuclear spins and

paramagnetic spin systems are only some of the material systems under investigation

for strong coupling in solid-state physics. Mixed states of light and matter coupled via

electric dipole transitions often suffer from short coherence times (nanoseconds). Even

though magnetic transitions appear to be intrinsically more quantum coherent than

orbital transitions, their typical coupling strengths have been estimated to be much

smaller. Hence, they have been neglected for the purposes of quantum information

technology.

However, we predict that strong coupling is feasible between photons and a

ferromagnetic nanomagnet, due to exchange interactions that cause very large numbers

of spins to coherently lock together with a significant increase in oscillator strength

while still maintaining very long coherence times. In order to examine this new

exciting possibility, the interaction of a ferromagnetic nanomagnet with a single

photonic mode of a cavity is analyzed in a fully quantum-mechanical treatment.

Exceptionally large quantum-coherent magnet-photon coupling with coupling terms in

excess of several THz are predicted to be achievable in a spherical cavity of ∼ 1 mm

radius with a nanomagnet of ∼ 100 nm radius and ferromagnet resonance frequency

of ∼ 200 GHz. This should substantially exceed the coupling observed in solids
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between orbital transitions and light. Eigenstates of the nanomagnet-photon system

correspond to entangled states of spin orientation and photon number over 105 values

of each quantum number. Initial coherent state of definite spin and photon number

evolve dynamically to produce large coherent oscillations in the microwave power with

exceptionally long dephasing times of few seconds. In addition to dephasing, several

decoherence mechanisms including elementary excitation of magnons and crystalline

magnetic anisotropy are investigated and shown to not substantially affect coherence

upto room temperature. For small nanomagnets the crystalline magnetic anisotropy

of the magnet strongly localize the eigenstates in photon and spin number, quenching

the potential for coherent states and for a sufficiently large nanomagnet the macrospin

approximation breaks down and different domains of the nanomagnet may couple

separately to the photonic mode. Thus the optimal nanomagnet size is predicted to

be just below the threshold for failure of the macrospin approximation. Moreover,

it is shown that initially unentangled coherent states of light (cavity field) and spin

(nanomagnet spin orientation) can be phase-locked to evolve into a coherent entangled

states of the system under the influence of strong coupling.
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my wife and aşkım Christine, for being there for me with her infinite patience, love,

and caring.

iii



TABLE OF CONTENTS

LIST OF TABLES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . vi

LIST OF FIGURES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . vii

CHAPTER

1 INTRODUCTION 1

1.1 Strong Field Interactions between a Nanomagnet and a Photonic
Cavity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3

1.2 Atom-Cavity Interaction Models . . . . . . . . . . . . . . . . 5
1.2.1 Jaynes-Cummings Model . . . . . . . . . . . . . . . . 5
1.2.2 Standard Dicke Model . . . . . . . . . . . . . . . . . . 11
1.2.3 Tavis-Cummings Model . . . . . . . . . . . . . . . . . 16

1.3 Spin Wave Theory . . . . . . . . . . . . . . . . . . . . . . . . 23
1.3.1 Direct Exchange Interaction and Magnons . . . . . . . 23
1.3.2 Ferromagnetic Resonance . . . . . . . . . . . . . . . . 31

1.4 Spin Torque Nano Oscillators . . . . . . . . . . . . . . . . . . 32
1.4.1 Spin Torque from a Single Electron at an Interface . . 34
1.4.2 Spin-Flip and Spin-Wave Relaxation Time . . . . . . 36
1.4.3 Stimulated Emission of Spin Waves . . . . . . . . . . 39

2 SPIN-CAVITY HAMILTONIAN 40

2.1 Spherical Wave Expansion of the Cavity Field in the presence
of Intrinsic Magnetization . . . . . . . . . . . . . . . . . . . . 41

2.2 Second Quantization of the Cavity Field Modes . . . . . . . . 43
2.2.1 TE mode . . . . . . . . . . . . . . . . . . . . . . . . . 45
2.2.2 TM mode . . . . . . . . . . . . . . . . . . . . . . . . . 47

2.3 Interaction Hamiltonian . . . . . . . . . . . . . . . . . . . . . 48

3 SOLUTIONS OF THE SPIN-CAVITY HAMILTONIAN 53

3.1 Fock Basis Representation . . . . . . . . . . . . . . . . . . . . 53
3.2 Continuous Representation . . . . . . . . . . . . . . . . . . . 56
3.3 Coherent-State Representation . . . . . . . . . . . . . . . . . 63

3.3.1 Fock Representation of the Coherent State . . . . . . 64
3.3.2 Coordinate Representation of the Coherent State . . . 66
3.3.3 Coherent State of the Spin-Cavity Hamiltonian . . . . 67

4 DECOHERENCE MECHANISMS 73

4.1 Elementary Excitation of Magnons . . . . . . . . . . . . . . . 73
4.2 Magnetocrystalline Anisotropy . . . . . . . . . . . . . . . . . 76
4.3 Effects of the Nanomagnet Size . . . . . . . . . . . . . . . . . 79

5 PHASE-LOCKING OF LIGHT AND SPIN COHERENT STATES 87

iv



5.1 Coherent States of Light and Spin . . . . . . . . . . . . . . . 87
5.2 Phase-locked Photon-Spin System . . . . . . . . . . . . . . . 91

6 CONCLUSION 94

APPENDIX

A BASIS FUNCTIONS FOR TE AND TM MODES 96

BIBLIOGRAPHY 98

v



LIST OF TABLES

Table

4.1 Crystalline magnetic anisotropy energies ECMA for different nanomagnet
sizes (with radii r0 and consisting of N spins) are shown in comparison
with the magnet-photon coupling strength at the superradiance regime
(τ(n0)). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85

vi



LIST OF FIGURES

Figure

1.1 Energy level diagram of an n molecule gas, each molecule having 2
nondegenerate energy levels. Spontaneous radiation rates are indicated.
Em = mE. As illustrated in Ref. [1] . . . . . . . . . . . . . . . . . . . 15

1.2 Schematic of matrix representation of H. As illustrated in Ref. [2] . . 18

1.3 Submatrix for given r and c. As illustrated in Ref. [2] . . . . . . . . . 19

1.4 Selected eigenvalues A(r,c,j)
n . As illustrated in Ref. [2] . . . . . . . . . 22

2.1 Schematic of our nanomagnet-microcavity system consists of a spherical
nanomagnet of radius 100 nm placed at a distance of d from the center
of a microcavity of radius R. A uniform magnetic field, B, is applied
along the z-axis causing the precession of the total nanomagnet spin,
S, with frequency of ω. . . . . . . . . . . . . . . . . . . . . . . . . . . 41

2.2 The orientations of the electric E and magnetic field H at the nano-
magnet site are shown for transverse magnetic (TM) and transverse
electric (TE) modes of the photonic cavity. . . . . . . . . . . . . . . . 44

3.1 Lattice-like schematic of the spin-cavity Hamiltonian is shown where
successive lattice sites represent the corresponding photon numbers in
the microcavity. Note that the constant of motion of the Hamiltonian
can also be clearly seen from the addition of arrows belonging to the
nanomagnet spins along the z-axis Sz (purple) and corresponding cavity
photon numbers n (red) for each site. . . . . . . . . . . . . . . . . . . 54

3.2 The effective potential of the magnet-cavity system (for N = 109 spins)
in the WKB approximation is shown with respect to cavity photon
number n centered around the superradiance regime n0. . . . . . . . . 60

3.3 Normalized wavefunctions of the nanomagnet-cavity system consisting
of 102 spins obtained from the exact solutions (black, dotted), and from
the continuous WKB (red, solid) approximation are shown for the (a)
ground state, and (b) 1st, (c) 2nd, (d) 3rd, (e) 10th, and (f) 15th excited
states. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61

3.4 Normalized wavefunctions of the nanomagnet-cavity system consisting
of 103 spins obtained from the exact solutions (black, dotted), and from
the continuous WKB (red, solid) approximation are shown for the (a)
ground state, and (b) 1st, (c) 2nd, (d) 3rd, (e) 10th, and (f) 15th excited
states. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62

vii



3.5 Some wavefunctions of the nanomagnet-cavity system are shown as a
function of photon number, n, centered about the equilibrium point
n0 = 4ξ/3 = 6.66667 × 108 for N = 109 spins: (a) ground state with
a width of roughly 104 photons(spins), (b) 1st, (c) 2nd, and (d) 150th

excited states. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63

3.6 Matching between the Gaussian function with FWHM ' 46199 (Red)
and the ground state of the nanomagnet-cavity system centered at
n0 = 6.67× 108 (Blue,dashed) is shown with respect to photon number
x of the cavity. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68

3.7 Amplitude of the coherent state of the nanomagnet-cavity system is
shown as a function of photon number x−n0 at times t = 0, and t = 2.37
µs. The large oscillations of this coherent state about n0 = 6.667× 108

occurs between −267000 (Filled), and 267000 (Dashed) in photon
numbers with a period of T = 4.74 µs. . . . . . . . . . . . . . . . . . 70

3.8 Time evolution of the Zeeman energy of the nanomagnet (Red), and
the amplitude of the transverse magnetic cavity field for the TM mode
(Purple) are shown in the coherent representation of the spin-cavity
system. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70

3.9 Autocorrelation function between the initial coherent state |φ(0)〉
and the coherent state at any given time |φ(t)〉, defined as P (t) =
|〈φ(t)|φ(0)〉|2, is shown as a function of time t. . . . . . . . . . . . . . 72

3.10 Dephasing time of the coherent state is obtained by the Gaussian fit of
e−t

2/τ2 to the peak values of the auto-correlation function at successive
time intervals. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72

4.1 Temperature dependence of magnon numbers is shown by using density
of states approach (Blue) and exact summation (Red) over all possible
k’s for the size of the nanomagnet in consideration. Fitting of a function
in the form of αT 3/2 to the exact summation data yields to the expected
temperature behavior of magnons with α ≈ 756 K−3/2. . . . . . . . . 74

4.2 Due to the calculated number of magnons Nm excited in the spin system,
the reduction percentage of the total magnetic moment J is shown
with respect to temperature T . . . . . . . . . . . . . . . . . . . . . . 75

4.3 Spheroidal charge distribution and the relative spin directions is shown
in two different type of configurations. The energy of (a) is different
than the energy of (b) due to spin-orbit interactions. . . . . . . . . . 77

viii



4.4 Wave functions of the nanomagnet-cavity system shown as a function
of photon number, n, centered about n0, for nanomagnets of radius
r0 = 2.3, 11, 50 nm, consisting of N = 104, N = 106, and N = 108

spins respectively. First row (a)-(e)-(i) are the ground states with a
full width half maximum (FWHM) represented in photon numbers,
second row (b)-(f)-(j) are the first excited states, third row (c)-(g)-(k)
are the second excited states, and the fourth row (d)-(h)-(l) are the
150th excited states. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80

4.5 Amplitude of a coherent state for 3 different nanomagnet-photon sys-
tems consisting of (a) N = 104, (b) N = 106, and (c) N = 108 spins
are shown as a function of photon number n. The large oscillations
of these coherent states occur about (a) n0 ∼ 6666 with a period of
T = 1.5ms, (b) n0 ∼ 6.66 × 105 with a period of T = 150µs, and (c)
n0 ∼ 6.66× 107 with a period of T = 15µs, respectively. . . . . . . . . 81

4.6 Time evolution of the Zeeman energy of the nanomagnets (red, solid)
consisting of (a) N = 104, (b) N = 106, and (c) N = 108 spins are
shown in coherent state representation as well as the amplitude of
the transverse magnetic mode of the cavity field (blue, dashed) at
nanomagnet location z = d. . . . . . . . . . . . . . . . . . . . . . . . 82

4.7 Dephasing time of the coherent state for nanomagnet-photon systems
of (a) N = 104, (b) N = 106, and (c) N = 108 spins (or equivalently
photons) obtained by a Gaussian fit to the peak values of the dephas-
ing functions (insets) at successive time intervals. Each peak value
represents the amount of correlation after every full period T of oscillation. 84

5.1 Coherent states of light with respect to photon number n are shown
with different given values of α = 5.0(Red), 8.2(Green), 9.0(Blue) for a
system of 100 photons, whereas superradiance region is represented by
dashed lines. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89

5.2 Coherent states of spin with respect to Sz eigenvalues m are shown
with different given values of φ = 0.5(Red), 0.7(Green), 2.0(Blue) for
a system of S = 50 (ξ = 50, corresponding to 100 spin one-halves),
whereas superradiance region is represented by dashed lines. . . . . . 90

5.3 For N = 100 spins and photons, the initial independent photon (Red)
and spin (Blue) coherent states before the interaction is turned on are
shown for different values of α and φ (a)-(f)-(k), whereas superradiance
regime is represented by a Dashed line. For each initial configuration
(columns), products of these photon and spin coherent states (Green)
under the influence of coupling are plotted for times t = 0, 0.01, 0.1,
and 1 seconds with respect to photon number n. . . . . . . . . . . . . 92

ix



1

CHAPTER 1

INTRODUCTION

Modern cavity quantum electrodynamics (CQED) provides the most fundamental

machinery for calculating coherent properties in quantum mechanics, and has long been

a central paradigm for the study of open quantum systems. Even though experiments

on atoms in cavities can be explained by elementary models, measurements still reveal

intriguing subtleties of the influences of external couplings on coherent dynamics.

Since any open system is never more than partially coherent, quantum mechanics

at its conceptual core takes coherence for granted. However, full consideration of

realistic quantum phenomena requires a lot more than a straightforward integration

of the Scrödinger equation. Modern research on open quantum systems inspects these

differences between axiomatic theory and empirical realism as it seeks to answer some

of the most pressing open issues such as decoherence and the emergence of semiclassical

dynamics in micro- and mesoscopic physics.

The term “cavity” refers to an optical or microwave resonator, whereas “QED”

implies the interaction of some matter system (usually atomic) with the electromagnetic

field (photons) inside the cavity. Enclosure in a high-quality cavity can largely isolate a

matter-photon system from decohering interactions with its environment, causing the

system to maintain quantum coherence over dynamically important time scales. The

high degree of coherence achievable in CQED experiments makes them ideal candidates

to test the basic principles of some very important rising fields in modern technological

outlook such as quantum control and quantum computation. Since, according to

quantum mechanics, the joint entity consisting of a system and its environment must

evolve in an overall coherent fashion, coherences that originate within the system of

interest will tend to be converted into entanglements between the system and the

environment. As this process diminishes the coherence of the system alone, and is

thereby called decoherence, figuratively one can think of coherence leaking out from
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the system into the environment. Therefore, a cavity in CQED can be understood

as means of minimizing such leakage from a localized system of interacting atoms

and photons. Recent research in the literature has identified a strong coupling regime

for CQED [3], in which the atom-photon coupling (the vacuum Rabi frequency) is

much larger than both the atomic dipole decay rate and the cavity field decay rate.

The decisive accomplishment of strong coupling has been an achievement of recent

experimental work in microwave [4, 5], and optical [3] CQED with alkali atoms.

These CQED systems can then be used to implement schemes for quantum

information processing. Further advances in experimental CQED have been achieved

in the past decade. Quantum nondemolition measurements with the realization of

a universal quantum logic gate [6, 7], quantum nonlinear optics providing entry to a

quantum regime for nonlinear optics [8], atom-cavity microscopy resulting in sensitive

measurements of an individual atom’s motion [9, 10], quantum state synthesis making

the preparation of single-photon Fock states possible [11, 12], nonclassical correlations

testing the theoretical models of entanglement and dehocerence [13, 14] are only some

of the highlights of recent progress in CQED.

Moreover, strong coupling between light and electronic transitions [3–5,15,16]

permits coherent transfer of quantum information between the two systems, as well as

a host of exotic phenomena, including slow light [17,18], lasing without population

inversion [19,20], and index enhancement via quantum coherence [21,22]. One of the

most striking applications harnessing such a powerful consequence of strong coupling

via CQED is the teleportation of an unknown qubit (the unit quanta of information)

between two distant systems without physical transfer of the associated quantum-

information carrier [23]. The teleportation can be achieved via preparation of initial

maximally entangled states between a target qubit B and an auxiliary qubit C, and

successive Bell measurements on an input qubit A and C. This teleportation scheme

is successfully demonstrated in various experiments [24–28]. Because of its purely
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quantum nature, teleportation can be attained in systems that exhibit a fully quantum

behaviour such as cavity QED, i.e. coherent strong coupling between Rydberg atoms

and cavity photons [4,29–33]. In cavity QED schemes, the main idea for teleportation

is indeed to harness the coherent atom-field interaction using cavity field modes or

additional atoms as auxiliary systems.

Due to shorter coherence time of electrical dipole transitions in solids compared

to atoms, strong coupling between light and electronic transitions in solids has

been challenging; however, strong coupling in a single quantum dot-semiconductor

microcavity system [34] has been demonstrated with a coupling strength ∼ 80 µeV. The

strong coupling investigations are often focused on electric dipole (orbital) transitions

instead of magnetic (spin) transitions, whose typical oscillator are estimated [35] to

be smaller by a factor of the fine structure constant, ∼ 137. However, the recent

investigations has shown that paramagnetic spin systems in solids appear intrinsically

more quantum coherent than orbital coherent states [36,37]. Collective spin-photon

effects such as superradiance [38–40] (including molecular magnets of ∼ 10 spins [41])

in these systems are also demonstrated recently.

1.1 Strong Field Interactions between a Nano-
magnet and a Photonic Cavity

The coherent strong-field properties of ferromagnetic systems still remain to be

explored. In ferromagnets, the exchange interaction can cause a very large number of

spins to lock together into one macrospin with a corresponding increase in oscillator

strength. Therefore, for nanomagnets with ∼ 100 spins or more, the spin-photon

coupling strength may exceed that of a two-level electronic orbital transition occuring

by electric dipole coupling, while still maintaining long coherence times. In this area,

ferromagnetic nanomagnet oscillators have been demonstrated [42, 43] with Q factors

in excess of 500. Such ferromagnetic oscillations can also be coherently driven by

electrical spin currents [43–48]. Thus a single coupled nanomagnet-photonic mode



4

system provides an efficient method of strongly coupling electronic, magnetic, and

photonic degrees of freedom.

In this thesis, a new physical realization of a CQED system based on the

interaction of a many-spin (rather than atomic) system confined into a ferromagnetic

nanomagnet with a single mode of a photonic cavity is introduced and strong field

interactions between the two are examined. Since the spin system, where each spin

acting like a two-level system, can be confined into a very small nanomagnet compared

to the wavelength of the cavity mode, it can be treated like a giant macrospin with

collective spin operators. A dramatic enhancement of spin-photon coupling relative

to paramagnetic spin systems, yielding coupling much larger than found by coupling

light to orbital transitions is predicted. The Hamiltonian of the spin-cavity system

(obtained in a fully quantum treatment by using collective spin operator approach

and the second quantization of the spherical cavity modes satisfying the appropriate

boundary conditions) is given in Chapter 2. Note that only in the sense of atomic

systems, some CQED models such as Jaynes-Cummings Model (JCM) [49] for the

interaction of a single atom with a single mode of the cavity, and standard Dicke

Model [1] for N gas molecules, or Tavis-Cummings Model [2, 50] for more generalized

case of N atoms, have already been introduced in order to explain the matter-cavity

interactions. However, none of these models were able to examine the coherent

interaction of ferromagnetic systems without applying very strict approximations,

or using very specific asymptotic limits of the problem. Morever, since none of

these models have been developed for spin systems, they also lack the means of

easily obtaining some of the very important features of modern CQED such as

real-time feedback to compensate the effects of decoherence. These models will be

emphasized further in the following sections of this chapter. Furthermore, some of the

striking similarities such as superradiance phenomena and the isomorphism of the spin

subspaces between the obtained Hamiltonian and the standard Dicke Model will be



5

highlighted in Chapter 3, in addition to the introduction of the methods of obtaining

the corresponding solutions for the nanomagnet-cavity system. Possible decoherence

mechanisms, including elementary excitation of magnons and magnetocyrstalline

anisotropy, as well as the effect of nanomagnet size on the coherent properties of the

nanomagnet-photonic cavity will be taken into consideration in the Chapter 4. Finally,

in Chapter 5, the phase-locking of light and spin coherent states under strong coupling

will be examined followed by the concluding remarks of Chapter 6.

1.2 Atom-Cavity Interaction Models

1.2.1 Jaynes-Cummings Model

Jaynes-Cummings Model (JCM) is the most elementary model proposed in 1963

by E. Jaynes and F. Cummings [49] in order to examine the relationship between the

quantum theory of radiation, where the quantized electromagnetic field-expansion

coefficients satisfy the Weyl-Heisenberg commutation relations, and the semiclassical

theory, where the electromagnetic field is considered as an explicit function of time

rather than as an operator. It describes the system of a two-level atom interacting

with a quantized single mode of a cavity and is of great interest in atomic physics

and quantum optics [51, 52] both experimentally and theoretically. The revival of the

atomic population inversion after its collapse [53–55] is a direct consequence of the

quantum treatment of the field as photon number states and this is a pure quantum

effect that can be described by the JCM, but not with the semi-classical theory. It

also provides the simplest illustration of spontaneous emission, and therefore explains

the effects of various quantum statistics of the field in complicated systems such as

masers and lasers [56,57].

The interaction of a single-electron atom with a radiation fieldE can be described

by the following Hamiltonian in the dipole approximation:

H = HA − er ·E + HF , (1.1)
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where HA, and HF are the energies for the atom and the radiation field, respectively.

The position vector of the electron is given by r in the absence of the interaction, and

the field is assumed to be uniform over the whole atom in the dipole approximation.

The energy of the free field HF is given as

HF =
∑
k

h̄νk

(
a†kak +

1

2

)
, (1.2)

in terms of the creation and annihilation operators. HA and and er can be expressed

in terms of the atom transition operators

σij = |i〉〈j|, (1.3)

where |i〉 represents a complete set of atomic energy eigenstates, satisfying the com-

pleteness relation,
∑
i |i〉〈i| = 1. Therefore, the energy for the atom is given by

HA =
∑
i

Ei|i〉〈j| =
∑
i

Eiσii, (1.4)

in terms of the atom transition operators. Similarly, er can be expressed in terms of

the electric dipole transition matrix element, %ij = e〈i|r|j〉, as

er =
∑
i,j

e|i〉〈i|r|j〉〈j| =
∑
i,j

%ijσij. (1.5)

The electric field operator, evaluated at the position of the atom in dipole approxima-

tion, can be written as:

E =
∑
k

êkεk(ak + a†k), (1.6)

where εk = (h̄νk/2ε0V )1/2 considered in a linear polarization basis.

Finally, substituting for HF , HA, er, and E from Eqs. (1.2), (1.4), (1.5), and

(1.6) into Eq. (1.1), and omitting the zero-point energy from the first term results

with the following Hamiltonian:

H =
∑
k

h̄νka
†
kak +

∑
i

Eiσii +
∑
i,j

∑
k

gijk σij
(
ak + a†k

)
(1.7)

where

gijk = −%ij · êkεk
h̄

. (1.8)

By defining %eg = %ge, and g = gegk = ggek for the case of a two-level atom and a
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single mode of the field, one can proceed with the Hamiltonian

H = h̄νa†a+ (Eeσee + Egσgg) + h̄g(σeg + σge)(a+ a†). (1.9)

Note that by using the relations Ee − Eg = h̄ω and σee + σgg = 1, the second term

can be rewritten as

Eeσee + Egσgg =
1

2
h̄ω (σee − σgg) +

1

2
(Ee + Eb) , (1.10)

where the constant energy term (Ee + Eg) /2 can be ignored. Furthermore, using the

following notations:

σz = σee − σgg = |e〉〈e| − |g〉〈g|, (1.11)

σ+ = σeg = |e〉〈g|, (1.12)

σ− = σge = |g〉〈e|, (1.13)

in Eq. (1.9), will yield to the final Hamiltonian,

H = H0 + HI , (1.14)

describing the interaction of a single mode quantized field of frequency ν with a single

two-level atom, where

H0 = h̄νa†a+
1

2
h̄ωσz, (1.15)

HI = h̄g
(
σ+a+ σ−a

†
)
. (1.16)

Note that the interaction energy in Eq. (1.9) actually consists of four terms. The

term σ−a
† corresponds to the process in which the atom is taken from the excited

state into the ground state and a photon is created, whereas the term σ+a describes

the opposite process. The energy is conserved in both processes. However, the term

σ−a corresponds to the process in which the atom makes a transition from the excited

to the ground state and a photon is annihilated, resulting in the loss of roughly 2h̄ω

in energy. Similarly, the term σ+a
† results with a gain of 2h̄ω in energy. Therefore,

these energy nonconserving terms have been dropped in Eq. (1.16) by using the
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rotating-wave approximation [58].

The Hamiltonian in the interaction picture, can be obtained as

V = eiH0t/h̄HIe
−iH0t/h̄

= h̄g
(
σ+ae

i∆t + σ−a
†e−i∆t

)
, (1.17)

where ∆ = ω − ν. Therefore, the equation of motion for |ψ〉, given by

ih̄
∂|ψ〉
∂t

= V |ψ〉, (1.18)

can be easily solved with the substitution of

|ψ(t)〉 =
∑
n

[ce,n(t)|e, n〉+ cg,n(t)|g, n〉] , (1.19)

and the projection of the resulting equations onto 〈e, n|, and 〈g, n+ 1|, while keeping

in mind that the interaction energy in Eq. (1.17) can only cause transitions between

the states |e, n〉, and |g, n+ 1〉. Therefore, the following coupled differential equations

ċe,n = −ig
√
n+ 1ei∆tcg,n+1, (1.20)

ċg,n+1 = −ig
√
n+ 1e−i∆tce,n, (1.21)

can be solved exactly as:

ce,n(t) =
{
ce,n(0)

[
cos

(
Ωnt

2

)
− i∆

Ωn

sin
(

Ωnt

2

)]

−2ig
√
n+ 1

Ωn

cg,n+1(0) sin
(

Ωnt

2

)}
ei∆t/2, (1.22)

cg,n+1(t) =
{
cg,n+1(0)

[
cos

(
Ωnt

2

)
+
i∆

Ωn

sin
(

Ωnt

2

)]

−2ig
√
n+ 1

Ωn

ce,n(0) sin
(

Ωnt

2

)}
e−i∆t/2, (1.23)

where the Rabi frequency is defined as

Ω2
n = ∆2 + 4g2(n+ 1). (1.24)

Assuming the atom is initially in the excited state |e〉 then ce,n(0) = cn(0), and

cg,n+1 = 0. Here, cn(0) is the probability amplitude for the field alone. Therefore, the
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complete solution of the problem is reached as

ce,n(t) = cn(0)
[
cos

(
Ωnt

2

)
− i∆

Ωn

sin
(

Ωnt

2

)]
ei∆t/2, (1.25)

cg,n+1(t) = −cn(0)
2ig
√
n+ 1

Ωn

sin
(

Ωnt

2

)
e−i∆t/2. (1.26)

All the physically important quantities related to the atom and the quantized field

can be easily obtained from Eqs. (1.25), and (1.26).

For instance, the probability p(n) that there are n photons in the field at time t

is obtained by taking the trace over the atomic states, i.e.,

p(n) = |ce,n(t)|2 + |cg,n(t)|2

= ρn,n(0)

[
cos2

(
Ωnt

2

)
+
(

∆

Ωn

)2

sin2
(

Ωnt

2

)]

+ρn−1,n−1(0)

(
4g2n

Ω2
n−1

)
sin2

(
Ωn−1t

2

)
, (1.27)

where ρnn(0) = |cn(0)|2 is the probability that there are n photons present in the

field at time t = 0. An initial coherent state can be defined by the following Poisson

distribution:

ρnn(0) =
〈n〉ne−〈n〉

n!
. (1.28)

Another physically important quantity is the population inversion W (t) obtained

as:

W (t) =
∑
n

[
|ce,n|2 − |cg,n|2

]
(1.29)

=
∞∑
n=0

ρnn(0)

[
∆2

Ω2
n

+
4g2(n+ 1)

Ω2
n

cos(Ωnt)

]
. (1.30)

by substituting for the probability amplitudes ce,n(t) and cg,n(t) from Eqs. (1.25) and

(1.26), respectively. It is important to note that even for initial vacuum field, defined

by ρnn(0) = δn0, it can be clearly seen from

W (t) =
1

∆2 + 4g2

{
∆2 + 4g2 cos

(√
∆2 + 4g2t

)}
(1.31)

that Rabi oscillations still take place. This is drastically different from the predictions

of the semiclassical theory, since in semiclassical theory the atom in the excited state
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can not make a transition to the lower state in the absence of a driving field. However,

in the quantum picture, the transition from the upper state to the lower state in the

vacuum becomes possible due to spontaneous emission. The envelope of the sinusoidal

Rabi oscillations collapses to zero and we encounter a revival of the collapsed inversion

as time increases. As this behavior of collapse and revival of inversion takes place

repeatedly with a decreasing amplitude of Rabi oscillations, the time duration in

which revival takes place increases and ultimately overlaps with the earlier revival.

The phenomena of collapse and revival can be physically described by Eq. (1.30).

Each term in the summation corresponds to the Rabi oscillations for a definite value

of n, whereas the photon distribution function ρnn(0) stands for the relative weight for

each value of n. Since initially, t = 0, the atom is prepared in a definite initial state,

all the terms in the summation are correlated. However, since the Rabi oscillations

associated with different excitations have different frequencies, as time passes they

become uncorrelated leading to a collapse of inversion. As time is further increased,

the correlation gets restored leading to a revival of inversion. An infinite sequence of

revivals occur with the repetition of this behavior. These revivals occur only because

of the discreteness of the photon distribution, and therefore, it is a pure quantum

phenomenon. As known from semiclassical theory, a continuous photon distribution

related to a classical random field, would give a collapse, but no revivals.

The time period τR of the Rabi oscillations is given by the inverse of the Rabi

frequency Ωn at n = 〈n〉, i.e.,

τR ∼
1

Ω〈n〉
=

1

(∆2 + 4g2〈n〉)1/2
, (1.32)

in the limit of 〈n〉 � 1.
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1.2.2 Standard Dicke Model

Dicke Model is one of the most interesting models, which is of particular impor-

tance for nuclear magnetic resonance experiments [59,60], some microwave spectro-

scopic applications [61–63], Raman scattering [64–71], and study of quantum phase

transitions [72–74], proposed in 1954 by R. H. Dicke to describe the interaction of N

two-level atomic systems with a single mode of a field. By considering a radiating gas

as a single quantum-mechanical system, it examines the energy levels corresponding

to certain correlations between individual gas molecules. Spontaneous emission of

radiation in a transition between two such levels results with coherent radiation for

a gas of small dimension compared with a wavelength. It also includes the effect of

photon recoil momentum on coherence for a gas of large extent. Morever, the effect of

a radiation pulse in super-radiant states can be obtained with Dicke Model.

Before the Dicke Model was proposed, the usual treatment of spontaneous

radiation by a gas was considered as though the separate molecules radiate indepen-

dently of each other. Intuitively, one might argue that the probability of a given

molecule emitting a photon should be independent of the states of other molecules

since molecules are seperated by large distances and subsequently interacting in a weak

regime. However, this earlier simplified model ignores the fact that all the molecules

are coupled by interacting with a common radiation field and hence can not be treated

as independent.

In the following derivations, the gas as a whole is considered as a single quantum-

mechanical system to find the energy eigenstates corresponding to the correlated

motions in the system. The spontaneous emission of coherent radiation accompany

transitions between such levels.

The gas is assumed to be confined into a small volume compared with the

radiation wavelength. Degeneracy and collision broadening are neglected in order to

reduce the scope of the problem to its bare essentials. It is also assumed that the
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gas has a very low density and therefore there is not enough overlapping of the wave

functions of separate molecules to require the wave function symmetrization. The

Hamiltonian for an N molecule gas system in the absence of the radiation field is

given by

H = H0 + E
n∑
j=1

Rjz, (1.33)

where molecular excitation is defined as E = h̄ω. H0 represents the translational and

intermolecular interaction energies of the gas in the center-of-mass coordinate system,

whereas the internal energy of the jth molecule is given by ERjz with an eigenvalue

of ±1
2
E. Since H0 and all the Rjz commute with each other, energy eigenfunctions

are chosen to be the simultaneous eigenfunctions of H0,R1z,R2z,. . . ,RNz given as

ψgm = Ug (r1 · · · rN ) [+1 +2 −3 +4 · · ·+N ] (1.34)

where rj , and ±j represent the center-of-mass coordinates of the N molecules, and

the two levels of the internal energy states of the various molecules, respectively. If

the number of molecules for the energy states + and − are given by N+ and N−,

respectively, then m is defined as

m =
1

2
(N+ −N−) ,

N = N+ +N−. (1.35)

Therefore, the total energy of the system is given by

Egm = Eg +mE (1.36)

where the energy of motion and mutual interaction of the molecules is denoted by Eg

which satisfies H0Ug = EgUg. The degeneracy only due to the interchange of internal

coordinates of the energy Egm is

N !(
1
2
N +m

)
!
(

1
2
N −m

)
!
. (1.37)

Moreover, the degeneracy of the total wave function depends upon whether or not

the molecules are distinguishable or not. However, the molecules have no overlapping
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wavefunctions, because the gas is assumed to have a very low density. Therefore, the

distinguishability of the molecules has no further effect.

Except for the factor 1
2
, Rjz is analogous to the Pauli spin operator σz, and

therefore the other two orthogonal operators analogous to σx and σy can be introduced

satisfying the following relations:

Rjx [. . .±j . . .] =
1

2
[. . .∓j . . .] ,

Rjy [. . .±j . . .] = ±1

2
i [. . .∓j . . .] . (1.38)

Assuming the interaction of each molecule with the electromagnetic field is

electric dipole, the interaction energy of the jth molecule with the field can be written

as

−A (rj) ·
N−1∑
k=1

ek
mkc

Pk. (1.39)

where ek and mk are the charge and the mass of the kth molecule. Since Pk is the

corresponding momentum of the molecule in the center-of-mass coordinate system

and it is an odd operator, it has only off-diagonal terms in a representation of the

internal energy basis. Therefore, the interaction Hamiltonian can be written as

HI = −
∑
j

A (rj) · (e1Rjx + e2Rjy) (1.40)

in terms of the operators introduced in Eq. (1.38), where e1 and e2 are vectors which

are the same for all molecules. Summation over the molecules can be carried out easily

as

HI = −A(0) · (e1Rjx + e2Rjy) (1.41)

by omitting the dependence of the vector potential on the center of mass of the

molecules with the assumption that the dimensions of the container confining the gas

are small compared with the field wavelength. Since the interaction Hamiltonian in

Eq. (1.41) does not contain the center-of-mass coordinates, the selection rule for the

molecular motion quantum number g is obtained as ∆g = 0. Therefore, there is also

no effect of Doppler broadening on the transition frequency. Moreover, the selection
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rule for m is given by ∆m = ±1. Because of the very close analogy between this

formalism and that of a system of spin-1
2

particles, known results can be taken over

from the angular momentum and spin formalism.

Since H and R2 commute, stationary states can be chosen to be simultaneous

eigenkets of both operators. The operator R2 has eigenvalues r(r + 1) where r (the

so-called “cooperation number”) satisfies the following relation:

|m| ≤ r ≤ 1

2
n. (1.42)

The new eigenstates ψgmr in terms of cooperation number r can be denoted by

H ψgmr = (Eg +mE)ψgmr, (1.43)

R2ψgmr = r(r + 1)ψgmr. (1.44)

The degeneracy of the stationary states is not completely removed by introducing R2

and still have a degeneracy of

N !(2r + 1)(
1
2
N + r + 1

)
!
(

1
2
N − r

)
!
. (1.45)

The nondegenerate state given by ψg, 1
2
N, 1

2
N = Ug [+ + . . .+] has the largest value of

m and r as r = m = 1
2
N . All the states with the same value of r = 1

2
N , but with

different values of m, are also nondegenerate and can be generated as

ψgmr =

 Rx − iRy√
R2 −R2

z −Rz

r−m ψgrr. (1.46)

Note that Rx − iRy act like an angular momentum ladder operator, and reduces

the value of m by unity. With the same approach, the states with r = 1
2
N − 1

can be generated with (N − 1)-fold degeneracy, the states with r = 1
2
N − 2 with

1
2
N(N − 3)-fold degeneracy, and so on. This procedure can be repeated until all states

for all possible values of r are generated.

By using the elements of the interaction Hamiltonian

〈g, r,m|e1R1 + e2R2|g, r,m∓ 1〉 =
1

2
(e1 ± ie2) [(r ±m)(r ∓m+ 1)]

1
2 , (1.47)
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Figure 1.1: Energy level diagram of an n molecule gas, each molecule having 2
nondegenerate energy levels. Spontaneous radiation rates are indicated. Em = mE.
As illustrated in Ref. [1]

the spontaneous radiation probabilities can be written as

I = I0(r +m)(r −m+ 1), (1.48)

where the radiation rate of a gas consists of only one molecule in its excited state is

I0 = ω2

3c
(e2

1 + e2
2), by setting r = m = 1

2
. If all the molecules are excited m = r = 1

2
N ,

the radiation rate is I = NI0. However, coherent radiation will be emitted for large r,

but small |m| values. The largest rate corresponds to

r = 1
2
N, m = 0; I = 1

2
N
(

1
2
N + 1

)
I0, (1.49)

for even number of molecules N . Therefore, this highly coherent strong radiation

state is called “superradiant” states [38–40]. Although the superradiant states have

abnormally large spontaneous radiation rates proportional with N2, the stimulated

emission rate given by

(r +m)(r −m+ 1)− (r +m+ 1)(r −m) = 2m. (1.50)

is normal. The energy level diagram demonstrated by Dicke [1] including the relative

magnitudes of the various radiation probabilities is shown in Fig. 1.1.
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1.2.3 Tavis-Cummings Model

Almost fifteen years later after Dicke pointed out the importance of treating

radiating gas molecules as a single quantum system, in which the molecules are

interacting with a common field, and should not be treated as independent, M. Tavis

and F. W. Cummings [2] showed some of the exact solutions for a problem of N

identical two-level molecules interacting through a dipole coupling with a single-mode

quantized radiation field at resonance. They developed approximate expressions for

the eigenvectors and eigenvalues for the ground and low-lying excited states, as well as

the most highly excited states [50]. These expressions were also compared with exact

results. Dicke’s results were obtained in first-order perturbation theory, and along

the lines many subsequent authors [75–77] have considered other approximations to

the N -molecule radiation field problem. However, exact solutions to model problems

have historically provided much insight into realistic physical systems, as well as

affording a standard of comparison for approximation techniques. Moreover, these

exact solutions obtained can be used as a basis set in which the state of a more

realistic model may be expanded. For instance, Scully and Lamb [78] described a

system of N molecules by a 2 × 2 matrix, instead of by one of dimension 2N , and

Yu and Eberly [79] showed the entanglement between the two particles coupled with

two independent environments became completely vanishing in a finite time along

the course of the dynamics of entanglement in bipartite systems. This surprising

phenomenon, contrary to intuition based on experience about qubit decoherence,

intrigues great interests [80–84]. Therefore the states obtained in Tavis-Cummings

model provides a convenient basis for an N -molecule analysis along the similar lines.

In their formulation of the problem, the Hamiltonian which describes the in-

teraction of N -identical two-level systems with a single-mode radiation field is given

as:

H = R3 + a†a− κ∗aR+ − κa†R−, (1.51)
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= H0 − κ∗aR+ − κa†R−. (1.52)

The N identical two-level systems are assumed to have nonoverlapping space functions

and the energy separation of each two-level system (TLS) is equal to the mode

frequency of the electromagnetic field. Complex coupling constant divided by the

mode frequency is given by κ = |κ|e−iφ1 . The TLS are coupled to the single-mode

radiation field in the dipole approximation and all TLS are assumed to be located

at fixed mode positions or to be confined to a container whose dimensions are small

compared to the radiation wavelength. The terms which do not conserve energy in

the first order perturbation are ignored, since their contribution is very small except

for very high intensity fields.

States of the noninteracting system are defined as

H0|n〉|r,m〉 = (m+ n)|n〉|r,m〉, (1.53)

R0|r,m〉 =
N∑
j=1

Rj3|r,m〉 = m|r,m〉, (1.54)

R±|r,m〉 =
N∑
j=1

Rj±|r,m〉,

= eiφ2 [r(r + 1)−m(m± 1)]1/2 |r,m± 1〉 (1.55)

a|n〉 = eiφ3
√
n|n− 1〉. (1.56)

Similar to the angular momentum formalism, the eigenstates of H0 have been chosen

to be simultaneous eigenstates of R2 = R2
3 + (R+R− + R−R+)/2. The cooperation

number r, first defined in Dicke Model, satisfies

R2|r,m〉 = r(r + 1)|r,m〉, (1.57)

with the condition of |m| ≤ r ≤ N/2, where r and m are either integers or half-integers.

The operators defined in Eqs. (1.54-1.56) also satisfy the commutation relations

[R3, R±] = ±R±, (1.58)

[R+, R−] = 2R3, (1.59)
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[
a, a†

]
= 1. (1.60)

Since both operators R2 and H0 commute with the total Hamiltonian H, the

eigenstates of H may be chosen to be simultaneous eigenstates of these two operators,

and they can be labeled by the cooperation number r and c the eigenvalue of H0. For

any given r and c, 2r + 1 energy eigenvalues will be symmetrically displaced about

this constant c, where −r ≤ c <∞.

2N

2N

(N -1)2

r =    N
2

r =    N
2 -1

r =    N
2 -1

r =    N
2 -1

r =    N
2 -2

N+1 states

N-2

N-3
N(N-3)2

2 r =    N
2 -2

8

Figure 1.2: Schematic of matrix representation of H. As illustrated in Ref. [2]

The elements 〈n|〈r,m|H|r′,m′〉|n〉 are displayed as a matrix in Fig. 1.2, where

there is a grouping into an infinite number of blocks of dimension 2N along the main

diagonal. Each 2N dimensional block in turn breaks up into smaller blocks along the

main diagonal, in which their number and dimension are determined according to the

irreducible representations of the group SU(2). Note that only the shaded blocks have
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nonzero elements. There are N !(2r + 1)/ [(N/2 + r + 1)!(N/2− r)!] identical blocks

for each value of r and each smaller block is of dimension 2r + 1. The values of r

range from N/2 for the largest single shaded block at the top left-hand corner of the

schematic, down to either r = 0, or r = 1/2 depending on whether N is even or odd.

Also, for a given of r, an integer change in c corresponds to a change to an adjacent

block of dimension 2N . Moreover, the elements of one of the shaded blocks of Fig. 1.2

is also shown for a particular value of r in Fig. 1.3 taken from their paper. The related

block has nonzero elements only along the tridiagonal. Assuming the eigenstates of H

r , r r , r-1 r , r-2 

r , r

r , r-1

r , -r

r , -r

r , -r+1

r , -r+1

C

C

C

C

C

Ar-1

A*
r-1 Ar-2

A*
r-2

A-r

A*
-r

Am= eiφ{[c-m][r(r+1)−m(m+1)]}1/2

Figure 1.3: Submatrix for given r and c. As illustrated in Ref. [2]

are given as |r, c, j〉,

H|r, c, j〉 = λr,c,j|r, c, j〉, (1.61)

where if c ≥ r, then j takes on 2r + 1 values, i.e. 0, 1, 2, . . . , 2r; on the otherhand

if c < r, then it takes on c + r + 1 values, i.e. 0, 1, . . . c + r. Since |r, c, j〉 are also
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eigenstates of H0 and R2, and that m = c− n varies between r and −r,

|r, c, j〉 =
c+r∑

n=c−r
A(r,c,j)
n |n〉|r, c, j〉, (1.62)

whereas expressing the total Hamiltonian in terms of R± and H0, given in Eq. (1.52),

and using the necessary commutation relations yields to the following difference

equation

−|κ|eiφn1/2Cr,c−nA
(r,c,j)
n−1 + (c− λr,c,j)− |κ|e−iφ (n+ 1)1/2Cr,c−n−1A

(r,c,j)
n+1 = 0, (1.63)

where

φ ≡ φ1 + φ2 + φ3, (1.64)

and

Cr,c−n ≡ [r(r + 1)− (c− n)(c− n+ 1)]1/2 . (1.65)

The A(r,c,j)
n satisfy the end conditions

A
(r,c,j)
r+c+1 = A

(r,c,j)
c−r−1 = 0 c ≥ r, (1.66)

and

A
(r,c,j)
r+c+1 = A

(r,c,j)
−1 = 0 c < r. (1.67)

It is very useful to define Bn’s so that

An =
(qeiφ)nBn√

n!Cc−1Cc−2 . . . Cc−n
c < r, (1.68)

and

An =
(qeiφ)nBn√

n!Cr−1Cr−2 . . . Cr−n
c ≥ r, (1.69)

where

q = (c− λ) /2|κ|, (1.70)

and the superscripts (c, r, j) have been dropped for simplicity purposes. The effective

eigenvalues are given by q in Eq. (1.70), where its maximum value for a given r and c

corresponding to the ground state of the system. Bn satisfies the difference equation

q2Bn+1 − 2q2Bn + nC2
c−nBn−1 = 0. (1.71)
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The non-normalized exact solution of Eq. (1.71) are

Bn = 2n
∑n/2
l=0(2q)−2lS(n−1)

l (−1)l, c ≤ r

Bn = 2nqr−c
∑n/2
l=0(2q)−2lS(n−1)

l (−1)l, c > r
(1.72)

where the S(n−1)
l are the sums of all products of Cm’s where Cm ≡ mC2

c−m, l at a time,

Cn−1 being the maximum and no nearest neighbors are included in the products. Here

are some examples

S(6)
3 = C1C3C5 + C1C3C6 + C1C4C6 + C2C4C6, (1.73)

S(5)
3 = C1C3C5, (1.74)

S(4)
2 = C1C3 + C1C4 + C2C4, (1.75)

also S(n)
0 ≡ 1 and S(n)

l = 0 if l > 1
2
(n + 1), e.g. S(4)

3 . By induction, it can be easily

seen that S(n)
l obey the following recursion relation:

S(n)
l = S(n−1)

l + CnS(n−2)
l−1 . (1.76)

The exact eigenvalues, or equivalently the eigenvalues q’s are determined from the

conditions

Br+c+1 = Bc−r−1 = 0 c ≥ r

Br+c+1 = B−1 = 0 c < r.
(1.77)

These are the polynomials in 2q of degree 2r + 1 if c ≥ r and of degree r + c + 1 if

c < r. Note that if r is an integer, they will have a degree 2r if c ≥ r, and r + c if

c < r. Whenever r is an integer, the solution corresponding to q = 0 can be found

directly from the equation for An and given by

An = (−1)n/2S(n−1)
n/2 /

√
n!Cc−1Cc−2 . . . Cc−n, n even, 0 ≤ n ≤ c+ r

An = 0, n odd, 0 ≤ n ≤ c+ r

(1.78)
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and

An = (−1)(r+n−c)/2S(n−1)
(r+n−c)/2/

√
n!Cr−1Cr−2 . . . Cc−n, n− (c− r) even,

c− r ≤ n ≤ c+ r

An = 0, n− (c− r) odd,

c− r ≤ n ≤ c+ r.

(1.79)

Figure 1.4: Selected eigenvalues A(r,c,j)
n . As illustrated in Ref. [2]

The calculated values of A(r,c,j)
n are shown in Fig. 1.4 as a function of n for

several values of r,c, and j. The value j = 0 corresponds to the ground state, j = 1

to the first excited state, and j = 2r to the most highly excited state. The value

q0 corresponds to the ground state and is the largest value of q. The q values are
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displaced symmetrically about zero, such that q2r = −q0, q2r−1 = −q1, and so on. For

integer values of r, the states A(j)
n for j = 2r, 2r − 1, . . . , r + 1 can be found from the

states A(j)
n for j = 0, 1, . . . , r − 1 by replacing q by −q, or equivalently φ by φ+ π, in

Eq. (1.68), and Eq. (1.69). Note that the phase φ is assumed to be zero in Fig. 1.4.

1.3 Spin Wave Theory

1.3.1 Direct Exchange Interaction and Magnons

In the previous section, some of the most fundamental models of QED explaining

the interaction of light and atomic two-level systems are outlined. In this section,

the exchange interaction of spins and the spin waves in ferromagnets (magnons) are

examined to achieve a basis for the validity of the macrospin approach used in Section

2.3 and consequently for the comparison of these QED models with the spin-light

interaction.

For the sake of simplicity, the development of the spin-spin interaction will be

examined for an electron gas embedded in a rigid lattice of positively charged ions

starting with the Hartree-Fock approximation [85,86]. The difficulty with this problem

lies in the electron-electron interaction terms. In the absence of this interaction, the

many-body problem would decouple into one-body problems which simply describe

the motion of an electron in a given potential. This very advantageous one-electron

approximation can be achieved by the Hartree-Fock approximation while including

at least parts of the electron-electron interaction. One can start with the following

Hamiltonian:

H = −
∑
i

h̄2

2m
∇2
i +

∑
i

V (ri) +
1

8πε0

∑
i,j

e2

|ri − rj|
=
∑
i

Hi +
∑
i,j

Hi,j, (1.80)

where the electron-ion interaction Hel−ion as
∑
i V (ri) with V (ri) =

∑
i V (ri −R0

i ).

There are N ! possible ways of distributing N electrons at the N positions r1r2 · · · rN .

Each possibility is equally likely, because of the indistinguishability of the electrons.

Wave functions ϕj(qi) are chosen for the jth electron with coordinates qi, including
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spatial coordinates ri and spin. Therefore, the wavefunction of the electron system

can be written with a normalized Slater determinant

Φ = (N !)−1/2

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

ϕ1(q1) . . . ϕN(q1)

...
...

...
...

ϕ1(qN) . . . ϕN(qN)

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
, (1.81)

in order to satisfy the Pauli principle. If two electrons are interchanged, two columns

of the determinant are interchanged and Φ changes sign. Also if two electrons have

the same coordinates, two columns are identical and Φ vanishes. Therefore, by using

the wavefunction defined in Eq. (1.81), the expectation value of the energy given as

〈ΦEΦ〉 can be calculated as

E =
∑
i

∫
ϕ∗i (q1)Hiϕi(q1)dτ1 +

e2

8πε0

∑
i,j

∫ |ϕi(q1)|2 |ϕj(q2)|2

|r1 − r2|
dτ1dτ2

− e2

8πε0

∑
i,j

∫ ϕ∗i (q1)ϕi(q2)ϕ∗j(q2)ϕj(q1)

|r1 − r2|
dτ1dτ2, (1.82)

where the integration includes a summation over the spins.

The Hartree-Fock electron has a mean kinetic energy proportional to k2
F and

a mean exchange energy proportional to −kF , assuming the exchange integral itself

is positive. Therefore, the energy of spin-compensated ground state is given by

N(ak2
F − bkF ). If all the spins are parallel, the electron occupy states in a sphere of

double the volume in k-space. The energy of such a ferromagnetic state becomes

N(a22/3k2
F − b21/3kF ), where the energy lies below the energy of the spin-compensated

state if kF is less than 0.44b/a. In conclusion, the ferromagnetic state is always favored

in an electron gas of low density, because of small Fermi sphere radius. The energy of

the ground state is given by Eq. (1.82), where all the electron wavefunctions have the

same spin. Therefore, as a direct consequence of spin functions orthogonality, all spin

functions can be dropped out of Eq. (1.82), and the coordinates qi can be replaced by

spatial coordinates of electrons ri. An excited state of the system can be obtained by
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reversing the spin of one electron. The energy of this excited state is obtained from

Eq. (1.82) by associating with N − 1 electrons the spin function α(j) and with the

ith electron the spin function β(i). Note that the spin functions are considered in the

spinor form: ∣∣∣∣∣∣∣∣
α

β

〉
, (1.83)

which Pauli matrices operate on. Because of the orthogonality of spin functions, all

the exchange integrals connecting this one electron with all other electrons in the

system will disappear. The difference in energy between the excited and ground states

is

Ei − E0 =
e2

8πε0

∑
j 6=i

∫ ϕ∗j(q1)ϕj(q2)ϕ∗i (q2)ϕi(q1)

|r1 − r2|
dτ1dτ2 ≡

1

2

∑
j 6=i

Jij. (1.84)

The excited state |i〉 is degenerate with all states |n〉 in which another electron

likewise has opposite spin. The solution of the Schrödinger equation for an excited

state with this energy can be constructed as a linear combination of all |n〉, i.e.

Φ =
∑
n an|n〉. This representation is analogous to that of lattice vibrations where

kinetic energy fed into one lattice ion spreads itself by Coulomb interaction over

all ions. As in the case of phonons, the excitation can be described by wavelike

states, an ∼ exp ik · r, which results with the distribution of the energy needed to

reverse a spin throughout the entire spin system in the form of so-called spin waves.

Quantization of these spin waves leads to new collective excitations, called magnons.

However, instead of using the Hartree-Fock equations of the free electron gas

for this new type of elementary excitation, a more general approach needs to be

followed. The spins whose correlation in ferromagnetism leads to a spontaneous

magnetic moment are mostly localized on the lattice ions [87]. Moreover, several

electrons contribute to the total ion spin. Then the ferromagnetic state is the result

of exchange interaction between the total spins of the different ions.

The exchange Hamiltonian can be written in the form of an operator introduced
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by Heisenberg,

H = −
∑
i,j

JijSi · Sj, (1.85)

where Jij is an exchange integral, and the Si are the vector spin operators of the ith

lattice ion. Note that the sum is over all pairs of lattice ions.

For the case s = 1/2 the spin operators in Eq. (1.85) are given by the Pauli

matrices

Sx = 1
2

 0 1

1 0

 , Sy = 1
2

 0 −i

i 0

 , Sz = 1
2

 1 0

0 −1

 , (1.86)

while satisfying the commutation relations given as [Sk, Sl] = iεklmSm, where k, l,m =

x, y, z.

For the spin functions α, β, defined in the spinor form in Eq. (1.83), operations

of Pauli matrices are obtained as:

Szα = 1
2
α, Szβ = −1

2
β, S2α = 3

4
α, S2β = 3

4
β, (1.87)

where α thus describes the state with sz = +1/2, β the state with sz = −1/2, and the

eigenvalue of the operator S2 is s(s+ 1) = 3/4. Moreover, the corresponding raising

and lowering operators defined as S+ = Sx + iSy and S− = Sx− iSy,respectively, have

the following relations:

S+α = 0, S+β = α, S−α = β, S−β = 0. (1.88)

for the case of s = 1/2.

For a total spin s = n/2, the spin matrices Sk are n+ 1 dimensional and there

are n+ 1 spin functions. The eigenvalues of Sz are −s,−s+ 1, . . . , s− 1, s, and of S2

are s(s+ 1).

The expectation value of the exchange energy given in Eq. (1.85) can be obtained

as

E↑↑ = −Jij〈αiαj|Si · Sj|αiαj〉 = −1

4
Jij,

E↑↓ = −Jij〈αiβj|Si · Sj|αiβj〉 = +
1

4
Jij. (1.89)
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by using the spin operators defined in Eq. (1.86) for s = 1/2 and the orthonormalization

of the spin functions α and β. The difference between these two possibilities is therefore

Jij/2, and the difference between a state in which all spins are aligned parallel and

one in which the ith spin is reversed is
∑
j 6=i Jij/2. This agrees with the findings

of Eq. (1.84). As a result, the exchange interaction is formally reproduced by the

operator in Eq. (1.85) as if it were explicitly a spin-spin interaction.

In Eq. (1.85), only the terms formed by an Rj = Ri +Rδ will be considered,

where the vector to the nearest neighbor of the ith ion is given by Rδ, because the

exchange interaction between nearest neighbors is dominant. If it is also further

assumed that Ji,i+δ = J for all δ, the effective interaction Hamiltonian becomes

H = −J
∑
i,δ

Si · Si+δ. (1.90)

It is clear that the ground state of the electron system corresponds to a con-

figuration in which the ion spins are so aligned that their z-components have the

maximum values s. The wave function for the ground state can be described as a

product of spin functions |s〉n which represent the spin of the nth ion in state s, i.e.

Φ0 =
∏
n |s〉n. In terms of spin raising and lowering operators, the Hamiltonian in

Eq. (1.90) yields

H = −J
∑
ij

[
SizSjz +

1

2
(Si+Sj− + Si−Sj+)

]
, where (j = i+ δ). (1.91)

By using this Hamiltonian, the ground state energy can be obtained as

E0 = −s2J
∑
i,i+δ

1 = −Js2νN, (1.92)

where the application of spin raising operator to a spin function with maximum spin

led to zero and ν is again the number of nearest neighbors of the ion.

Application of the state Φm = Sm−
∏
n |s〉n, in which the mth spin is reduced by

one, to the Hamiltonian given in Eq. (1.91) yields

HΦm = −J
∑
ij

[
SizSjzSm− +

1

2
(Si+Sj−Sm− + Si−Sj+Sm−)

]
Φ0. (1.93)
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Using the commutation relations, [S+, S−] = 2Sz and [S∓, Sz] = ±S∓, the above

relation can be further simplified to

HΦm = E0Φm + 2Js
∑
δ

(Φm − Φm+δ) . (1.94)

From above it is clear that Φm is not an eigenstate of the Hamiltonian, and therefore

an eigenstate can be rather expanded in terms of all the degenerate states defined as

Φm = Sm−Φ0, i.e. Φ =
∑
m amΦm. In the view of the translational invariance of the

lattice, the am have the form exp (ik ·Rm). It then follows that

HΦ =
∑
m

exp (ik ·Rm)HΦm = [E0 + 2Jνs (1− γk)] Φ, (1.95)

where

γk =
1

ν

∑
δ

exp (ik ·Rδ) . (1.96)

Therefore, the energy of the excited state is

Ek = E0 + 2Jνs (1− γk) , (1.97)

where the wavevector k is limited to the N values inside a Brillouin zone in k-space.

For small k, this energy of the excited state becomes

Ek = E0 + Js
∑
δ

(k ·Rδ)
2 . (1.98)

The Eq. (1.97) and Eq. (1.98) are the dispersion relations for spin waves.

Since all spins are aligned parallel in the ground state and their z-components

have the maximum value sz = s, an excited state can be described by a number n,

which specifies the amount of units that sz differ from the maximum value. By also

adding the index of the ion in question, then each state is described by determining the

n1, n2, . . . , nN in which ni = 0, 1, 2, . . . , 2s. The excited state can be defined by a state

vector |n1, n2, . . . , nN〉 for bosons in an occupation number representation. Therefore,

in terms of the creation and annihilation operators, the operator a†jaj defines the

departures of the spin of the jth ion from the maximum value. By using the following
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relations

Sj+|nj〉 =
√
nj (2s+ 1− nj)|nj − 1〉

Sj−|nj〉 =
√

(nj + 1) (2s− nj)|nj + 1〉 (1.99)

Sjz|nj〉 = (s− nj) |nj〉,

where only the state of the jth ion has been given in the wave functions, the spin

operators can be expressed in terms of the creation and annihilation operators,

S+ = a
√

2s− a†a, S− = a†
√

2s− a†a, Sz = s− a†a. (1.100)

Note that a†j and aj change the spin of the jth ion, and through the exchange interaction

this change in spin is propagated through the whole spin system [88]. Therefore, a

transformation to creation and annihilation operators of the spin wave quanta which

corresponds to the transition from atomic to normal coordinates of lattice vibrations

needs to be included. The corresponding transformation is given by

a†j = 1√
N

∑
k exp (ik ·Rj) b

†
k, aj = 1√

N

∑
k exp (−ik ·Rj) bk, (1.101)

with the commutation relations [bk, b
†
k′ ] = δkk′ , [bk, bk′ ] = [b†k, b

†
k′ ] = 0, and the relation∑

j a
†
jaj =

∑
k b
†
kbk. With this transformation, the Hamiltonian can be presented in

terms b†k and bk which occur under the square root, and hence the expansion of roots

has to be inserted into the Hamiltonian. However, one can restrict oneself to small

departures from the ground state, since it is the only region where the concept of

elementary excitations is reasonable. Therefore, for small nj , the expansion of the root

converges early. Then S+ is a series with operators of the form bk, bkb
†
k′bk′′ , . . ., whereas

S− is a series with operators b†k, b
†
kb
†
k′bk′′ , . . .. As a result of this, the Hamiltonian for

a lattice with a centre of inversion, i.e. γk = γ−k, can be expanded as

H = E0 +
∑
k

2Jνs (1− γk) b†kbk

+
νJ

2N

∑
k,k′,κ

(γk−κ + γk′ − 2γk−κ−k′) b
†
k−κb

†
k′+κbk′bk + · · · , (1.102)
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where γk is given by Eq. (1.96). The above approach consisting of rewriting the

Hamiltonian in terms of creation, annihilation operators, and the expansion of the

roots are called Holstein-Primakoff approximation [89].

The first term is the energy of the ground state, the second is the energy

contained in the magnons, which can be expressed as

h̄ωk = 2Jνs (1− γk) , (1.103)

whereas b†kbk is the magnon number operator. The other terms in Eq. (1.102) describe

the magnon-magnon interaction [90]. The third term in particular contains processes

in which two magnons k,k′ are annihilated and two magnons k − κ, k′ + κ created

throughout the processes in which momentum κ is transferred from one magnon to

another while conserving the total momentum. Note that this term also contains

processes in which κ = 0 or k′ = k − κ. Such terms contribute to the magnon energy

given in Eq. (1.103) and can be interpreted as renormalization of the magnon energy

through exchange interaction.

For the isotropic case h̄ωk ∼ k2, the energy contained in the magnons can be

estimated as

E =
∑
k

h̄ωk
exp (h̄ωk/kBT )− 1

∝
∫
dτk

k2

exp (αk2/T )− 1

∝
∫ kmax

0
dk

k4

exp (αk2/T )− 1
, (1.104)

where the summation in k-space is replaced by an integral. The upper limit kmax of

the magnon dispersion spectrum in Eq. (1.104) can be replaced with infinity, because

the estimate is only valid for low temperature where only few magnons are excited.

Therefore, the temperature dependence of the energy is obtained to be proportional

with T 3/2.

Moreover, the differentiation of the magnetization from the saturation value

given as ∆M = M(T )−M(0) is proportional to the average number of magnons
∑
k n̄k.

Hence, as it can be seen from Eq. (1.104) that it is proportional to an integral with k2
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in the numerator of the integrand, the temperature dependence of the magnetization

also leads to a T 3/2 law [91]. The range of validity is limited most of all by the magnon-

magnon interaction and by the assumption that Eq. (1.98) is mainly restricted the

isotropic k2-law. The concept of elementary excitation is only useful for the case that

mutual interactions between the excitations are negligible.

1.3.2 Ferromagnetic Resonance

As in the case of nuclear magnetic resonance, the precession in a constant

magnetic field of the magnetic moment associated with ferromagnetism resonates with

a varying external magnetic field when its frequency is equal to that of the precession.

This ferromagnetic resonance absorption was first observed by Griffith [92].

In ferromagnetic material, there exists a certain internal magnetic field which

accompanies the magnetization of the substance. This internal magnetic field is called

the demagnetization field and is denoted by Bi. The demagnetization field is the

result of the fields of the dipoles induced at each interior point of the ferromagnet.

The components of the internal magnetic field Bi are related to the applied field by

Bi
x = B0

x −NxMx, Bi
y = B0

y −NyMy, Bi
z = B0

z −NzMz. (1.105)

The Lorentz field (4π/3)M and exchange field λM do not contribute to the torque

in the spin equation of motion Ṁ = γ(M ×Bi). For an applied magnetic field along

the z − axis, the equation of motion becomes

dMx

dt
= γ(MyB

i
z −MzB

i
y) = γ [B0 + (Ny −Nz)Mz]My,

dMy

dt
= γ(MzB

i
x −MxB

i
z) = −γ [B0 + (Nx −Nz)Mz]Mx, (1.106)

where to first order dMz/dt is set to zero. Solutions with time dependence exp(−iωt)

can be obtained from∣∣∣∣∣∣∣∣
iω γ [B0 + (Ny −Nz)M ]

−γ [B0 + (Nx −Nz)] iω

∣∣∣∣∣∣∣∣ = 0, (1.107)
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where Mz = M . Therefore, the ferromagnetic resonance frequency ω0 of the uniform

mode in the applied field B0 is given by

ω2
0 = γ2 [B0 + (Ny −Nz)M ] [B0 + (Nx −Nz)M ] . (1.108)

In this uniform mode, all the moments precess together in phase with the same

amplitude. For a sphere Nx = Ny = Nz, hence very sharp resonance line with

a resonance frequency of ω0 = γB0 can be achieved [93, 94]. Note that shape of

the specimen plays an important role, because of large demagnetization fields of

ferromagnets. Moreover, the strong exchange coupling between the ferromagnetic

electrons supresses the dipolar contribution to the line width, so that the ferromagnetic

resonance lines are quite sharp. Different than nuclear magnetic resonance, it is not

possible to drive a ferromagnetic spin system upto a point where the magnetization

Mz is reduced to zero or reversed. Because, the ferromagnetic resonance excitation

breaks down into spin waves before the magnetization can be rotated appreciably

from its initial direction.

1.4 Spin Torque Nano Oscillators

Spin-polarized current in a magnetic conductor can alter its magnetization,

due to a purely quantum mechanical transfer of angular momentum from the charge

carriers to the magnetization. This effect, which first predicted by J. Slonczewski [45]

and L. Berger [44] independently, offers the possibility of manipulating magnetic-device

elements without external cumbersome magnetic fields [95]. However, first predictions

indicated the requirement of current densities on the order of 108 amperes per square

centimetre to generate sufficient torque to overcome the intrinsic viscous damping.

Fortunately, the electron transport properties of nanometre sized conducting magnetic

heterostructures revealed the possibility of seeing such a phenomenon [46,96–103].

Spin torque can be used to manipulate magnetic orientation [46, 104] and to

cause the magnetization to precess [43,47,105] at microwave frequencies. The latter
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can be used to develop a spin-based analogue of the voltage-controlled oscillator

[106,107] and holds great promise for microchips [108], where the limited bandwidth

of the interconnects between components is starting to constrain device performance.

However, in past, the advantages of having a microwave emitting oscillator with a size

of only a few hundred nanometres in dimension were greatly outweighed by the need

to incorporate a large source of external magnetic field. Recent progress [109, 110]

in the area shows the possibility of generating microwave signals in spin-torque

nano-oscillators (STNOs) without applying any external magnetic field. Moreover,

recent results [111] demonstrate the emission of relatively large and narrowband

radiofrequency signals of several hundred Mhz from STNOs in zero applied field.

Therefore, zero-field signal emissions can be pushed into the GHz regime by confining

the entire device to a nanopillar geometry that is only several hundred nanometres in

size [112] and also by phase-locking several nano-oscillators together [113,114].

In this section, one of the approaches [44] for the emission of spin waves by a

magnetic multilayer traversed by a current is summarized. In metallic ferromagnets,

the s-d exchange interaction between the spins s of 4s conduction electrons and the

spins S(r) of 3d magnetic electrons is given by

Vsd = gµBs ·Hsd(r),

Hsd(r) = −2Jsd〈S(r)〉
gµB

, (1.109)

where g is the gyromagnetic ratio and µB is the Bohr magneton. Jsd corresponds to

the s-d exchange integral, whereas the intra-atomic s-d exchange field acting on s is

given by Hsd(r).

Large electron-magnon coupling existing at an interface between normal and

ferromagnetic layers can be obtained even without localized spin-wave modes. Even

though the electrons have conveniently long time to adapt to the existing spin wave at

minimal energy cost in the bulk, an electron entering a ferromagnet through a sharp
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interface does not have this opportunity. In addition, an emission of coherent spin

waves are predicted when the interface is traversed by a dc current.

1.4.1 Spin Torque from a Single Electron at an Interface

Two ferromagnetic layers F1, F2 are separated by a normal layer N , in the case

where the magnetic spins S1, S2 in F1, F2 are at an oblique angle θ. In N , a frame of

(x, y, z) is defined in a way that x is normal to the N -F2 interface and z parallel to S1.

The origin of x lies at the N -F2 interface. S1 and S2 are assumed uniform over F1

and F2. The wavefunction of the conduction electron injected from F1 into N , with

expectation 〈s〉 parallel to z, is given by

ψ =

eikNx x
∣∣∣∣∣∣∣∣
A

0

∣∣∣∣∣∣∣∣+ e−ik
N
x x

∣∣∣∣∣∣∣∣
B

C

∣∣∣∣∣∣∣∣
 ei(kNy y+kNz z), (1.110)

where B, C are the spin-up and spin-down amplitudes in N caused by reflection at

the N -F2 interface, and kN is the wavevector in N .

In the interface F2, the same frame (x, y, z) can be used to describe the spatial

motion of the electron. Arbitrary direction of S2 is given by the polar angles (θ, φ) in

the (x, y, z) frame. The wavefunction for the transmitted electron into F2 is

ψ = Deik↑·r

∣∣∣∣∣∣∣∣
e−iϕ/2 cos(θ/2)

eiϕ/2 sin(θ/2)

∣∣∣∣∣∣∣∣+ Eeik↓·r

∣∣∣∣∣∣∣∣
−e−iϕ/2 sin(θ/2)

eiϕ/2 cos(θ/2)

∣∣∣∣∣∣∣∣ . (1.111)

Two spin states correspond to 〈s〉 parallel and anti-parallel to S2, respectively, whereas

k↑ and k↓ are the spin-up and spin-down wavevectors. Moreover, D and E are the

spin-up and spin-down electron amplitudes, in a frame (x2, y2, z2) with z2 parallel to

S2 and x2 in the (S2, z) plane. Continuity of ψ and dψ/dx at x = 0 leads to

D = 2Aeiϕ/2 cos(θ/2)/(1 + k↑x/k
N
x ), (1.112)

E = −2Aeiϕ/2 sin(θ/2)/(1 + k↓x/k
N
x ). (1.113)

At a distance x0 > 0 from the N -F2 interface, the local expectation of the spin
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components of a single electron along the x2 and y2 axes is

〈sx2δ(r − r0)〉 = Re
[
ei(k↑x−k↓x)E∗D

]
= −2|A|2 f(x0) sin θ

(1 + k↑x/kNx )(1 + k↓x/kNx )
× cos

[
(k↑x − k↓x)x0

]
,

〈sy2δ(r − r0)〉 = Re
[
ei(k↑x−k↓x)E∗D

]
= 2|A|2 f(x0) sin θ

(1 + k↑x/kNx )(1 + k↓x/kNx )
× sin

[
(k↑x − k↓x)x0

]
. (1.114)

At x0 = 0, 〈s · δ(r − r0)〉 is parallel to the (z2, x2) plane. Local 〈s〉 components along

x2 and y2 have spatial oscillations with a wavelength of 2π/|k↑x − k↓x|, because of the

electron spin precession around the s− d exchange field Hsd along the motion in F2

away from the N -F2 interface.

Multiplying the first and second terms of Eq.(1.111) by introduced damping

factors exp(−k↑x0/Λ↑k
↑
x) and exp(−k↓x0/Λ↓k

↓
x), respectively, simulates the effect of

electron scattering on ψ, caused by solute atoms and phonons in F2. Spin-up and

down mean free paths in F2 are given by Λ↑ and Λ↓. This leads to the existence of

the correction factor f(x0) already introduced in Eq. (1.114),

f(x0) = exp

[
−
(

k↑

Λ↑k
↑
x

+
k↓

Λ↓k
↓
x

)
x0

]
. (1.115)

The effect of this factor is to attenuate the density 〈sx2δ(r− r0)〉 strongly at distances

x0 from the interface larger than Λ↑ or Λ↓.

By combining Eq. (1.114) and Eq. (1.115), from the exchange torque exerted by

Hsd, the rate of change of 〈sx2〉 can be calculated as

h̄
d〈sx2〉
dt

= −gµB〈sy2〉Hz
sd

2

= −gµBHz
sd

2
∫ ∫ ∫ x=∞

x=0
〈sy2δ(r − r0)〉

= −gµBHz
sd

2LyLz2|A|2
sin θ

(1 + k↑x/kNx )(1 + k↓x/kNx )

1

k↑x − k↓x
, (1.116)

where the sample dimensions along y and z are given by Ly and Lz, and the mean

free paths of spin-up and spin-down are assumed to be Λ↑,Λ↓ � 1/|k↑x − k↓x|. As
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it can be seen from Eq. (1.116), only a region of F2 of thickness ' 1/|k↑x − k↓x|

contributes appreciably to the total torque on the electron spin. Similarly, in the

same frame (x2, y2, z2), the rate of change of other components are obtained as

d〈sy2〉/dt ' d〈sz2〉/dt ' 0. Therefore, the vector d〈s〉/dt is shown to be parallel to

the x2 axis and has the effect of bringing 〈s〉 closer to S2 direction. By using the

relation (h̄2/2m)
(
k↑x

2 − k↓x
2
)

= −2µBH
z
sd

2, while setting g = 2, Eq. (1.116) can be

simplified as ∣∣∣∣∣d〈s〉dt
∣∣∣∣∣ = LyLz|A|2

∣∣∣υ↑x + υ↓x
∣∣∣

(1 + k↑x/kNx )(1 + k↓x/kNx )
|sin θ| , (1.117)

in terms of the Fermi velocities in F2 of spin-up v↑, and spin-down v↓ electron.

Normalization of volume VN located in N and also including the N -F2 interface gives

|A|2 = 1/VN .

1.4.2 Spin-Flip and Spin-Wave Relaxation Time

If the original frame (x, y, z) is used in connection with spin waves, the projection

of the vector d〈s〉/dt on fixed z axis is given by

d〈sz〉
dt

= −
∣∣∣∣∣d〈s〉dt

∣∣∣∣∣ sin θ. (1.118)

For the average 〈sz〉 to change in time, the electron should flip its spin along z; because

a spin component sz is only allowed to have measured values of ±1/2. The total

spin-flip rate from up(↑) to down(↓) is

dn↑↓
dt

= −d〈sz〉
dt

∆n↑, (1.119)

where ∆n↑ corresponds to the total number of spin-up electrons present on a Fermi

surface element dS in N . Electron spin-flip time τ↑↓ is defined as

dn↑↓
dt

=
∆n↑
τ↑↓

, (1.120)
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over the Fermi surface dS. Combination of Eqs. (1.118)-(1.120) yields to the spin-flip

time of

1

τ↑↓
= LyLz|A|2

υ↑x + υ↓x
(1 + k↑x/kNx )(1 + k↓x/kNx )

sin2 θ. (1.121)

If a more realistic situation in which electrons of both spins enter F2 is considered,

the energies involved in the transition are connected to each other through the energy

conservation,

ε↓ − ε↑ = h̄ω. (1.122)

The energy quanta (magnon) of a spin wave of angular frequency ω is given as h̄ω.

Due to the precession of the localized spins S2 clockwise around the fixed axis z

at a rate of ω = −dφ/dt, a spin-wave is formed in F2. Note that the spin-wave

wavelength is assumed to be very large in order to achieve a uniform precession present

in ferromagnetic resonance. In order to achieve magnons, the S2 needs to be treated

quantum mechanically. Conservation of the total angular momentum along z, the

electron should flip from ↑ to ↓ as a magnon is annihilated, and vice versa, leading to

the relation ε↓ > ε↑ between energies of different spins. If nm is the total number of

magnons in F2, the rate of change of magnons is

dnm
dt

= −dn↑↓
dt

. (1.123)

in terms of the total spin-flip rate. Therefore, by using Eq. (1.120), the rate of spin-flip

is obtained as

dn↑↓
dt

=
∫ +∞

−∞
dε↑

D↑
2τ ↑↓

f↑(ε↑) [1− f↓(ε↑ + h̄ω)]

−
∫ +∞

−∞
dε↓

D↓
2τ ↑↓

f↓(ε↓) [1− f↑(ε↓ − h̄ω)] , (1.124)

where 1/τ ↑↓ is the average of spin-flip time over the active half of the Fermi surface,

with kNx > 0, in N . The N densities of states, and the average occupation numbers for

spin-up and spin-down are given by D↑ = D↓ = DN/2, and f↑,f↓, respectively, while

the factors (1 − f↑) and (1 − f↓) correspond to the exclusion principle for the final

states.
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A possible shift of ∆µ↑ and ∆µ↓ in the spin-up and spin-down Fermi levels from

their equilibrium value µ0 is introduced. If f0 is the Fermi function at temperature T ,

then the new average occupation numbers become

f↑(ε↑) = f0(ε↑ − µ0 −∆µ↑),

f↓(ε↓) = f0(ε↓ − µ0 −∆µ↓). (1.125)

Therefore, even at finite temperatures, Eq. (1.124) can be rewritten as

dn↑↓
dt

=
DN

4τ ↑↓
(∆µ+ h̄ω), (1.126)

where the net shift is expressed with ∆µ = ∆µ↑ −∆µ↓. Each magnon has an angular

momentum of −h̄ along z, so that if θ � 1, the number of magnons

nm = S2(1− cos θ)n2 ' (S2n2 sin2 θ)/2, (1.127)

where S2 is the magnitude of S2 and n2 the number of atoms in F2. Therefore,

combining Eqs. (1.121),(1.123),(1.126), and (1.127) yields to the following spin-wave

relaxation time, τm:

1

τm
= − dnm

nmdt

=
DNV2

VNn2

∆µ+ h̄ω

2Lx2S2

×

 ε↑x + ε↓x

(1 + k↑x/kNx )(1 + k↓x/kNx )

 , (1.128)

where V2 = Lx2LyLz is the volume of F2 and Lx2 is the thickness of F2 along x. Since

the enhanced electron-magnon scattering is a surface effect, Lx2 in the denominator

controls the validity of Eq. (1.128) with the condition Lx2 � Λ↑,Λ↓. τm is related to the

ferromagnetic resonance linewidth ∆H by γ∆H ' 1/τm. Note that as it will be clear

in the next section, ∆µ+ h̄ω may become negative in Eq. (1.128) leading to negative

1/τm. Hence, dnm/dt is positive and proportional to nm, reflecting stimulated emission

of spin waves. There is no spontaneous emission, because there are no quantum

fluctuations introduced in S2 formalism.
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1.4.3 Stimulated Emission of Spin Waves

If an electric current with spin-up and down densities j↑x, j
↓
x is injected across

the N -F2 interface, the Fermi surfaces in N are shifted by amounts ∆k↑x and ∆k↓x

along x in k space, given by

∆k↑x = − 2j↑xm
enNe h̄

; ∆k↓x = − 2j↓xm
enNe h̄

; (1.129)

where nNe is the total number of electrons per unit volume in N and e, m are the

electron charge and mass, respectively. Shifts ∆µ↑, ∆µ↓ of the local Fermi level at a

given point of the Fermi surface are

∆µ↑ = h̄∆k↑xε
N
x ; ∆µ↓ = h̄∆k↓xε

N
x , (1.130)

where the Fermi velocity in N is given by εN . N is assumed to be much thinner than

a spin-diffusion length, so that j↑x and j↓x are the same in N as in F1 and in F2, where

their ratio is α1 = j↑x/j
↓
x = σ↑1/σ

↓
1. The spin-up and down conductivities in F1 are

given by σ↑1, σ↓1 far from any interface. Total current density jx = j↑x + j↓x, and the

Fermi wave vector kN in N are used to obtain

∆µ = ∆µ↑ −∆µ↓ = −2
(
α1 − 1

α1 + 1

)
jx
h̄kNx
enNe

. (1.131)

For the material properties of copper, nNe = 8.5×1028 m−3 and kNx ≤ kN = 1.36×1010

m−1, with α1 � 1, current densities of jx = 1011 A/m2 achievable in dc or with current

pulses, ∆µ = −1.31 × 10−4 eV. It can also be easily seen from the above equation

that the critical current density is proportional to ω, when spin-wave emission starts

with the requirement ∆µ+ h̄ω = 0. Therefore, low-frequency spin waves are easiest

to excite.
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CHAPTER 2

SPIN-CAVITY HAMILTONIAN

In this thesis, we suggest a new physical realization of a CQED system based

on the interaction of N spins confined into a very small nanomagnet, rather than

atomic systems in the usual sense, with an electromagnetic field inside the cavity. The

schematic of our system is shown in Fig. 2.1. The cavity is tuned to be resonant with

the energy level spacings of the spins acting as two-level systems. Since the dimensions

of the nanomagnet is considered to be very small compared with the wavelength of the

field, individual spins will be combined into a single quantum system by introducing

the collective spin operators. A constant uniform magnetic field is applied along the

z-axis of the cavity, causing the precession of the collective spin of the nanomagnet.

In the presence of this precession motion, the spin system coherently exchanges energy

back and forth with a single mode of the cavity field. Moreover, due to this feedback

effect of the cavity field, individual spin flips give rise to an overall change of the

collective spin of the system over time. Even though these spin-field interactions are

magnetic in nature and generally very small compared to the atom-field interactions,

by considering the fact that a typical spherical nanomagnet with a small radius of 100

nm has roughly 109 spins, these interactions are predicted to be strong enough to play

an important role in quantum computation and spintronics.

In this chapter, nanomagnet-microwave coupling Hamiltonian will be derived

starting from the very basic definitions of the Maxwell-field by further introducing the

second-quantization of the spherical waves in the presence of a source of magnetization.

Transverse-magnetic (TM) and transverse-electric (TE) modes of the cavity field will

be seperately demonstrated in a fully quantum treatment by using the suitable algebra
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Figure 2.1: Schematic of our nanomagnet-microcavity system consists of a spherical
nanomagnet of radius 100 nm placed at a distance of d from the center of a microcavity
of radius R. A uniform magnetic field, B, is applied along the z-axis causing the
precession of the total nanomagnet spin, S, with frequency of ω.

of vector spherical harmonics.

2.1 Spherical Wave Expansion of the Cavity
Field in the presence of Intrinsic Magneti-
zation

Since the total magnetization of the nanomagnet can be treated as a single local

source, the only tool we have in hand to examine the cavity field is the following

Maxwell equations given by

∇ ·H = 0, ∇×E − ikZ0H = 0,

∇ ·E = 0, ∇×H + ikE/Z0 = ∇×M ,
(2.1)

in the presence of a local source, where Z0 is defined as
√
µ0/ε0. Note that the

corresponding current density can be interpreted as J =∇×M for a given intrinsic

magnetization. Since the time dependence of the fields and the magnetization in

Eq. (2.1) can be introduced by e−iωt, the corresponding Helmholtz wave equations for
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magnetic field H and electric field E are obtained as(
∇2 + k2

)
H = −∇× (∇×M) , (2.2)(

∇2 + k2
)
E = −iZ0k∇×M . (2.3)

Similar to Bouwkamp and Casimir’s trick published in 1954, The spherically symmetric

treatment of the cavity becomes trivial by replacing the magnetic field H and electric

field E with (r ·H) and (r · E) in the above Helmholtz equations Eq. (2.2) and

Eq. (2.3): (
∇2 + k2

)
(r ·H) = −iL · (∇×M ) , (2.4)(

∇2 + k2
)

(r ·E) = Z0kL ·M . (2.5)

The solutions to the above equations yield to two distinct solution sets expressed as

transverse magnetic (TM) and transverse electric (TE) modes. Hence, TM mode

solutions are defined as

r ·H(TM) = 0,

r ·E(TM) = −Z0k

4π

∫ eik|r−r
′|

|r − r′|
L ·Md3r′; (2.6)

whereas TE mode solutions are also given by

r ·E(TE) = 0,

r ·H(TE) =
i

4π

∫ eik|r−r
′|

|r − r′|
L · (∇×M) d3r′. (2.7)

By combining the two types of modes, in the absence of any local sources, the general

solutions of the Maxwell equations in Eq. (2.1) can also be written as

H =
∑
l,m

[
α

(TM)
lm fl(kr)Yl,l,m(θ, φ)− i

k
α

(TE)
lm ∇× gl(kr)Yl,l,m(θ, φ)

]
, (2.8)

E = Z0

∑
l,m

[
i

k
α

(TM)
lm ∇× fl(kr)Yl,l,m(θ, φ) + α

(TE)
lm gl(kr)Yl,l,m(θ, φ)

]
, (2.9)

where the vector spherical harmonic (VSH) Yl,l,m is defined as LYlm(θ, φ)/
√
l(l + 1).

Also fl(kr) and gl(kr) are the corresponding solutions of the radial part for each mode,
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such that A
(1)
l (kr)h

(1)
l (kr)+A

(2)
l (kr)h

(2)
l (kr), in terms of the spherical Hankel functions.

The most general form of VSH Yj,l,m(θ, φ) and the corresponding important relations

used in this section are given in the Appendix A. The coefficients α
(TM)
lm and α

(TE)
lm

which specify the amounts of transverse magnetic and transverse electric multipole

(l,m) field strengths are determined by the sources and the boundary conditions,

α
(TE)
lm fl(kr) =

k√
l(l + 1)

∫
Y ∗lm(θ, φ)r ·HdΩ, (2.10)

α
(TM)
lm gl(kr) = − k

Z0

√
l(l + 1)

∫
Y ∗lm(θ, φ)r ·EdΩ. (2.11)

Note that the spherical Green’s function in the above equations, Eq. (2.6) and Eq. (2.7),

has the solutions of radial equations,

Gl(r, r
′) = ikjl(kr<)h

(1)
l (kr>) (2.12)

with boundary conditions of finiteness at origin, outgoing waves at infinity and the

correct discontinuity in slope. Therefore, the spherical wave projection

1

4π

∫
dΩY ∗lm(θ, φ)

eik|r−r
′|

|r − r′|
= ikh

(1)
l (kr)jl(kr

′)Y ∗lm(θ′, φ′), (2.13)

can be combined with Eqs. (2.6, 2.11) and Eqs. (2.7, 2.10) to obtain the following

final expression for the multipole field strength of the fields outside the source:

α
(TM)
lm =

ik3√
l(l + 1)

∫
jl(kr

′)Y ∗lm(θ′, φ′)L ·Md3r′, (2.14)

α
(TE)
lm =

−k2√
l(l + 1)

∫
jl(kr

′)Y ∗lm(θ′, φ′)L · (∇×M ) d3r′. (2.15)

2.2 Second Quantization of the Cavity Field
Modes

The magnetic and electric fields given in Eq. (2.8) and Eq. (2.9), respectively, can

be quantized seperately for TE and TM modes of the cavity (see Fig. 2.2). Hence, each

individual field strength coefficients yield to the respective creation and annihilation

operators for each modes, satisfying the corresponding Weyl-Heisenberg relations.
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Figure 2.2: The orientations of the electric E and magnetic field H at the nanomagnet
site are shown for transverse magnetic (TM) and transverse electric (TE) modes of
the photonic cavity.
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2.2.1 TE mode

For TE mode, electric and magnetic fields are defined as

H = − i
k

∑
l,m

α
(TE)
lm ∇× ulm, (2.16)

E = Z0

∑
l,m

α
(TE)
lm ulm, (2.17)

where the orthogonal basis functions for the expansion are defined as ulm = gl(kr)Yl,l,m.

The energy of the cavity field is defined as

〈H 〉 =
1

2

∫
(ε0E

∗ ·E + µ0H
∗ ·H) d3r (2.18)

in terms of the cavity fields given in Eq. (2.16) and Eq (2.17) rewritten as

H = − i

2k

∑
l,m

{
α

(TE)
lm (∇× ulm)− α∗(TE)

lm (∇× ulm)∗
}
, (2.19)

E =
Z0

2

∑
l,m

{
α

(TE)
lm ulm + α

∗(TE)
lm u∗lm

}
. (2.20)

Therefore, the energy of the cavity field becomes

〈H 〉 =
µ0

8

∑
l,l′

∑
m,m′

∫
α
∗(TE)
lm α

(TE)
l′m′

{
u∗lmul′m′ +

1

k2
(∇× ulm)∗ · (∇× ul′m′)

}
d3r + c.c.

(2.21)

where c.c. stands for the complex conjugate. The second integrand in Eq. (2.21)

can be simplified easily by using the following orthonormality conditions of the basis

functions,∫
(∇× ulm)∗ · (∇× ul′m′) d

3r =
∫
∇ · [ul′m′ × (∇× ulm)∗] d3r

+
∫

ul′m′ · [∇× (∇× ulm)∗] d3r, (2.22)

where the first term on the right hand side (rhs) will vanish over the surface,∫
V
∇ · [ul′m′ × (∇× ulm)∗] =

∫
S

[ul′m′ × (∇× ulm)∗] = 0, (2.23)

from the symmetry properties of TE mode. Moreover, the second term on the rhs can

be simplified further by a choice of Coulomb Gauge, ∇ · ulm = 0, i.e.

∇× (∇× ulm)∗ =∇ (∇ · ulm)∗ −∇2ulm = −∇2ulm = k2ulm. (2.24)
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Therefore, the second integrand in Eq. (2.21) overall yields to∫
(∇× ulm)∗ · (∇× ul′m′) d

3r = k2
∫

u∗lmul′m′d
3r. (2.25)

As a result, the energy of the cavity field takes the simplified form of

〈H 〉 =
µ0

4

∑
l,l′

∑
m,m′

α
∗(TE)
lm α

(TE)
l′m′

∫
u∗lmul′m′d

3r + c.c. (2.26)

Note that for waves having finiteness at the origin, the suitable choice of gl(kr) becomes

the spherical Bessel function of first kind jl(kr). Imposing the boundary conditions of

the transverse magnetic field H⊥ and the longitudinal electric field E‖ vanishes at the

cavity walls (r = R) corresponds to the quantization klγ = ylγ/R, whereas ylγ is the

γ-th zero of the spherical Bessel function jl. Therefore, the following normalization

integral ∫ R

0
jl(ylγr/R)jl(ylpr/R)r2dr =

R3

2
|j′l(ylγ)|2δγp, (2.27)

can be used to evaluate the integral given in Eq. (2.26) for the basis functions,∫
u∗lmul′m′d

3r =
∫
jl(kr)jl′(kr)Y

∗
l,l,mYl′,l′,m′r

2drdΩ

=
R3

2
|j′l(ylγ)|2δll′δmm′, (2.28)

by using the orthogonality properties of VSH. Hence, the final expression for the

energy can be obtained as

H =
µ0R

3

8

∑
l,m

|j′l(ylγ)|2
(
α

(TE)
lm α

∗(TE)
lm + α

∗(TE)
lm α

(TE)
lm

)
. (2.29)

Mapping the multipole field strength coefficients with the corresponding creation and

annihilation operators, i.e.

α
(TE)
lm 7−→ 2

|j′l(ylγ)|

√
h̄ωlγ
µ0R3

a
(TE)
lm ,

α
∗(TE)
lm 7−→ 2

|j′l(ylγ)|

√
h̄ωlγ
µ0R3

a
†(TE)
lm , (2.30)
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to satisfy the required Weyl-Heisenberg commutation relations of
[
a

(TE)
lm , a

†(TE)
l′m′

]
=

δll′δmm′ , yields to the second quantized form of the Hamiltonian

H (TE) =
∑
l,m

h̄ωlγ

(
a
†(TE)
lm a

(TE)
lm +

1

2

)
. (2.31)

for the TE mode of the cavity. The same mapping can also be used to obtain the

cavity magnetic field H in a fully quantum treatment,

H(TE) =
∑
l,m

i

|j′l(ylγ)|

√
h̄ωlγ
µ0R3

1

klγ

(
(∇× ulm)∗ a

†(TE)
lm − (∇× ulm) a

(TE)
lm

)
(2.32)

2.2.2 TM mode

Similarly, for TM mode, the cavity electric and magnetic fields are given by

H =
1

2

∑
l,m

{
α

(TM)
lm ulm + α

∗(TM)
lm u∗lm

}
, (2.33)

E =
iZ0

2k

∑
l,m

{
α

(TM)
lm (∇× ulm) + α

∗(TM)
lm (∇× ulm)∗

}
, (2.34)

where the basis functions for TM mode are given by ulm = fl(kr)Yl,l,m. By using the

properties of basis functions given in Eqs. (2.22-2.25) again, the energy of the cavity

field for the TM mode can be written as

〈H 〉 =
µ0

4

∑
l,l′

∑
m,m′

α
∗(TM)
lm α

(TM)
l′m′

∫
u∗lmul′m′d

3r + c.c. (2.35)

The boundary conditions for the TM mode are somewhat more involved than the TE

mode. The condition of H⊥ = 0 is trivially satisfied by r · ulm = 0 at the cavity walls,

whereas the condition of E‖ = 0 gives

[r × (∇× fl(kr)Yl,l,m)] |r=R = −∂r (rfl(kr)) Yl,l,m = 0. (2.36)

By noting that fl(kr) = jl(kr), the appropriate normalization integral needs to be

modified for integrating zeros of |rjl(kr)|′, and it may be written as∫ R

0
jl(xlγr/R)jl(xlpr/R)r2dr =

R3

2

(
1− l(l + 1)

x2
lγ

)
|jl(xlγ)|2δγp. (2.37)
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Therefore, the integral in Eq. (2.35) obtained as∫
u∗lmul′m′d

3r =
∫
jl(kr)jl′(kr)Y

∗
l,l,mYl′,l′,m′r

2drdΩ,

=
R3

2

(
1− l(l + 1)

x2
lγ

)
|jl(xlγ)|2δll′δmm′, (2.38)

used with the mapping of the multipole strength coefficients to the appropriate creation

and annihilation operators,

α
(TM)
lm 7−→ 2

|jl(xlγ)|

[
1− l(l + 1)

x2
lγ

]−1/2√
h̄ωlγ
µ0R3

a
(TM)
lm ,

α
∗(TM)
lm 7−→ 2

|jl(xlγ)|

[
1− l(l + 1)

x2
lγ

]−1/2√
h̄ωlγ
µ0R3

a
†(TM)
lm , (2.39)

yields to the following second quantized form of the Hamiltonian for the TM mode,

H (TM) =
∑
l,m

h̄ωlγ

(
a
†(TM)
lm a

(TM)
lm +

1

2

)
. (2.40)

Similarly, the quantum mechanically treated cavity magnetic field is also obtained as

H(TM) =
∑
l,m

1

|jl(xlγ)|

[
1− l(l + 1)

x2
lγ

]−1/2√
h̄ωlγ
µ0R3

(
a
†(TM)
lm u∗lm + a

(TM)
lm ulm

)
(2.41)

2.3 Interaction Hamiltonian

For a nanomagnet placed inside a microcavity, armed only with the definition of

the energy of the Maxwell field, the total Hamiltonian of the system is given by

〈H 〉 =
1

2

∫
(H ·B +E ·D) d3r

=
1

2

∫ (
µ0|H|2 + ε0|E|2

)
d3r +

1

2

∫
µ0H ·Md3r, (2.42)

where the electric displacement field, and magnetic flux are defined as D = ε0E and

B = µ0(H +M), respectively. It is important to notice that the internal dynamics

of the nanomagnet proportional with the square of its magnetization M 2 is already

included in the above interaction Hamiltonian Eq. (2.39). This can be explicitly seen

by rewriting the Hamiltonian in terms of the so-called magnetic flux B. Fully quantum

treatment of the first integral on the rhs of Eq. (2.42) have already been obtained in

Sections 2.2.1 and 2.2.2 by second quantizing the cavity field for TE and TM modes
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seperately. Inserting the expressions for H, given in Eq. (2.32) for TE mode and in

Eq. (2.41) for TM mode, into the second integral term of the above Eq. (2.42) yields

to the interaction Hamiltonian in a semiclassical manner,

HI =
∑
l,m

{
Γ

(TE)
lγ a

(TE)
lm

∫
VN
M

(∇× ulm)

klγ
d3r + Γ

(TM)
lγ a

(TM)
lm

∫
VN
M · ulmd3r

}
+H.c.

(2.43)

where magnetization M is still in the classical form and H.c. corresponds to the

Hermitian conjugate. Note that Γ
(TE)
lγ and Γ

(TM)
lγ stands for the coupling constants

defined as

Γ
(TE)
lγ =

i

2|j′l(ylγ)|

√
h̄ωlγµ0

R3
, (2.44)

Γ
(TM)
lγ =

1

2|jl(xlγ)|

[
1− l(l + 1)

x2
lγ

]−1/2
√
h̄ωlγµ0

R3
, (2.45)

for TE and TM modes for simplicity purposes.

The radiation of the cavity field is due to the harmonically oscillating components

of the nanomagnet magnetization in the x-y plane, namely Mx,y. Because of this

symmetry property of the cavity-nanomagnet system, it can be readily seen that

the multipole field strength coefficients α
(TE)
lm for TE mode, given in Section 2.1 by

Eq. (2.15), will simply vanish by the following relation of any well-behaved vector

field,

L · (∇×M ) = i∇2 (r ·M )− i

r

∂

∂r

(
r2∇ ·M

)
. (2.46)

Note that since the oscillating components of magnetization is perpendicular to the

radial direction, all coefficients for TE mode will clearly yield to zero (see Fig. 2.2).

Therefore, TM mode is the only non-vanishing mode to be considered in the interaction

Hamiltonian of the cavity-nanomagnet system.

We consider the nanomagnet acting like a giant macrospin, as in the case of

large iron clusters, hence the magnetization in Eq. (2.43) can be defined as

M =
µ

VN
= − gµB

h̄VN
Θ (r0 − |r − d|)S (2.47)
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in terms of the collective quantum spin operator of the nanomagnet; where µB, and

VN correspond to the Bohr magneton and the volume of the nanomagnet, respectively.

Note that the Heaviside theta function Θ localizes the magnetization into the spherical

nanomagnet of radius r0 at a position of d away from the center of the cavity (Fig. 1).

If one writes the coordinate unit vectors x̂, ŷ, and ẑ in spherical notation,

ê+ = − x̂+iŷ√
2
, ê− = x̂−iŷ√

2
, ê0 = ẑ, (2.48)

so that êm form a spherical tensor of rank 1. Therefore, the collective spin operator

can be written in terms of the collective spin raising and lowering operators, i.e.

S =
1√
2

(S+ê− − S−ê+) + Szê0 (2.49)

in helicity basis. By using the relation between the magnetization and the collective

spin operator given in Eq. (2.47), it is obvious from Eq. (2.14) that dipole field

strength coefficient dominates over other multipole field strength coefficients, i.e.

α
(TM)
1m � α

(TM)
2m � α

(TM)
3m � . . .. It is important to mention that spherical wave

expansion of magnetic field has several unique features such that all components

of the field are identically zero if l = m = 0, dictating that there are no radiating

monopoles. This is also equivalent to stating that there are no spherical transverse

electromagnetic waves (TEM) in free space. Therefore, for the interaction Hamiltonian

given in Eq. (2.43), the multipole terms rather than the dipole term are negligible. In

this case, the basis functions for the dipole TM mode can be written as,

u11 =
1√
2
j1(kr) (Y11(θ, φ)ê0 − Y10(θ, φ)ê+) ,

u10 =
1√
2
j1(kr) (Y11(θ, φ)ê− − Y11̄(θ, φ)ê+) , (2.50)

u11̄ =
−1√

2
j1(kr) (Y11̄(θ, φ)ê0 − Y10(θ, φ)ê−) ,

by setting l = 1 in the relations given in Appendix A. In the case of a very small

nanomagnet relative to the size of the cavity, the zenith angle in Eqs. (2.50) can be

taken to be very small, i.e. sin(θ) ' θ ' 0. Therefore, the corresponding spherical
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harmonics used for the dipole TM mode becomes

Y11 = −1

2

√
3

2π
sin θeiφ ' 0,

Y10 =
1

2

√
3

π
cos θ ' 1

2

√
3

π
, (2.51)

Y11̄ =
1

2

√
3

2π
sin θe−iφ ' 0,

in the limit of r ∼= d. It is also useful to note that the dot product of two arbitrary

vectors given as A =
∑
µ=0,±1Aµêµ, is defined as A ·B =

∑
µ=0,±1(−1)µAµB−µ in the

helicity basis. Combining the relations from Eq.(2.43) through Eq.(2.51) yields to the

following final form of the interaction Hamiltonian

HI = −gµBΓγ
(
a−S− + a†−S+ + a+S+ + a†+S−

)
, (2.52)

where the spin-photon coupling constant, Γγ is also obtained as

Γγ =
j1(kd)

8h̄|j1(x1γ)|

[
1− 2

x2
1γ

]−1/2
√

3h̄ω1γµ0

πR3
. (2.53)

The relation between the dipole TM mode frequency ω1γ and the radius of the

microcavity R can be easily seen to be k1γ = ω1γ/c = x1γ/R.

Note that the interaction Hamiltonian actually consists of four terms. The term

a†+S− corresponds to the process in which the spin is flipped from the up state to

the down state and a photon with positive helicity is created, whereas the term a+S+

describes the opposite process. The energy as well as the quanta is obviously conserved

in both processes. However, the term a−S− corresponds to the process in which the

spin makes a transition from up to down state and a photon with negative helicity is

annihilated, resulting in the loss of roughly 2h̄ωγ in energy. Similarly, the term a†−S+

results with a gain of 2h̄ωγ in energy. Therefore, these energy nonconserving terms,

where the photon possesses a negative helicity, can be dropped by using the rotating-

wave approximation. In addition to this necessary reduction, the total Hamiltonian of

the spin-cavity system also needs to be modified by including the effect of the applied

uniform magnetic field B0 with the term −µ ·B0. As a result the total Hamiltonian
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of the spin-cavity system is obtained as

H = H0 + HI

= h̄ωγ

(
a†a+

1

2

)
+
gµBB0

h̄
Sz − gµBΓγ

(
aS+ + a†S−

)
, (2.54)

where the helicity dependence of creation and annihilation operators has been dropped

for simplicity and the first two terms on the rhs can be combined together to be

treated as the homogenous part of the Hamiltonian H0. Therefore, in the interaction

picture the Hamiltonian becomes

V (t) = eiH0t/h̄HIe
−iH0t/h̄

= gµBΓγ
(
aS+e

i∆t + a†S−e
−i∆t

)
, (2.55)

where the frequency difference is defined as ∆ = ν − ω, in which ν corresponds to

the precession frequency due to the applied uniform magnetic field B0 and given

by ν = gµBB0/h̄. Hence, it can be readily seen that the exact resonance condition

corresponds to ∆ = 0. Therefore, everytime any spin of the nanomagnet flips up

(down) will result an absorption (emission) of a photon.

In conclusion, we have obtained the Hamiltonian of the spin-cavity system given

in Eq. (2.54) with coupling strengths defined in Eq. (2.53) in a fully quantum treatment.

Before ending this chapter, it is important to emphasize some of the measures of the

physical quantities mentioned in the Hamiltonian. An applied magnetic field B0 of 7 T

corresponding to a precession frequency of ω = 196.2 GHz will cause the nanomagnet

to be in exact resonance (ω ∼= ν) with a cavity volume of 1.25 mm3. Moreover, the

system will possesses roughly 109 spin 1/2 particles for a spherical nanomagnet of

radius r0 ≈ 108 nm consisting of Fe-atoms with a magnetic moment of 2.21µB per

atom.
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CHAPTER 3

SOLUTIONS OF THE SPIN-CAVITY HAMILTONIAN

Although the similarities of our Hamiltonian in Eq. (2.54) to the Dicke Model

and Tavis-Cummings Model are undeniable at the first glance, it is worthwhile to

emphasize the details of this analogy here. In standard Dicke Model, for N atoms

the atomic product state written as, |Φ〉 = |11〉|12〉|23〉|14〉 . . . . . . |1N〉, where |1〉 (|2〉)

corresponds to the lower (excited) state, can be chosen as simultaneous eigenstates

of the collective atomic spin operators R2, and Rz given by |l,m〉. In addition to a

substantial reduction in degeneracy of the energy eigenvalues, this also allows us to

immediately identify the constraints on l as |m| ≤ l ≤ N/2. It is important to note

that l, the so-called cooperation number, plays a key role in determining the rate of

cooperative radiation by the atomic system. Although our formalism is similar to the

Dicke Model, in our case, the choice of the corresponding subspace of l is determined

by the macrospin approach. Due to the applied magnetic field B0 along the positive

z-axis (Fig. 2.1), all N spins of the nanomagnet initially pointing upward is similar to

the case of initially fully excited atomic system in Dicke Model.

3.1 Fock Basis Representation

The initial state of our spin-cavity system decided by the applied magnetic field

dictates the only choice of l = N/2 subspace with no degeneracy, amongst all possible

subspaces of l. Therefore, the basis kets of the Hamiltonian in Eq. (2.54) can be

written as the simultaneous eigenkets of the Fock states for cavity photons (|n〉), the

eigenkets of the collective spin operator, and its z-axis projection (|l,m〉),

F ⊕ (S 2,Sz) = |n〉 ⊗ |l,m〉. (3.1)

Since the total excitation number is conserved in our model, the obvious constant of

motion of the spin-cavity system can be easily revealed to be

ξ = n+m = N/2 , (3.2)
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where the total number of spins considered is given by N . Therefore, the product

basis kets |n〉 ⊗ |l,m〉 can be reduced to a much more simplified formalism of

|n〉|l,m〉 ≡ |n, ξ − n〉 or |ξ −m,m〉, (3.3)

depending solely on either photon number of the cavity n or the eigenvalues of the

collective spin operator along the z-axis m. Hence, by operating the Hamiltonian of

Eq. (2.54) on these states, one can obtain the Hamiltonian

H =
2ξ∑
n=0

E0|n〉〈n| − τ(n) [|n+ 1〉〈n|+ |n〉〈n+ 1|] , (3.4)

in Fock basis, where the constant energy term E0 and magnet-microwave mode coupling

τ(n) are given by

E0 = h̄ω (ξ + 1/2)

τ(n) = h̄ΓγgµB(n+ 1)
√

2ξ − n . (3.5)

Since the E0 term does not depend on photon number for the exact resonance case, it

only causes a constant shift in all energy levels, and therefore it can be omitted in our

calculations. Discrete lattice-like schematic of the Hamiltonian in Eq. (3.4) is shown

in Fig. 3.1.

Figure 3.1: Lattice-like schematic of the spin-cavity Hamiltonian is shown where
successive lattice sites represent the corresponding photon numbers in the microcavity.
Note that the constant of motion of the Hamiltonian can also be clearly seen from
the addition of arrows belonging to the nanomagnet spins along the z-axis Sz (purple)
and corresponding cavity photon numbers n (red) for each site.
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Starting with an initial configuration of no photons present in the cavity and

the collective spin of the nanomagnet oriented parallel to the field |0, ξ〉, the magnet-

microwave mode coupling τ(n) changes dramatically over a range from MHz to THz.

Note that the matrix form of the above Hamiltonian, i.e.

E0 −τ(0) 0 0 · · · 0

−τ(0) E0 −τ(1) 0 · · · 0

0 −τ(1) E0 −τ(2) · · · 0

· · · · · ·

0 0 0 · · · −τ(2ξ − 1) E0


, (3.6)

has a dimension of roughly 109 × 109 and it looks very similar to the one dimensional

tight-binding form [115], except the constant diagonal terms E0. Hence, it can be

readily seen from the Hamiltonian given in Eq. (3.4), the first derivative of the magnet-

microwave mode coupling ∂τ(n)/∂n acts like a driving force between the successive

photon numbers of the cavity, i.e. |0〉 → · · · · · · → |n − 1〉 → |n〉 → |n + 1〉 →

· · · · · · → |2ξ〉. Therefore, finding the roots of the following relation

∂τ(n)

∂n
|n0 = 0, (3.7)

reveals the location of the equilibrium point as n0 = (4ξ − 1)/3 in terms of the cavity

photon number. Equivalently, in terms of the collective spin number along the z-axis

m, magnet-microwave mode coupling can be expressed as

τ(m) = (ξ −m+ 1)
√
ξ +m (3.8)

with an equilibrium point of m0 = (1− ξ)/3. Therefore, for a nanomagnet consisting

of very large number of spins (ξ � 1), all the eigenfunctions of the Hamiltonian given

in Eq. (3.4) are expected to be centered about the equilibrium point n0 = 4ξ/3 or

equivalently m0 = −ξ/3.

Now lets assume our spin-cavity system is initially in a random state given by
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|n〉|l,m〉. If we are only interested in transitions which conserve energy and in which

a photon is emitted, the rate of photon emission can be found to be proportional with

the terms like

rn ∝
∑
∀Ψ
|〈Ψ|a†S−|n〉|l,m〉|2, (3.9)

where the sum is carried over all possible final states of the system represented by |Ψ〉.

After matrix elements of the spin system and of the field are seperated, the rate of

photon emission can be obtained as

rn ∝ A〈m|S+S−|m〉〈n|aa†|n〉 = A(n+ 1)2(2ξ − n) (3.10)

≡ A(ξ −m+ 1)2(ξ +m) (3.11)

in terms of photon number or collective spin number along the z-axis. The physical

significance of the factor A can be readily identified by applying the rate of photon

emission rn given above to a single spin case, where ξ = 1/2. Assuming this spin is

initially pointing upward m = 1/2 and there are no photons present in the cavity n = 0,

the rate of photon emission rn yields to A, which reveals itself to be nothing more but

the spin analog of the Eistein A-coefficient. In the large spin limit, it can be easily

seen that the rate of photon emission reaches its maximum value of 4A(N/3)3 for the

equilibrium point n0 or equivalently m0. Therefore, the physical significance of these

equilibrium points n0 and m0 can be realized as the points where the superradiance

regime lies at for the spin-cavity system in terms of the photon and collective spin

numbers, respectively.

3.2 Continuous Representation

Finding the solutions of the spin-cavity Hamiltonian corresponds to the diago-

nalization of huge matrices in the form of Eq. (3.6). Fortunately enough, as it will

be shown in this and upcoming sections, this disadvantage can still be avoided by

treating the Hamiltonian in the proper continuum limit to obtain a coherent state

representation of the spin-cavity system. In the most general form, the eigenstates of
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the spin-cavity system Hamiltonian in Eq. (3.4) can be expanded in terms of the Fock

number states,

Ψj =
2ξ∑
n′=0

ψn
′

j |n′〉, (3.12)

where the proper phase constants are given by ψn
′

j for each photon number in the field

basis. Operating the Hamiltonian of Eq. (3.4) on these states, i.e.

H Ψj =
2ξ∑
n=0

2ξ∑
n′=0

{
E0ψ

n′

j |n〉〈n|n′〉 − τ(n)ψn
′

j [|n+ 1〉〈n|n′〉+ |n〉〈n+ 1|n′〉]
}
, (3.13)

with the aid of time independent Schrödinger equation H Ψj = EjΨj, where Ej

corresponds to the eigenvalues of the spin-cavity system, yields to the following

relation,

2ξ∑
n′=0

2ξ∑
n=0

{
E0ψ

n′

j |n〉δn,n′ − τ(n)ψn
′

j |n+ 1〉δn,n′ − τ(n)ψn
′

j |n〉δn+1,n′

}
=

2ξ∑
n′=0

Ejψ
n′

j |n′〉.

(3.14)

The summation over the states with n will be dropped off by using the Kronecker

delta functions obtained from the orthogonality condition of Fock number states, i.e.

〈n|n′〉 = δn,n′ . Therefore, Eq. (3.14) can be reduced to

2ξ∑
n′=0

{
(Ej − E0)ψn

′

j |n′〉+ τ(n)ψn
′

j |n′〉+ τ(n′ − 1)ψn
′

j |n′ − 1〉
}

= 0 ; (3.15)

furthermore, by changin the dummy indices n′ → n′ − 1 and n′ → n′ + 1 for the

second and the third terms in the summation on the left hand side (lhs) of Eq. (3.15)

respectively, one can obtain the relation

0 =
2ξ∑
n′=0

(Ej − E0)ψn
′

j |n′〉+
2ξ+1∑
n′=1

τ(n′ − 1)ψn
′−1

j |n′〉+
2ξ−1∑
n′=−1

τ(n′)ψn
′+1

j |n′〉,

=
2ξ∑
n′=0

{
(Ej − E0)ψn

′

j + τ(n′ − 1)ψn
′−1

j + τ(n′)ψn
′+1

j

}
, (3.16)

where the values of τ(−1) = τ(2ξ) = 0 are used to appropriately readjust the range

of the summations over the values of n′ to allow further reduction leading to the

following important recursion relation,

(Ej − E0)ψnj + τ(n− 1)ψn−1
j + τ(n)ψn+1

j = 0, (3.17)
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for the phase constants ψnj of Fock states. Note that the dummy indice n′ has been

finally changed to n for simplicity purposes. Since the nanomagnet possesses very large

number of spins roughly 2ξ = N = 109, the continuum limit consists in making the

replacement of ψnj → ψj(nε) to the discrete phase coefficients of Eq. (3.12). Therefore,

the continuous lattice-like relation can be easily obtained as

Ejψj(nε) + τ(nε)ψj(nε+ ε) + τ(nε− ε)ψj(nε− ε), (3.18)

from the discrete recursion relation given in Eq. (3.17) with a so-called lattice constant

ε. Since the constant shift in the energy spectrum has no effect on the eigenvalues

and eigenfunctions, the E0 term has been also omitted in Eq. (3.18). Moreover, by

introducing the Taylor expansions of the functions ψj and τj

ψj(nε+ ε) = ψj(nε) + ε
dψj(nε)

d(nε)
+

1

2ε2

d2ψj(nε)

d(nε)2
+O(ε3), (3.19)

ψj(nε− ε) = ψj(nε)− ε
dψj(nε)

d(nε)
+

1ε2

2

d2ψj(nε)

d(nε)2
+O(ε3), (3.20)

τ(nε− ε) = τ(nε)− εdτ(nε)

d(nε)
+

1ε2

2

d2τ(nε)

d(nε)2
+O(ε3), (3.21)

into Eq. (3.18) up to the order of O(ε3), the eigenvalue problem of the matrix given in

Eq. (3.6) can be simply reduced to a problem of finding the solutions of the following

second-order ordinary differential equation:

τ(x)
d2ψj(x)

dx2
+
dτ(x)

dx

dψj(x)

dx
+

(
2τ(x)− dτ(x)

dx
+

1

2

d2τ(x)

dx2
+ Ej

)
ψj(x) = 0, (3.22)

with the boundary conditions of ψj(0) = ψj(2ξ) = 0, where x is defined by the

transformation x → nε. While the above differential equation needs to be solved

in the domain of [0, 2ξ], the lattice constant can be set equal to the difference in

successive photon numbers, i.e. ε = 1, since ε� 2ξ and ψj(nε) is a smoothly varying

function.

Since Eq. (3.22) is a linear second-order homogeneous differential equation, it

can be transformed into the standard form of

d2zj(x)

dx2
+ q2(x,Ej)zj(x) = 0, (3.23)
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with the first-order term eliminated using the substitution

lnψj(x) = ln zj(x)− 1

2

∫ τ ′(x)

τ(x)
dx, (3.24)

where the polynomial q(x) is obtained as,

q2(x,Ej) =
2τ(x)− τ ′(x) + Ej

τ(x)
+
τ ′2(x)

4τ 2(x)
. (3.25)

Note that by defining the effective potential (see Fig. 3.2) and the effective mass as

Ve(x) = τ ′(x)− τ ′2(x)

4τ(x)
− 2τ(x), (3.26)

me(x) =
h̄2

2τ(x)
, (3.27)

respectively, the polynomial in Eq. (3.23) can be rewritten as

q(x) =

√
2me(Ej − Ve(x))

h̄2 . (3.28)

in a more physically familiar form of so-called wavevector of this continuous representa-

tion. Hence the Eq. (3.22) has been transformed into a time-independent Schrödinger

equation, application of Wentzel-Kramers-Brillouin (WKB) approximation with a

validity of

|q(x)| �
∣∣∣∣∣ 1

2q(x)

dq(x)

dx

∣∣∣∣∣ , (3.29)

yields to the quantization of the classical action given by

S(Ej) =
1

2π

∮ √√√√Ej − Ve(x)

τ(x)
dx = j +

1

2
, (3.30)

for a smoothly varying effective potential Ve(x) as shown in Fig. 3.2. Note that the

successive values of the indices j corresponds to the each energy level allowed by

Eq. (3.22), i.e. j = 0 for the ground state, j = 1 for the first excited state, j = 2

for the second excited state of the spin-cavity system, and so on. Hence, the energy

eigenvalues necessary to solve the differential equation given in Eq. (3.22), and to

obtain the wavefunctions of the spin-cavity system, can be easily obtained by the

quantization of the classical action defined in Eq. (3.30). Unfortunately, the WKB

method fails to produce every energy level of the spin-cavity spectrum precisely.
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Figure 3.2: The effective potential of the magnet-cavity system (for N = 109 spins) in
the WKB approximation is shown with respect to cavity photon number n centered
around the superradiance regime n0.

However, it is expected to yield very accurate energy values in the vicinity of the

minimum of the effective potential Ve(x). This can be easily seen from the fact that

around the equilibrium points n0 (or m0) the effective potential has its global minimum

at a location where it is indeed very slowly varying while it is also satisfying the

necessary condition given by Eq. (3.29). The comparison between the wavefunctions

obtained by continuous WKB approximation ψj(x) and the discreete exact solutions

ψnj is shown in Fig. 3.3 and Fig. 3.4 for the eigenfunctions of some small enough spin

samples.

Direct comparison of the same order wavefunctions for different cavity photon

number and nanomagnet total spin, given in Fig. 3.3f and Fig. 3.4f, reveals the fact that

confinement gets better between the continuous wavefunctions and their corresponding

exact solutions with increasing number of total photon numbers or spins contained in

the spin-cavity system. For the nanomagnet consisting of 109 spins (which yields to a
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Figure 3.3: Normalized wavefunctions of the nanomagnet-cavity system consisting of
102 spins obtained from the exact solutions (black, dotted), and from the continuous
WKB (red, solid) approximation are shown for the (a) ground state, and (b) 1st, (c)
2nd, (d) 3rd, (e) 10th, and (f) 15th excited states.
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Figure 3.4: Normalized wavefunctions of the nanomagnet-cavity system consisting of
103 spins obtained from the exact solutions (black, dotted), and from the continuous
WKB (red, solid) approximation are shown for the (a) ground state, and (b) 1st, (c)
2nd, (d) 3rd, (e) 10th, and (f) 15th excited states.
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constant of motion given as ξ = 109/2), some of the selected wavefunctions up to the

150th excited state (j = 150) are shown in Fig 3.5.
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Figure 3.5: Some wavefunctions of the nanomagnet-cavity system are shown as a
function of photon number, n, centered about the equilibrium point n0 = 4ξ/3 =
6.66667 × 108 for N = 109 spins: (a) ground state with a width of roughly 104

photons(spins), (b) 1st, (c) 2nd, and (d) 150th excited states.

3.3 Coherent-State Representation

Quantum electrodynamics has historically been developed in terms of the sta-

tionary number states of the free-radiation field. Quantum numbers are typically large

as well as uncertain in the classical limit of quantum electrodynamics, and therefore

the photon number states are not a natural basis in this case. Coherent states were

first discovered by Schrödinger, in connection with the quantum harmonic oscillator,

and referred as states of minimum uncertainty product. Their usefulness remained

hidden, until recent times when their properties were further investigated by Klauder.

Later, Bargmann’s introduction of a functional representation of quantum states

leaded to many common features with the coherent-state representation. However, the
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recognition of the coherent states as to be particularly important and appropriate for

the quantum treatment of optical coherence is due largely to the work of Glauber [116],

who has discussed quantum states forming an overcomplete set which are well suited

to treatment of the classical region. The classical dispersion of these states in photon

number is equal to the average photon number. It is interesting to see the same

classical dispersion for most of the eigenstates of an N -molecule-radiation Hamiltonian.

3.3.1 Fock Representation of the Coherent State

Coherent states can be easily derived with the knowledge of that they are the

eigenstates of the annihilation operator,

a|α〉 = α|α〉. (3.31)

Because the annihilation operator a is not Hermitian, in general, its eigenvalue will

be some complex number α; whereas the corresponding eigenstate, so-called coherent

state, is represented by |α〉. Since the Fock states form a complete set, they can be

used to represent any coherent state, such as

|α〉 =
∞∑
n=0

cn|n〉, (3.32)

where the cn are complex numbers to be determined by substituting the coherent state

given in Eq. (3.32) into the Eq. (3.31), i.e.

∞∑
n=1

cn
√
n|n− 1〉 = α

∞∑
n=0

cn|n〉. (3.33)

Now this equation can be easily used to obtain the recursion relation for cn by realizing

that it can be satisfied only if the coefficients of corresponding Fock states on both

sides are equal. Therefore, by equating the coefficients of |n − 1〉, one can get the

recursion relation connecting cn and cn−1,

cn =
α√
n
cn−1, (3.34)
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from which its repeated application yields to

cn =
α√
n
cn−1 =

α2√
n(n− 1)

cn−2 = . . . =
αn√
n!
c0. (3.35)

Hence, in terms of only one unknown coefficient, the Fock representation of the

coherent state becomes

|α〉 = c0

∞∑
n=0

αn√
n!
|α〉, (3.36)

where c0 can also be determined from the requirement of normalization of the coherent

states which implies

〈α|α〉 = 1 = |c0|2
∞∑
n=0

∞∑
m=0

α∗nαm√
n!m!

〈n|m〉

= |c0|2e|α|
2

. (3.37)

Therefore, the final form of the Fock representation of the coherent state becomes

|α〉 = e−
|α|2
2

∞∑
n=0

αn√
n!
. (3.38)

It is important to note that for every complex number α other than zero, the coherent

state |α〉 has a non-zero projection, i.e.

〈n|α〉 = e−
|α|2
2
αn√
n!
, (3.39)

on every Fock state |n〉. When α = 0, the coherent state |α〉 becomes the vacuum

state which may also be treated as a coherent state. The squared modulus of the

projection of |α〉 onto |n〉 gives the probability p(n) that n photons will be found in

the coherent state |α〉. Note that, this probability given as

p(n) = |〈n|α〉|2 =
|α|2n

n!
e−|α|

2

, (3.40)

can be recognized as a Poisson distribution with a parameter |α|2. Close observation of

Eq. (3.38) reveals a remarkable feature of the coherent states that they are unchanged

when acted on by the annihilation operator a. Therefore, a possible analogy between

the coherent state of the quantum field and a classical field can be suggested by the

fact that it is possible to absorb photons from an electromagnetic field in a coherent
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state repeatedly, without effecting the state in any way. Even though coherent state is

not an eigenstate of any observable, and therefore, misleadingly, it can be concluded

that it does not correspond to any readily measurable feature of the field; in practice

most measurements of the field are based on the process of photoelectric detection by

using instruments such as the photomultiplier, the photoconductor, the photographic

plate, and the eye, which all function by the absorption of photons. Since coherent

states are the eigenstates of the absorption operator, these states prove to be the

most convenient for the description of many properties of the field encountered in

photoelectric measurements of the optical domain.

3.3.2 Coordinate Representation of the Coherent State

The coordinate representation φα(x) of the coherent state |α〉 can be directly

evaluated from the matrix element 〈x|α〉, where |x〉 is the eigenstate of the position

operator x̂. From Eq. (3.31), we have

〈x|a|α〉 = α〈x|α〉 = αφα(x). (3.41)

Subtituting the annihilation operator s, given by

a(t) =
1√
2h̄ω

[ωx̂(t) + ip̂(t)] (3.42)

in terms of the position and momentum operator, into Eq. (3.41) yields to the following

first-order differential equation

1√
2h̄ω

[
xω + h̄

∂

∂x

]
φα(x) = αφα(x), (3.43)

where momentum operator used in its differential form. The general solution can be

written as

φα(x) = A exp

− ω

2h̄

x− α(2h̄

ω

)1/2
2
 , (3.44)
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where the normalization constant A can be determined from the normalization condi-

tion of the coherent state, ∫
|φα(x)|2dx = 1, (3.45)

to be

|A| =
(
ω

πh̄

)1/4

e(Imα)2 . (3.46)

Therefore, the final form of the coordinate representation of the coherent state is given

by

φα(x) =
(
ω

πh̄

)1/4

e(Imα)2 exp

− ω

2h̄

x− α(2h̄

ω

)1/2
2
 . (3.47)

It can be easily seen that φα(x) has the structure of a Gaussian function of x, in

which the peak of the Gaussian is displaced by the distance (2h̄/ω)1/2 α from the

origin. Since α = 0 corresponds to the vacuum state, the coherent state appears as a

displacement from the vacuum state.

3.3.3 Coherent State of the Spin-Cavity Hamiltonian

A coherent state of our spin-cavity system consisting of 109 spins, which is

displaced by an amount of roughly ≈ 2.67× 105 photons (or in otherwords spins) from

its equulibrium point n0 (or m0), characterized by very large oscillations in photon

numbers and spins with a period of T . As shown in the previous section, coherent

states have the formal structure of a Gaussian function in coordinate representation,

and they correspond to a displaced ground state of the eigensystem under consideration.

The analytical form of the ground state of our spin-cavity system, shown in Fig 3.5a,

can be expressed by a Gaussian function in the form of

ψ0(x) =
1

σ
√

2π
e−(x−n0)2/2σ2

, (3.48)

where the standard deviation σ can be found by matching the values of the full width

at half maximum (FWHM) of the ground state and the Gaussian function to each
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other, i.e.

FWHM(ψ0(x)) = 2
√

2 ln 2σ, (3.49)

ψ0(n0) =
(
σ
√

2π
)−1

. (3.50)

This matching of the ground state, which numerically obtained by solving the differen-

tial equation given in Eq. (3.22), to the Gaussian function has been shown in Fig. 3.6

for the proposed nanomagnet-cavity system.
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Figure 3.6: Matching between the Gaussian function with FWHM ' 46199 (Red)
and the ground state of the nanomagnet-cavity system centered at n0 = 6.67× 108

(Blue,dashed) is shown with respect to photon number x of the cavity.

Expressing the ground state of the spin-cavity system in the form of a Gaussian

function as in Eq. (3.48) allows us to easily obtain the displaced forms of this ground

state as well,

ψ0(x− x0) = ψ0(n0)e−((x−x0)−n0)2/2σ2

. (3.51)

Since each different displacement of the ground state of the eigensystem given by a

distance (2h̄/ω)1/2 α corresponds to a different coherent state of that eigensystem, it
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is allowed to define any coherent state of the spin-cavity system as

φ(x, t0) = ψ0(x− x0) = ψ0(n0)e−(x−x0−n0)2/2σ2

, (3.52)

initialized at time t0. Moreover, since the eigenfunctions of the spin-cavity system

spans a complete orthogonal space, they can be used as basis functions to expand any

coherent state over,

φ(x, t− t0) =
∞∑
j=0

Aje
−iEj(t−t0)/h̄ψj(x), (3.53)

for any given time t. Equating the relations given in Eq. (3.53) and Eq. (3.52) at an

initial time t = t0 leads to the following equation:

∞∑
j=0

Ajψj(x) = ψ0(n0)e−(x−x0−n0)2/2σ2

. (3.54)

Multiplying both sides of the Eq. (3.54) with ψj′ and integrating over the region [0, 2ξ],

∞∑
j=0

Aj

∫ 2ξ

0
ψj(x)ψj′(x)dx = ψ0(n0)

∫ 2ξ

0
ψj′(x)e−(x−x0−n0)2/2σ2

dx, (3.55)

Aj = ψ0(n0)
∫ 2ξ

0
ψj(x)e−(x−x0−n0)2/2σ2

dx, (3.56)

reveals the phase constants Aj of the expansion given in Eq. (3.53). Note that the

integration on the lhs of Eq. (3.55) has been evaluated by using the orthonormality

condition of the spin-cavity wavefunctions.

In conclusion, any coherent state of the spin-cavity system initially centered

at x0 can be expanded in terms of the eigenfunctions of the spin-cavity system,

whereas the coefficients of the expansion are evaluated by using the relation given in

Eq. (3.56). Moreover, as demonstrated in Fig. 3.7, time evolution of any coherent

state of the spin-cavity system reveals a very large oscillation in photon numbers

(in otherwords spins) roughly ∼ 5.34 × 105 photons or spins for the nanomagnet

consisting of N = 109 spins. The Zeeman energy of the nanomagnet and transverse

magnetic field strength of the cavity can be evaluated as 〈∆Ez〉 = 〈φ(t)|µzB0|φ(t)〉

and 〈BT − BT0〉 = 〈φ(t)|HTM(d)|φ(t)〉, respectively, by using the coherent state

representation of the spin-cavity system. Collective oscillations of these quantities
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Figure 3.7: Amplitude of the coherent state of the nanomagnet-cavity system is shown
as a function of photon number x − n0 at times t = 0, and t = 2.37 µs. The large
oscillations of this coherent state about n0 = 6.667 × 108 occurs between −267000
(Filled), and 267000 (Dashed) in photon numbers with a period of T = 4.74 µs.

shown in Fig. 3.8 corresponds to the coherent energy exchange occuring back and

forth between photons of the cavity and the spins of the nanomagnet.
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Figure 3.8: Time evolution of the Zeeman energy of the nanomagnet (Red), and the
amplitude of the transverse magnetic cavity field for the TM mode (Purple) are shown
in the coherent representation of the spin-cavity system.
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Certain autocorrelation function, shown in Fig. 3.9, between the initial coherent

state |φ(0)〉 and the coherent state at any given time |φ(t)〉, defined by

P (t) = |〈φ(t)|φ(0)〉|2, (3.57)

can be used to extract the period of the coherent state oscillation T as following:

P (T ) =

∣∣∣∣∣∣
∫ 2ξ

0

∞∑
j,j′=0

A∗jAj′ψ
∗
j (x)ψj′(x)eiEjT/h̄dx

∣∣∣∣∣∣
2

,

=

∣∣∣∣∣∣
∞∑

j,j′=0

A∗jAj′e
iEjT/h̄

∫ 2ξ

0
ψ∗j (x)ψj′(x)dx

∣∣∣∣∣∣
2

,

=

∣∣∣∣∣∣
∞∑

j,j′=0

A∗jAj′e
iEjT/h̄δj,j′

∣∣∣∣∣∣
2

,

=

∣∣∣∣∣∣
∞∑
j=0

|Aj|2eiEjT/h̄
∣∣∣∣∣∣
2

= 1. (3.58)

by finding the root T satisfying Eq. (3.58). Hence, for the nanomagnet possessing

109 spins, the period of the coherent state oscillation is obtained as T = 4.74 µs for

the spin-cavity system. Moreover, as an important measure of quantum coherence,

phase fluctuation (dephasing) of the coherent state obtained from the auto-correlation

function for large time scales is shown in Fig. 3.10 to be exceptionally large in order

of few seconds.
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Figure 3.9: Autocorrelation function between the initial coherent state |φ(0)〉 and the
coherent state at any given time |φ(t)〉, defined as P (t) = |〈φ(t)|φ(0)〉|2, is shown as a
function of time t.
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Figure 3.10: Dephasing time of the coherent state is obtained by the Gaussian fit of
e−t

2/τ2 to the peak values of the auto-correlation function at successive time intervals.
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CHAPTER 4

DECOHERENCE MECHANISMS

4.1 Elementary Excitation of Magnons

Although this treatment is for zero temperature, the coherent properties of the

nanomagnet-photon system should persist to as high a temperature (and over as long

a timescale) as the macrospin description remains reliable. Since an infinite Q assumed

for the cavity, the decoherence of the system is expected to be determined by photon

leakage from the cavity, rather than those exceptionally long dephasing times. The

validity of the macrospin approximation for the nanomagnet consisting of iron (Fe)

atoms can be tested by using the magnon description given in Section 1.3.1. The

number of magnons excited is given by

Nm =
∑
k

1

exp(h̄ωk/kBT )− 1
,

∫
g(ω)

1

exp(h̄ωk/kBT )− 1
dω, (4.1)

where g(ω) corresponds to density of states,

g(ω) = n(k)
dk

dω
=

V

2π2
k2 dk

dω
. (4.2)

Note that the γk given in the dispersion relation of magnons in Eq. (1.97) depends on

the crystal structure, and for a bcc Fe crystal structure it can be estimated as

γk =
1

ν

∑
δ

exp (ik ·Rδ)

=
1

8

∑
cos(±kxa

2
± kya

2
± kza

2
)

≈ 1− a2k2

4
, (4.3)

for small k, resulting with the dispersion relation of

h̄ω = 4Jk2a2. (4.4)
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Hence the density of states becomes

g(ω) =
VN
4π2

(
h̄

4Ja2

)3/2

ω1/2. (4.5)

Finally, the number of magnons excited in the nanomagnet is

Nm =
VN
4π2

(
h̄

4Ja2

)3/2 ∫ ∞
0

ω1/2

exp(h̄ω/kBT )− 1
dω

=
VN
4π2

(
h̄

4Ja2

)3/2 (
kBT

h̄

)3/2 ∫ ∞
0

x1/2

ex − 1
dω

= 2.32
VN
4π2

(
kB

4Ja2

)3/2

T 3/2, (4.6)

where the exchange integral and lattice parameter for Fe are given by J = 11.9 meV

and a = 2.87 Åwith ν = 8 nearest neighbor atoms with spin s = 1, respectively.
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Figure 4.1: Temperature dependence of magnon numbers is shown by using density of
states approach (Blue) and exact summation (Red) over all possible k’s for the size of
the nanomagnet in consideration. Fitting of a function in the form of αT 3/2 to the
exact summation data yields to the expected temperature behavior of magnons with
α ≈ 756 K−3/2.

For a spherical nanomagnet with a radius of r0 = 108 nm, the temperature

dependence of the number of magnons excited is evaluated and shown in Fig 4.1 by

using the density of states approach mentioned above and also with a more direct

approach using the exact summation over every k. Note that the expected αT 3/2
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behavior for magnons are also applied with a fit to the exact summation case, yielding

a value of α ≈ 756 K−3/2. Even though there are large number of magnons excited in

the system, the macrospin approach still proves to be a valid approximation. This

can be easily realized by considering that each magnon excited in the system reduces

the total magnetic moment in the amount of 2.21µB for Fe. Note that the total z

component of the magnetic moment µz is given by

µz = Ms(0)V − gµB
∑
k

nk (4.7)

where nk is the number of magnons with wavevector k and Ms(0) is the saturation

magnetization at T = 0, in which Ms(0)V is the maximum possible value of Ms

attained when all the spins are parallel along the z-direction of the static field. For the

spherical nanomagnet in consideration, there are roughly nFe = 4.5× 108 Fe atoms

present with a total magnetic moment of µ ≈ 2.21µBnFe. Therefore, as shown in

Fig. 4.2, the reduction of the total magnetic moment of the system due to the magnon

excitation will be only 0.87% at room temperature (T = 300 K).
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Figure 4.2: Due to the calculated number of magnons Nm excited in the spin system,
the reduction percentage of the total magnetic moment J is shown with respect to
temperature T .
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Furthermore, the elementary spin excitations (magnons) would not directly

affect the dephasing of the system, for magnons preserve the spin quantum number

ms, requiring an up spin to flip down for every down spin flipping up. In realistic

nanomagnets, spin-lattice coupling of ms to phonons through spin-orbit coupling

will cause a cutoff of the dephasing times shown in Fig. 3.10 [117–121]. For spheres

of yttrium iron garnet (YIG) at low temperature, this spin-lattice time is several

µs [122,123] comparable with the period of the coherent oscillation (T = 4.74 µs) as

shown in Fig. 3.7, therefore, permitting observation of a full oscillation cycle. The

times at room temperature in YIG (∼ 200 ns [122]) and iron (∼ 20 ns [124,125]) are

too small to observe a full oscillation; however, coherent dynamics corresponding to a

portion of the oscillation involving ∼ 220 photons/ns, or ∼ 4400 photons for iron and

∼ 4.4× 104 photons for YIG should be still observable.

4.2 Magnetocrystalline Anisotropy

The energy in a ferromagnetic cyrstal which directs the magnetization along

certain crystallographic axes is called magnetocrystalline or anisotropy energy, where

these axes are also called directions of easy magnetization. Since magnetocrystalline

anisotropy (MA) arises from the spin-orbit coupling between the spins and the lattice

of the cyrstal, it needs to be calculated from the electronic structure of the material.

One of the main mechanisms behind MA is the asymmetry of the overlap of electron

distributions on neighboring ions. Due to spin-orbit interaction, the charge distribution

is spheroidal instead of spherical. This asymmetry is directly related to the direction

of spin such that a rotation of the spin directions relative to the crystal axes changes

the exchange energy and also changes the electrostatic interaction energy of the charge

distributions on pairs of atoms, where both effects give rise to the MA energy. Two

different energy configurations of this type are shown in Fig. 4.3.

The most common anisotropy effect is connected to the existence of only one easy

direction and it is called uniaxial anisotropy. In this type of anisotropy, since the free
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Figure 4.3: Spheroidal charge distribution and the relative spin directions is shown in
two different type of configurations. The energy of (a) is different than the energy of
(b) due to spin-orbit interactions.

energy density is rotationally-symmetric with respect to the easy axis, it only depends

on the relative direction of spin s with respect to this axis. Due to this symmetry

restrictions, assuming z-axis is chosen along the easy axis, uniaxial anisotropy energy

density can be expanded as an even function of sz ∼ cos θ. Therefore, the uniaxial

anisotropy energy density is given by

EUA = K ′1 sin2 θ +K ′2 sin4 θ, (4.8)

up to second order by anisotropy constants K ′1 and K ′2. A hexagonal crystal Cobalt

(Co) is one of the most well-known examples of this type of anisotropy. In case of Co,

since the hexagonal axis is along the direction of easy magnetization θ corresponds

to the angle the magnetization makes with the hexagonal axis, and the anisotropy

constants are given by K ′1 = 4.1× 106 erg/cm3 and K ′2 = 1.0× 106 erg/cm3 at room

temperature.

Magnetic anisotropy caused by magnetocrystalline sources can lead to several easy
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axes, depending on the symmetry of the given crystal structure. In the case of cubic

crystal whose easy axis is aligned along the body diagonal, arbitrary magnetization

direction is defined by direction cosines α1,α2,α3 referred to the cube edges. Since

opposite ends of a crystal axis are magnetically equivalent the cubic anisotropy energy

density should be an even power of each αi and it should be invariant under the

interchanges of any αi. Even though the lowest order combination satisfying the

symmetry requirements is given by α2
1 + α2

2 + α2
3, since it identically yields to unity, it

does not describe the cubic anisotropy energy. However, the next fourth and sixth

order combinations is enough to define the cubic anisotropy as following

ECMA = K1

(
α2

1α
2
2 + α2

2α
2
3 + α2

1α
2
3

)
+K2α

2
1α

2
2α

2
3, (4.9)

where the cubic anisotropy constants are given by K1 and K2. Since iron (Fe) has

a body centered cubic crystal structure, it possesses an anisotropy of this type, and

its anisotropy constants are given by K ′1 = 4.2 × 105 erg/cm3 and K ′2 = 1.5 × 105

erg/cm3 at room temperature.

The crystalline magnetic anisotropy (CMA) of iron (Fe) causes a detuning of the

energy spacing for different spin orientations from the resonant frequency of the cavity,

along with a dispersion in that spacing. The uniform detuning, corresponding to a

uniform shift in the precession frequency of the nanomagnet spin, can be compensated

for with a slight adjustment in the applied magnetic field. Note that CMA energy

defined as

ECMA = K1

(
ξ4 − 3m4 + 2ξ2m2

4ξ4

)
+K2

(
ξ4m2 − 2ξ2m4 +m6

ξ6

)
, (4.10)

in terms of the spin m, where directional cosines are estimated as

α2
1 = α2

2 =
ξ2 −m2

2ξ2
,

α2
3 =

m2

ξ2
. (4.11)

Therefore, obtaining a realistic picture of the nanomagnet-cavity system requires
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the consideration of CMA. The dispersion causes a detuning of roughly 0.3 neV for

the oscillation region of the coherent state shown in Fig. 3.7. Since this detuning is

much smaller than magnet-photon coupling strength (τ(n0) = 0.16 eV) around the

superradiance regime, it will not destroy the coherence.

4.3 Effects of the Nanomagnet Size

The coherent dynamics of a coupled photonic cavity and a nanomagnet is also

explored for three different nanomagnet sizes of radius r0 ' 2.3nm, 11nm, and 50nm

corresponding total number of spins N = 104, 106, and 108, respectively. Therefore,

the solutions of the nanomagnet-cavity Hamiltonian corresponds to the diagonalization

of large matrices in the form of Eq. (3.6) with increasing ranks of 104, 106, and 108

and are shown in Fig. 4.4.

For three sizes of the nanomagnet, the coherent states shown in Fig. 4.5(a)-(c),

are characterized by large oscillations over ranges of (2x0=) 1780, 1.76 × 104, and

1.76×105 photons with periods of T = 1.5 ms, T = 150 µs, and T = 15 µs, respectively.

The Zeeman energy of the nanomagnet ∆Ez and transverse magnetic field amplitude

of the cavity BT at the nanomagnet’s location can also be evaluated from

〈∆Ez〉 = 〈φ(x, t)|µzB0|φ(x, t)〉,

〈BT 〉 = 〈φ(x, t)|HTM(d)|φ(x, t)〉, (4.12)

by using these coherent state representation. Large oscillations of these quantities

shown in Fig. 4.6 indicates the coherent energy exchange occuring back and forth

between photons in the cavity and the spin states of the nanomagnets.

The coherent properties of these nanomagnet-photon systems will also depend

on the dephasing of the coherent state φ(x, t), due to inhomogenity of the coupling

τ(n). The dephasing time of the nanomagnet-cavity coherent states can be extracted

by a Gaussian fit to the peak values of the autocorrelation function between a coherent
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Figure 4.4: Wave functions of the nanomagnet-cavity system shown as a function of
photon number, n, centered about n0, for nanomagnets of radius r0 = 2.3, 11, 50 nm,
consisting of N = 104, N = 106, and N = 108 spins respectively. First row (a)-(e)-(i)
are the ground states with a full width half maximum (FWHM) represented in photon
numbers, second row (b)-(f)-(j) are the first excited states, third row (c)-(g)-(k) are
the second excited states, and the fourth row (d)-(h)-(l) are the 150th excited states.
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Figure 4.6: Time evolution of the Zeeman energy of the nanomagnets (red, solid)
consisting of (a) N = 104, (b) N = 106, and (c) N = 108 spins are shown in coherent
state representation as well as the amplitude of the transverse magnetic mode of the
cavity field (blue, dashed) at nanomagnet location z = d.



83

state at time t and its initial state at t = 0,

P (t) = |〈φ(x, t)|φ(x, 0)〉|2,

=

∣∣∣∣∣∣
∞∑
j=0

|Aj|2eiEjt/h̄
∣∣∣∣∣∣
2

, (4.13)

whereas each peak (inset of Fig. 4.7) is representing the revival amount of the coherent

state after every successful period T of oscillation. Exceptionally long dephasing time

of order seconds are shown in Fig. 4.7. As the nanomagnet gets bigger the change in

τ(n) with n becomes smoother and smoother, leading to longer dephasing times.

For spheres of yttrium iron garnet (YIG) at low temperature the spin-lattice

time is several µs [122,123,126,127]. Therefore, observation of a full oscillation cycle

should be possible for nanomagnets with a radius of 50 nm or larger. On the other

hand, the times at room temperature in YIG (∼ 200) ns [122] and iron (∼ 20 ns) [124]

are too small to observe a full oscillation. However, coherent dynamics corresponding

to a portion of the oscillation involving ∼ 24 photons/ns, or ∼ 470 photons for iron

and 4700 photons for YIG should be still observable for the nanomagnet with radius

r0 = 50 nm. If, however, the modal coupling is increased using approaches such as

tip-enhancement of the optical field, then the coupling could be far stronger even for a

small nanomagnet. Guided by estimates from tip-enhanced Raman spectroscopy [128],

the intensity of the mode at the nanomagnet’s position could be increased by 102−106,

leading to enhancements of the oscillation frequency of order 10− 103.

Similar to the work presented in Section 4.2, the dispersion as a result of CMA

causes a variable detuning of roughly 200 neV, 13 neV, and 1.3 neV of the E0 in

Eq. (3.4) over the range of oscillation shown in Fig. 4.5(a)-(c), respectively. For the

smallest nanomagnets the effect of CMA dominates over the coupling between the

photons and the spin. For example, for a nanomagnet radius of 2 nm consisting of

104 total spins, the CMA is significantly larger than the magnet-photon coupling

strength τ(n0) (∼ 5.3 neV) as shown in Table 4.1. Therefore the CMA will cause
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Figure 4.7: Dephasing time of the coherent state for nanomagnet-photon systems of
(a) N = 104, (b) N = 106, and (c) N = 108 spins (or equivalently photons) obtained
by a Gaussian fit to the peak values of the dephasing functions (insets) at successive
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the eigenstates to localize in photon and spin number, producing rapid decoherence

for a coherent state. We note that this observation largely rules out the possibility

of observing these coherent oscillations in a single molecular magnet [129], for the

spins of these molecules are considerably smaller than the spin of the nanomagnet

considered above. However, this detuning is much smaller than the magnet-photon

coupling strength of other nanomagnet sizes (10 nm and 50 nm in radii) and therefore

will not destroy the coherent oscillations for them, although it may still limit the

dephasing times to shorter than that shown in Fig. 4.7(b)-(c).

r0 2.3 nm 11 nm 50 nm 100 nm

N 104 106 108 109

ECMA 200 neV 13 neV 1.3 neV 0.3 neV

τ(n0) 5.3 neV 5.3 µeV 5.3 meV 0.16 eV

Table 4.1: Crystalline magnetic anisotropy energies
ECMA for different nanomagnet sizes (with radii r0

and consisting of N spins) are shown in comparison
with the magnet-photon coupling strength at the
superradiance regime (τ(n0)).

As a result, calculations for three different nanomagnet sizes in a photonic cavity

indicate that strong-field coupling between photons and spins is possible, and should

substantially exceed the coupling observed in solids between orbital transitions and

light. This coherent state is characterized by large oscillations in photon number of the

cavity (or equivalently the total spin number of the nanomagnet) with exceptionally

long dephasing times and is expected to be observable for realistic nanomagnets with

radii from 10− 50 nm. Approaches to enhance the coupling, such as using a metal

tip to enhance the optical field, have been proposed. For the smallest nanomagnet

(2 nm radius) the dispersion caused by crystalline magnetic anisotropy would largely
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quench the coherent oscillations, but for nanomagnets in the 10− 50 nm radius range

the coupling to the cavity is much stronger than the dispersion caused by CMA.

The dephasing times increase with increasing nanomagnet size, due to the greater

uniformity of the coupling terms between states that differ by one photon and one spin

flip. Thus the most coherent nanomagnet-cavity systems will be those that are just

under the size threshold where the macrospin approximation ceases to be accurate.
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CHAPTER 5

PHASE-LOCKING OF LIGHT AND SPIN COHERENT STATES

Phase-locking of coupled oscillators [130] is a well-known phenomenon in nonlin-

ear dynamics, i.e. coherent radiation from Josephson junction arrays [131] as well as

in quantum systems in the forms of Bose-Einstein condensation (BEC) (responsible

for superfluidity and superconductivity) and lasing. Electromagnetic field quanta in

an optical cavity containing a dielectric is called a cavity polariton [132,133] different

than its confined version (bulk polariton) [134]. Since polaritons are simply photons

coupled to other excitations which are bosons, they might be considered as candidates

for Bose condensation. Polariton condensate is a superposition of coherent states of

the dielectric and the electromagnetic field coupled by the dipole interaction which is

responsible for the phase locking. When all the oscillators with a finite polarization are

mutually coherent, the energy will be minimized. Phase-locking using the Josephson

junction array in a microcavity has been also considered [135] and it is in principle

comparable to phase locking of cavity polaritons. Moreover, the laser and the polariton

condensate are usually studied in seperate context, and the connection between them

is usually not quite clear even though both can be described by exactly the same

Hamiltonian. However, for a conventional laser the only significant ordering is the

coherence of the photons, whereas in the polariton condensate both the photons and

the excitons are coherent [136].

5.1 Coherent States of Light and Spin

In the most general sense, the coherent state of the radiation field |α〉 is defined

as a state of the field generated by a clasically oscillating current distribution, meaning

the current can be described by a prescribed vector J(r, t) which is not an operator.

The same result can also be obtained by defining the coherent state as an eigenstate

of the annihilation operator a with an eigenvalue α,

a|α〉 = α|α〉. (5.1)
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Therefore, an expression of |α〉 in terms of Fock number state is given by

|α〉 = e−|α|
2/2

∞∑
n=0

αn√
n!
|n〉, (5.2)

and since

|n〉 =
(a†)n√
n!
|0〉, (5.3)

the expression in Eq. (1.2) becomes

|α〉 = D(α)|0〉, (5.4)

where

D(α) = e−|α|
2/2eαa

†
eα
∗a. (5.5)

Also we can obtain the equivalent antinormal form of D(α), i.e.

D(α) = e|α|
2/2e−α

∗aeαa
†
, (5.6)

by using the Baker-Haussdorff formula (Zassenhaus lemma)

et(A+B) = eAeBe−t
2[A,B]/2et

3(2[B,[A,B]]+[A,[A,B]])/6 · · · (5.7)

Note that D(α) is a unitary operator,

D†(α) = D(−α) = D−1(α) (5.8)

and it acts as a displacement operator upon amplitudes a and a†,

D−1(α)aD(α) = a+ α, (5.9)

D−1(α)a†D(α) = a† + α∗. (5.10)

Therefore coherent state is obtained by applying the displacement operator on the

vacuum state, and hence it is the displaced form of the harmonic oscillator ground

state. Each value of α in Eq. (5.2) corresponds to a different coherent state of light

as shown in Fig. 5.1. The relation between α and the photon number nc which the

coherent state is centered at can be obtained as α ≈ √nc by differentiating Eq. (5.2)

with respect to α.

On the other hand, by using the same concepts above, one can require that the
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Figure 5.1: Coherent states of light with respect to photon number n are shown
with different given values of α = 5.0(Red), 8.2(Green), 9.0(Blue) for a system of 100
photons, whereas superradiance region is represented by dashed lines.

coherent states |φ〉 for spin S satisfy the relation,

S−|φ〉 = φ|φ〉. (5.11)

Since the operator S− acting on spin states |ξ,m〉 in Sz basis are given by

S−|m〉 =
√

(ξ +m)(ξ −m+ 1)|m− 1〉, (5.12)

the expression for the spin coherent state can be obtained as

|φ〉 = C
ξ∑

m=−ξ

√√√√ (2ξ)!

(ξ +m)!(ξ −m)!
φξ+m|m〉, (5.13)

satisfying the property S−|φ〉 = φ|φ〉 given in Eq. (5.11). Orthonormality of the

coherent state, i.e.

〈φ|φ〉 = |C|2
∑
m,m′

√√√√ (2ξ)!

(ξ +m)!(ξ −m)!

√√√√ (2ξ)!

(ξ +m′)!(ξ −m′)!
φξ+mφ∗ξ+m

′〈m′|m〉,

= |C|2
ξ∑

m=−ξ

(2ξ)!

(ξ +m)!(ξ −m)!
|φ|2(ξ+m) = 1, (5.14)

yields to the normalization constant

C =
1

(1 + |φ|2)ξ
(5.15)
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by binomial expansion. Therefore, the final form of the spin coherent state is obtained

as

|φ〉 =
1

(1 + |φ|2)ξ

ξ∑
m=−ξ

√√√√ (2ξ)!

(ξ +m)!(ξ −m)!
φξ+m|m〉. (5.16)

In the displacement operator form, it can also be written as

D(φ) = (1 + |φ|2)−ξeφS+e−φ
∗S− , (5.17)

leading to another expression

|φ〉 = (1 + |φ|2)−ξeφS+e−φ
∗S−| − ξ〉, (5.18)

for the spin coherent state. Similar to the photon case, each value of φ yields to a

different spin coherent state as shown in Fig. 5.2. The relation between φ and the

spin number mc which the coherent state centered at can be obtained as

φ =

√
ξ +mc

ξ −mc

(5.19)

by differentiating Eq. (5.16) with respect to φ.
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Figure 5.2: Coherent states of spin with respect to Sz eigenvalues m are shown with
different given values of φ = 0.5(Red), 0.7(Green), 2.0(Blue) for a system of S = 50
(ξ = 50, corresponding to 100 spin one-halves), whereas superradiance region is
represented by dashed lines.
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5.2 Phase-locked Photon-Spin System

As a quick reminder, the Hamiltonian of the nanomagnet-cavity system is given

by

H = h̄ωγ

(
a†a+

1

2

)
+
gµBB0

h̄
Sz − gµBΓγ

(
aS+ + a†S−

)
, (5.20)

and the eigenfunctions of the system are formed of mixed entangled states of n and

m, i.e.

|Ψj〉 =
2ξ∑
n=0

ψnj |n〉|ξ − n〉. (5.21)

with energies (eigenvalues) Ej. The nanomagnet-cavity system can be initialized as

the product state of the coherent state of light and spin, i.e. |K(0)〉 = |α〉|φ〉,

|K(0)〉 =
e−|α|

2/2

(1 + |φ|2)ξ
eαa

†
eα
∗aeφS+e−φ

∗S−|0〉p| − ξ〉s, (5.22)

=
e−|α|

2/2

(1 + |φ|2)ξ

2ξ∑
n=0

ξ∑
−ξ

αn√
n!
φξ+m

√√√√ (2ξ)!

(ξ +m)!(ξ −m)!
|n〉|m〉, (5.23)

where the spins of the nanomagnet and the photons of the cavity are initially indepen-

dent of each other and intrinsically coherent. However, over time, they get coupled

with each other through the interaction part of the Hamiltonian given in Eq. (5.20).

Time evolution of the initial state |K(0)〉 can be expanded over the eigenfunctions

of the cavity-nanomagnet system since they span a complete orthogonal Hilbert space,

|K(t)〉 = e−iH t/h̄|K(0)〉

=
∑
j

|Ψj〉〈Ψj|e−itH/h̄|K(0)〉

=
∑
j

e−itEj/h̄|Ψj〉〈Ψj|K(0)〉. (5.24)

Using the Eq. (5.21) and Eq. (5.23) for the constants 〈Ψj|K(0)〉 leads to

〈Ψj|K(0)〉 =
2ξ∑

n,p=0

ξ∑
m=−ξ

ψn∗j 〈n, ξ − n|p,m〉
e−|α|

2/2

(1 + |φ|2)ξ

√√√√ (2ξ)!

(ξ +m)!(ξ −m)!

αp√
p!
φξ+m

=
2ξ∑

n,p=0

ξ∑
m=−ξ

ψn∗j δp,nδm,ξ−n
e−|α|

2/2

(1 + |φ|2)ξ

√√√√ (2ξ)!

(ξ +m)!(ξ −m)!

αp√
p!
φξ+m

=
2ξ∑
n=0

ψn∗j
e−|α|

2/2

(1 + |φ|2)ξ

√√√√ (2ξ)!

(2ξ − n)!

αn

n!
φ2ξ−n (5.25)
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=
2ξ∑
n=0

Cn
j = Cj. (5.26)

Therefore, the time dependent product of photon and spin coherent states is obtained

as

|K(t)〉 =
∑
j

2ξ∑
n′=0

Cje
−itEj/h̄ψn

′

j |n′〉, (5.27)

in terms of the wavefunctions of the cavity-nanomagnet system.
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Figure 5.3: For N = 100 spins and photons, the initial independent photon (Red)
and spin (Blue) coherent states before the interaction is turned on are shown for
different values of α and φ (a)-(f)-(k), whereas superradiance regime is represented
by a Dashed line. For each initial configuration (columns), products of these photon
and spin coherent states (Green) under the influence of coupling are plotted for times
t = 0, 0.01, 0.1, and 1 seconds with respect to photon number n.
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The initial configuration of photon and spin coherent states given in Eq. (5.2) and

Eq. (5.16) are determined by the parameters α and φ as shown in Fig. 5.3(a)-(f)-(k)

for N = 100 spins and photons (ξ = 50). For different values of α and φ, these

coherent states are initially localized around different photon and spin numbers. As

shown in the first column of Fig. 5.3, if both of these coherent states are initially

localized around the superradiance regime before the interaction is turned on, they

can be efficiently phase-locked together into a coherent state of the system due to the

strong nanomagnet-cavity coupling between them. On the other hand, if they are

both localized at different photon/spin number rather than where the superradiance

regime lies (see second column of Fig. 5.3), product state will decohere very fast and

phase-locking will not be achieved. However, if only one of these initial coherent states

is centered around the superradiance regime (see third column of Fig. 5.3) and there is

an overlap between the coherent states, there will still be a short-lived phase-locking.

Therefore, the efficient and stable phase-locking via nanomagnet-cavity coupling is

only feasible if both of these unentangled coherent states of spin and photon are

initially localized at the superradiance regime.
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CHAPTER 6

CONCLUSION

In conclusion, we have examined the strong-field interactions between a nano-

magnet of radius roughly 100 nm consisting of 109 spins and a spherical microcavity

roughly 1 mm3 in volume in the presence of a static magnetic field of 7 T in magnitude.

Our results demonstrate that the interaction Hamiltonian contains magnet-microwave

mode coupling terms that can exceed several THz, indicating that strong-field coupling

between magnets and light is possible, and should substantially exceed the coupling

observed in solids between orbital transitions and light. These strong-field effects

should be observable in the nanomagnet-cavity dynamics. Furthermore, the coherent

states of our spin-photon coupling around the superradiance regime are characterized

by large oscillations in photon number n of the cavity (or equivalently the collec-

tive spin number ms of the nanomagnet) with exceptionally long dephasing times

of few seconds. The effects of magnons have been also considered and shown to not

substantially modify these results upto room temperature. Moreover, the coherent

dynamics of a coupled photonic cavity and a nanomagnet is explored as a function

of nanomagnet size. For sufficiently strong coupling, eigenstates involving highly

entangled photon and spin states are found, which can be combined to create coherent

states. As the size of the nanomagnet increases its coupling to the photonic mode also

monotonically increases, as well as the number of photon and spin states involved in

the systems eigenstates. For small nanomagnets the crystalline magnetic anisotropy of

the magnet strongly localized the eigenstates in photon and spin number, quenching

the potential for coherent states. For a sufficiently large nanomagnet the macrospin

approximation breaks down and different domains of the nanomagnet may couple

separately to the photonic mode. Thus the optimal nanomagnet size is predicted to

be just below the threshold for failure of the macrospin approximation. Therefore, the

coherent dynamics is expected to be observable for realistic nanomagnets with radii of
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10 - 50 nm. Moreover, it is shown that initially unentangled coherent states of light

(cavity field) and spin (nanomagnet spin orientation) can be phase-locked together to

evolve into a coherent entangled states of the system under the influence of strong

coupling.

The realization and development of quantum information technology and under-

standing of quantum coherence using this concept of strong coupling between light

and spins may greatly advance the field. For instance, entangled states of light and

very large ensembles of spins with long coherence times and their utilization to achieve

efficient retrieval of the stored quantum state and direct manipulation capability to

read and write the states easily can be harnassed to achieve quantum memory and

quantum repeaters. Moreover, due to coupling strengths reaching THz frequencies

around the spin superradiance region with high power emission and phase-locking

capabilities, there lies the possibility to develop the next generation spin torque nano

oscillators and spin masers by using our strong coupling scheme.
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APPENDIX A

BASIS FUNCTIONS FOR TE AND TM MODES

The basis functions used to quantize the cavity field for each mode are

ulm =


fl(kr)

gl(kr)

Yl,l,m

TM,

TE.
(A.1)

If one write the coordinate unit vectors x̂, ŷ, ẑ in spherical notation

ê+ = − x̂+iŷ√
2

, ê− = x̂−iŷ√
2

, ê0 = ẑ, (A.2)

so that êm form a spherical tensor of rank 1, the spherical harmonics coupled with

the êm to total angular momentum J using the Clebsch-Gordon coefficients leads to

the following definition of vector spherical harmonics

Yj,l,mj(θ, φ) =
∑
ml,m

CG〈l, 1, j|ml,m,mj〉Y ml
l (θ, φ)êm. (A.3)

They obey the orthogonality relations∫
Y ∗j,l,mj(θ, φ) · Yj′,l′,m′j(θ, φ)dΩ = δjj′δll′δmjm′j . (A.4)

The inversion of Eq. (A.3) by using the selection rules of angular momentum and

substituting their corresponding Clebsch-Gordon coefficients yields to

r̂Y m
l (θ, φ) = −

√
l + 1

2l + 1
Yl,l+1,m +

√
l

2l + 1
Yl,l−1,m, (A.5)

showing the vector character of Y ’s and the orbital angular momentum relations,

l + 1 and l − 1. If j = l, as in the case of the basis functions of Eq. (A.1), the vector

spherical harmonics can also be expressed in a simplified way

Yl,l,m(θ, φ) =
LY m

l (θ, φ)√
l(l + 1)

= Xl,m(θ, φ), (A.6)

by using the orbital angular momentum operator L. Curl of the basis functions satisfy

∇× [fl(kr)Yl,l,m] = i

√
l

2l + 1

[
dfl(kr)

dr
− l

r
fl(kr)

]
Yl,l+1,m

+i

√
l + 1

2l + 1

[
dfl(kr)

dr
+
l + 1

r
fl(kr)

]
Yl,l−1,m. (A.7)
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where fl(kr) (or gl(kr), depending on the mode) is the appropriate Green function

solution

gl(kr) = A
(1)
l h

(1)
l (kr) + A

(2)
l h

(2)
l (kr), (A.8)

in terms of spherical Hankel functions h
(1,2)
l (kr). The differential recursion relations

of fl(x) can be obtained as

d

dx

[
xl+1fl(x)

]
= (l + 1)xlfl(x) + xl+1dfl(x)

dx
= xl+1fl−1(x), (A.9)

d

dx

[
x−lfl(x)

]
= −lx−l−1fl(x) + x−l

dfl(x)

dx
= −x−lfl+1(x). (A.10)

Dividing Eq. (A.9) and Eq. (A.10) by xl+1 and x−l, respectively, results with

dfl(x)

dx
+
l + 1

x
fl(x) = fl−1(x), (A.11)

dfl(x)

dx
− l

x
fl(x) = −fl+1(x). (A.12)

Therefore, substitution of Eq. (A.11) and Eq. (A.12) into Eq. (A.7) yields to the curl

of the basis functions,

∇× [fl(kr)Xlm(θ, φ)] ≡ ∇× [fl(kr)Yl,l,m(θ, φ)]

= −ik
√

l

2l + 1
fl+1(kr)Yl,l+1,m(θ, φ)

+ik

√
l + 1

2l + 1
fl−1(kr)Yl,l−1,m(θ, φ) (A.13)
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[66] K. Drühl, R. G. Wenzel, , and J. L. Carlsten. Observation of solitons in
stimulated raman scattering. Phys. Rev. Lett., 51:1171, 1983.

[67] J. Mostowski and B. Sobolewska. Transverse effects in stimulated raman scat-
tering. Phys. Rev. A, 30:610, 1984.

[68] J. Mostowski and B. Sobolewska. Waveguide effects in superfluorescence and
stimulated raman scattering. Phys. Rev. A, 34:3109, 1986.
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