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ABSTRACT

If b is an inner function, then composition with b induces an endomorphism,

β, of L∞(T) that leaves H∞(T) invariant. In this document we investigate the

structure of the endomorphisms of B(L2(T)) and B(H2(T)) that implement β via

the representations of L∞(T) and H∞(T) in terms of multiplication operators on

B(L2(T)) and B(H2(T)). Our analysis, which was inspired by the work of R.

Rochberg and J. McDonald, will range from the theory of composition operators

on spaces of analytic functions to recent work on Cuntz families of isometries and

Hilbert C∗-modules.
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the representations of L∞(T) and H∞(T) in terms of multiplication operators on
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CHAPTER 1

INTRODUCTION

It is the goal of this thesis to link the venerable theory of composition operators

on spaces of analytic functions to the representation theory of C∗-algebras. The

theory of composition operators is full of equations that involve operators that

intertwine various types of representations. In certain situations the equations can

be recast in terms of “covariance equations” that are familiar from the theory of

C∗-algebras, their endomorphisms and their representations; doing this yields both

new theorems and new understanding of known results.

Much of what is done in this thesis was inspired by papers by Richard Rochberg

[17] and John McDonald [16]. In [17, Theorem 1], Rochberg performs calculations

in order expand functions in the disc algebra with respect to a particular basis.

It turns out that from a more contemporary perspective, one can identify in his

calculations certain Cuntz families of isometries on Hilbert space. Also, there are

connections to certain Hilbert C∗-modules that lie at the heart of what Rochberg

was studying. In [16], McDonald built upon Rochberg’s work and proved, among

other things, that the canonical transfer operator associated to composition with a

finite Blaschke product leaves the Hardy space H2(T) invariant. The work presented

here is, in large part, the result of trying to formulate Rochberg’s [17, Theorem 1]

in the setting of C∗-algebras and endomorphisms, using McDonald’s observation on

transfer operators [16, Lemma 2].

We denote the unit circle in the complex plane by T := {z ∈ C : |z| = 1}

and the open unit disc by D := {z ∈ C : |z| < 1}. The Lebesgue space is

defined as L2(T) := {ξ : T → C : 1
2π

∫
T |ξ(z)|2dm(z) < ∞} where m is normal-

ized Lebesgue measure on T. Then L2(T) is a Hilbert space with inner product

〈ξ, η〉 := 1
2π

∫
T ξ(z)η(z)dm(z) for ξ and η in L2(T).
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Definition 1.1 (Hardy Space on T). The Hardy Space on the unit circle, denoted

H2(T), is defined as the collection of functions that are square integrable and whose

negatively indexed Fourier coefficients are zero. That is,

H2(T) := {ξ ∈ L2(T) : ξ̂(n) :=
1

2π

∫ 2π

0

ξ(eit)e−intdt = 0 ∀ n < 0}. (1.1)

The inner product and norm on this space is inherited from L2(T).

For more details on the Hardy space see A.18. From this definition it is obvious

that H2(T) is a subspace of L2(T). We will let {en}n∈Z be the orthonormal basis

for L2(T) given by en(z) := zn. We denote the orthogonal projection from L2(T)

onto H2(T) by P . That is,

P (
∑
n∈Z

ξ̂(n)en) :=
∑
n∈N

ξ̂(n)en

takes an element of L2(T) expressed in terms of its Fourier series and drops the

negatively indexed terms.

Definition 1.2. The multiplication operator on L2(T) determined by a function

ϕ ∈ L∞(T) will be denoted π(ϕ). It is given by the formula

(π(ϕ)f)(z) := ϕ(z)f(z).

Definition 1.3. The Toeplitz operator on H2(T) determined by ϕ ∈ L∞ will be

denoted by τ(ϕ). It is defined by the formula τ(ϕ) := Pπ(ϕ)P restricted to H2(T).

The use of the notation π and τ is nonstandard. More commonly, one writes

Mf for the multiplication operator determined by f and Tf for the Toeplitz operator

determined by f , but for the purposes of this thesis, we have found the standard

notation to be a bit awkward. This choice will serve to highlight the symbol and

bring it “out of the basement”, so to speak. The map π is a C∗-representation of

L∞(T) on L2(T) that is continuous with respect to the weak-∗ topology on L∞(T)

and the weak operator topology on B(L2(T)). Also, τ is a (completely) positive

linear map from L∞(T) to B(H2(T)) with similar continuity properties. Both π

and τ will be fixed throughout this document.

Definition 1.4. An inner function is an analytic function g, defined on the unit
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disc such that |g(z)| ≤ 1 for all z ∈ D and such that limr→1− |g(reiθ)| = 1 for almost

all θ ∈ [0, 2π].

Concrete examples of inner functions are Blaschke products. We adopt the

following notation. If w ∈ D, w 6= 0 then

bw(z) :=
|w|
w

w − z
1− wz

; (1.2)

if w = 0, then b0(z) := z. Given a sequence {αj}∞j=1 in D with
∑∞

n=1(1−|αn|) <∞,

then the infinite product
∞∏
n=1

ban (1.3)

converges uniformly on compact subsets of D to an inner function b. We call b the

Blaschke product with zeros at the points {an}∞n=1.

Definition 1.5. If {αj}Nj=1 is a finite collection of (not necessarily distinct) points

in D then the finite Blaschke product is defined as

b :=
N∏
n=1

ban . (1.4)

We call N the total order of b.

Sometimes, we write

b(z) = zn
m∏
j=1

|αj|
αj

αj − z
1− αjz

(1.5)

where m is possibly infinite to emphasize the order n, of the zero of b at 0.

We fix throughout an inner function b which at times will further be assumed

to be a finite Blaschke product.

Definition 1.6. We define β : L∞(T)→ L∞(T) to be composition by b, that is,

β(ϕ) := ϕ ◦ b

It is known that β induces a ∗-endomorphism of L∞(T) that is continuous

with respect to the weak-∗ topology on L∞(T). The key difficulty, of course, is to

to show that if ϕ ∈ L∞(T), then β(ϕ) = ϕ ◦ b is a bounded measurable function

and that if ϕ1 = ϕ a.e. then ϕ1 ◦ b = ϕ ◦ b a.e. To prove this we may assume that

ϕ is real valued since we may always write ϕ in terms of it’s real and imaginary

parts, that is ϕ = ϕre + iϕim. Now note Ryff’s [18, Theorem 2.2] shows that if b is
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a holomorphic map of D into D, and if ϕ ∈ Hp(T), then (ϕ ◦ b)(eit) exists a.e. and

limr→1−(ϕ ◦ b)(reit) = (ϕ ◦ b)(eit) a.e. So if ϕ+ = Pϕ, then Ryff’s theorem proves

the result since ϕ = 2Re(ϕ+) + ϕ̂(0) and ϕ+ ∈ H2(T). When b is a finite Blaschke

product this statement is fairly elementary; if b is an arbitrary inner function, it is

somewhat more substantial. We give an operator-theoretic proof in Corollary 3.3.

When β leaves a subspace of L∞(T) invariant, we will continue to use the notation

β for its restriction to the subspace for notational convenience. The primary focus

of this document is the following problem.

Problem 1.7 (The Central Problem). Describe all ∗-endomorphisms α of B(L2(T))

such that

α ◦ π = π ◦ β (1.6)

and describe all ∗-endomorphisms α+ of B(H2(T)) such that

α+ ◦ τ = τ ◦ β. (1.7)

If an endomorphism α of B(L2(T)) satisfies (1.6), the pair (π, α) is called a

covariant representation of the pair (L∞(T), β). The first part of our problem is thus

to identify all endomorphisms α of B(L2(T)) that yield a covariant representation

(π, α) of (L∞(T), β). It will become clear that it is natural to consider the related

equation (1.7) which is a more or less the “analytic” version of (1.6). As we shall see,

it may be interpreted as describing certain covariant representations of the Toeplitz

algebra.

Definition 1.8. The Toeplitz algebra, denoted T, is the C∗-algebra generated by

all the Toeplitz operators τ(ϕ), ϕ ∈ L∞(T).

We write T(C(T)) for the C∗-algebra generated by all Toeplitz operators τ(φ),

where φ ∈ C(T). It is well known [5, Chapter 7] that the resulting C∗-algebra is

T(C(T)) = {τ(ϕ) + k : ϕ ∈ C(T), k ∈ K}, we note this as it will become relevant

later on.1

1See A.12 for the definition of K.
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It is not clear a priori that any endomorphisms satisfying (1.6) or (1.7) exist.

They do, however, as we shall show in Theorem 3.4, where Rochberg’s work plays

a central role. Then, in Corollary 3.6, we show how Rochberg’s analysis yields a

complete description of all solutions to (1.7). Identifying all solutions to (1.6) is more

complicated, and it is here that we must assume that b is a finite Blaschke product.

The set of solutions to (1.6) is described in Theorem 5.3 under this restriction.

In solving Problem 1.7 we obtain many new proofs of known results. We do

not take any position on the matter of which proofs are simpler or more elementary.

Our more modest goal is to separate what can be derived through elementary Hilbert

space considerations from what requires more specific function-theoretic analysis. In

this respect, we were inspired by the work of Helson and Lowdenslager [9], Halmos

and others who cast Hardy space theory in Hilbert space terms and, in particular,

showed that Beurling’s theorem about invariant subspaces of the shift operator can

be proved with elementary Hilbert space methods. Indeed, as we shall see, our

main Theorem 3.4 is a straightforward corollary of Beurling’s theorem and requires

no more technology than Helson and Lowdenslager’s approach to that result. This

paper, therefore, has something of a didactic component. When we reprove or

reinterpret a known result, we call attention to it and give references to alternative

approaches.
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CHAPTER 2

PRELIMINARIES

2.1 Composition on L∞(T)

When H is a Hilbert space it is well known that, B(H), the space of bounded

operators on H is the dual space of the space of trace class operators on H 1. The

weak-∗ topology on B(H) or ultraweak topology is different from the weak operator

topology, but the two coincide on bounded subsets of B(H). It follows that our

representation π is continuous with respect to the weak-∗ topology on L∞(T) and

either the weak operator topology or the ultraweak topology on B(L2(T)). To see

this consider a net ϕn converging weak-∗ to ϕ in L∞(T). That is,
∫
ϕnfdm →∫

ϕfdm ∀f ∈ L1(T). However, every f ∈ L1(T) can be written as f = gh where

g, h ∈ L2. Then
∫
ϕnfdm =

∫
ϕnghdm = 〈π(ϕn)g, h〉. Therefore ϕn → ϕ w∗ if and

only if 〈π(ϕn)g, h〉 → 〈π(ϕ)g, h〉 for all g, h ∈ L2(T) if and only if π(ϕn) → π(ϕ)

weakly. As we mentioned earlier, when b is a finite Blaschke product it is clear

that composition with b induces an endomorphism of L∞(T). It is well known,

as well as proved in this thesis, that finite Blaschke products are N -to-1, local

homeomorphisms of the unit circle which are analytic in the open unit disc. In fact,

since a finite Blaschke product has poles outside the closed disc D, one can find an

open set containing D on which b is analytic. We will see that these properties are

more than sufficient to satisfy the conditions of lemma 2.1 and that composition

with b will be well-defined on L∞(T). It is less clear that composition with an

arbitrary inner function will induce and endomorphism of L∞(T). There are two

complications. First, the boundary values of a general inner function b are only

defined on a set F ⊆ T with m(T\F ) = 0. Second, an element of L∞(T) is

an equivalence class of measurable functions containing a bounded representative,

1See A.11.
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where two functions are equivalent if and only if they differ on a null set. Thus

we want to know that if we extend a general inner function b arbitrarily on T\F ,

mapping to T, and if ϕ and ψ differ at most on a null set, then so do ϕ◦ b and ψ ◦ b.

A little reflection reveals that for this to happen, it is necessary and sufficient that

the following assertion be true:

If b is an inner function whose domain on T is the measurable set F ,

then for every null set E of T, b−1(E) is a null set of F .

This fact is well known, but exactly who deserves credit for first proving it is unclear

to us. The short note by Kametani and Ugaheri [12] proves it in the case that

b(0) = 0. This implies the general case, as Lebesgue null sets of T are preserved by

conformal maps of the disc, and every inner function b can be written b = α ◦ b1

with b1 an inner function fixing the origin and α a conformal map of the disc.

In Corollary 3.3, we will give a proof of this assertion from the abstract Hilbert

space perspective. We will need the following lemma. To emphasize the distinction

between a measurable function ϕ and its equivalence class modulo the relation of

being equal almost everywhere, we temporarily write [ϕ] for the latter.

Lemma 2.1. Let θ be a Lebesgue measurable function from T to T. Suppose Θ is

defined on trigonometric polynomials p by the formula Θ(p) = p ◦ θ. Then

1. Θ has a unique extension to a ∗-homomorphism from C(T) into L∞(T), and

it is given by the formula Θ(ϕ) = [ϕ ◦ θ], ϕ ∈ C(T).

2. If Θ is continuous with respect to the weak-∗ topology of L∞(T) restricted to

C(T) and the weak-∗ topology on L∞(T), then for each Lebesgue null set E

of T, m(θ−1(E)) = 0, and thus Θ extends uniquely to a ∗-endomorphism of

L∞(T) satisfying Θ([ϕ]) = [ϕ◦θ] for all [ϕ] ∈ L∞(T). The map Θ is completely

determined by [θ].
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Proof. It is clear that Θ, defined in the trigonometric polynomials by Θ(p) = p ◦ θ

satisfies:

• Θ(p+ q) = Θ(p) + Θ(q),

• Θ(pq) = Θ(p)Θ(q),

• Θ(p∗) = Θ(p)∗.

Because the trigonometric polynomials are dense in C(T) and the range of θ is

contained in T, Θ extends to a C∗-homomorphism of C(T) into L∞(T) without

complication. It is sufficient to prove this for p, a trigonometric polynomial. Since

θ maps T to T,

‖[p ◦ θ]‖L∞ ≤ sup
z∈T
|p(θ(z))|

≤ sup
z∈T
|p(z)|

= ‖p‖C(T).

This proves the first assertion.

For the second, fix the Lebesgue null set E, and choose a Gδ set E0 containing

E such that E0\E has measure zero. So, if {fn}n≥0 is a sequence in C(T) such

that fn ↓ 1E0
2 pointwise, then [fn] converges to [1E0 ] = [1E] weak-∗. But also,

fn◦θ ↓ 1E0◦θ = 1θ−1(E0) pointwise. Therefore, [fn◦θ] converges to [1E0◦θ] = [1θ−1(E0)]

weak-∗. As E is a null set, so is E0, and the [fn] converge to 0 weak-∗. Our

hypothesis then implies that the [Θ(fn)] = [fn ◦ θ] converge to 0 weak-∗, proving

that m(θ−1(E0)) = 0. As θ−1(E) ⊆ θ−1(E0) it follows that θ−1(E) is also a null set,

as desired. Thus, if ϕ = ψ a.e. , then ϕ ◦ θ = ψ ◦ θ a.e. that is, Θ([ϕ]) = [ϕ ◦ θ] is

well defined.

If b is an inner function that may be defined only on a subset F of T with

m(T\F ) = 0, we can extend b to all of T by setting b(z) = 1 for all z ∈ T\F . Lemma

2We write the characteristic function (or indicator function) of a set E as 1E .
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2.1 shows that composition by this extension is equivalent to composition by the

original. More precisely, this lemma shows that no matter how we extend b from

F to all of T (so long as the extension maps to T) we obtain a weak−∗ continuous

endomorphism of L∞(T) and any two extensions agree. Therefore, generality is not

lost in assuming b is an inner function defined on all of T.

2.2 ∗-endomorphisms of B(H)

Next, we want to say a few words about ∗-endomorphisms of B(H), where H is

a separable Hilbert space. Our discussion largely follows Section 2 of [2]. A Cuntz

family on H is an N -tuple of isometries {Si}Ni=1 on H with mutually orthogonal

ranges that together span H; here the number N may be a positive integer or ∞.

A Cuntz family S = {Si}Ni=1 on H determines a map αS : B(H)→ B(H) via

αS(T ) =
N∑
i=1

SiTS
∗
i , T ∈ B(H). (2.1)

(If N =∞, this sum is convergent in the strong operator topology.) The map αS is

readily seen to be a ∗-endomorphism of B(H); multiplicativity is deduced from the

fact that a tuple S = {Si}Ni=1 is a Cuntz family if and only if the Cuntz relations

S∗i Sj = δijI, 1 ≤ i, j ≤ N, (2.2)

and
N∑
i=1

SiS
∗
i = I (2.3)

are satisfied. These relations are named after J. Cuntz, who made a penetrating

analysis of them in [3].

Theorem 2.2. Every ∗-endomorphism α of B(H), with H separable, is of the form

αS for some Cuntz family S.

Proof. We recall the details of the proof of this fact, due to Arveson [2, Proposition

2.1]. Fix a ∗-endomorphism α and define E = {S ∈ B(H) | ST = α(T )S, T ∈

B(H)}. It follows from ST = α(T )S that TS∗ = S∗α(T ) and so for any S1 and S2

in E we have

S∗2S1T = S2α(T )S1 = TS∗2S1.
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That is, S∗2S1 commutes with all elements of B(H), and is hence a scalar multiple

of the identity. So we can define an inner product 〈·, ·〉 on E by the formula

〈S1, S2〉I = S∗2S1, S1, S2 ∈ E,

and E with this inner product is a Hilbert space [2, Proposition 2.1]. Now for any

orthonormal basis S = {Si}Ni=1 for E, the equation

S∗i Sj = 〈S1, S2〉I = δi,jI

follows from the fact that the Si’s are orthonormal. The fact that the Si’s span E

implies that,
N∑
i=1

SiS
∗
i = I

since the SiS
∗
i is projection onto the range of Si. Thus S is a Cuntz family satisfying

α = αS. Therefore it is enough to know that E has an orthonormal basis - that is,

that E 6= {0}. This follows from the fact that a ∗-endomorphism of B(H), when

H is separable, is necessarily ultraweakly continuous3, and that an ultraweakly

continuous unital representation of B(H) is necessarily unitarily equivalent to a

multiple of the identity representation of B(H). That multiple is the dimension of

E.

The correspondence between endomorphisms and Cuntz families is not quite

one-to-one. Laca observed [13, Proposition 2.2] that if S = {Si}Ni=1 and S̃ = {S̃i}Ni=1

are two Cuntz families such that αS = αS̃, then there is a unitary matrix (uij) so that

S̃i =
∑

j uijSj, and conversely. The reason is that S and S̃ are both orthonormal

bases for the same Hilbert space E. More concretely, we check that the scalars

uij = S∗j S̃i have the desired properties. Consider,

3This non-trivial fact is discussed in detail in [19, Section V.5].
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S∗1 S̃1 S∗2 S̃1 S∗3 S̃1 · · · S∗N S̃1

S∗1 S̃2 S∗2 S̃2 S∗3 S̃2

S∗1 S̃3 S∗2 S̃3 S∗3 S̃3

...
. . .

S∗1 S̃N S∗N S̃N





S1

S2

S3

...

SN


=



∑
j SjS

∗
j S̃1∑

j SjS
∗
j S̃2∑

j SjS
∗
j S̃3

...∑
j SjS

∗
j S̃N


=



S̃1

S̃2

S̃3

...

S̃N


In this computation we note that the uij’s commute with every element of B(H)

and in particular with the S̃i’s. This follows from the fact that S is a Cuntz family,

which is also why this matrix is unitary as seen by the following computation.

S∗1 S̃1 S∗2 S̃1 S∗3 S̃1 · · · S∗N S̃1

S∗1 S̃2 S∗2 S̃2 S∗3 S̃2

S∗1 S̃3 S∗2 S̃3 S∗3 S̃3

...
. . .

S∗1 S̃N S∗N S̃N



∗ 

S∗1 S̃1 S∗2 S̃1 S∗3 S̃1 · · · S∗N S̃1

S∗1 S̃2 S∗2 S̃2 S∗3 S̃2

S∗1 S̃3 S∗2 S̃3 S∗3 S̃3

...
. . .

S∗1 S̃N S∗N S̃N



=



S̃1

∗
S1 S̃2

∗
S1 S̃3

∗
S1 · · · S̃N

∗
S1

S̃1

∗
S2 S̃2

∗
S2 S̃3

∗
S2

S̃1

∗
S3 S̃2

∗
S3 S̃3

∗
S3

...
. . .

S̃1

∗
SN S̃N

∗
SN





S∗1 S̃1 S∗2 S̃1 S∗3 S̃1 · · · S∗N S̃1

S∗1 S̃2 S∗2 S̃2 S∗3 S̃2

S∗1 S̃3 S∗2 S̃3 S∗3 S̃3

...
. . .

S∗1 S̃N S∗N S̃N



=



∑
j S
∗
1 S̃jS̃j

∗
S1

∑
j S
∗
2 S̃jS̃j

∗
S1

∑
j S
∗
3 S̃jS̃j

∗
S1 · · ·

∑
j S
∗
N S̃jS̃j

∗
S1∑

j S
∗
1 S̃jS̃j

∗
S2

∑
j S
∗
2 S̃jS̃j

∗
S2

∑
j S
∗
3 S̃jS̃j

∗
S2∑

j S
∗
1 S̃jS̃j

∗
S3

∑
j S
∗
2 S̃jS̃j

∗
S3

∑
j S
∗
3 S̃jS̃j

∗
S3

...
. . .∑

j S
∗
1 S̃jS̃j

∗
SN

∑
j S
∗
N S̃jS̃j

∗
SN
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=



S∗1S1 S∗2S1 S∗3S1 · · · S∗NS1

S∗1S2 S∗2S2 S∗3S2

S∗1S3 S∗2S3 S∗3S3

...
. . .

S∗1SN S∗NSN



=



I 0 0 · · · 0

0 I 0

0 0 I

...
. . .

0 I


Again keeping in mind that the uij’s commute with each other and that S and S̃

are both Cuntz families. A similar calculation shows that (uij)(uij)
∗ = IN , where

IN is the N ×N matrix and I is the identity operator on H. Thus, we have verified

that if we want to understand ∗-endomorphisms of B(H) we can equivalently study

Cuntz families. Also, unitary equivalent families correspond to unitarily equivalent

orthonormal bases.

This transforms our central problem to the following.

Problem 2.3. To describe the collection of Cuntz families S = {Si}Ni=1 on L2(T)

and R = {Ri}Ni=1 on H2(T) such that (π, αS) is a covariant representation of

(L∞(T), β) and (τ, αR) is a covariant representation of (T, β) in the sense of equa-

tions (1.6) and (1.7):
N∑
i=1

Siπ(ϕ)S∗i = π(β(ϕ)), ϕ ∈ L∞(T), (2.4)

and
N∑
i=1

Riτ(ϕ)R∗i = τ(β(ϕ)), ϕ ∈ L∞(T). (2.5)
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CHAPTER 3

ROCHBERG’S OBSERVATION

3.1 Cuntz Covariant Representations

As we have noted, our analysis rests on an observation of R. Rochberg in his

1973 paper [17]. A preliminary remark on isometries in abstract Hilbert space will

be necessary. For the sake of self containment we state it and provide the elementary

proof.

Remark 3.1. If V is an isometry on a Hilbert space H, and if D is the subspace

H 	 V H then the subspaces D, V D, V 2D, . . . are mutually orthogonal.

Proof. Let ξ, η ∈ D and with out loss of generality let m,n ∈ N with n > M .

Consider,

〈V nξ, V mη〉 = 〈(V ∗)mV nξ, η〉 = 〈V n−mξ, η〉 = 0

The above equalities hold because V is an isometry and because η is orthogonal to

anything in V H, namely V n−mξ.

So (
⊕

k≥0 V
kD)⊥ =

⋂
j≥0 V

jH. Thus, for an arbitrary Hilbert space H we

may write H =
⊕

k≥0 V
kD if and only if V is pure, that is,

⋂
j≥0 V

jH = {0}. We

will see that in the case that H = H2(T) and V is the isometry τ(b) = π(b)|H2(T)

induced by a nonconstant inner function b, that V is pure, and that in fact D is a

complete wandering subspace for the unitary π(b) in the sense of (3.2) below. This

is a minor modification of a point made in [17, Theorem 1].

Lemma 3.2. Let b be a nonconstant inner function, and let D := H2(T)	π(b)H2(T).

Then

H2(T) =
⊕
k≥0

π(b)kD, (3.1)

and

L2(T) =
⊕
n∈Z

π(b)nD. (3.2)
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Proof. As noted, in order to prove equation (3.1) it is sufficient to prove that the

space K :=
⋂∞
n=0 π(b)nH2(T) is the zero subspace. It is obvious that π(b) commutes

with π(z). That is, the space K is invariant for the unilateral shift τ(z) = π(z)|H2(T).

If K 6= {0}, then by Beurling’s theorem [A.26] there is an inner function θ with

K = π(θ)H2(T). As π(b)K = K by definition, we see that π(b)π(θ)H2(T) =

π(θ)H2(T), and applying π(θ−1) to both sides we conclude that π(b)H2(T) = H2(T).

But b is nonconstant, so by the uniqueness assertion in Beurling’s theorem (see [8,

Theorem 3]), π(b)H2(T) is a proper subspace of H2(T). This contradiction shows

that K = {0}, and (3.1) follows.

Since π(b) is a unitary on L2(T), it is immediate from (3.1) that the spaces

π(b)nD, n ∈ Z, are mutually orthogonal. Letting L =
∨
k∈Z π(b)kD, it is clear from

(3.1) that L =
∨
k≥0 π(b)−kH2(T), and thus that L is invariant under π(z). By

Helson and Lowdenslager’s generalization of Beurling’s theorem [A.27] (also, see [9,

Section 1] or [8, Theorem 3] for the original statement and proof), either there is

a unimodular θ ∈ L∞(T) with L = π(θ)H2(T) or there is a measurable E ⊆ T

satisfying L = π(1E)L2(T). In the first case, as clearly π(b)L = L, we conclude that

π(θ)π(b)H2(T) = π(θ)H2(T), and applying π(θ−1) to both sides we conclude that

π(b)H2(T) = H2(T), which contradicts the fact that b is not constant. Thus there

is E ⊆ T with L = π(1E)L2(T). The fact that L contains H2(T) implies E = T

almost everywhere, so L = L2(T) as desired.

Corollary 3.3. If b is an arbitrary inner function and if β is defined on trigonomet-

ric polynomials p by the formula β(p) := p ◦ b, then β extends to a ∗-endomorphism

of L∞(T) that is continuous with respect to the weak-∗ topology.

Proof. Lemma 3.2 implies that π(b) is unitarily equivalent to a multiple of the bi-

lateral shift - the multiple being dim(D). Thus there is a Hilbert space isomorphism

W from L2(T) to L2(T) ⊗ D such that π(b) = W−1(π(z) ⊗ ID)W . So, for every
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trigonometric polynomial p,

π(β(p)) = p(π(b)) = W−1p(π(z)⊗ ID)W.

Since π is a homeomorphism with respect to the weak-∗ topology on L∞(T) and

the weak operator topology restricted to the range of π, it is evident that b and β

satisfy the hypotheses of Lemma 2.1, and the desired result follows.

Of course, the proof just given recapitulates parts of the well-known theory of

the functional calculus for unitary operators.

Theorem 3.4. Let b be a non-constant inner function and let β be the endomor-

phism of L∞(T) given by ϕ 7→ ϕ◦b. If {vi}Ni=1 is an orthonormal basis for the defect

space, D = H2(T) 	 π(b)H2(T), then there is a unique Cuntz family S = {Si}Ni=1

on L2(T) satisfying:

Si(en) = vib
n, 1 ≤ i ≤ N, n ∈ Z. (3.3)

and

• The endomorphism αS determined by S as in (2.1) satisfies αS ◦ π = π ◦ β.

• Each Si is reduced by H2(T), and

• if Ri is the restriction of Si to H2(T), then R = {Ri}Ni=1 is a Cuntz family on

H2(T) with the property that αR ◦ τ = τ ◦ β.

The proof of Lemma 3.2 showed that D = H2(T)	 π(b)H2(T) is nonzero, so

it has an orthonormal basis; its dimension N may be finite or infinite. It is well

known that N is finite if and only if b is a finite Blaschke product. For if b is a finite

Blaschke product, then we will construct an orthonormal basis for D in Remark 3.7,

showing that D is finite dimensional. If b is not a finite Blascke product then using

the structure of inner functions, one can find a sequence, {bi}∞i=1 of nonconstant

inner functions such that bi divides bi+1 and all divide b. It follows from [8, page

12] that

π(bi)H
2(T) ) π(bi+1)H

2(T) ) π(b)H2(T) · · · ∀i ∈ N.
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Therefore,

H2(T)	 π(bi)H
2(T) ( H2(T)	 π(bi+1)H

2(T) ( D ∀i ∈ N,

which shows that the dimension of D is infinite.

Proof of Theorem 3.4. Lemma 3.2 implies that if v is any unit vector in D, the set

{vbn : n ∈ Z} is an orthonormal set of vectors in L2(T). It follows that for any

1 ≤ i ≤ N , there is a unique isometry Si on L2 satisfying Si(en) = vib
n for all n ∈ Z.

Lemma 3.2 also implies that if v and w are any orthogonal unit vectors in

D, the closed linear spans of {vbn : n ∈ Z} and {wbn : n ∈ Z} are orthogonal. It

follows that the isometries in the tuple S = {Si}Ni=1 just defined have orthogonal

ranges. Let K denote the closed linear span of the ranges of the operators {Si}Ni=1.

By construction, for all n ∈ Z we have vib
n ∈ K for all 1 ≤ i ≤ N , and thus

K ⊇ π(b)nD for all n ∈ Z. By Lemma 3.2 we conclude that K = L2(T) and S is a

Cuntz family of isometries.

Viewing each en as an element of L∞(T), it is evident that

Siπ(en) = π(bn)Si = π(β(en))Si, 1 ≤ i ≤ N, n ∈ Z. (3.4)

Since this equation is linear in the en, we conclude that Siπ(p) = π(β(p))Si for

every i and every trigonometric polynomial p. Consequently,

π(β(p)) = π(β(p))
N∑
i=1

SiS
∗
i =

N∑
i=1

Siπ(p)S∗i = αS(π(p))

is satisfied for every trigonometric polynomial p. It follows from Corollary 3.3 that

equation (2.4) is satisfied for all ϕ ∈ L∞(T).

The fact that H2(T) is invariant under each Si is immediate from the definition

(3.3). As Lemma 3.2 implies that {vibn : 1 ≤ i ≤ N, n < 0} is an orthonormal basis

of H2(T)⊥, it is also clear from (3.3) that H2(T)⊥ is invariant under each Si, so

each Si is reduced by H2(T). The fact that R is a Cuntz family on H2(T) satisfying

αR ◦ τ = τ ◦ β is then immediate.
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In summary, we have shown how, given an inner function b and the corre-

sponding endomorphism β, to generate a Cuntz family S = {Si}Ni=1 satisfying

αS ◦ π = π ◦ β.

Thus, (π, αS) is a covariant representation of (L∞(T), β) implemented by a Cuntz

family, i.e. (π, αS) is a Cuntz Covariant Representation.

3.2 Extending Endomorphisms to the Toeplitz Algebra

Recall that T is the C∗-algebra generated by all the Toeplitz operators {τ(ϕ) |

ϕ ∈ L∞(T)}. We shall write T(C(T)) for C∗-subalgebra generated by the Toeplitz

operators with continuous symbols, i.e., T(C(T)) is the C∗-subalgebra of B(H2(T))

generated by {τ(ϕ) | ϕ ∈ C(T)}. As indicated, it is well known that T(C(T)) =

{τ(ϕ) + k | ϕ ∈ C(T), k ∈ K}, where K denotes the algebra of compact operators

on H2(T). Details can be found in [5, 7.11 and 7.12].

Corollary 3.5. If b is an inner function, then the map τ(ϕ)→ τ(ϕ◦b), ϕ ∈ L∞(T),

extends to a ∗-endomorphism of T that we will continue to denote by β. Further,

β leaves T(C(T)) invariant if and only if b is a finite Blaschke product. Thus,

if ι denotes the identity representation of T on H2(T), then any solution α+ of

equation (1.7) (equivalently, any solution R := {Ri}Ni=1 to equation (2.5)) yields a

covariant representation (ι, α+) of (T, β) and (ι, α+) preserves (T(C(T)), β) if and

only if b is a finite Blaschke product.

As elementary as this result seems to be, we do not know how to prove it

without recourse to Theorem 3.4.

Proof. The existence of a solution α+ to equation (1.7) guarantees that the map

τ(ϕ) → τ(ϕ ◦ b), ϕ ∈ L∞(T), extends to a ∗-endomorphism of T, because α+ is

a C∗-endomorphism of a larger C∗-algebra, namely B(H2(T)). Thus Theorem 3.4

shows that composition with b extends to T. If b is a finite Blaschke product then

composition with b leaves C(T) invariant, i.e., β leaves C(T) invariant. Since the

solution α+ to equation (1.7) is of the form αR where the Cuntz family R is finite,
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α+ leaves K invariant and, therefore, it leaves T(C(T)) invariant when b is a finite

Blaschke product. Conversely, if β leaves T(C(T)) invariant, then letting ϕ(z) = z,

we see that τ(b) = α+(τ(ϕ)) = τ ◦ β(ϕ) must be of the form τ(f) + k, for some

compact operator k and some continuous function f . But then τ(b − f) = k, and

so, by [5, 7.15], b = f is continuous, and hence a finite Blaschke product.

Rochberg’s analysis and Laca’s result [13, Proposition 2.2] together yield the

following.

Corollary 3.6. A Cuntz family R = {Ri}Ni=1 in B(H2(T)) satisfies αR ◦ τ = τ ◦ β

if and only if there is an orthonormal basis {vi}Ni=1 for D = H2(T)	 π(b)H2(T) so

that the Ri may be expressed in terms of it as in Theorem 3.4.

Proof. Theorem 3.4 asserts that if R is a Cuntz family in B(H2(T)) of the indicated

form, then αR ◦ τ = τ ◦β. For the converse, suppose R := {Ri}Ni=1 is a Cuntz family

in B(H2(T)) so that αR ◦ τ = τ ◦β. Then, as we saw in Corollary 3.5, αR leaves the

Toeplitz algebra T invariant. Choose any orthonormal basis {vi}Ni=1 for D and let

R̃ = {R̃i}Ni=1 be corresponding Cuntz family on H2(T) obtained from Theorem 3.4.

Then the equation α eR◦τ = τ ◦β is also satisfied, by Theorem 3.4. It follows that αR

and α eR agree on T. Since T is ultraweakly dense in B(H2(T)) (because T contains

K) and since αR and α eR are ultraweakly continuous maps of B(H2(T)), αR = α eR
on all of B(H2(T)). Thus by [13, Proposition 2.2], there is a unitary N ×N scalar

matrix (uij) such that Ri =
∑

j uijR̃j. But {(
∑

j uijvj)}Ni=1 is also an orthonormal

basis of D, and so the Ri’s have the desired form.

3.3 Composition Operators

To identify all the solutions to equation (1.6) in Problem 1.7, we need to

restrict attention to finite Blaschke products. For this reason and to get a clearer

picture of the Cuntz isometries implementing α and α+ we emphasize:

From now on, b will denote a finite Blaschke product.
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Remark 3.7. It was previously remarked that the nonconstant inner function b is

a finite Blaschke product if and only if the space D = H2(T)	 π(b)H2(T) has finite

dimension. In this case the elements of D are rational functions with poles outside

the closed unit disc. In fact, writing

b(z) =
N∏
j=1

bαj
, (3.5)

where the αi are the not-necessarily-distinct zeros of b, one can check that the func-

tions {wi}Ni=1 constructed from partial products of b by way of

wj(z) =
(1− |αj|2)1/2

1− αjz

j−1∏
k=1

bαk
, 1 ≤ j ≤ N,

(the product
∏j−1

k=1 bαk
is interpreted as 1 when j = 1), form an orthonormal basis for

D (see [20, p. 305]). We call this the canonical orthonormal basis for D. Note that

the elements of the canonical basis are nonzero on T and hence invertible elements

of C(T).

In [18, Theorem 1], Ryff shows that if ϕ is analytic on the disc D and maps D

into D, then composition with ϕ induces a bounded operator on all the Hp spaces.

The the principal ingredient in his proof is Littlewood’s subordination theorem. In

[18, Theorem 3], Ryff shows further that composition with ϕ is an isometry on

Hp if and only if ϕ is an inner function that vanishes at the origin. The following

consequence of Theorem 3.4 is a variation on this theme with a very elementary

proof.

Corollary 3.8. Let b be a finite Blaschke product and define Γb on trigonometric

polynomials p by Γb(p) := p ◦ b. Then Γb extends in a unique way to a bounded

operator on L2(T) that leaves H2(T) invariant.

Moreover, letting Γb now denote the extension, the following are equivalent:

1. Γb is an isometry.

2. b(0) = 0.

3. Γb is reduced by H2(T).
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Proof. Fix an element w of the canonical basis for D = H2(T) 	 π(b)H2(T). By

Theorem 3.4 there is a unique isometry S on L2(T) satisfying

S(en) = wbn, n ∈ Z. (3.6)

As observed in Remark 3.7, w is an invertible element of C(T), so the operator π(w)

is invertible. The relation (3.6) then implies that for any trigonometric polynomial

p we have

π(w−1)S(p) = Γb(p),

so the bounded operator π(w−1)S is an extension of Γb to all of L2(T). Uniqueness

of the extension follows from the density of the trigonometric polynomials in L2(T).

The fact that Γb(en) = bn is in H2(T) for every n ≥ 0 implies that this extension

leaves H2(T) invariant.

If b(0) = 0, then b(z) = zb1(z), where b1 is in H2(T). It follows that for

any n > m we have 〈bn, bm〉 = 〈zn−mbn−m1 , 1〉 = 0, so that the family {bn}n∈Z is

orthonormal. Since Γb(en) = bn for all n ∈ Z, we conclude that Γb is an isometry,

as it maps an orthonormal basis to an orthonormal family. Conversely, if Γb is an

isometry,

b(0) = 〈b, e0〉 = 〈Γb(e1),Γb(e0)〉 = 〈e1, e0〉 = 0.

This establishes the equivalence of (1) and (2).

It will be useful later to deduce the equivalence of (2) and (3) from the asser-

tion that if a vector ξ ∈ L2(T) has the property that the pointwise product ξb is

in H2(T), then Γ∗bξ is in H2(T) if and only if (ξb)(0) = 0. To prove this assertion,

note that Γ∗bξ is in H2(T) if and only if (Γ∗bξ, z
−n) = 0 for all n > 0, and this is

equivalent to

0 = 〈ξ,Γb(z−n)〉 = 〈ξ, b−n〉 = 〈ξbn, 1〉 = 〈(ξb)bn−1, 1〉 = (ξb)(0)bn−1(0), n > 0,

which is equivalent to (ξb)(0) = 0. It follows from this assertion that Γ∗bξ ∈ H2(T)

for all ξ ∈ H2(T) if and only if b(0) = 0.
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All of our proofs to this point have used only elementary operator theory. To

go further, we require more detailed information about finite Blaschke products.
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CHAPTER 4

THE MASTER ISOMETRY

4.1 Defining Cb

We have seen that the isometries in Theorem 3.4 are closely related to the

composition operator Γb. However, unless b(0) = 0, Γb is not an isometry. For this

reason and other considerations we want to replace Γb by an isometry, denoted Cb,

that has similar properties. This section is devoted to defining and developing the

properties of Cb. We will see that Cb has the following properties:

• every Cuntz family S = {Si}Ni=1 satisfying equation (2.4) can be expressed in

terms of Cb.

• Cb is reduced by H2(T).

We refer to Cb as the master isometry determined by b (or by the endomor-

phism β induced by b.) Much of the material below is contained in results already

in the literature (see in particular [16] and [7]). But many calculations are done

under the additional hypothesis that b(0) = 0, which we want specifically to avoid.

In the interest of clarity, we present all of the details.

Lemma 4.1. Define

J0(z) :=
b′(z)z

Nb(z)
. (4.1)

Then the restriction of J0 to T is a positive continuous function and, in particular,

is bounded away from zero.

Proof. Of course, J0 is a rational function. What needs proof is that on T, J0 is
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positive, non-vanishing and has no poles. If αj 6= 0, then

b′j(z)

bj(z)
=

|αj |
αj

|αj |2−1

(1−αjz)2

|αj |
αj

αj−z
1−αj

=
(|αj|2 − 1)

(1− αjz)(αj − z)

=
(|αj|2 − 1)

zz(1− αjz)(αj − z)

=
1

z

1− |αj|2

(αj − z)(αj − z)

=
1

z

1− |αj|2

(αj − z)(αj − z)

=
1

z

1− |αj|2

|(αj − z)|2

That is,
b′j(z)

bj(z)
= 1

z

1−|αj |2
|αj−z|2 , and

b′j
bj

(z) = 1
z

if αj = 0,
b′j
bj

(z) = 1
z
. In either case,

zb′j(z)

bj(z)
is

strictly positive on T. Basic calculus then implies that

J0(z) :=
b′(z)z

Nb(z)

=

∑N
i=1 b

′
i(z)

∏
j 6=i bj(z)z

N
∏N

j=1 bj(z)

=
N∑
i=1

b′i(z)
∏

j 6=i bj(z)z

N
∏N

j=1 bj(z)

=
1

N

N∑
i=1

zb
′
i(z)

bi(z)

and the result follows.

Using the argument principal, it is easy to show that b is a local homeomor-

phism of a neighborhood of T onto a neighborhood of T. So, the restriction of b to

T is a local homeomorphism of T to T. We need a bit more information, which is

provided by the next lemma. The proof follows [16, Lemma 1] closely.

Lemma 4.2. There is a homeomorphism θ : [0, 2π] → [θ(0), θ(0) + N · 2π], which

is increasing and
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1. b(eit) = eiθ(t).

2. The derivative of θ on (0, 2π) is b′(eit)
b(eit)

eit  0.

3. If (tj−1, tj) = θ−1(θ(0) + (j − 1) · 2π, θ(0) + j · 2π), j = 1, 2, . . . , N , and if

Aj := {eit | tj−1 < t < tj}, then ∪Nj=1Aj = T, except for a finite set of points,

and b maps each Aj diffeomorphically onto T\{b(1)}.

4. If σj : T\{b(1)} → Aj denotes the inverse of the restriction of b to Aj, then

as s ranges over (θ(0) + 2π(j − 1), θ(0) + 2πj), eis ranges over T\{b(1)} and

σj(e
is) = eiθ

−1(s).

Proof. Each bj is analytic in a neighborhood of the closed unit disc and maps T

homeomorphically onto T in an orientation preserving fashion. If the plane is slit

along the ray through the origin and bj(1), then one can define an analytic branch of

log z in the resulting region. On T\{bj(1)}, log bj(e
it) = iθj(t) for a smooth function

θj(t) defined initially on (0, 2π), and mapping to (θj(0), θj(0) + 2π). Further, if one

differentiates the defining equation for θj, one finds that iθ′j(t) =
b′j(e

it)

bj(eit)
eiti, so θ

′
j is

strictly positive, as was shown in the preceding lemma. Hence θj is strictly increas-

ing. Since bj(e
i0) = bj(1) = bj(e

i2π), θj extends to a homeomorphism from [0, 2π]

onto [θj(0), θj(0) + 2π]. If θ is defined on [0, 2π] by the formula θ(t) :=
∑N

j=1 θj(t),

then θ is a strictly increasing homeomorphism from [0, 2π] onto [θ(0), θ(0) +N · 2π]

such that b(eit) = eiθ(t). The remaining assertions are now clear.

Definition 4.3. The (canonical) transfer operator determined by the Blaschke prod-

uct b is defined on measurable functions ξ by the formula

L(ξ)(z) :=
1

N

∑
b(w)=z

ξ(w).

Of course, an alternate formula for L is L(ξ)(z) = 1
N

∑N
j=1 ξ(σj(z)), when z ∈

T\{b(1)}. It is clear that L carries measurable functions to measurable functions,
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preserves order, and is unital. Because b is a local homeomorphism, L carries C(T)

into itself. It is not difficult to see that L is a bounded linear operator on L2(T).

However, we present a proof of this that connects L with the adjoint of Γb. For this

purpose, note that by Lemma 4.1, π(J0) is a bounded, positive, invertible operator

on L2(T) with inverse π(J−1
0 ).

Theorem 4.4.

Lπ(J0)
−1 = Γ∗b (4.2)

Proof. For ξ and η in L2(T),

(Γ∗bξ, η) = (ξ,Γbη) =

∫ 2π

0

ξ(z)η(b(z)) dm(z) =
N∑
j=1

∫
Aj

ξ(z)η(b(z)) dm(z).

From the first and third assertions of Lemma 4.2,∫
Aj

ξ(z)η(b(z)) dm(z) =

∫ tj

tj−1

ξ(eit)η(eiθ(t)) dt.

Changes the variable to s = θ(t), the third and fourth assertions of Lemma 4.2

imply ∫ tj

tj−1

ξ(eit)η(eiθ(t)) dt =

∫ θ(tj)

θ(tj−1)

ξ(eiθ
−1(s))η(eis)(θ−1)′(s) ds.

Calculating (θ−1)′(s) = (θ′(t))−1 = (θ′(θ−1(s)))−1 and using the second assertion of

Lemma 4.2, we deduce∫ θ(tj)

θ(tj−1)

ξ(eiθ
−1(s))η(eis)(θ−1)′(s) ds =

∫ θ(tj)

θ(tj)

ξ(eiθ
−1(s))η(eis)

b(eiθ
−1(s))

b′(eiθ−1(s))eiθ−1(s)
ds.

But by the fourth statement of Lemma 4.2 eiθ
−1(s) = σj(e

is), when s ∈ (θ(0) +

2π(j − 1), θ(0) + 2πj). So the last integral is∫ θ(tj)

θ(tj−1)

ξ(σj(e
is))η(eis)

b(σj(e
is))

b′(σj(eis))σj(eis)
ds.

As eis sweeps out T\{b(1)} as s ranges over each interval (θ(tj−1), θ(tj)) = (θ(0) +
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2π(j − 1), θ(0) + 2πj), we conclude that

(Γ∗bξ, η) =
N∑
j=1

∫ θ(0)+2πj

θ(0)+2π(j−1)

ξ(σj(e
is))η(eis)

b(σj(e
is))

b′(σj(eis))σj(eis)
ds

=
1

N

N∑
j=1

∫
T
ξ(σj(z))η(z)

Nb(σj(z))

b′(σj(z))σj(z)
dm(z)

=
1

N

N∑
j=1

∫
T
ξ(σj(z))(J0(σj(z)))−1η(z) dm(z)

= (L(π(J0)
−1ξ), η),

showing that Γ∗b = Lπ(J0)
−1.

Notation 4.5.

J(z) := exp

[
1

2π

∫ π

−π

eit + z

eit − z
ln(J0(e

it))dt

]
Of course J is the unique outer function [A.23] that is positive at 0 and satisfies

the equation |J(z)| = J0(z) for all z ∈ T. (See [8, Theorem 5] and the surrounding

discussion.) Significantly, J does not vanish on D and J is in H∞(T); note that J0

is not even in H2(T) except in trivial cases. We will work primarily with J
1
2 , which

is exp
[

1
4π

∫ π
−π

eit+z
eit−z ln(J0(e

it))dt
]
. Note that J1/2 and J−1/2 are both in H∞(T).

Lemma 4.6. For all ϕ ∈ L∞(T),

Lπ(ϕ)Γb = π(L(ϕ)).

In particular, L is a left inverse for Γb.

Proof. Take ξ ∈ L2(T) and ϕ ∈ L∞(T) and calculate:

L(π(ϕ)Γb(ξ))(z) =
1

N

∑
b(w)=z

(π(ϕ)Γb(ξ))(w)

=
1

N

∑
b(w)=z

ϕ(ω)ξ(b(w))

=
1

N

∑
b(w)=z

ϕ(ω)ξ(z)

= L(ϕ)(z)ξ(z)

= (π(L(ϕ))ξ)(z).

The remaining claim is the trivial case when ϕ = 1 is constant.
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Lemma 4.7. Set

Cb := π(J
1
2 )Γb.

Then Cb is an isometry on L2(T) and

C∗b = Lπ(J−
1
2 ).

Further, if {Si}Ni=1 is the Cuntz family constructed in Theorem 3.4 using an or-

thonormal basis {vi}Ni=1 for H2(T) 	 π(b)H2(T), then Si = π(viJ
− 1

2 )Cb for all

1 ≤ i ≤ N .

Proof. The key is the relation Lπ(J−1
0 ) = Γ∗b from Theorem 4.4. We just compute:

C∗bCb = Γ∗bπ(J
1
2 )π(J

1
2 )Γb = Γ∗bπ(|J |)Γb = Γ∗bπ(J0)Γb = LΓb = I.

and

C∗b = Γ∗bπ(J
1
2 ) = Lπ(J0)

−1π(J
1
2 ) = Lπ(J−

1
2 ).

For the final assertion, simply observe that the definition of Si (using {vi}Ni=1) shows

that Si = π(vi)Γb. As Cb = π(J
1
2 )Γb, we conclude

Si = π(vi)π(J−
1
2 )π(J

1
2 )Γb = π(viJ

− 1
2 )Cb.

Proposition 4.8. H2(T) reduces Cb and Cb implements L in the sense that

C∗bπ(ϕ)Cb = π(L(ϕ)), (4.3)

for all ϕ ∈ L∞(T).

Proof. Since Γb and π(J
1
2 ) leave H2(T) invariant, so does Cb = π(J

1
2 )Γb. On the

other hand, C∗b = Lπ(J−
1
2 ) by Lemma 4.7, so one way to show that H2(T) reduces

Cb is to show that L leaves H2(T) invariant. McDonald did this in [16, Lemma 2].

We can also prove this directly: fixing η ∈ H2(T), we must show that Lη ∈

H2(T). By Theorem 4.4 we have that L = Γ∗bπ(J0), so it suffices to show that the

vector ξ = π(J0)η ∈ L2(T) is mapped into H2(T) by Γ∗b . By the definition (4.1) of
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J0 we have

b(z)ξ(z) = b(z)J0(z)η(z) = zb′(z)η(z),

showing that bξ is in H2(T) and that (bξ)(0) = 0. Thus Γ∗bξ ∈ H2(T) by the

argument given in the proof of Corollary 3.8.

Equation (4.3) follows from Lemmas 4.7 and 4.6 because

C∗bπ(ϕ)Cb = Lπ(J−
1
2 )π(ϕ)π(J

1
2 )Γb = Lπ(ϕ)Γb = π(L(ϕ)).

4.2 Cb and Intertwiners

We shall now prove some results about isometries which intertwine π and π◦β

in a sense which we will make clear.

Theorem 4.9. Denote the restriction of Cb to H2(T) by Cb+; the following hold.

1. If T is a bounded operator on L2(T), then T satisfies

Tπ(ϕ) = π(β(ϕ))T, ϕ ∈ L∞(T), (4.4)

if and only if T = π(m)Cb for some function m ∈ L∞(T).

2. If T is a bounded operator on H2(T), then

Tτ(ϕ) = τ(β(ϕ))T, ϕ ∈ H∞(T), (4.5)

if and only if T = τ(m)Cb+ for some function m ∈ H∞(T).

Further, if T = π(m)Cb, m ∈ L∞(T), (resp. if T = τ(m)Cb+, m ∈ H∞(T)) then

‖T‖ = (‖L(|m|2)‖∞)
1
2 , and T is an isometry if and only if L(|m|2) = 1 a.e.

We say that an operator T is an intertwiner if it satisfies (1) or (2) because

these equations say that T intertwines π and π ◦ β or τ and τ ◦ β respectively.

Proof. We begin by proving assertion (1). If T = π(m)Cb for some m ∈ L∞(T), a

short calculation shows that T satisfies (4.4). The formula (4.3) then implies

T ∗T = C∗bπ(m)π(m)Cb = π(L(|m|2)),
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and ‖T‖ = (‖L(|m|2)‖∞)
1
2 follows as π is faithful and the following computation.

‖T‖2 = ‖T ∗T‖

= ‖π(L(|m|2)‖

= sup
ξ∈H

‖π(L(|m|2)ξ‖
‖ξ‖

= sup
ξ∈H

‖L(|m|2)ξ‖
‖ξ‖

= ‖L(|m|2)‖∞

The fact that T is isometric if and only if L(|m|2) = 1 a.e. is immediate.

Suppose conversely that T is an operator on L2(T) satisfying (4.4). Define

m := π(J−1/2)T (1), where 1 is the constant function that is identically equal to 1.

Note that a priori we have that m ∈ L2(T), but not necessarily that m ∈ L∞(T).

We will address this shortly.

The hypothesis (4.4) and the definition of m imply that if ϕ ∈ L∞(T) then

Tϕ = Tπ(ϕ)1

= π(β(ϕ))T (1)

= π(β(ϕ))π(J1/2)m

= π(J1/2ϕ ◦ b)m

= mCb(ϕ)

That is,

Tϕ = mCb(ϕ), ϕ ∈ L∞(T) (4.6)

More generally for ϕ ∈ L2(T), there is a sequence ϕn in L∞(T) such that

ϕn → ϕ in L2(T). The boundedness of Cb implies that the sequence of vectors Cbϕn

is convergent in L2(T) with limit Cbϕ. The boundedness of T together with (4.6)

implies that the sequence mCbϕn is convergent in L2(T) with limit Tϕ. By passing

to a subsequence if necessary, we may assume that Cbϕn → Cbϕ pointwise a.e., and

mCbϕn → Tϕ pointwise a.e, and deduce Tϕ = mCbϕ. We conclude that

Tϕ = mCb(ϕ), ϕ ∈ L2(T). (4.7)
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Fix an orthonormal basis {vi}Ni=1 forH2(T)	π(b)H2(T) and set Si = π(viJ
− 1

2 )Cb.

By Lemma 4.7 and Theorem 3.4, {Si}Ni=1 is a Cuntz family, so for any ξ ∈ L2(T)

we have

mξ = m
N∑
j=1

SjS
∗
j ξ = m

N∑
j=1

π(vjJ
−1/2)CbS

∗
j ξ

=
N∑
j=1

vjJ
−1/2mCbS

∗
j ξ

=
N∑
j=1

vjJ
−1/2TS∗j ξ by (4.7).

Thus multiplication by m is the operator
∑N

j=1 π(vjJ
−1/2)TS∗j on L2(T). As this

operator is bounded we deduce that m ∈ L∞(T) as desired.

The proof of assertion (2) is similar. We make the parallel argument while

keeping track of the differences. If T = τ(m)Cb+ for some m ∈ H∞(T), it is easily

seen that (4.5) is satisfied, since τ(m) and τ(ϕ) commute when m and ϕ are in

H∞(T), and since Cb+ is the restriction of Cb to a reducing subspace. Furthermore,

T ∗T = C∗b+τ(m)∗τ(m)Cb+ = PC∗bPπ(m)Pπ(m)PCbP |H2(T).

Since H2(T) is invariant under π(m) and reduces Cb, we deduce

T ∗T = PC∗bπ(m)π(m)CbP |H2(T) = Pπ(L(|m|2))P |H2(T) = τ(L(|m|2)).

Thus ‖T ∗T‖ = ‖τ(L(|m|2))‖ = ‖L(|m|2)‖∞, which proves the formula for the norm

of T . Also, it shows that T is an isometry if and only if L(|m|2) = 1 a.e.

Suppose conversely that T on H2(T) satisfies equation (4.5) and set m :=

τ(J−1/2)T (1); we know m ∈ H2(T) and wish to deduce that m ∈ H∞(T). The fact

that J−
1
2 ∈ H∞(T) and the properties of Cb+ show that

Tϕ = Tτ(ϕ)1 = τ(β(ϕ))τ(J1/2)m = mCb+(ϕ)

for all ϕ ∈ H∞(T) and hence all ϕ ∈ H2(T). With Si = π(viJ
− 1

2 )Cb as before, we

note that H2(T) reduces Si, by Theorem 3.4, and we set Ri := Si|H2(T). Theorem

3.4 asserts that {Ri}Ni=1 is a Cuntz family of isometries on H2(T). Since H2(T)
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reduces Cb, we have for any ξ ∈ H2(T)

mξ = m

N∑
j=1

RjR
∗
jξ

= m
N∑
j=1

π(vjJ
−1/2)CbR

∗
jξ

=
N∑
j=1

vjJ
−1/2mCb+R

∗
jξ

=
N∑
j=1

π(vjJ
−1/2)TR∗jξ.

As vjJ
−1/2 ∈ H∞ for each j, the conclusion is that multiplication by m is the

bounded operator
∑n

j=1 τ(vjJ
−1/2)TR∗j on H2(T). Thus m ∈ H∞(T).

We have called Cb the master isometry. One reason for the use of the definite

article is that when one builds the Deaconu-Renault groupoid G determined by b,

viewed as a local homeomorphism of T, then Cb appears as the image of a special

isometry S in the groupoid C∗-algebra C∗(G) under a representation that gives rise

to the Cuntz families we consider here. We have not seen any compelling reason

to bring this technology into this note - nevertheless, C∗(G) and S are lying in the

background and may prove useful in the future. For further information about the

use of groupoids and C∗-algebras generated by local homeomorphisms, see [11].

One should not infer from the use of the definite article that Cb is uniquely

determined by the abstract properties that we have shown it has. If V is an isometry

on L2(T) satisfying:

• that implements L, that is V ∗π(ϕ)V = π(L(ϕ)),

• V π(ϕ) = π(β(ϕ))V and

• V is reduced by H2(T).

Then it can be shown that
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• by Theorem 4.9, V must be of the form V = π(m)Cb for some m ∈ L∞(T)

satisfying L(|m|2) = 1,

• |m| = 1 a.e.

• m is an inner function with the property that L(m) is constant.

In general we have been unable to deduce more about m than this. However,

we note that m need not be constant.

Example 4.10. If b(z) = z2 and m(z) = zk for any odd positive integer k , then

V = π(m)Cb will satisfy the above properties . However, m is not constant.

Proof. Let V = π(m)Cb, with b and m as indicated. Then

V ∗π(ϕ)V = C∗bπ(|zk|2ϕ)Cb = C∗bπ(ϕ)Cb = π(L(ϕ)).

Also, V π(ϕ) = π(m)Cbπ(ϕ) = π(m)π(β(ϕ))Cb = π(β(ϕ))π(m)Cb = π(β(ϕ))V

and it is obvious that V is reduced by H2(T). If b(z) = z2 then for any z = eit ∈ T

the set {w : b(w) = z} is equal to {eit/2, ei(t/2+π)}. Further,

(Lm)(eit) =
1

2
(m(eit/2) +m(ei(t/2+π)) =

1

2
(eikt/2 + eikt/2+kπ) = 0

The other conclusions can be easily verified as well. Yet, zk is hardly constant.

It is a matter of particular interest to us to know exactly what the situation

is when b is a more general Blaschke product. It remains to be investigated.



33

CHAPTER 5

HILBERT MODULES AND ORTHONORMAL BASIS

The endomorphism β of L∞(T) and the transfer operator L may be used

to endow L∞(T) with the structure of a Hilbert C∗-module over L∞(T). We will

exploit this structure in order to solve Problem 1.7. We do not need much of the

general theory about these modules. Rather, we provide enough background so that

the formulas we use make sense. Excellent references for the basics of the theory

are [14, 15].

Suppose A is a C∗-algebra and that E is a right A-module. Then E is called a

Hilbert C∗-module over A in case E is endowed with an A-valued sesquilinear form

〈·, ·〉 : E × E → A that is subject to the following conditions.

1. 〈·, ·〉 is conjugate linear in the first variable, so 〈ξ · a, η · b〉 = a∗〈ξ, η〉b.

2. For all ξ ∈ E, 〈ξ, ξ〉 is a positive element in A that is 0 if and only if ξ = 0.

3. E is complete in the norm defined by the formula ‖ξ‖E := ‖〈ξ, ξ〉‖
1
2
A.

Of course, it takes a little argument to prove that ‖ · ‖E is a norm on E.

Remark 5.1. Let us note that the notation 〈·, ·〉 has been the inner product in

L2(T), however, we now define it to be the inner product in a correspondence. We

change notation for the remainder of this chapter and use the notation (·, ·) for the

inner product on L2(T).

In the application of Hilbert modules that we have in mind, our C∗-algebra

A will be unital, and we will denote the unit by 1. A vector v ∈ E is called a

unit vector if 〈v, v〉 = 1. Note that this says more than simply ‖v‖ = 1. A family

{vi}i∈I of vectors in E is called an orthonormal set if 〈vi, vj〉 = δij1. Further, if

linear combinations of vectors from {vi}i∈I (where the coefficients are from A) are

dense in E then we say that {vi}i∈I is an orthonormal basis for E. In this event,
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every vector ξ ∈ E has the representation

ξ =
∑
i∈I

vi · 〈vi, ξ〉, (5.1)

where the sum converges in the norm of E. In general, a Hilbert C∗-module need

not have an orthonormal basis. Also, in general, two orthonormal bases need not

have the same cardinal number. Nevertheless, two orthonormal bases {vi}i∈I and

{wj}j∈J are linked by a unitary matrix over A in the usual way:

wj =
∑
i∈I

vi · 〈vi, wj〉 =
∑
i∈I

vi · uij.

So if the cardinality of I is n and the cardinality of J is m, then U = (uij) is a

unitary matrix in Mnm(A), i.e., UU∗ = 1n in Mn(A), while U∗U = 1m in Mm(A).

And conversely, any such matrix transforms the orthonormal basis {vi}i∈I for E

into an orthonormal basis {wj}j∈J for E via this formula. In our application of

these notions, the coefficient algebra A will be commutative so, as is well known,

all unitary matrices are square and, therefore, any two orthonormal bases have the

same number of elements.

We shall view L∞(T) as right module over L∞(T) via the formula

ξ · a := ξβ(a), a, ξ ∈ L∞(T), (5.2)

where the product on the right hand side is the usual pointwise product in L∞(T).

Also, we shall use L to endow L∞(T) with the L∞(T)-valued inner product defined

by the formula

〈ξ, η〉 := L(ξη), ξ, η ∈ L∞(T). (5.3)

Using the fact that L ◦ β = idL∞(T) (Lemma 4.6), it is straightforward to see that

L∞(T) is a Hilbert C∗-module over L∞(T), which we shall denote by L∞(T)L. The

only thing that may seem problematic is the fact that L∞(T)L is complete in the

norm defined by the inner product. However, a moment’s reflection reveals that the

norm is equivalent to the L∞(T)-norm, which is complete. We remark that (5.2)

and (5.3) make sense when the functions in L∞(T) are restricted to lie in C(T), and

C(T) also is a Hilbert module over C(T) in this structure, but we will focus on the
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L∞(T) case in what follows. ‘

Vectors {mi}Ni=1 in L∞(T)L form an orthonormal basis for L∞(T)L if and only

if

L(mimj) = 〈mi,mj〉 = δij1,

where 1 is the constant function 1, and

f =
N∑
i=1

mi · 〈mi, f〉 =
N∑
i=1

miβ(L(mif)), f ∈ L∞(T)L.

We have intentionally used N , the order of the Blaschke product b, as the upper

limit in these sums because L∞(T)L has an orthonormal basis with N elements,

viz. {
√
N1Ai

}Ni=1, where the Ai’s are the arcs in Lemma 4.2, and because any two

orthonormal bases for L∞(T)L have the same number of elements, as we noted

above.

Remark 5.2. As a map on L∞(T), E := β ◦ L is the conditional expectation onto

the range of β. Indeed, E is a weak-∗ continuous, positivity preserving, idempotent

unital linear map on L∞(T). So it is the restriction to L∞(T) of an idempotent and

contractive linear map on L1(T) that preserves the constant functions. Hence E is a

conditional expectation by the corollary to [4, Theorem 1]. Of course, the range of E

consists of functions in the range of β by definition. On the other hand, if f = β(g)

for some function g ∈ L∞(T), then E(f) = β ◦ L ◦ β(g) = β(g) = f , since L is a

left inverse for β. Thus, to say that {mi}Ni=1 is an orthonormal basis for L∞(T)L is

to say that

f =
N∑
i=1

miE(mif), f ∈ L∞(T).

In light of the discussion in Section 2, the following describes all solutions to

(1.6).

Theorem 5.3. If a Cuntz family S = {Si}Ni=1 on B(L2(T)) gives rise to a covariant

representation (π, αS) of (L∞(T), β), then there is an orthonormal basis {mi}Ni=1 for

L∞(T)L such that

Si = π(mi)Cb, 1 ≤ i ≤ N. (5.4)
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Further, if {mi}Ni=1 is any family of functions in L∞(T) such that the operators Si

defined by (5.4) form a Cuntz family S such that (π, αS) is a covariant representation

of (L∞(T), β), then {mi}Ni=1 is an orthonormal basis for L∞(T)L. Conversely, if

{mi}Ni=1 is any orthonormal basis for L∞(T)L and Si is defined by (5.4) for 1 ≤ i ≤

N , then S = {Si}Ni=1 is a Cuntz family and (π, αS) is a covariant representation of

(L∞(T), β).

Proof. Suppose {Si}Ni=1 is a Cuntz family on L2(T) that satisfies equation (2.4). If

both sides of this equation are multiplied on the right by Sj, then one finds from

equation (2.2) that Sjπ(·) = π ◦β(·)Sj for each j. By Theorem 4.9, for each j there

is mj ∈ L∞(T) satisfying Sj = π(mj)Cb and 1 = L(|mj|2) = 〈mj,mj〉. The fact

that S satisfies equation (2.2) then yields

δi,jIL2(T) = S∗i Sj = C∗bπ(mimj)Cb = π(L(mimj)) = π(〈mi,mj〉).

Since π is faithful, 〈mi,mj〉 = δi,j1, where 1 is the constant function 1. Thus,

{mi}Ni=1 is an orthonormal set in L∞(T)L. We now show that the {mi}Ni=1 span

L∞(T)L. If f ∈ L∞(T)L satisfies 〈f,mi〉 = 0 for all i, then we have

(π(f)Cb)
∗ = C∗bπ(f)

(
N∑
i=1

SiS
∗
i

)
= C∗bπ(f)

(
N∑
i=1

π(mi)CbS
∗
i

)

=
N∑
i=1

C∗bπ(f)π(mi)CbS
∗
i

=
N∑
i=1

π(〈f,mi〉)S∗i by (4.3)

= 0,

and thus π(f)Cb = 0, which in turn implies fJ
1
2 = π(f)J

1
2 = π(f)Cb1 = 0, and

thus f = 0. This shows that {mi}Ni=1 is an orthonormal basis for L∞(T)L.

For the converse assertion, suppose {mi}Ni=1 is any orthonormal basis for
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L∞(T)L, and set Si := π(mi)Cb. Then from (4.3) we deduce

S∗i Sj = C∗bπ(mimj)Cb

= π(〈mi,mj〉)

= δi,jπ(1) = δi,jIL2(T).

So the relations (2.2) are satisfied. To verify the Cuntz identity (2.3), note first

that equation (2.2) shows that the sum
∑N

i=1 SiS
∗
i is a projection. To show that∑N

i=1 SiS
∗
i = I, it suffices to show that

∑N
i=1 SiS

∗
i acts as the identity operator on

a dense subset of L2(T). So fix f ∈ L∞(T) and observe that we may write
N∑
i=1

SiS
∗
i f =

N∑
i=1

SiS
∗
i π(f)1 =

N∑
i=1

SiS
∗
i π(f)Γb1 =

N∑
i=1

SiS
∗
i π(fJ−

1
2 )Cb1. (5.5)

Since Si = π(mi)Cb, the last sum in (5.5) is
N∑
i=1

π(mi)CbC
∗
bπ(mi)π(fJ−

1
2 )Cb1 =

N∑
i=1

π(mi)Cbπ(L(mifJ
− 1

2 ))1,

where we have used (4.3). But by Theorem 4.9 the right hand side of this equation

is
N∑
i=1

π(mi)π(β(L(mifJ
− 1

2 )))Cb1 = π

(
N∑
i=1

mi〈mi, fJ
− 1

2 〉

)
Cb1 = π(fJ−

1
2 )Cb1,

because {mi}Ni=1 is an orthonormal basis for L∞(T)L, by hypothesis. As Cb1 =

π(J
1
2 )Γb1 = π(J

1
2 )1 it follows that π(fJ−

1
2 )Cb1 = f , and thus

∑N
i=1 SiS

∗
i f = f . We

conclude that S = {Si}Ni=1 is a Cuntz family.

To see that this family implements β, simply note that

π(β(ϕ)) = π(β(ϕ))
N∑
i=1

SiS
∗
i =

N∑
i=1

Siπ(ϕ)S∗i

since the Si satisfy equation (4.4).

Corollary 5.4. If {vi}Ni=1 is an orthonormal basis for the Hilbert space H2(T) 	

π(b)H2(T), then the functions {viJ−
1
2}Ni=1 form an orthonormal basis for the Hilbert

module L∞(T)L.

Proof. By Lemma 4.7, the Cuntz isometries coming from {vi}Ni=1 via Theorem 3.4

have the form π(viJ
− 1

2 )Cb. Therefore by Theorem 5.3 the functions {viJ−
1
2}Ni=1 form

an orthonormal basis for L∞(T)L.
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Corollary 5.5. If S(1) and S(2) are two Cuntz families in B(L2(T)) satisfying

αS(i) ◦ π = π ◦ β, i = 1, 2,

then there is a unitary matrix (uij) in MN(L∞(T)) such that

S
(2)
j =

N∑
i=1

S
(1)
i π(uij), (5.6)

j = 1, 2, · · · , N . Conversely, if S(1) and S(2) are Cuntz families on L2(T) that are

linked by equation (5.6), then αS(1) implements β if and only if αS(2) implements

β. Further, αS(1) = αS(2) on B(L2(T)) if and only if (uij) is a unitary matrix of

constant functions.

Proof. By Theorem 5.3, we may suppose there are orthonormal bases {m(1)
i }Ni=1

and {m(2)
i }Ni=1 for L∞(T)L that define S(1) and S(2). In this event, there is a unitary

matrix (uij) in MN(L∞(T)) so that

m
(2)
j =

N∑
i=1

m
(1)
i · uij.

But then we may use (5.4) to derive (5.6) as follows:

S
(2)
j = π(m

(2)
j )Cb =

N∑
i=1

π(m
(1)
i )π(β(uij))Cb =

N∑
i=1

π(m
(1)
i )Cbπ(uij)

=
N∑
i=1

S
(1)
j π(uij).

The same equation proves the converse assertion and the last assertion follows from

Laca’s Proposition 2.2 in [13].

We conclude with a new look at Rochberg’s [17, Theorem 1] and related

work of McDonald [16]. Because of the complex conjugates that appear in the

formula for the inner product on L∞(T)L, it is somewhat surprising that 〈mi, f〉 ∈

H∞(T) whenever f ∈ H∞(T) and mi comes from an orthonormal basis for H2(T)	

π(b)H2(T).

Theorem 5.6. Let {vi}Ni=1 be an orthonormal basis for D = H2(T)	π(b)H2(T) and

let mi = viJ
− 1

2 , so that {mi}Ni=1 is an orthonormal basis for L∞(T)L by Corollary

5.4. Then a function f ∈ L∞(T) lies in H∞(T) if and only if 〈mi, f〉 lies in H∞(T)

for all i. Further, f lies in the disc algebra A(D) if and only if 〈mi, f〉 lies in A(D)
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for all i.

Proof. By Remark 3.7 we know the functions mi are in the disc algebra. It is thus

immediate from

f =
n∑
i=1

mi · 〈mi, f〉, f ∈ L∞(T), (5.7)

and the fact that β preserves both H∞(T) and A(D) that if the coefficients 〈mi, f〉

all lie in H∞(T) or A(D) then f will also.

Conversely, fix f ∈ H∞(T) and any v ∈ D. We must show that 〈vJ−1/2, f〉 is

in H∞(T). Note that 〈vJ−1/2, f〉 is in L∞ so it suffices to show that this function

is in H2(T). To this end, fix a positive integer k, and compute

(〈vJ−1/2, f〉, e−k) = (L(vJ−1/2f), e−k)

= (Γ∗b(J0vJ−1/2f), e−k) by Theorem 4.4

= (J0vJ−1/2f, b−k)

= (J1/2vf, b−k) as J0 = |J | = J1/2J1/2

= (J1/2fbk, v).

Since J1/2f ∈ H∞ and k > 0 the function J1/2fbk is in π(b)H2(T), so as v ∈ D

we conclude (J1/2fbk, v) = 0. As k > 0 was arbitrary, 〈vJ−1/2, f〉 is in H2(T),

as desired. If f is further assumed to be in A(D), as L maps C(T) into itself we

conclude 〈vJ−1/2, f〉 ∈ C(T) ∩H2(T) = A(D).

In our notation, Rochberg’s Theorem 1 in [17] asserts that if {vi}Ni=1 is the

canonical orthonormal basis (in the sense following Remark 3.7) for D, then for any

f ∈ A(D), there are uniquely determined f1, f2, · · · , fN ∈ A(D) satisfying

f(z) =
N∑
i=1

vi(z)β(fi)(z), z ∈ D, (5.8)

and that moreover for each 1 ≤ i ≤ N the linear map f → fi thus determined on

A(D) is continuous in the norm of A(D).

We recover this theorem by applying Theorem 5.6 to the canonical basis
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{vi}Ni=1 and the function J−1/2f ∈ A(D): it asserts that (5.8) holds with the func-

tions fi = 〈mi, J
−1/2f〉 ∈ A(D). The norm continuity of the fi in f is immediate

from this formula. Our Theorem 5.6 provides a slightly stronger uniqueness state-

ment: if f ∈ A(D), assuming only that the fi are in L∞(T), multiplying both sides of

(5.8) by J−1/2, applying 〈mj,−〉, and using the fact that {mi}Ni=1 is an orthonormal

basis for L∞(T)L, one finds that fj must be given by the formula above.

Rochberg [17] and McDonald [16] establish more information about the fi

using the special structure of the canonical orthonormal basis of D. Our analysis

does not seem to contribute anything new to their refinements. On the other hand,

our results are explicitly independent of the choice of basis and connect to the

structure of the Hilbert module L∞(T)L.

Remark 5.7. The reader may have noticed that if m ∈ L∞(T) and if T = π(m)Cb,

then from the calculations in Theorem 4.9, the norm of T is the norm of m calculated

in L∞(T)L. This is not an accident. The Hilbert module L∞(T)L becomes a left

module over L∞(T) via the formula a · ξ := aξ, a ∈ L∞(T), ξ ∈ L∞(T)L. This

makes L∞(T)L what is known as a C∗-correspondence or Hilbert bimodule over

L∞(T). Further, if ψ : L∞(T)L → B(L2(T) is defined by the formula

ψ(m) = π(m)Cb, m ∈ L∞(T)L,

then the pair (π, ψ) turns out to be what is known as a Cuntz-Pimsner covariant rep-

resentation of the pair (L∞, L∞(T)L). This means, in particular, that ψ(m)∗ψ(m) =

π(〈m,m〉), as we noted in Theorem 4.9. Further, the pair (π, ψ) extends to a C∗-

representation of the so-called Cuntz-Pimsner algebra of L∞(T)L, O(L∞(T)L). We

have not made use of this here, however it seems worthy of further investigation. See

[6] for further information about Cuntz-Pimsner algebras and their representations.
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APPENDIX

BASICS

In this appendix we offer relevant definitions and review some classical function

theoretic results following [10] as our primary resource. We do this so that the casual

reader may reference any terminology with which he or she may be unfamiliar. It

also serves the purpose of making this document more self-contained. Some of the

following appears in the main body of this thesis; we will not worry about repeating

anything in favor of continuity for the reader.

A.1 Hilbert Space

We begin with some very basic definitions working toward the definition of

Hilbert space.

Definition A.1 (complete normed linear space). Let X be a complex vector space.

A norm on X is a non-negative real valued function ‖ · ‖ : X→ R+ satisfying:

• ‖x‖ ≥ 0 and ‖x‖ = 0 if and only if x = 0;

• ‖x+ y‖ ≤ ‖x‖+ ‖y‖; [Triangle Inequality]

• ‖λx‖ = λ‖x‖.

for x, y ∈ X and λ ∈ C. We say that X is a complex normed linear space if it

is a complex vector space equipped with a norm.

One immediately obtains a metric on X by ρ(x, y) := ‖x− y‖.

Definition A.2 (Banach space). If X is a complex normed linear space that is

complete in ρ, then X is called a Banach space.

We are working toward the definition of Hilbert space. We do so since we

intend to investigate certain algebras by representing them on Hilbert space and

studying associated operators.
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Definition A.3 (inner product space). Let H be a complex vector space. An inner

product on H is a function, 〈·, ·〉 : H ×H → C satisfying:

• 〈ξ1 + ξ2, η〉 = 〈ξ1, η〉+ 〈ξ2, η〉;

• 〈λξ, η〉 = λ〈ξ, η〉;

• 〈η, ξ〉 = 〈ξ, η〉;

• 〈ξ, ξ〉 ≥ 0 and 〈ξ, ξ〉 = 0 if and only if ξ = 0.

Such a space H, together with an inner product on H, is called an inner product

space.

Given an inner product space, one has the Cauchy-Schwartz inequality:

|〈ξ, η〉|2 ≤ 〈ξ, ξ〉〈η, η〉. Also, it is immediate that a every inner product induces a

norm on H by ‖ξ‖ := 〈ξ, ξ〉1/2 and so, ever inner product space is a normed space.

Definition A.4 (Hilbert space). A Hilbert space is an inner product space H,

that is complete with respect to the induced norm.

Definition A.5. An orthonormal basis for H is a family {ei}i∈I of vectors such

that

• 〈ei, ej〉 = δi,j, and

• the span of {ei}i∈I is dense in H.

For our purposes we will usually assume that H is separable, meaning it has a

countable orthonormal basis. Now that we have established the definition of Hilbert

space let us introduce some examples.

Definition A.6 (Lebesgue spaces). For 0 < p <∞ the Lp space on the circle, T,

denoted Lp(T) is defined to be all ξ : T → C such that
∫

T |ξ|
pdm < ∞ where m is

Lebesgue measure.



43

When p = 2, the space L2(T) is a Hilbert Space with inner product given

by 〈ξ, η〉 := 1
2π

∫
T ξηdm. For reasons we will not get into here, the cases when

p = 1, 2,∞ are of the most interest in operator theory.

Definition A.7 (B(H)). Let H be a Hilbert Space. The continuous linear operators

on H is denoted B(H).

Definition A.8 (dual space). If V is a vector space then the dual space of V is

defined to be V ∗ := {f : V → C : f(αx + βy) = αf(x) + βf(y)}, where α, β ∈ C

and x, y ∈ V . That is, f is linear.

Also, let V∗ denote the predual of V , that is, (V∗)
∗ = V .

Theorem A.9 (Riesz representation theorem). Given f ∈ H∗, there is a unique

vector ηf ∈ H so that f(x) = 〈x, ηf〉 for all x ∈ H.

Definition A.10 (Trace Class Operator). An operator A ∈ B(H) is said to be

Trace Class if the sum
∞∑
i=1

〈(A∗A)1/2ei, ei〉 <∞ (A.9)

where {ei}∞i=1 is an orthonormal basis for (separable) H.

In this case, the sum
∑∞

i=1〈Aei, ei〉 is absolutely convergent and independent

of the choice of {ei}. It is called the trace of A and is denoted Tr(A).

Remark A.11. The sum A.9 defines a norm on the trace class operators C1 and

forms a two sided ideal in B(H). For T ∈ C1, define φT (A) := Tr(TA). Then

φT ∈ B(H)∗ and the assignment T 7→ φT is an isometric isomorphism from C1

onto B(H)∗.

Definition A.12. An operator T on a Hilbert space H is called compact if the

image of the closed unit ball, B1, has compact closure. That is, T (B1) is compact.

The set of all compact operators is denoted K.

Remark A.13. For a infinite dimensional Hilbert space, the following inclusions

are proper: F ( C1 ( K, where F are the finite rank operators.
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A.2 Topologies on B(H)

There are a number of topologies on B(H) which are relevant in this document.

We recall some here and describe conditions for an operator to be be continuous or

a net to converge with respect to the given topology.

Definition A.14. ‖T‖op := Sup{‖Tx‖‖x‖ : x 6= 0} defines a norm on B(H). The

induced topology is called the norm topology or operator norm topology

An operator T is continuous with respect to the norm topology if given ε > 0

there exists a δ > 0 so that ‖x− y‖ < δ implies ‖T (x− y)‖ < ε.

Definition A.15. The weak−∗ topology or ultraweak topology on B(H) is the topol-

ogy inherited from the predual B∗(H) of B(H) (the trace class operators on H). It

is the weakest topology such that all elements of the predual are continuous when

considered as functions on B(H).

A net (or sequence) Tn ⊂ B(H) is convergent to T in the weak−∗ topology if

it converges pointwise: Tr(ATn)→ Tr(AT ) for all A ∈ C1. In this case, one writes

Tn
w∗→ T .

Definition A.16. The weak operator topology is the weakest topology on the

set of bounded operators on H such that T 7→ 〈Tx, y〉 is continuous for any vectors

x, y ∈ H.

A net (or sequence) {Tn} ⊂ B(H) converges to T ∈ B(H) in the weak operator

topology if 〈Tnx, y〉 → 〈Tx, y〉 ∀x, y ∈ H.

Definition A.17. The strong operator topology on B(H) is the weakest topology

such that the map T 7→ ‖Tx‖ is continuous where T ∈ B(H) x ∈ H

A net (or sequence) Tn ⊂ B(H) converges to T ∈ B(H) in the strong operator

topology if limn→∞ ‖Tnx− Tx‖ = 0 ∀x ∈ H.



45

A.3 Function Theoretic Results

Definition A.18 (Hardy Space on T). For 1 ≤ p ≤ ∞, the Hardy Space on the

unit circle, denoted Hp(T), is defined to be

Hp(T) := {ξ ∈ Lp(T) : ξ̂(n) = 0 ∀ n < 0}, (A.10)

where ξ̂(n) := 1
2π

∫
0

2πξ(eit)e−intdt.

Historically, Hardy spaces were defined as spaces of analytic functions on the

unit disc D.

Definition A.19 (Hardy Space on D). For 0 < p < ∞, Hp(D) is defined to be

{ξ : D→ C : ξ is holomorphic and Mp(ξ) := sup0<r<1
1
2π

∫ 2π

0
|ξ(reit)|pdt is finite. }.

Remark A.20. Several remarks are in order.

1. If 1 ≤ p ≤ ∞, then ‖ξ‖p := (Mp(ξ))
1/p is a norm and Hp(D) is complete in

this norm. If 0 < p < 1, Mp(·)1/p is not a norm. Nevertheless, the function

(ξ, η) 7→Mp(ξ − η) is a complete metric on Hp(T).

2. (Fatou’s Theorem) If ξ ∈ Hp(D), then the limit limr→1− ξ(re
iθ) exists for

almost all θ ∈ [0, 2π] and the resulting function ξ̃ on T is in Lp(T). Further,

when 1 ≤ p ≤ ∞ ‖ξ‖Hp(D) = ‖ξ̃‖Hp(T) and for z ∈ D we have the Poisson

integral formulation

ξ(z) =
1

2π

∫ 2π

0

1− |z|2

|z − eiθ|2
ξ̃(eiθ)dθ. (A.11)

Although it is true that ξ̃ exists, when ξ ∈ Hp(D) and 0 < p < 1, and

‖ξ‖Hp(D) = ‖ξ̃‖Lp(T), formula A.11 does not really make sense because ξ̃ need

not be integrable when 0 < p < 1.

3. Because of 2), given ξ ∈ Hp(D), 1 ≤ p ≤ ∞, we always extend ξ to T setting

ξ(eiθ) = ξ̃(eiθ), wherever ξ̃ is defined, and setting ξ(eiθ) = 0 otherwise.

We proceed toward some classical function theoretic results. First, we define

some classes of functions.
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Definition A.21. An inner function, g, is an analytic function on the unit disc

such that |g(z)| ≤ 1 for all z ∈ D and |g(z)| = 1 for almost all z ∈ T.

Recall the following notation from Chapter 1. If w ∈ D, w 6= 0 then

bw(z) :=
|w|
w

w − z
1− wz

; (A.12)

if w = 0, then b0(z) := z. Given a sequence {αj}∞j=1 in D with
∑∞

n=1(1−|αn|) <∞,

then the infinite product
∞∏
n=1

ban (A.13)

converges uniformly on compact subsets of D to an inner function b. We call b the

Blaschke product with zeros at the points {an}∞n=1.

Definition A.22. If {αj}Nj=1 is a finite collection of (not necessarily distinct) points

in D then the finite Blaschke product is defined as

b :=
N∏
n=1

ban . (A.14)

We call N the total order of b.

Sometimes, we write

b(z) = zn
m∏
j=1

|αj|
αj

αj − z
1− αjz

(A.15)

where m is possibly infinite to emphasize the order n, of the zero of b at 0.

Though some of the results in this document have been proved in the greater

generality we will often insist that N is finite. In this case we have some additional

properties. Finite Blaschke products map the closed unit disc, D onto itself. In

fact are analytic in a neighborhood of D and so maps the circle T onto T. As

verified in this thesis an elementary computation based on the argument principal

shows that they are, in fact, local homeomorphisms of an annular neighborhood

of the circle of degree N . Using the maximum modulus theorem, one easily shows

that finite Blaschke products completely classify functions with these properties

up to a constant of modulus 1. Continuity on T puts these functions in L2(T)

and analyticity gives us that b̂(−n) = 0 for n in N, where b̂(n) is the nth Fourier

coefficient of b.
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Definition A.23. An outer function, F , is an analytic function on the unit disc

of the form

F (z) = λ exp

[
1

2π

∫ π

−π

eit + z

eit − z
k(t)dt

]
(A.16)

where k is a real-valued integrable function on the circle and λ is a complex number

of modulus one.

The following theorem [10, p.62] offers an equivalent formulation of outer

functions.

Theorem A.24. Let F be a non-zero function in H1(T) then the following are

equivalent.

1. F is an outer function.

2. If f is any function in H1(T) such that |f | = |F | almost everywhere on T,

then |f(z)| ≤ |F (z)| at every point z in D.

3. log |F (0)| = 1
2π

∫ π
−π log |F (eit)|dt.

One reason inner functions, finite Blaschke products and outer functions are

of interest to us is because of the following factorization theorems.

Theorem A.25. Let f be a non-zero function in H1(T). Then f can be written in

the form f = gF where g is an inner function and F is an outer function. Moreover,

this factorization is unique up to a constant of modulus 1, and F is in H1(T).

The following theorems involve the bilateral shift, U on L2(T) which is given

by multiplication by z. It is a fundamental tool in this thesis.

Theorem A.26 (Beurling’s Theorem). Let S be a nonzero closed subspace of

H2(T). Then S is invariant under multiplication by z if and only if S = FH2(T)

where F is an inner function.

As we have noted, Helson and Lowdenslager used a variational method from

Hilbert space in order to prove this theorem and other results in classical function

theory and harmonic analysis. Their methods prove a stronger version of Theorem
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A.26 which we need. Proof of a variant of this theorem is in [9].

Theorem A.27 (Helson and Lowdenslager). Let S be a nonzero closed subspace of

L2(T). Then S is invariant under multiplication by z if and only if:

• S = FH2(T) where F is an inner function, or

• S = 1EL
2(T) where E is a measurable subset of T.

A.4 C∗-algebras

Definition A.28 (Banach algebra). A Banach algebra is an associative algebra

A over the real or complex numbers which is also a Banach space. The algebra

multiplication and the Banach space norm are required to be related by the following

inequality:

∀x, y ∈ A, ‖x y‖ ≤ ‖x‖ ‖y‖

Definition A.29 (C∗-algebra). A Banach algebra A over the complex numbers is a

C∗-algebra if it is endowed with an involution ∗ satisfying the following identities:

• (x+ y)∗ = x∗ + y∗ and (xy)∗ = y∗x∗,

• (x+ y)∗ = x∗ + y∗, and (xy)∗ = y∗x∗,

• (λx)∗ = λx∗

• (x∗)∗ = x

and finally, the C∗-identity, ‖a∗a‖ = ‖a‖2

It is a well known result [1] due to a construction by Gelfand, Naimark and

Segal that if A is a C∗-algebra, then there is a Hilbert space H on which A can be

represented. That is, there is a map π : A→ B(H) such that if x, y ∈ A and λ ∈ C

then:

• π(x+ y) = π(x) + π(y),



49

• π(xy) = π(x)π(y),

• π(λx) = λπ(x) and

• π(x∗) = π(x)∗

This completes the basic background material for this thesis.
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