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Chapter 1  
MOTIVATION AND SCOPE 

Nowadays flexibility and adaptability are important traits of chemical processes 
either continuous or batch. Such characteristics come from the market demands and 
needs. In parallel, there is a tendency to increase the process, product and environmental 
quality together with an economical resource minimization. Beyond this, plant safety is 
the paramount concern of chemical industries and engineers (AIChE Code of Ethics). 

However, the flexibility in chemical processes can increase the risk factor in 
productivity, safety and environmental quality. In this framework, fault detection and 
diagnosis, operation supervision and the preventive maintenance become the most 
important factors to take care in plants. 

Fault detection has been widely addressed with multivariate statistical process 
monitoring (MSPM) techniques in both academics and industry. The range entails since 
the typical control charts until the PCA-based techniques and the corresponding statistical 
indices calculation. Statistical techniques are still used for monitoring and fault detection 
purposes.   

On the other hand, fault diagnosis has been faced with several models, mainly 
grouped in three classes. The first class is the quantitative model based on the analytical 
equations and models of the process, however these models are normally too complex 
and non-reliable in real processes. The second class includes the qualitative models, which 
establish relationships between the input and outputs. As the first type of models, they 
can also be difficult to construct whether the process is big and complex. The third group 
includes the data-based models, which are related to the black-box models in which there 
is only information about the inputs and outputs. These models have demonstrated to 
deal with the fault diagnosis problem even if the process is big and complex. The only 
requirement is the existence of plant historical records in normal and abnormal process 
states. 

Fault diagnosis started to be dealt with machine learning algorithms as classifiers 
or diagnosis systems. The problem was first formulated as a multi-class and mono-label 
classification. However, there can be multiple and simultaneous faults in a plant and the 
mono-label classification implied to treat this realistic situation as new classes or new 
single faults. This actually increased the number of classes and data-models and reduced 
the precision of the general system. Due to this unrealistic approach, the fault diagnosis 
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has been currently defined as a multi-class and multi-label classification problem in terms 
of machine learning.  

Beyond this, it is important to develop a reliable data-based diagnosis system 
with the plant historical records including either single or multiple faults but with the 
guarantee that such system will learn to recognize and identify faulty situations during the 
plant operation. In general, although the fault diagnosis has been addressed with both 
analytic and data-based models, not much attention has been paid to the actual 
implementation of the reported approaches in the research field and still less efforts have 
been done for the development of a fault diagnosis system that allows the on-line 
diagnosis of chemical plants.   

There have been some advances in the fault diagnosis area, however there are 
some important points to attack in order to have a robust automatic system for the fault 
diagnosis in chemical plants. The main points are next exposed. First, it is necessary the 
development of a general approach for the construction of data-based diagnosis models 
for continuous and batch processes no matter what techniques are used for developing 
the involved steps. Such models should improve the diagnosis performance by means of 
the data preprocessing and the parameter tuning of the algorithms applied. 

Then, the application of the whole diagnosis system on the on-line process should 
be accomplished. This system should be quite robust in order to detect and diagnose novel 
faults included neither in the constructed models nor in the plant records. It is also desired 
that the on-line systems can further modify the diagnosis models based on changes in 
plant, new faults or including new information about the process.  

Furthermore, the diagnosis system and the involved tools could be incorporated 
in a bigger robust system that includes preventive maintenance programs. This would 
generate a powerful plant safety and fault diagnosis system that ease the operators and 
process engineers’ decision-making by taking not only anticipated corrective actions, but 
also preventive measures.  

This thesis proposes a general approach to fault diagnosis based on data-driven 
models for both continuous and batch processes. Some different approaches are 
investigated on the research line but leading to the construction of such robust and 
automated system and its on-line implementation for the detection and diagnosis of faults 
(learned or novel). A preventive maintenance program is also analyzed to be further 
included in a whole plant safety system.  
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Chapter 2  
STATE OF THE ART 

Chemical industries have always been concerned about the different procedures 
and techniques for reducing the risk of accidents and dealing with process abnormalities 
and faults. Fault detection and diagnosis is an important process engineering field not only 
because of the impact of the abnormal situations on the safety and economy of the plant 
but also because of the obligation to keep the yield and quality of the process. 
Petrochemical industries for example have rated the Abnormal Event Management (AEM) 
as the first problem that needs to be solved.  

Abnormal situations occur when processes deviate from their normal operating 
regime (Dash and Venkatasubramanian, 2000). Fault detection and diagnosis are gaining 
importance because they can avoid the progression of abnormal events, allow the 
selection of the proper corrective action and avoid loses and process productivity 
reduction. Such nature can be described by some characteristics such as: 

 High complexity and size of modern process plants 

 High automation level 

 Dynamic and non-linear characteristics  

 Usually driven by fewer essential variables which may not be measured  

 High dimensional multivariate data 

 Deviation from Gaussianity of the latent variables 

 State variables may have uncontrollable disturbances and random noise. 

It is worthy to mention regulatory control as the precedent of the fault detection 
and diagnosis techniques that exist nowadays. Regulatory control is a task that used to be 
performed by human operators and is now performed in an automated manner. Although 
the progress in this field and its benefits to all industrial segments have been quite 
important, there is a very important task in process plant management that is still 
remaining as a manual activity. Such task corresponds to responding to abnormal events in 
a process (Venkatasubramanian et al., 2003a). 

There are four procedures associated with AEM and process monitoring: fault 
detection, fault identification, fault diagnosis and process recovery (Chiang et al., 2004). 

 Fault detection determines when an abnormal process behavior occurs whether 
associated to equipment failures, process unit degradation, parameter drifts or 
extreme process faults.  
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 Fault identification consists of identifying the most relevant variables associated 
to the fault. The purpose is to focus the plant operator’s attention on the most 
pertinent subsystems for the fault diagnosis so that the effect of the fault can be 
eliminated in a more efficient manner. 

 Fault diagnosis lies on determining which fault occurred. In other words, on 
determining the root cause of the observed out-of-control status. This procedure 
is essential for the counteraction or elimination of the fault.  

 Process recovery, also called intervention, is to remove the effect of the fault. 

The main goal of Automatic Fault Detection and Diagnosis is to achieve the 
highest level of autonomy in real time dynamic systems with sophisticated control 
strategies. However, this task is difficult to achieve by intelligent and real-time systems 
due to several factors such as complexity of the process dynamics, lack of adequate 
models, diverse sources of knowledge, poor measurements (insufficient, incomplete and 
uncertain) and the great amount of effort and expertise required to develop and maintain 
such systems. 

Due to the broad scope of the fault diagnosis problem and the difficulties in its 
real time solution, literature reports abundant approaches to face this problem. These 
approaches range from the analytical methods to statistical techniques and machine 
learning methods in the Artificial Intelligence area. The different approaches recently 
published will be presented and categorized in the next sections. In addition, machine 
learning techniques will be applied as classification or diagnosis methods in this thesis. 

2.1 Fault detection methods 

Real process operations are subjected to random disturbances and their future 
state can not be completely determined by the past and present states. When a process is 
under control, the variable observations have probability distributions corresponding to 
the normal mode of operation and when the process is out of control these distributions 
will change. Then, the factors of interest are the mean and the standard deviation, which 
may deviate from the nominal values in a faulty process. The term “fault” can then be 
defined as a departure from an acceptable range of a process variable (Himmelblau, 1978). 

In general, there are three classes of failures or malfunctions according to 
Venkatasubramanian et al., 2003a): 

 Exogenous failures: They arise when there is a disturbance in exogenous 
variables, which are not directly measured, due to the process environment. 
Change in the heat transfer coefficient due to fouling in a heat exchanger is an 
example of this kind of faults. 

 Structural failures: They are changes in the process itself due to hard failures in 
the equipment. A stuck valve, failure of a controller, and a broken or leaking pipe 
are some examples of this kind of failures. 

 Instrument failures: These gross errors are related to actuators and sensors 
failures. A failure in one of these instruments could cause the state variables to 
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deviate beyond acceptable limits unless the failure is detected promptly and 
corrective actions are accomplished on time.    

The automation of the fault detection and diagnosis is the first and main step 
towards an efficient Abnormal Event Management (AEM). In particular, fault detection, as 
result of the process monitoring, has been faced with statistical techniques, first univariate 
and then multivariate. Traditional methods of monitoring are based on different statistical 
approaches, which include the use of distributions and different control charts. Control 
chart types include Shewhart, cumulative-sum and exponentially weighted moving-
average (Montgomery, 1991).  

Control charts, the first monitoring-based statistical technique, were introduced 
by Shewhart (1931). They are based in the fact that a process will remain in a state of 
statistical control where the process and/or the product variables will remain close to their 
desired values. Therefore, abnormal events can be detected by monitoring the 
performance of the process. However, these traditional methods have a drawback by not 
taking into account the possibility of change in operation points that can cause a change in 
performance.  

The growing demand for product quality and process reliability led to an 
extensive use of Statistical Process Control (SPC), which has been used to monitor process 
signals and detect trends, outliers and other anomalies. However, this univariate approach 
only detects disturbances related to individual measurement sources (usually quality) and 
cannot handle correlation. Moreover, it revealed some limitations when using high 
dimensional multivariate data that is cross-correlated. 

In conclusion, traditional Univariate Methods (Linear Regression, Univariate 
Statistical Control Charts) are often inadequate to evaluate masses of data and to detect 
abnormalities. It is not only the evolution of each variable by itself that gives useful 
information about faults, but also the evolution of each variable correlated to other 
variables. For this reason, Multivariate Statistical Process Monitoring (MSPM) was 
introduced and Multivariate Statistical Methods (MSM) were designed to model this 
correlation structure by compressing data and reducing the large number of correlated 
variables into a small number of fictitious uncorrelated variables so that essential and true 
information is extracted and easier to analyze (Kassidas et al., 1998). 

In particular, Principal Component Analysis (PCA) and Projection to Latent 
Structures (PLS), previously known as Partial Least Squares, were the first MSPM methods 
which received a lot of attention and are still applied (Kresta et al., 1991; MacGregor et al., 
1994). They have been successfully applied for fault detection and diagnosis in large 
chemical processes (Kourti and MacGregor, 1995). These methods can also handle two 
real problems in plant operation: noisy measurements and missing data. When applying 
these techniques, the evolution of the process can be observed in the reduced space 
(principal component space in case of PCA).   

Overviews of using PCA and PLS in process analysis and control, fault detection 
and diagnosis were given by MacGregor et al. (1991, 1994) and MacGregor and Kourti 
(1995). In particular, Partial Least Squares (PLS) was originated from the pioneering work 
of Wold (1982) and was further developed by Wold et al. (1987). It is useful in reducing the 
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dimensions of both process variables and product quality variables to be analyzed. PLS 
models the relationship between two blocks of data while compressing them 
simultaneously and is used to extract latent variables that not only explain the variation in 
the process data but also the predictive variation of the quality data. In 2001, Yoon and 
MacGregor used PLS and PCA as process monitoring and fault detection methods.  

Principal Component Analysis (PCA) method was initially proposed by Pearson 
(1901) and later developed by Hotelling (1947) and consists of extracting information 
about the major trends in the data using a small number of relevant factors or principal 
components. An on-line process monitoring with PCA is achieved by projecting new 
observations onto the plane defined by the PCA loading vectors, obtained using historical 
data during normal operation. Several works in which PCA is used for process monitoring 
and fault detection have been developed and reported. Some of them are found in Kano 
et al. (2001), Chen and Liao (2002), Chiang and Braatz (2003), Tamura and Tsujita (2007). 

In addition, pioneering work in the specific area of Fault Detection and 
Identification (FDI) for batch processes was performed by Nomikos and MacGregor (1994, 
1995a). Multi-way Principal Component Analysis (MPCA) has been successfully applied to 
batch processes as process monitoring and fault detection method (Nomikos and 
MacGregor, 1994; Tipping and Bishop, 1997; Chen and Liu, 1999). 

Extensions and combinations of PCA with other techniques have been also 
developed. Dynamic Principal Component Analysis (DPCA) was proposed by Ku et al. 
(1995) and uses an augmenting matrix with time-lagged variables for taking into account 
correlations among observations. DPCA has shown to be valid in some practical 
applications (Russell et al., 2000; Li and Rong, 2006). 

Russell et al. (2000) compared PCA, DPCA and CVA (Canonical Variate Analysis) for 
detecting faults. Lin et al. (2000) developed a Nonlinear Dynamic Principal Component 
Analysis (ND-PCA) approach for on-line monitoring and fault detection and diagnosis. 

Kano et al. (2000, 2002) analyzed several MSPM methods such as conventional 
methods based on PCA, MPCA (moving PCA) and MS-PCA (multi-scale PCA). Chen and Liu 
(2002) presented the methods: Batch Dynamic Partial Least Squares (BDPLS) and Batch 
Dynamic Principal Component Analysis (BDPCA) as improved techniques for on-line batch 
monitoring. 

Detroja et al. (2007) proposed a new approach to fault detection and diagnosis 
based on Correspondence Analysis (CA) and reported a superiority of CA in comparison to 
PCA and DPCA probably because of a better information representation. Ge et al. (2009) 
reported an improved KPCA (kernel PCA) based on the incorporation of a local approach. 

A major limitation of PCA-based monitoring is that the PCA model is time 
invariant, while chemical processes are time-varying. Moreover, it does not possess 
fingerprinting properties for diagnosis which makes the faults isolation difficult. 
Independent Component Analysis (ICA) is developed as an alternative technique to PCA for 
extracting independent components and higher order statistics from multivariate 
observed data or mixed signals. Thus, ICA allows dealing with non-Gaussian distributed 
variables. 
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Kano et al. (2003) reported a statistical process control method based on ICA, 
evaluated its fault-detection performance and compared such performance with the one 
obtained with a conventional multivariate statistical process control method using PCA. 
They used a simple four-variable system and a continuous-stirred-tank-reactor as case 
study, showing in their simulated results, superiority of ICA over PCA. 

Lee et al. (2006) proposed a novel MSPM method based on a modified ICA 
approach to extract some dominant independent components from normal operating 
process data and to combine them with statistical process monitoring techniques. Such 
monitoring method was applied to fault detection in a waste-water treatment process and 
in the Tennessee Eastman Process TEP (Downs and Vogel, 1993) and compared with 
conventional PCA. 

Zhang (2009) analyzed some drawbacks of the original Kernel Independent 
Component Analysis (KICA) for the purpose of MSPM and pointed out that any single 
technique is not sufficient to extract the hidden information from the process variables. 
Zhang combined and applied both KICA and kernel PCA (KPCA) for fault detection. 

The extension of DPCA to ICA led to a new method called Dynamic Independent 
Component Analysis (DICA). Lee et al. (2004c) proposed DICA to monitor processes with 
auto and cross-correlated variables and applied it to fault detection in both a simple 
multivariate dynamic process and the TEP reporting the effectiveness of the method with 
their simulation results. However, as well as other monitoring methods, DICA would not 
distinguish real process faults from normal changes in the process. 

In conclusion, there are many techniques, mainly MSPM methods, that have been 
used to monitor chemical processes and detect faults. Most of them reduce the data 
dimensionality and select the appropriate features that might describe better the process 
than the original correlated process variables. These features are then used by 
classification algorithms to diagnose faults. Some of the fault diagnosis methods based on 
classification are mentioned in the next section. 

2.2 Fault diagnosis systems 

Fault diagnosis (FD) is seen as a classification problem and therefore, a diagnosis 
method is referred as a fault classifier. According to Artificial Intelligence (AI), there would 
be two different kind of diagnosis methods, those based on knowledge and those based 
on machine learning. On the other hand, in the chemical engineering field or Process 
Systems Engineering (PSE) from now on, there is a proposed classification of the fault 
diagnosis methods given by Venkatasubramanian et al. (2003a). This classification, which 
includes three categories: quantitative model-based methods, qualitative model-based 
methods and process history-based methods, is based on the manner in which these 
methods approach the problem of fault diagnosis.  

In any of both classifications, a general diagnostic classifier has two 
characteristics: completeness and resolution, which allow comparing different classifiers. 
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In order a diagnostic classifier to be complete, the actual fault(s) are required to be in the 
fault set. In addition, the resolution in a classifier would require that the fault set does not 
contain too many faults. Then, there should be a trade-off between both concepts, which 
is reflected in the accuracy of the classifier predictions. 

In this thesis both classifications of the fault diagnosis methods according to the 
AI and chemical engineering fields are unified so that a general scheme is devised, which is 
suitable to both areas. This classification is based on the kind of process information that is 
used to construct the diagnosis models. Figure 2.1 summarizes both previous 
classifications, which lead to the proposed taxonomy in this thesis.  

 

 
Figure 2.1 Fault diagnosis methods classifications 

 

 
Figure 2.2 Proposed classification of the fault diagnosis methods 
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Figure 2.2 presents the proposed general scheme in detail. Thus, the process 
information can be divided in previous process knowledge or experience and process 
historical data. Regarding the process knowledge, this can be quantitative (knowledge 
obtained from existing or developed analytical models) or qualitative (knowledge obtained 
from qualitative rules and models or human experience and expertise). In contrast, the 
information given by process historical data can be processed with the methods that have 
been widely used in PSE or with methods imported from the machine learning area. Both 
class of methods comprise, of course, of qualitative or quantitative techniques. A good 
example of qualitative methods to process data are the Qualitative Trend Analysis (QTA) 
and Fault Tree Analysis. 

Before breaking down the main categories of the proposed scheme and 
summarizing some of the several techniques that fit in, it is important to identify the 
transformations that process measurements go through before the final diagnosis decision 
is made.  

Two important components in such transformations are the input process 
information and the search technique used. The basic information needed for fault 
diagnosis is the set of faults and the relationship between the observations (symptoms) 
and the faults. According to the proposed scheme, this information can be divided into 
process knowledge and process data. 

In PSE, the classification is focused on the method instead of the input 
information. In this sense, quantitative and qualitative models are developed from a 
fundamental understanding of the physics of the process using first-principles knowledge. 
On the other hand, process history-based models are constructed with the past 
experience in the process, represented by large amount of historical process data. 

Then, the series of transformations that process data goes through during FD are 
divided in four states or spaces: 

1. Measurement space 

2. Feature space 

3. Decision space 

4. Class space 

The measurement space consists of the input measurements to the diagnosis 
system without any knowledge related to these measurements. The feature space is a 
space of points, called features, obtained as a function of the measurements by using the 
basic problem or process knowledge. The decision space is an space of decision variables, 
obtained in the feature space, that uses discriminant functions or learning algorithms to 
meet an objective function (such as minimizing the misclassification). The advantage in 
developing a feature space is the complexity reduction of the discriminant function. 
Finally, the class space is a set of numbers that are categorized into classes according to 
which fault or class the given measurement pattern belongs. This last transformation can 
be performed by threshold functions.  

In general, the FD problem consists of two main stages: feature extraction and 
classification. A review of several techniques that have been proposed to solve this 
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challenging problem is provided in the next subsections. The methods are categorized 
according to the scheme proposed in this thesis. First, the different ways of representing 
and processing the information are introduced. 

2.2.1 Information representation and processing 

Despite the FD method used, the process information must be represented and 
processed in a certain way before it is used as input of the diagnosis method in order to 
facilitate the diagnosis. Data processing in the specific case of the process history-based 
methods can be developed in two ways: feature selection and feature extraction. 

2.2.1.1 Feature selection and extraction 

In feature selection, one selects a subset of relevant process variables or features 
from the original measurement space before building the diagnosis models. Huang and 
Wang (2006), Aleixander et al. (2004) and Yong et al. (2007) applied Genetic Algorithm 
(GA) as feature selection method before classification for improving performance. 

Feature extraction is a procedure that facilitates the transformation of the 
measurement space into a space of fewer dimensions by identifying the relationships 
between observations of two or more process variables. In chemical engineering is widely 
applied and referred as quantitative feature extraction. In fact, quantitative feature 
extraction approaches are the most used before applying the diagnosis methods. 

There are two main quantitative feature extraction methods in chemical 
engineering: statistical approaches and Neural Networks (NN) or most commonly Artificial 
Neural Networks (ANN), which are mostly used as classification algorithm or diagnosis 
method. 

Statistical methods use data obtained from distributions of classes or process 
scenarios in order to perform classification. There are plenty of statistical techniques, 
which have been already brought up in the fault detection methods section because they 
are mainly used to monitor processes and detect disturbances. However, as these 
techniques also reduce data dimensionality and extract features, used later as inputs of 
the classification algorithms, will be then addressed in this subsection from this point of 
view. 

Furthermore, statistical techniques can diagnose faults in some way by identifying 
the group of variables that are most relevant to the occurring fault. This is conventionally 
done in PCA with contribution plots, which can be also obtained for CA based on the Q 
statistic and for the rest of MSPM methods in the same way (Detroja et al., 2007). Some 
works in which statistical methods are used as feature extraction techniques are next 
reviewed. 

Kassidas et al. (1998) used PCA as feature extraction step to reduce the dimension 
of the multivariate problem and enhanced the distance-based classification. They apply 
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Dynamic Time Warping (DTW) in order to classify faults independently of their magnitude, 
duration and plant production level. 

Chiang et al. (2000) reported that Fisher Discriminant Analysis (FDA) and 
discriminant PLS are better dimensionality reduction techniques than PCA for fault 
diagnosis, adding that PCA is not well suited because does not take into account the 
information among classes when determining the lower dimensional representation. 

Lee et al. (2006) applied ICA as MSPM method and developed variable 
contribution plots of the statistical indices for fault diagnosis, reporting better results in 
comparison to those obtained with PCA. 

Verron et al. (2008) presented a supervised procedure for fault detection and 
diagnosis. Such procedure, after feature selection, develops classification of faulty 
observations with a Discriminant Analysis, quadratic or linear (QDA or LDA), reporting 
better classification results than other methods. 

Finally Bin He et al. (2009) proposed a non-linear fault diagnosis approach with 
VW-KFDA (Variable Weighted Kernel FDA) by extracting discriminative features from 
overlapping fault data. They report a better fault diagnosis performance than the obtained 
with conventional FDA. 

In chemical engineering the concept of qualitative feature extraction methods 
have been devised but they are not so common to use. Two important methods that 
employ qualitative feature extraction are expert systems and qualitative trend analysis 
(Venkatasubramanian et al., 2003). 

2.2.2 Fault diagnosis methods 

In this section, the different diagnosis methods will be properly addressed. 
According to Figure 2.2, these are divided in knowledge based methods and data-driven 
methods.  

2.2.2.1 Knowledge-based methods 

Knowledge-based fault diagnosis refers to all those models that are built by taking 
into account knowledge of the process. Thus, these models can be analytic or physical 
models of the process and relationships or rules among process variables or from some 
kind of experience given by operators. In this sense, such knowledge can be used 
qualitatively or quantitatively. Generally, quantitative knowledge can be associated to that 
given by quantitative models. However, qualitative knowledge can be used for developing 
either qualitative models or human expertise-based rules.  
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Quantitative knowledge based-methods 

In the past, extensive research efforts were devoted to developing quantitative 
model-based methods, which were based on Analytical Redundancy (AR) to generate 
residuals. The residual signals are obtained from the difference between the measured 
output signal and the output value of a nominal system model, thus helping fault 
diagnosis. This kind of fault classifiers are called quantitative model-based methods in 
chemical engineering. 

The main advantage of using quantitative model-based methods is the possibility 
of having some control over the behavior of the residuals. However, several factors such 
as the system complexity, uncertainty, high dimensionality, process non-linearity and/or 
lack of good data often make difficult and even impractical to develop accurate 
mathematical models for the processes (Venkatasubramanian et al., 2003a).  

Quantitative methods rely on a set of mathematical relations that describe the 
interaction between process variables and consistent models. In general, quantitative 
methods make use of the next kind of equations (Dash and Venkatasubramanian, 2000): 

FfEdBuAx
dt
dx


 

Eq 2.1
 

DuCxy   Eq 2.2 

consisting of states (x), inputs (u), outputs (y), disturbance (d) and faults (f). There are 
mainly two kinds of quantitative methods: Residual-based methods and Assumption-based 
methods (Dash and Venkatasubramanian, 2000). 

a) Residual-based methods 

All model-based fault diagnosis methods generate inconsistencies between the 
actual and the expected behavior of a process. These inconsistencies are called residuals 
and are artificial signals that reflect the potential faults of the system. The residual-based 
methods consist of two basic steps: residual generation and residual evaluation to identify 
the cause.  

The residuals generation consists of the subtraction between the real outputs 
from the different functions and the expected values of these functions under normal 
conditions. Analytical redundancy schemes for fault diagnosis are the most known 
residual-based methods and are basically signal processing techniques that use state 
estimation, parameter estimation, adaptive filtering and so on. 

Residuals should be close to zero when no fault occurs and show significant 
values when the process leaves out its normal operation. The generation of the diagnostic 
residuals requires a mathematical model that can be either analytical, as stated, or a black-
box model empirically obtained. 

Many papers with different emphasis on model-based approaches have been 
published over the past three decades. The earliest is due to Willsky (1976) and covers the 
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design of specific fault-sensitive filters, state estimation methods (parity spaces and 
observers) and statistical tests on filter innovations (Kalman filters). 

Some earlier works using diagnostic observers can be found in the works by Clark 
(1979) and Massoumnia (1986). Frank and Wünnenberg (1989) presented a disturbance 
decoupling method based on analytical redundancy. This method allowed differentiating 
faults and unknown inputs and developed a diagnostic observers approach. Apart from 
that, it is important to mention that there has not been too much work on observers 
applications to fault diagnosis in PSE. 

On the other hand, Gertler and Luo (1989) presented a design procedure to 
generate isolate parity equation models chosen from a multitude of suitable models on 
the basis of sensitivity to the different failures and robustness. Both properties are related 
to the uncertainties in the selected parameters. 

In 1990, Frank outlined the principles of parameter identification and state 
estimation. He reviewed some techniques with emphasis on the robustness regarding the 
modeling errors.  

Chow and Willsky (1984) and then Gertler et al. (1990) developed techniques 
based on parity equations obtained by transforming the input-output models generated 
from process data. In addition, Gertler (1991) presented several residual generation 
methods including parity equations, diagnostic observers and Kalman filters. This work 
demonstrated that parity equations and observers lead to identical residual generators 
once the residual properties have been established. 

Parameter estimation methods assume that faults in dynamic systems are 
reflected by changes in the parameters of the model. Isermann (1984) and Young (1981) 
analyzed different parameter estimation techniques such as least squares, instrumental 
variables and estimation with discrete-time models. 

Residual evaluation trades off fastness and reliable properties in fault detection. 
Simple threshold functions, statistical classifiers and neural networks have been used for 
residual evaluation (Koppen-Seliger et al. 1995). 

A general drawback of all the model-based approaches is that their disturbance 
matrices include only additive uncertainty. In practice, severe modelling uncertainties, due 
to the involved parameters, come in the form of multiplicative uncertainties. 

b) Assumption-based methods 

These methods associate residuals to the violation of certain assumptions on the 
normal behavior of the process. This is the principle of the Diagnostic Model Processor 
(DMP) method (Petti et al., 1990). 
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Qualitative knowledge-based methods 

Qualitative models, as they are called in PSE, are usually developed based on 
some fundamental understanding of the process. There are two main kinds of qualitative 
models: qualitative causal models and abstraction hierarchies (Venkatasubramanian et al., 
2003b).   

Qualitative causal models apply a strategy of cause-effect about the process 
behavior. Among these methods, fault-trees and signed digraphs are found. Signed 
Digraphs (SDG) represent process variables as graph nodes and causal relations by 
directed arcs. SDG can be obtained from mathematical models of the process or from 
operational data and operator’s experience. 

Iri et al. (1979) were the first to use SDG for fault diagnosis. A Cause-Effect (CE) 
graph derives from SDG and consists of using only valid nodes (abnormal) and consistent 
arcs. Umeda et al. (1980) obtained SDG from differential algebraic equations of the 
process and Kokawa et al. (1983) used statistical information about equipment failures 
and digraphs in order to represent the failure propagation network and thus identify the 
fault location. 

Kramer and Palowitch applied in 1987 a rule based method using SDG for fault 
diagnosis considering all the possible simulation trees consisting of direct paths from root 
or fault nodes to symptom nodes. Chang and Yu reported in 1990 some useful techniques 
for simplifying SDGs with applications to fault diagnosis and then, Vaidhanathan and 
Venkatasubramanian (1995) used digraph-based models for automated HAZOP analysis. In 
addition, an improvement of fault resolution in SDG models applying fuzzy set theory was 
obtained by Han et al. (1994).  

Fault Tree Analysis (FTA) was developed at Bell Telephone Laboratories in 1961 
and then used by Lapp and Powers in 1977. This technique applies backward chaining from 
the fault to the primary event that presents the possible root cause. A general FTA consists 
of four steps (Fussell, 1974):  

1. System definition 
2. Fault tree construction 
3. Qualitative evaluation 
4. Quantitative evaluation  

Fault trees have been used in risk assessment and reliability analysis (Ulerich and 
Powers, 1988) and have been developed from digraphs (Lapp and Powers, 1977). The 
major disadvantage of qualitative models is the generation of large number of hypotheses 
and therefore poor and spurious solutions. Also, computational cost is high when on-line 
data is used. However, they possess the distinction of finding all the possible faulty 
candidates. 

Expert Systems (ES) also fit in this category because they are based on some kind 
of qualitative knowledge of the process, given by an expert human. They are typically 
made up of a precedent part (series of events) and a consequence part that draws and 
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relates these events to a known fault. Process data enters to the system in the form of 
scenarios and consequences as if-then rules. 

Knowledge-Based Systems (KBS) developed from expert rules are very system-
specific, their representation power is quite limited, and they are difficult to update (Rich 
and Venkatasubramanian, 1987). However, the advantages are: the development facility, 
transparent reasoning, the ability to reason under uncertainty, and the ability to provide 
explanations for the given solutions. 

There are many papers applying ES to fault diagnosis. Some of them are: Henley, 
1984; Chester et al., 1984; Venkatasubramanian and Rich, 1988; Rich et al., 1989; Ramesh 
et al., 1992; Quantrille and Liu, 1991; Zhang and Roberts, 1991; Becraft and Lee, 1993; Wo 
et al., 2000; and Qian et al., 2003. 

2.2.2.2 Process history-based methods (data-driven) 

As increasingly large amounts of data are collected in most process industries,  
historical data based methods for fault detection and diagnosis look for extracting the 
maximum information from these records at a minimal or even null first-principle 
knowledge of the process. 

Knowledge-based approaches depend heavily on the system model, which makes 
their application difficult for highly non-linear or uncertain systems. In contrast to these 
methods, data-driven methods do not need an analytical model and rely on data-driven 
techniques to estimate the system dynamics (Venkatasubramanian et al., 2003c). In many 
of these techniques, the normal and abnormal operation behaviors are treated as 
patterns. 

According to the proposed taxonomy, the data-driven methods used in PSE 
include the statistical methods, already mentioned in the feature extraction section, and 
the Qualitative Trend Analysis (QTA). This method constructs trends from the process 
measurements in order to explain important events occurring in the process, diagnose and 
predict future states.  

Process disturbances produce distinct trends that can be suitably used for 
identifying process faults. Trend identification should be robust to momentary signal 
variations (due to noise) and should capture only gross variations. Janusz and 
Venkatasubramanian (1991) developed a method for identifying a comprehensive set of 
initial trends that can be combined to represent any other trends. Such trends were 
mapped to faults in order to construct the knowledge used for the diagnosis. Later, Bakshi 
and Stephanopoulos (1994) used the trend representation for diagnosis and supervisory 
control.  

In 2005, Maurya et al., proposed a PCA-QTA based approach consisting of 
applying QTA on the principal components rather than on the raw data so that the 
measurement redundancy could be drawn. Apart from these works, many more papers 
applying QTA can be found in the literature. 
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Methods imported from Machine learning 

Machine learning is a branch of Artificial Intelligence that studies methods that 
can increase system performance through recorded experience. As their goal is to improve 
the behavior of a system, learning methods are related to the data representation. 
Therefore, there are several kinds of machine learning systems. ANN is the most popular 
machine learning algorithm in PSE. 

The main differences between machine learning methods are in the kind of 
information produced. There are three main classes of learning algorithms: methods with 
supervised learning, methods with unsupervised learning and methods with reinforcement 
learning (Langley, 1996). 

Supervised Learning is found when there is complete knowledge about the 
answer required in a determined situation. Its objective is to construct a knowledge-based 
system for reproducing the output as a function of the input. Classification and regression 
problems are found in this kind of learning. Nearest Neighbour, Artificial Neural Networks 
(ANN) and Support Vector Machines (SVM) are some methods belonging to this kind of 
learning. 

In Unsupervised Learning, there is only input information but not output 
information. The learning method has to extract useful knowledge from the available 
information. Clustering algorithms, which allow ordering the available information, belong 
to this kind of learning. In fact, clustering problems are the equivalent to the classification 
in the unsupervised learning. C-means, Fuzzy C-means, Learning Vector Quantization and 
Self-Organizing Maps (SOM) are some methods included in this kind of learning. 

Regarding Reinforcement Learning, the knowledge about the system quality is 
only partial. There is no value that corresponds to the output for a determined set of input 
values but there is a penalization according to the result given by the system. Some 
algorithms of this kind of learning are: criterion of optimality, brute force approach, 
temporal difference methods, among others. 

On the other hand, learning problems can be classified according to the kind of 
prediction that is required. According to this criterion, classification problems occur when 
the prediction is a discrete value and regression problems when the prediction is a 
continuous or real value. 

Fault diagnosis can be treated as a classification problem using machine learning 
algorithms as classifiers, whose main goal is to classify data in predetermined classes 
obtained from the process information. A classification problem can be binary when the 
prediction only can have two values or multi-class when the prediction can have more 
than two values. In addition, multi-class classification problems can be mono-label (ml) 
when the prediction is only one value and consists of classifying a set of patterns into a 
univocal class or multi-label (ML) when the prediction can have more than one value and 
allows assigning each input data to more than just one class. An example of the ML 
approach is the simultaneous fault diagnosis. 
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Fault diagnosis was usually addressed with a ml approach. However, Yélamos et 
al. (2007) dealt with the problem with a ML approach because it allows representing the 
training information, obtained by historical data, in the most suitable way for each binary 
classifier and class. 

Two main machine learning methods widely used in chemical engineering are: 
Artificial Neural Networks (ANN) and Support Vector Machines (SVM). SVM have been 
introduced more recently and have demonstrated to be a potential technique to be used 
as fault diagnosis method. These methods will be reviewed in the next subsections. 

Apart from these methods, there are others that have not been yet applied in the 
FD area such as kNN (k-Nearest Neighbor) and others that start to being applied such as 
Decision Trees (Varga et al., 2008; Ma and Wang, 2009) and Naïve Bayes (Perezyk et al., 
2005; Addin et al., 2007). 

Artificial Neural Networks (ANN) 

Artificial Neural Networks (ANN) are a method imported from the machine 
learning and have been used as a fault diagnostic tool in chemical process engineering and 
cybernetics. In general ANN, used for fault diagnosis, can be classified along two 
dimensions (Venkatasubramanian et al., 2003c): 

 The architecture of the network such as sigmoidal, radial basis and so on, and 

 The learning strategy such as supervised or unsupervised learning. 

The most popular supervised learning strategy in ANN has been the back-
propagation algorithm. In chemical engineering, Venkatasubramanian (1985); 
Venkatasubramanian and Chan (1989); Watanabe et al. (1989); Ungar et al. (1990) and 
Hoskins et al. (1991) presented some of the first works in which the usefulness of ANN for 
the problem of fault diagnosis was demonstrated. 

Zhou et al. (2003) proposed an approach to the fault diagnosis in batch processes 
using ANN. They implemented an input feature extraction process for the neural model 
and developed an additional radial basis function in the neural classifier, reporting 
satisfactory detection and isolation of faults. 

Then Sharma et al. (2004) showed the potential of ANNs to detect and diagnose 
process faults in a packed tower. Connection strengths representing the correlation 
between inputs (sensor measurements) and outputs (faults) were learned by the network 
using the back propagation algorithm.  

There are also a lot of papers on ANN applications in fault diagnosis and it is 
neither the goal nor the scope of this thesis to provide an exhaustive review of all the 
reported approaches. However, the literature presented here should provide a good entry 
point to the literature in this area. 
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Support Vector Machines (SVM) 

Support Vector Machines (SVM) are a supervised learning algorithm and a 
classification method based on margin maximization and kernels. This algorithm is 
classified as a data-driven fault diagnosis method in PSE. SVM can also be considered as a 
hybrid method though, due to some peculiarities. A peculiarity is the use of kernels or 
functions in the classifiers that best fit the data.  

SVM perform a classification task through a supervised learning procedure based 
on pre-classified data examples; however, they can be used for either supervised or 
unsupervised learning. Some characteristics of this algorithm are: 

 Good performance when the diagnosis models are generalized 

 Good tolerance to noise and outliers 

 Good efficiency dealing with ML problems in a Multi-class approach. 

SVM learn a linear hyperplane that separates a set of positive examples from a set 
of negative examples with the maximum margin. The margin is defined by the distance of 
the hyperplane to the nearest point in the positive and negative examples. Learning the 
maximal margin of the hyperplane is a convex quadratic optimization problem with a 
unique solution, which supposes an advantage over the conventional algorithms (Vapnik, 
1998). 

The strategy of the method consists on searching the support vectors. This 
searching mechanism uses a hypothetical space of linear functions in a highly dimensional 
feature space, learning with an algorithm of the optimization theory, derived from the 
Statistic Learning Theory (Cristianini and Shawe-Taylor, 2000). 

When examples are not linearly separable or a perfect hyperplane is not needed, 
non-linear SVM using different types of kernels can be used. In this last case, SVM are 
converted into a dual form allowing the use of kernel functions to produce non-linear 
classifiers. 

However, it may be preferable to allow errors in the training set so as to maintain 
a more simple hyperplane. This may be achieved by a variant of the optimization problem, 
referred as soft margin, in which the contribution of the margin maximization and the 
training errors can be balanced through the use of a parameter called C, which penalizes 
the points or samples wrongly classified. This parameter is widely used when applying 
linear classifiers in order to trade-off bias and variance. Small bias and big variance 
correspond to situations in which the model is overfitted to the data. In this case, the 
model has learned the outliers and does not have generalization capacity. 

SVM can be applied to binary classification problems. Regarding the multi-class 
case as the fault diagnosis problem, some class binarization mechanisms have to be 
applied. One is called one versus all and consists of the training of a classifier per class, 
choosing as positive examples those from the class of interest (f) and as negative examples 
those from the rest of classes. The result from the classification are called weights or 
predictions (a real number per class). 
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In mono-label cases (fault detection) the chosen prediction is that for the class 
with the biggest weight. For the multi-label case (fault diagnosis) the chosen predictions 
are all those classes with positive weights. 

As summary, SVM have been used for implementing Fault Diagnosis Systems 
(FDS) because of their efficiency solving ML problems, which has been demonstrated in 
different machine learning studies and papers (Boser et al., 1992; Manning and Schütze, 
1999; Polat and Günes, 2007; Widodo and Yang, 2008; Chen and Hsiao, 2008; Sugumaran 
et al., 2008; Huang and Wang, 2006; Huang et al., 2008), as well as in PSE applications. 

Chiang et al. (2004) investigated the proficiencies of Fisher Discriminant Analysis 
(FDA), SVM and proximal SVM (PSVM) for fault diagnosis. Then, Kulkarni et al. (2005) 
applied SVM with knowledge incorporation to detect faults in the TEP, a benchmark 
problem in chemical engineering. 

Yong et al. (2007) employed a SVM-based method for fault diagnosis which 
incorporates efficient parameter tuning procedures. Such procedures are based on the 
minimization of the radius/margin bound for SVM’s leave-one-out errors, into a multi-class 
classification strategy, and using the fuzzy decision factor. 

Liang and Du (2007) presented a cost-effective FDD method for HVAC (Heating, 
Ventilation and Air Conditioning) systems by combining the model-based method and 
SVM. Also, Rocco and Zio (2007) presented a hierarchical structure for distinguishing 
among operation anomalies in nuclear systems on the basis of measured data. Their 
approach is based on different formulations of SVM, one-class SVM and multi-class SVM. 

Yélamos et al. (2007) addressed the simultaneous fault diagnosis problem from 
the machine learning viewpoint by using a ML approach and SVM, obtaining good 
diagnosis performance even when dealing with four simultaneous faults. Later, Yélamos et 
al. (2009) applied SVM to fault diagnosis in chemical processes and proposed to measure 
and compare the FDS performance by referring each output to the corresponding input (in 
the raw data) supplied to the FDS.  

Finally, Zhang (2009) uses both KPCA and KICA for fault detection and combine 
their advantages to develop a non-linear dynamic approach to detect on-line faults for the 
purpose of  MSPM. They develop FD by applying SVM. 

There is much more literature in which machine learning methods are applied to 
fault diagnosis in chemical processes. This field tends to gather techniques that improve 
the data arrangement, statistical monitoring, feature extraction and classification. In this 
sense, SVM showed proficiency at constructing models for every process scenario in a 
plant using historical data.  

The main goal of FD methods is to process all the inputs obtained on-line in order 
to detect and then diagnose abnormal events in the plant in case there are. This thesis is 
therefore focused on proposing a general FDS and particular approaches to deal with this 
issue using machine learning methods as data-based fault diagnosis methods. 
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2.3 Fault diagnosis assessment 

Fault diagnosis is as a module of the whole chemical process that can share 
information with other process operations or modules. Powerful knowledge 
representation schemes make capture the expertise that operators and control engineers 
have gained during years dealing with process plants. 

There is a close relationship among diagnosis, process operations and design of 
chemical plants. The proper design of a chemical plant can reduce the burden on the 
diagnosis task. Moreover, the information given by the diagnosis module can be used for 
continuously improving the performance of process operations when it is incorporated to 
the data bases. 

Some of the operation modules that can share information with the fault 
diagnosis module are the next (Venkatasubramanian et al., 2003c): 

 Optimal sensor location: A good sensor location enhances fault observability, 
detectability and separability. 

 Data reconciliation: Focuses on detecting sensor faults and sensor biases and on 
the reconciliation of measurement data. Consists of identifying the biased 
parameter, estimating the bias and rectifying the sensor measurement. It can be 
performed in both steady state and transient conditions by removing errors from 
sensor variables given a collection of data or under time evolutions of sensor 
variables. 

 Supervisory control: Located between regulatory control and planning modules. 
This system would use the information available from the fault diagnosis to check 
and monitor the loops in the regulatory control system. If there were changes in 
the control loops, the supervisory control system would then look for different 
control configurations or set points that would improve the process operations. 

Regarding the FD module, it is of paramount importance to be able to evaluate 
the diagnosis performance in terms of a reliable and comparable indicator. In this sense, 
some performance indices developed and used in the area are next reviewed.  

2.3.1 Performance evaluation indices 

Both fault detection and diagnosis performances need to be quantitatively 
evaluated. This subsection is focused on summarizing the several indices that have been 
devised and reported in order to measure such performances. 

Most of the data-based fault diagnosis approaches that have been reported use 
monitoring or detection metrics such as: missing alarm rate (Shao et al., 2009), detection 
delay (Detroja et al., 2007; Shao et al., 2009), diagnosis success rate (Bin He et al., 2008 
and 2009), fault recognition accuracy (Addin et al., 2007), misclassification percentage 
(Kulkarni et al., 2005; Chiang et al. 2000 and 2004), detection rates (Jakubek and Strasser, 
2004) and monitoring indices such as T2 and Q (Chiang et al., 2004; Jakubek and Strasser, 
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2004; Shao et al., 2009; Tamura and Tsujita, 2007; Kano et al., 2002; Lin et al., 2000; Ku et 
al., 1995; Ge et al., 2009). However, a strict fault diagnosis performance index, comparable 
among techniques, had not been yet addressed.  

For this reason, Yélamos et al. (2007, 2009) and Monroy et al. (2010) adopted the 
F1 score, previously introduced in the machine learning field (Kent et al., 1955; Van 
Rijsbergen, 1979; Boser et al., 1992).  

The F1 score allows having a single assessment by taking into account two 
complementary concepts (Kent et al., 1955): Precision (Positive Predictive Value) and 
Recall (also referred as sensitivity or True Positive Rate). In more detail, the fault diagnosis 
outcomes or responses can be arranged in a confusion matrix as shown in Table 2.1 

 
Table 2.1 Confusion matrix 

                                                                                           Actual value 

                                                                                    f                                  ¬ f 

Predicted value              F           af            bf 
          ¬f           cf            df 

 

Hence, for each fault f, af represents the true positive values, bf the false positive 
values, cf the false negative values and df the true negative values. Recall (Eq 2.3) accounts 
for the ratio between the number of positive outcomes that are correctly identified (true 
positives, af) with respect to the total number of actual positive cases (af+cf), taking into 
account the omissions. Precision (Eq 2.4) measures the ratio between the same number of 
positive outcomes correctly identified (af) with respect to the total number of predicted 
positive outcomes (af+bf), taking into account in this way the false alarms.  
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Therefore, for each fault, the F1 score (Van Rijsbergen, 1979) is given by the following 
expression: 
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Eq 2.5

 

Furthermore, F1 score is a normalized value that allows measuring the goodness and 
efficiency of the FDSs and allows comparing different FD approaches. 
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2.4 Risk analysis in process facilities 

Chemical processes are monitored by many variables that demand to be 
extremely and perfectly controlled. The design of process facilities is based on normal 
operating conditions. However, but it is expected that such design allows facing any 
disturbance, although faults are desirable to occur seldom without causing material or 
human damages. 

Risk Analysis (RA) is required in the design stage of process facilities and demands 
to consider every determining variable in the process. It addresses variations to such 
variables because of disturbances and consider the response capacity of the facility based 
on its characteristics and safety elements, which should guarantee an active response. 

Hazard and Operability study (HAZOP) is a method designed by ICI (Imperial 
Chemical Industries, now ORICA) in 1963 for its application to pesticide plant design in 
order to detect unsafe situations. This method must be integrated to RA and other 
complementary methods, aimed at the preventive maintenance, in order to face the plant 
safety. 

2.4.1 Typical accident causes in process facilities  

Experience from accidents in process facilities allows classifying their causes in 
three groups (Bestratén Belloví, 1989): 

 Component failures. Such as inappropriate design, failures in elements or 
equipments, failures in the control system, failures in the safety systems or in the 
pipelines and connections, etc. 

 Deviations in normal operating conditions. Uncontrolled alterations of 
fundamental process variables, failures in services, generation of undesirable sub-
products, residuals or impurities, failures in plant start-up and shut down. 

 Human and organization errors. Operation errors, incorrect maintenance or 
reparation work, unofficial works, etc. 

All these failures are considered by either risk analysis during the design phase or 
safety and maintenance programs. On the other hand, human errors, also possible, have 
to be carefully analyzed in probability terms so that they can be anticipated and controlled 
and their consequences prevented or mitigated. 

2.4.2 Traditional risk analysis 

Risk analysis should be quantitative, however because of its complexity, the 
quantitative analysis tend to be reserved to few situations that require of precise 
estimations. The adequate application of risk and safety analysis in process facilities 
should allow determining the limits of all the variables and parameters in which every 
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process stage is developed in normal and safe conditions. A risk analysis is comprised of 
five tasks (Faisal and Abbasi, 1998): 

1. System definition 

2. Hazard identification 

3. Probability assessment 

4. Consequence analysis 

5. Risk results 

Hazard identification is a critical step in a traditional risk analysis and has been 
widely examined in research field (Faisal and Abbasi, 1998). The major focus of a 
traditional risk analysis is to evaluate a variety of scenarios that may lead to undesirable 
outcomes. Both the likelihood and the magnitude of these outcomes (consequences) are 
estimated and displayed as results. 

2.4.2.1 Hazard identification 

This task is probably the most mature of various disciplines that are included in a 
risk analysis (API Publication 581, 2001). Potential hazard scenarios need to be identified. 
There are many techniques for doing so. Hazard and Operability Study (HAZOP) is one of 
the most known. 

Hazard and Operability Analysis (HAZOP) 

HAZOP is a rigorous, systematic and critical study of all the predictable faults or 
deviations in comparison to normal operating situations. It is applied to process facilities at 
design or functional stage. HAZOP is a qualitative method that allows detecting faults and 
their consequences so as to adopt preventive measures. It also estimates the danger 
potential of the deviations and their effects (API Publication 581, 2001). 

At the end of a HAZOP, the deviations with more risk (in terms of both frequency 
and consequence) are prioritized and they must be mitigated as soon as possible. In a well-
designed plant, the majority of the identified potential deviations are typically operability 
issues. However, potential safety concerns and environmental considerations are also 
identified.  

HAZOP is typically performed by a team, familiar with the process, rather than 
individually, in order to brainstorm the potential hazards most effectively. Some 
techniques or additional tools that can help to the HAZOP accomplishment are the Failure 
Modes and Effects Analysis (FMEA), Checklists and Fault Tree Analysis (FTA). It is worthy to 
note that some of these tools have been also applied as fault diagnosis methods as it is the 
case of FTA. 

There are many works in literature where some HAZOP applications are found 
and some of them will be next reviewed: Srinivasan and Venkatasubramanian (1998) 
proposed a framework for representing the HAZOP knowledge for batch chemical plants 
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and then presented a knowledge-based system, called Batch HAZOP Expert as an 
implementation of the proposed framework (Srinivasan and Venkatasubramanian, 1998b). 

Galluzzo et al. (1999) presented a support system for the hazard and operability 
studies of batch processes using qualitative models for searching the causes and 
consequences of the process deviations. Venkatasubramanian et al. (2000) reviewed the 
progress of automating the process hazard analysis of chemical process plants. Later, 
Mushtaq and Chung (2000) presented a formalised approach to applying the HAZOP 
methodology to batch processes and specifically to pipe-less plants. 

Mu and Venkatasubramanian (2003) proposed an approach that integrates MSPM 
and HAZOP for Abnormal Event Management (AEM) of batch processes. Their approach 
includes three main parts: process monitoring and fault detection based on MPCA, an 
automated on-line HAZOP analysis and a coordinator. In addition, Eizenberg et al. (2006) 
proposed and developed a quantitative variation of the HAZOP procedure using separate 
dynamic models. 

Recently, Cui et al. (2010) claimed the HAZOP as an integral part of the process 
design. They integrated a commercial process design package with one of the HAZOP 
expert systems. 

2.4.2.2 Risk calculation 

Probability evaluation is conducted to estimate the probability of occurrence for 
the scenarios identified in the previous phase of the risk analysis. The most common 
measure of probability for a scenario is its frequency. On the other hand, consequences of 
a release from process equipment or pipes vary depending on factors such as material 
physical properties, material toxicity or flammability, weather conditions, release duration 
and mitigation actions. The effects may impact plant personnel or equipment, population 
in the nearby residences and the environment.  

There is no single way to measure or present an estimate of the risk of operating 
a chemical process. In general, risk is calculated with the multiplication of the abnormal 
event frequency times the magnitude of a determined consequence of such event, as 
shown in eq 2.6 

ScenarioScenarioScenario CFRisk   Eq 2.6 

The risk calculation allows prioritizing risks and over all, some equipments or locations in 
risk. In addition, this prioritization can be taken into account when implementing a 
preventive maintenance programs. Also for fault diagnosis, risk analysis can help to find 
out the causes of the occurring faults and the appropriate corrective actions. 
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2.5 Maintenance management 

Despite a chemical plant is well designed, it will not remain safe if it is not 
maintained. In some industries, maintenance cost is now the second highest or even the 
highest element of operating costs (Arunraj and Maiti, 2007). Certain critical elements 
such as product quality, plant safety and the increase in maintenance costs can represent 
from 15 to 70 % of the total production costs (Bevilacqua and Braglia, 2000).  

The main objective of the maintenance process is to make use of the knowledge 
of failures and accidents in order to achieve the maximum possible safety with the lowest 
possible cost. The biggest challenge of the maintenance engineer is to implement a 
maintenance strategy that maximizes availability and efficiency of the equipment, controls 
the rate of equipment deterioration, ensures the safe and environmental friendly 
operation and minimizes the total operation cost (Khan and Haddara, 2003). 

The concept of Risk-Based Maintenance (RBM) was developed to inspect the 
high-risk components usually with greater frequency and to maintain them so as to 
achieve tolerable risk criteria (Arunraj and Maiti, 2007). The RBM methodology provides a 
tool for maintenance planning and decision-making in order to reduce the probability of 
failures in equipments and the consequence of such failures. Also, it is designed to study 
all the failure modes, determine the risk associated to those failure modes and develop a 
maintenance strategy that minimizes the occurrence of the high-risk failure modes. 

2.5.1 Development of maintenance philosophies 

Maintenance management techniques have gone through a major process of 
metamorphosis over recent years. The maintenance progress has been aroused by the 
increase of complexity in manufacturing processes and variety of products and the 
awareness growth of the maintenance impact on the environment, personnel safety, 
business profitability and product quality. 

 
Figure 2.3 Development of maintenance philosophies (Arunraj and Maiti, 2007) 



28 
 

Figure 2.2 shows the development of maintenance philosophies. The 
maintenance policies have evolved over time and can be categorized in first, second, third 
and recent generations. 

2.5.1.1 First generation 

The first generation methodologies belong to the time before Word War II, when 
industries were not very highly mechanized. Equipment were simple and redesigned, 
which made them reliable and easy to repair. Machines were operated until they broke 
down and there was no way to predict failures (Arunraj and Maiti, 2007). 

The typical maintenance practices at that time were: basic and routine 
maintenance, reactive breakdown service (fix it when it breaks) and corrective 
maintenance (Moubray 1994; Cooke 2003). 

2.5.1.2 Second generation 

The second generation belongs to the time period between Second World War 
and the late 1970s. At this time, industries became more complex with increasingly 
dependency on sophisticated machinery. Maintenance cost became higher than other 
related operating costs.  

Maintenance policies adopted were: planned preventive maintenance, time 
based maintenance and system for planning and controlling work. However, these policies 
were criticized for imposing quite often unnecessary treatments, which disrupted normal 
operations and induced malfunctions, due to missed operations (Khan and Haddara, 
2004). 

2.5.1.3 Third generation 

These maintenance strategies were developed within 1980 and 2000. This 
generation was typically characterized by:  

 Continued growth in plant complexity 

 Accelerating use of automation 

 Just in time production systems 

 Rising demand for standard of product and service quality and 

 Tighter legislation on service quality. 

Condition-based maintenance (CBM), reliability-centered maintenance (RCM) and 
computer aided maintenance management were adopted for maintenance during this 
period (Eti et al., 2006). More techniques included in this generation are listed in Figure 
2.3 (Arunraj and Maiti, 2007). 
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2.5.1.4 Recent generation 

Risk-based inspection (RBI) and maintenance methodologies started to emerge 
and gain popularity beyond 2000. Up till 2000, maintenance and safety were treated as 
separate and independent activities (Raouf, 2004). However, several authors suggested 
that an integrated approach incorporating maintenance and safety is the appropriate 
mean for optimizing plant capacity (Arunraj and Maiti, 2007). 

The overall objective of the maintenance process is to increase the profitability of 
the operation and optimize the total life cycle cost without compromising safety or 
environmental issues. Inspection and maintenance planning based on risk analysis 
minimizes the probability of failure and its consequences. Chapter six will address the Risk-
Based Maintenance methods (recent generation) in more detail, and more specifically 
Risk-Based Inspection (RBI), which is widely used in petrochemical industries. 

2.6 Benchmark case studies for FDD research 

There are some simulated processes that have been widely used not only in FDD 
area but also in many other research fields in Chemical Engineering. Some case studies are 
widely used and considered as benchmarks by academics and some of them will be used 
for testing the methods and approaches proposed in this thesis. The most used and known 
benchmark is the Tennessee Eastman Process (TEP), which allows simulating a continuous 
process with 52 process variables. Regarding batch processes, Penicillin Production 
Process (PPP) has been used by some authors to do research and is also developed and 
used in this thesis. 

2.6.1 Tennessee Eastman Process (TEP)  

TEP is an industrial chemical process consisting of a reactor/separator/recycle 
arrangement involving two simultaneous gas-liquid exothermic reactions and described by 
Downs and Vogel (1993). Figure 2.3 shows a TEP graph. 

The process has 52 process variables and 20 faults or disturbances to be 
diagnosed. In regard to the process variables, 41 are measured (XMEAS in the original 
paper) and 11 are manipulated by valves (XMV in the original paper). Process variables are 
listed in Table 2.2. On the other hand, the 20 faults as different ways of operating the 
process are listed in Table 2.3. 

Some faults in the TEP were not fully described by the authors in the original 
paper, as it is the case of the faults 16 to 20, reported as unknown. Other faults only differ 
on the type of disturbance (step or random variation) as it is the case of Faults 3 and 9, the 
first one due to a step fault and the second one due to a random variation. Faults 14 and 
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15 are the only faults generated due to a stuck valve. Fault 15, for instance, is due to a 
sticking in the condenser cooling water valve. 

 
Table 2.2 Process variables of the TE benchmark 

NUMBER VARIABLE NAME VARIABLE TYPE 

1 COMPONENT “A” FEED FLOW (STREAM 1) MEASURED 

2 COMPONENT “D” FEED FLOW (STREAM 2) MEASURED 

3 COMPONENT “E” FEED FLOW (STREAM 3) MEASURED 

4 COMPONENTS “A” AND “C” FEED FLOW (STREAM 4) MEASURED 

5 RECYCLE FLOW FROM SEPARATOR (STREAM 8) MEASURED 

6 REACTOR FEED RATE (STREAM 6) MEASURED 

7 REACTOR PRESSURE MEASURED 

8 REACTOR LEVEL MEASURED 

9 REACTOR TEMPERATURE MEASURED 

10 PURGE RATE (STREAM 9) MEASURED 

11 PRODUCT SEPARATOR TEMPERATURE MEASURED 

12 PRODUCT SEPARATOR LEVEL MEASURED 

13 PRODUCT SEPARATOR PRESSURE MEASURED 

14 PRODUCT SEPARATOR UNDERFLOW (STREAM 10) MEASURED 

15 STRIPPER LEVEL MEASURED 

16 STRIPPER PRESSURE MEASURED 

17 STRIPPER UNDERFLOW (STREAM 11) MEASURED 

18 STRIPPER TEMPERATURE MEASURED 

19 STRIPPER STEAM FLOW MEASURED 

20 COMPRESSOR WORK MEASURED 

21 REACTOR COOLING WATER OUTLET TEMPERATURE MEASURED 

22 CONDENSER COOLING WATER OUTLET TEMPERATURE MEASURED 

23 COMPOSITION OF “A” IN REACTOR FEED MEASURED 

24 COMPOSITION OF “B” IN REACTOR FEED MEASURED 

25 COMPOSITION OF “C” IN REACTOR FEED MEASURED 

26 COMPOSITION OF “D” IN REACTOR FEED MEASURED 

27 COMPOSITION OF “E” IN REACTOR FEED MEASURED 

28 COMPOSITION OF “F” IN REACTOR FEED MEASURED 

29 COMPOSITION OF “A” IN PURGE GAS FLOW MEASURED 

30 COMPOSITION OF “B” IN PURGE GAS FLOW MEASURED 

31 COMPOSITION OF “C” IN PURGE GAS FLOW MEASURED 

32 COMPOSITION OF “D” IN PURGE GAS FLOW MEASURED 

33 COMPOSITION OF “E” IN PURGE GAS FLOW MEASURED 

34 COMPOSITION OF “F” IN PURGE GAS FLOW MEASURED 

35 COMPOSITION OF “G” IN PURGE GAS FLOW MEASURED 

36 COMPOSITION OF “H” IN PURGE GAS FLOW MEASURED 

37 COMPOSITION OF “D” IN PRODUCT FLOW MEASURED 

38 COMPOSITION OF “E” IN PRODUCT FLOW MEASURED 

39 COMPOSITION OF “F” IN PRODUCT FLOW MEASURED 

40 COMPOSITION OF “G” IN PRODUCT FLOW MEASURED 

41 COMPOSITION OF “H” IN PRODUCT FLOW MEASURED 

42 D FEED FLOW MANIPULATED 

43 E FEED FLOW MANIPULATED 

44 A FEED FLOW MANIPULATED 

45 “A” AND “C” FEED FLOW MANIPULATED 

46 COMPRESSOR RECYCLE VALVE MANIPULATED 

47 PURGE VALVE MANIPULATED 

48 SEPARATOR POT LIQUID FLOW MANIPULATED 

49 STRIPPER LIQUID PRODUCT FLOW MANIPULATED 

50 STRIPPER STEAM VALVE MANIPULATED 

51 REACTOR COOLING WATER FLOW MANIPULATED 

52 CONDENSER COOLING WATER FLOW MANIPULATED 
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Figure 2.4 Tennessee Eastman Process 

 
 

Table 2.3 Process disturbances in the TEP 
NUMBER PROCESS FAULT NAME TYPE 

1 A/C FEED RATIO, B COMPOSITION CONSTANT (STREAM 4) STEP 

2 B COMPOSITION, A/C RATIO CONSTANT (STREAM 4) STEP 

3 D FEED TEMPERATURE (STREAM 2) STEP 

4 REACTOR COOLING WATER INLET TEMPERATURE STEP 

5 CONDENSER COOLING WATER INLET TEMPERATURE STEP 

6 A FEED LOSS (STREAM 1) STEP 

7 C HEADER PRES. LOSS – REDUCED AVAILABILITY (STREAM 4) STEP 

8 A, B, C, FEED COMPOSITION (STREAM 4) RANDOM VARIATION 

9 D FEED TEMPERATURE (STREAM 2) RANDOM VARIATION 

10 C FEED TEMPERATURE (STREAM 4) RANDOM VARIATION 

11 REACTOR COOLING WATER INLET TEMPERATURE RANDOM VARIATION 

12 CONDENSER COOLING WATER INLET TEMPERATURE RANDOM VARIATION 

13 REACTION KINETICS SLOW DRIFT 

14 REACTOR COOLING WATER VALVE STICKING 

15 CONDENSER COOLING WATER VALVE STICKING 

16 UNKNOWN UNKNOWN 

17 UNKNOWN UNKNOWN 

18 UNKNOWN UNKNOWN 

19 UNKNOWN UNKNOWN 

20 UNKNOWN UNKNOWN 

 

The set of faults of the TEP has been commonly addressed in a partial way. Many 
works consider only some faults for testing the performance of the proposed FDS (Addin 
et al., 2007; Kulkarni et al., 2005; Chiang et al., 2004; Detroja et al., 2007; Bin He et al., 
2008, 2009; Jakubek and Strasser, 2004; Verron et al., 2008; Musulin et al., 2006). 

The whole set of faults has been considered by few authors (Russell et al., 2000; 
Chiang and Braatz, 2003; Lee et al., 2004c; Yélamos et al., 2007, 2009; Zhang, 2009). Faults 
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3, 9 and 15 have shown difficulty to be diagnosed; however Musulin et al. (2006) reported 
to have identified faults 3 and 9 by using a fuzzy logic system, showing an enhancement in 
the fitness function. In addition, Yélamos et al. (2009) used randomly-selected data 
models, diagnosing faults 3 and 9 in terms of recall. Fault 15 is however reported as 
unobservable. 

2.6.2 Birol’s Penicillin Process (BPP) 

The penicillin production process has been used as case study for addressing the 
problem of batch process monitoring and FDD by several authors (Birol et al., 2002; Yoo et 
al., 2004; Tian et al., 2009; Ündey et al., 2003, 2004). Penicillin was the first discovered 
antibiotic (Fleming 1929) and it is still one of the most important in terms of both 
therapeutic use and annual volume of production (Barber, 1996).  

Today, the penicillin production process is economically important and has largely 
been studied and reported in literature (König et al., 1981; Bruggink et al., 1998; Elander, 
2003). Typical modifications in the process are aimed at diminishing the number of 
downstream operations and get a better product yield or at obtaining a super-productive 
mold strain.  

The effort on improving the efficiency of the penicillin production has resulted in 
an increase in titre from 2 U/ml in the Fleming’s original isolate (one unit of penicillin is 
equivalent to approximately 0.6 μg) to 70000 U/ml and above in modern strains (Peñalva 
et al., 1998). 

Birol’s Penicillin Process (BPP) is one of the most complete mechanistic models 
developed. BPP has become a test bed for fed-batch fermentation processes, almost in the 
same way as TEP is for continuous processes.  

There is an extensive literature on penicillin production modelling but many of 
the models developed and reported are too simplified or do not consider the effects of 
important operating variables such as temperature, pH, agitation power or substrate feed 
flow rate on the biomass growth and the penicillin production as considered in BPP (Birol 
et al., 2002). 

Therefore, BPP considered as input variables: pH, temperature, aeration rate, 
agitation power and feed flow rate of substrate. It also introduces the CO2 evolution term 
and uses experimental data to improve the simulation of the penicillin production by 
extending the existing mathematical models (Birol et al., 2002; Tian et al., 2009). The 
model developed and used in this thesis is an extension of the previous model. However, 
some minor model modifications are introduced and explained in chapter nine. 



33 
 

2.7 Conclusions 

This chapter has presented a review of the state of the art of different methods 
that have been applied to FDD, within a general process integration and plant safety 
framework. There is a classification of fault diagnosis methods given in PSE area. However, 
many FDD techniques have been imported from the machine learning field and such 
techniques have their categorization based on the type of learning between the inputs and 
the outputs of the algorithms.  

After analysing the different point of views given in both chemical engineering 
and machine learning areas, this chapter presented an effort to join both classifications in 
a single scheme, which categorizes the diagnosis methods based on the kind of 
information used to construct the diagnosis models. The information can be given by 
previous knowledge of the process or by historical or recorded data from the process. 
According to such scheme, this thesis applies specifically data-driven fault diagnosis 
methods imported from the machine learning area. 

There are many classification methods that can be used in FDD and the decision 
to use one or other depends on issues such as: implementation simplicity, completeness 
and resolution. This thesis is focused on proposing a general FDD approach no matter the 
method applied. The proposed scheme should be used as guidelines for its 
implementation and automation in real practice. 

An important issue to face is to standardize the different methods that could be 
used for the same purpose in terms of their final performance by an unique diagnosis 
index. The use of a single index would allow selecting one or another technique among the 
plethora existing and devised in the research field. Several indices have been used, such as 
the detection rate, time to detection, and others, but most of them are referred to the 
fault detection and not to the diagnosis performance. For that reason, the existence and 
application of a standard diagnosis index was needed in the field. In machine learning, the 
F1 score was introduced, and has been recently applied in the fault diagnosis area. This 
thesis continues using it in order to accomplish that needed standardization among 
methods and approaches.  

 Not only corrective actions but also preventive measures depend on FDD. In this 
sense, Risk Analysis, which is applied mainly in the process design step, would help to take 
the right corrective actions when a fault is occurring. RA techniques are also applied when 
there are plant modifications and some of them are used as diagnosis methods. A state of 
the art of RA has been included in this chapter. Moreover, there are some methodologies 
that are applied in real practice as part of the plant preventing maintenance so that the 
faults risk is diminished. A review of some techniques was also brought up in this chapter. 
The preventive maintenance task is important to consider in parallel to the automation of 
a FDS approach in order to develop a potential plant safety system. There are no works in 
FDD literature that propose corrective actions to the possible faults or their consequences, 
which is still an open research area. 
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This chapter also reviewed the general case studies that have been considered as 
benchmarks in the research area. TEP has been widely used as a continuous process 
benchmark and BPP starts to being considered as such in batch processes. 

Concerning TEP, it does not offer complete information about the process and for 
reproducing the same simulations. Therefore, it is difficult somehow to compare methods. 
However, as it is widely used by many authors and allows simulating many disturbances, it 
is used in this thesis. In the case of the BPP, it has been easier to reproduce the 
mechanistic model in order to compare results. 

Finally, a FDS is defined as a module of the chemical process integration. This 
module could take advantage of the information and knowledge provided from other 
modules. In the same way, the outputs from the FDS can be used as inputs of the rest of 
modules. This integration task is still a field to be exploited in future research.  

 

 

 



 

PART II 

METHODS 

  



  



 

This second part of the thesis will cover all the methods that were used in the 
thesis work starting from the first step when process data is acquired up to the application 
of diagnosis or classification methods. All these steps are required to be followed in a Fault 
diagnosis system. Some techniques can be replaced for others in the cases where their 
purposes are the same. It is important to see the wide selection of techniques that could 
be used for the same purposes and it is more important to compare similar techniques in 
order to improve the performance of the final approach. 

 

Chapter three will deal with the data acquisition, information representation and 
data pre-processing steps. This chapter includes then the decision-making regarding 
sampling, data unfolding when required, centering and scaling as data standardization and 
finally some alternatives to these data pre-processing or standardization ways. 

 

Chapter four will cover the data or feature processing step, by including the main 
ways to do it such as Feature Selection and Feature Extraction. Recently a new kind of 
feature processing has been barely used, called Feature Extension. Feature Extraction is 
mostly done in a diagnosis approach by using statistical techniques. Some Multivariate 
Statistical Techniques will be then brought up in this section. 

 

Regarding chapter five, this is dedicated to the fault diagnosis algorithms that 
were used in this PhD, which are methods imported from the Machine Learning and based 
on historical data. In the case of supervised learning (classification) methods, ANN and SVM 
were examined. On the contrary, GMM and BIC are investigated as unsupervised learning 
(clustering) methods. 

 

Finally, chapter six addresses the most recent maintenance management 
techniques based on risk. Specifically, the Risk-Based Inspection (RBI) methodology, mostly 
applied in petrochemical industries for preventing maintenance, is widely explained. In 
general the Risk-Based Maintenance techniques take profit from the risk analysis for 
prioritizing the risks in a plant and the areas and equipment to inspect. 
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Chapter 3  
DATA ACQUISITION, REPRESENTATION AND 

STANDARDIZATION 

This chapter is focused on the data representation steps and the data 
standardization or pre-processing. Data acquisition can be considered somehow implicit to 
data representation. In general terms, the acquired data is represented in such a way that 
the information can be treated easily and standardized. Centering and scaling are 
commonly applied as data standardization methods.  

Data acquisition is thus more referred to the decision-making concerning to the 
number of samples, the quality of such data, the data source and the time interval 
between sampled observations (sampling time). The final data chosen from the whole 
historical information is used to construct data-based diagnosis models. Data is easily 
available from the plant records. On the other hand, in case of lack of information, some 
simulations may be run for obtaining the necesary data. 

Let’s suppose then that historical data from a continuous process is available. The 
data would be registered in two dimensions according to Eq 3.1 
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Eq 3.1

 

where K is the total number of samples or observations, J the number of process variables 
and F is the number of abnormal process scenarios or faults. In this context, a process 
scenario can be defined as any occurrence scenario in a chemical process either normal or 
abnormal. Simultaneous faults in a process can define a type of scenario or the 
combination from a normal process and the occurrence of a fault after a while can 
describe another type of scenario.  

The concept of class is attributed to single scenarios either normal (class zero) or 
abnormal (single faults). Thus X0 corresponds to data under nominal or normal conditions 
when there are no faults in the process as it should occur. In this thesis, only process 
scenarios with single faults are dealt and therefore the concepts of class and process 
scenario will be used without distinction. 
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Regarding batch processes, process data are first represented in three 
dimensions: K, J and I. The last one dimension corresponds to the number of batches. 
Therefore, Eq 3.1 would represent the data from one batch.    

Fixing the sampling time is an important decision. It is obvious that in real plants 
there is experience on establishing this parameter in order to record significant samples of 
the process. Sometimes, it could happen that the sampling frequency is not the same than 
the frequency of samples to store. Furthermore, different process variables may have 
different sampling times. This is the case of quality variables. The first section of this 
chapter faces the sampling issue. 

3.1 Sampling 

Chemical processes develop slowly in comparison to other processes involving 
signals. Thus, sampling time is usually fixed in minutes. According to the state of the art, 
authors refer to the sampling time by setting it. Regarding the Tennessee Eastman 
Process, most of the authors sample every 3 minutes (Detroja et al., 2007; Bin He et al., 
2008, 2009; Zhang 2009; Lee et al., 2004c; Chiang and Braatz, 2003) or every minute 
(Yélamos et al., 2007; Yélamos et al., 2009; Monroy et al., 2010). As a matter of fact, in 
other works the sampling interval is not even mentioned (Yong et al., 2007; Kulkarni et al., 
2005; Chiang et al., 2004; Chiang et al., 2000). 

Most authors have chosen a sampling interval of 0.5 h for batch processes (Lee, et 
al. 2004a; Lee, et al. 2004b) and up to one hour (Yoo et al., 2004) due to the existence of 
off-line measurements. There are also works on batch processes where the sampling time 
is not mentioned (Ündey, et al. 2004; Ündey, et al. 2003). 

There is a way to determine the sampling time by transforming the process 
variable trajectories to signals by the Fourier transformation. Once data is represented in 
Fourier transformation, the cut frequency is determined. Then, the signals are filtered in 
order to remove noise, which can add high frequencies. In the filtered signals, the highest 
frequency (fmax) would be chosen, representing the shortest time. Finally, according to the 
Nyquist-Shannon theorem, the sampling time (ts) would be twice fmax: 

maxs f2t 
 

Eq 3.2
 

This process is out of the scope of the thesis, however it would be important to take it into 
account in the whole diagnosis system and as a future research line. 
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3.2 Unfolding in batch processes 

Regarding data representation, batch processes are different to continuous 
processes. Historical data is collected and represented in a three-dimensional array, which 
must be then unfolded into a large two-dimensional matrix. 

The original three-dimensional array, usually represented by 𝑋  (IxJxK), is 
composed of the number of process variables (J) measured at (K) time intervals, where K 
represents the number of measured samples throughout a batch. These dara are 
reproduced on several batch runs (I). 

Unfolding is referred as part of the Multi-way PCA (MPCA) technique, proposed 
by Wold et al. (1987) as an adaptation of the traditional PCA to batch processes. However, 
in this thesis unfolding is considered as part of the data representation step for batch 
processes no matter what statistical technique is used after that. 

There are mainly two ways of unfolding, which started to being used for PCA-
based monitoring of batch processes (Nomikos and MacGregor, 1994). These two 
unfolding ways are called: variable-wise unfolding and batch-wise unfolding. 

3.2.1 Variable-wise unfolding 

Variable-wise unfolding joins in one dimension the number of samples K plus the 
number of batches I and in this way each observation taken from every batch at a time 
index is considered as a single multivariate sample. The second dimension considers the 
number of process variables. Therefore, the final arrangement (𝑋𝑓 ∈ ℜ𝐼·𝐾×𝐽 ) is showed in 

Eq 3.3 
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  Eq 3.3 

This kind of unfolding is normally used for monitoring on-line batches due to the fact that 
a new observation sampled will have the same number of variables arranged in the second 
dimension. Such fact would allow taking directly the new observation without any 
additional arrangement. 
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3.2.2 Batch-wise unfolding 

Batch-wise unfolding has been more used than variable-wise unfolding (Nomikos 
and MacGregor, 1994, 1995a, 1995b) because it allows inspecting whether a whole batch 
is good or bad (poor quality and/or occurrence of a fault). This inspection is the result of 
arranging a complete batch as a single observation by putting side by side all the 
measurements of each variable. The final arrangement (𝑋𝑓 ∈ 𝑅𝐼×𝐾·𝐽 ) is showed in Eq 3.4 
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Eq 3.4

 

The main drawback of this unfolding is to assume that data for the complete batch is 
available. In the case of performing monitoring and diagnosis at time as the new batch 
(Xnew) is evolving, such new matrix would not be complete until the end of the batch. 

The most suitable approach to overcome this problem would be to build K 
different monitoring models when performing MPCA for example. However, this implies 
very large computational and storage requirements, which results unfeasible. 

Three methods were suggested by Nomikos and MacGregor (1995a) to monitor 
the progress of a new batch as new observations become available. All of them are based 
on filling out the Xnew matrix between the current time interval k and the end of the batch 
so that the number of observations in the second dimension is K·J. 

 The first approach assumes that the future observations are in accordance with 
their mean trajectories calculated from the historical batches. Thus the new batch 
will operate under normal conditions for the rest of its duration without 
deviations in its mean trajectories. In this way the Xnew matrix has to be filled with 
the zeros in the unknown part. The main drawback is that when appling PCA, the 
scores would be reluctant to detect an abnormal operation, mainly at the start of 
the batch. 

 The second approach assumes that the future observations in the rest of the 
batch will remain having the last value sampled. Under this assumption, it is 
expected somehow that the scores are capable of detecting an abnormality more 
quickly than with the first approach. 

 The third approach consists of predicting the missing values of the Xnew matrix by 
projecting the already known observations onto the reduced space and 
calculating the scores at each time interval. 
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3.3 Data representation in sets 

Historical data is arranged in two dimensions for either continuous or batch 
processes via unfolding. Thus chemical process data is characterized by Xf matrices of 
dimensions K×J, which stem from simulations or historical data and where f represents 
the class to be diagnosed (f=0,1,...F). X0 represents the data under normal operating 
conditions (NOC) and XF the data under abnormal or faulty operating conditions (AOC), 
where F represents the number of fault. 

From the historical process data, three data sets are constructed: training (TR), 
validation (V)  and test (TT) sets, constituted of subsets or matrices that are classified 

according to the belonging class (f). Thus TR= 𝑇𝑅𝑖
𝐹
𝑖=0 , V= 𝑉𝑖

𝐹
𝑖=0 , and TT= 𝑇𝑇𝑖

𝐹
𝑖=0 . 

Therefore, matrices TRf, Vf and TTf are constructed from the original data (Xf) and have 
rows smaller than the Xf ones and the same number of columns. TRf matrices are used as 
the input of the classification algorithm so as to construct the diagnosis models, while Vf 
and TTf matrices are used to evaluate such models. Normally, V set is used for parameter 
tuning of the algorithms applied as well as for evaluating and improving the diagnosis 
performance. In contrast, TT set is used for validating the final diagnosis models and 

generalizing results.  

Either the training or the validation and test subsets go through the same 
consecutive steps for improving the information and having the information in the same 
space. The real application of the models to new on-line data is done once the models 
have been validated. 

One important thing to add is that before the standardization data step, a certain 
number of observations needs to be fixed in the training subsets so that the corresponding 
diagnosis models are constructed. This is exactly the case for continuous processes. A first 
trial for choosing the number of observations for each class f is based on the behavior of 
the process variables. Also, statistical indices as result of process monitoring can help to 
observe when the process changes from one regime to another and then choose the most 
meaningful data. The most known and used indices are the Q statistic and Hotelling’s T 
squared from PCA. 

These indices are specially useful for making a first estimation of the number of 
observations to use for constructing the diagnosis models of faulty classes. This number 
can be determined based on the samples over the control limit (CL) of such indices. Then, 
it can be subject to consecutive improvements by analysing the diagnosis performance of 
the constructed models when evaluated on validation subsets. However, it is important to 
mention that the data used to construct diagnosis models has been mostly taken from 
steady-state or taking random data as it is pointed out in chapter eight. 

In concern to batch processes, the whole information from historical batches is 
included in the data matrices and what has to be determined is the number of historical 
batches per class for constructing the corresponding diagnosis models. It has been 
previously reported that when the purpose is to monitor finished batches, usually more 
than fifty are required for obtaining a representative sample of sufficient size to correctly 
estimate statistical limits for the normal operating region (MacGregor and Kourti, 1995). In 
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this sense, more than fifty batches per class should be used to construct the training 
matrices TRf. 

3.4 Data standardization (centering and scaling) 

As part of the information improvement, either training data or the validation and 
test data, has to be standardized by centering and scaling. Centering is applied by 
subtracting the mean of each column of the matrix X to the samples of the corresponding 
variable. Thus, the mean trajectory of each variable is subtracted. The centered values 
represent the variation at time of all the variables from their mean trajectories. 

The observations in each column of X are also scaled by dividing the centered 
values of each column by their standard deviation so as to give equal weight to each 
variable at each time interval, as well as to face the differences in the measurements units 
between variables. This kind of scaling is typically named auto-scaling.  

When centering and scaling are applied, zero mean and unit standard deviation in 
data are obtained. While centered data explains the variations around the mean 
trajectories, scaling places observations on an equal footing, relative to their variation. X* 
matrix represents a centered and scaled data matrix, which is obtained by the application 
of Eq 3.5 to each element of X. 
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Eq 3.5

 

where mean(j) represents the mean of each process variable j and std(j) represents the 
corresponding standard deviation. Thus, Eq 3.6 represents the calculation of the means 
and Eq 3.7 the calculation of the standard deviations for each variable j. 
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Eq 3.7

 

The previous equations are referred to the case of two-dimensional data. Notice that X 
and X* are referred without any subscript because the calculation is valid for both NOC and 
AOC data. Such equations are valid exactly in that way for continuous processes. In regard 
to batch processes, the indices would change according to the kind of unfolding. 

Auto-scaling has been applied along this thesis and is the most known and applied 
scaling method. However, other ways of scaling have been proposed for batch processes. 
Nomikos and MacGregor (1995a) introduced another kind of scaling in batch-wise 
unfolding, which consists of scaling each variable at each time interval (troughout the 
batch duration) by its overall standard deviation. Later, Gurden, et al. (2001) named group 
scaling to the previous method and reported three methods of scaling: auto-scaling or 
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column scaling, group scaling or single-slab scaling and double-slab scaling, which 
combines the previous two methods into one. 

3.5 Alternative data standardization 

There is an alternative to the centering and scaling that has been developed and 
also applied in some approaches proposed in this thesis. The purpose of such data 
standardization is still the same, standardize somehow the different magnitude units of 
the process variables.  

It consists of a normalization of the different process scenarios data by using the 
squared values of the standardized classes with class 0. The main difference with the 
centering and scaling consists on dealing with the variations of the observations under 
AOC regarding the observations under NOC, instead of the mean trajectories. The 
subtraction is then divided by the corresponding observation under NOC, instead of the 
standard deviation. This arrangement is next presented: 
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Eq 3.8

 

As the resulting values of such standardization are smaller than those obtained with 
centering and scaling, the squared values would provide more representative information. 
Class 0 data used in the next steps are just the original process data, otherwise would be 
zero.  

As general conclusions, this chapter has dealt with the data representation and 
pre-processing of both continuous and batch chemical processes when the final purpose is 
to construct diagnosis models. However, the same steps are also necesary when such 
models are validated and tested over different data.  

The main difference between representing batch and continuous process data lies 
on unfolding the three-dimensional data in batch processes (number of observations, 
number of process variables and number of batches) into a two-dimensional 
representation. 

Centering and scaling are two important steps for standardizing data, consisting 
of subtracting to all the observations of each process variable the corresponding variable 
mean and dividing the result by the corresponding standard deviation. An alternative to 
the centering and scaling is proposed and applied in the validation part. 
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Chapter 4  
FEATURE PROCESSING 

This chapter is dedicated to feature processing, the step after the representation 
of process historical data in the measurement space. Such data goes through the feature 
space, where normally the data dimensionality is reduced by selecting the best process 
variables, called attributes or features in this space, that describe better the process. 
Process variables can also be reduced by finding the features that explain correlations 
among the original variables. However, variables may also be extended in order to explain 
the process dynamics. 

This chapter addresses three main ways of feature processing: 

 Feature extension 

 Feature selection 

 Feature extraction  

4.1 Feature extension 

Feature extension consists of including more information regarding the dynamics 
of the process by finding statistical features that better describe the behavior of the 
process at each observation. The new features are not explicitly included in the process 
measurements and may enhance the characterization of the dynamic behavior of the 
process.  

The data arrangement after feature extension results in expanded data matrices 
Xf,ext, which may provide valuable information to the learning algorithm, having as many 
rows as the original matrices Xf and more columns than those corresponding to the 
original J features. 

In this thesis, standard deviations of the samples per variable are mainly 
considered as the extended features used to generate extended data subsets (TRf,ext and 
Vf,ext). Hence, the extended subsets will consist of the J original attributes plus the standard 
deviation values for each sample and variable (2×J), once given a time window heuristically 
determined (l).  



48 
 

This time window considers the actual observation plus some previous 
observations (l-1). Figure 4.1 shows an example of the calculation of the standard 
deviation for a j variable, considering a time window of l=20 samples. 

 

 
Figure 4.1 Standard deviation as extended feature considering l=20. 

 

Feature extension has had few applications in the area because it is more 
frequent to reduce dimensionality than extending it. Moreover, similar procedures to the 
feature extension are entailed in the dynamic versions of feature extraction techniques 
(DPCA or DICA), which consider a time-lagged matrix with previous observations using a 
time window or time lag. In fact, feature extension could be considered as a previous step 
to the dimensionality reduction either by selecting or extracting features. 

Feature extension has demonstrated to improve the diagnosis performance in 
comparison to using only the original variables in the data subsets (Yélamos et al., 2007; 
Monroy et al., 2010). On the other hand, the computational cost is increased in the 
classification models construction step. Finally, feature extraction has been much more 
used than feature extension in literature references and seems to perform better. Both 
methods are used in this thesis and validated in part IV. 

4.2 Feature selection 

Feature selection and/or reduction is an optimization problem consisting of 
choosing features from the original set based on some criterion in order to filter out 
redundant or irrelevant features. Such criterion or filter metrics for diagnosis or 
classification problems are: correlation and mutual information. 



49 
 

In machine learning, the best subset of features for each class (Jf,best) is 
determined on the training subsets TRf. Therefore, the feature selection algorithms 
produce as result training data subsets TRf

best with the corresponding Jf,best. Feature 
selection uses search algorithms in order to find the optimal or sub-optimal JF,best, either by 
ranking the features with a metric or searching the possible features that compose the 
optimal subset. Feature selection might reduce the computational cost for the 
classification step, noise and redundant information. 

Some search algorithms used for feature selection are: Simulated Annealing, 
Greedy Forward Selection, Greedy Backward Elimination and the most known and used, 
Genetic Algorithms. These algorithms are search heuristics that need a fitness function in 
order to evaluate the solution domain. Such fitness functions are based on the diagnosis 
method and the objective function is to maximize the diagnosis performance. 

4.2.1 Genetic Algorithms for Feature Selection 

Genetic Algorithm (GA) is a global searcher of one solution in an iterative process 
based on an analogy to the Darwinian natural selection and genetics that consists of 
creating a chromosomes population (possible solutions set), testing them with an 
evaluation function and selecting the better chromosomes. Thus, these chromosomes will 
be the seed of the new population that will be created in the next iteration step. 

A fitness function is the evaluation function that assess the quality of a solution in 
the evaluation step. Thus, the fitness function depends on the diagnosis method applied. 
On the other hand, cross-over and mutation functions are the main operations that 
randomly impact the fitness value. Cross-over is the critical genetic operator that allows 
new solution regions in the search space to be explored consisting of a random 
mechanism for exchanging genes between two chromosomes, while in mutation, the 
genes may be occasionally altered. 

According to Lo et al. (2004), the construction of a set of chromosomes, consists 
of four major modules: initialization and encoding method, evaluation, reproduction and 
generation selection. The parameters to fix in GA when applied as feature selection are: 

 Initial population (IPN) or populations composed of feature combinations, where 
N represents the number of populations 

 Maximum number of iterations between each process and/or final condition 
(NIT) 

 Number of populations to compute (NP) 

 Impact function (IF) in each iteration step (cross-over or mutation) 

 Evaluation function (EF). 

The last population delivered by the algorithm will show the features to be 
selected. This process should be applied per class. GA do not find the better global 
solution by itself, but find sub-optimal or acceptable local solutions on a limited time. The 
chromosomes number or the population size can be chosen.  
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There should be a trade-off between the population size and the computational 
time. Whether the population size is small, one can find a local maximum that probably 
will not be the better solution. On the contrary, whether it is big, the computational cost is 
high. Thus, one can fix a limited iterations number so as to perform at least an exhaustive 
searching in the whole problem space. In general, the local optima of GA and other feature 
selection methods leaded to a wider application of feature extraction techniques.  

4.3 Feature extraction 

Feature extraction consists of transforming data into a new feature space with 
lower dimension so as to extract relevant information from the input data. In fact, the 
main difference between feature extraction and selection is this way to treat data. 

There are many multivariate statistical techniques that have been used for 
feature extraction as it has been pointed out in chapter two. However, those techniques 
used in this thesis will be addressed in more detail in the next subsections. 

The statistical techniques used for feature extraction can be applied either for 
process monitoring or fault diagnosis. When the only purpose is to monitor a process, a 
model with historical data under nominal operating conditions is constructed and some 
statistical indices and the corresponding control limits (CL) are calculated. New process 
data is then projected onto the constructed model. Thus the statistical indices for such 
data are calculated and compared with the CL for monitoring purposes. 

When the purpose is fault diagnosis, models with normal and abnormal data 
(data under NOC and AOC) have to be constructed. With that aim, process data is 
transformed into a feature space by applying the statistical techniques for extracting 
features. The output of such techniques (i.e scores in PCA) is the input of the diagnosis 
algorithm. Next, the statistical methods used for feature extraction are exposed in detail. 

4.3.1 Principal Component Analysis (PCA) 

 PCA is a multivariable statistical technique that extracts relevant information 
from a data set to explain process variability. PCA and similar methods are used to develop 
models that describe the expected variation under normal operating conditions (NOC). 
Such model under this NOC state in a chemical process can be constructed by using data 
collected from several periods of plant operation when the performance is good (Ündey 
and Çinar, 2002). Then, the NOC model is used to monitor the process and detect faults 
whether the statistical indices overstep their control limits (CL). However, operations 
under abnormal operating conditions (AOC) can also be modeled whether sufficient 
historical data is available to develop automated diagnosis of source causes of the 
abnormal behaviors (Raich and Çinar 1996). 
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The principal components (PC) are the new set of coordinates that are orthogonal 
to each other. Supposing that one has the mean centered and scaled data matrix X* with K 
observations on J variables, the first principal component, which indicates the direction of 
largest variance in data, is defined as the linear combination 𝑡1 = 𝑋𝑝1 subject to  𝑝1 = 1. 
Then, the second principal component is obtained by the linear combination 𝑡2 = 𝑋𝑝2, 
which has the next greatest variance not accounted by the first principal component t1 in a 
direction orthogonal to this. It is also subject to  𝑝2 = 1 and is uncorrelated to the first 
PC. Up to R principal components are similarly defined.  

The loading vectors pi are the eigenvectors of the covariance matrix of X. The 
corresponding eigenvalues give the variance of the principal components (i.e., var(tr)=λr). 
One rarely needs to compute all the R eigenvectors since most of the predictable 
variability in the data is captured with the first principal components. 

The number of principal components that provide an adequate description of the 
data can be evaluated using several methods (Jackson, 1991). One quick and highly-used 
criterion is the broken-stick rule (Jolliffe, 2003), which is based on the fact that if a line 
segment of unit length is randomly divided into z segments, the expected length of the rth 
longest segment is: 
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Eq 4.1

 

As long as the percentage of variance explained by each principal component is larger than 
the corresponding G, then one can retain the corresponding principal component. The 
number of segments corresponds to the maximum possible rank of X, z=min(K,J), and the 
rule should be applied to unit variance-scaled matrices. This criterion is still a quick 
method to judge if a principal component adds any structural information about the 
variance in the data or explains only noise. 

By retaining the first R principal components when applying PCA, the matrix X is 
approximated to Eq 4.2 
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In other words, the data matrix X can be decomposed in terms of R linear principal 
components with 𝑅 ≤ 𝐽 as is shown from Eq 4.3 to Eq 4.6 
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Eq 4.3

  

ETPX T   Eq 4.4 
T* TPX   Eq 4.5 

*XXE   Eq 4.6 

where T is the score matrix of dimensions 𝐾 × 𝑅, P is the loading matrix of dimensions 
𝐽 × 𝑅 and E is the residual matrix. 

In conclusion, PCA involves the orthogonal decomposition of the data set X from a 
process along the directions that explain the maximum variation in the data. These 
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directions are the eigenvectors P or the principal component loadings. The eigenvalues λ 
define the corresponding amount of variance explained by each eigenvector. The 
projections of the data onto the eigenvectors define new points in the principal 
component space, which constitute the score matrix T. 

Finally, regarding the algorithms used in PCA to decompose the data matrix, it can 
be decomposed by either the non-iterative partial least square (NIPALS) or the singular 
value decomposition (SVD) algorithm. NIPALS was first introduced to compute the 
principal components in a sequential manner when the number of variables is large (Wold, 
1966). 

4.3.1.1 Monitoring with PCA 

Statistical indices are calculated and compared to the control limits of the 
reference distribution in order to monitor whether a process is under NOC or AOC. 
Typically, the SPE (or Q statistic) and the Hotelling’s T2 statistic are used to represent the 
variability in the Residual Space (RS) and the Principal Component Space (PCS) respectively 
(Qin, 2003).  

Having established a PCA model based on historical data with common cause 
variation, future observations can be referenced against this “in-control” model. New data 
can be projected onto the plane defined by the PCA loading vectors in order to obtain its 
scores (𝑡𝑘,𝑛𝑒𝑤 = 𝑥𝑛𝑒𝑤 × 𝑝𝑘 ), and the residuals 𝐸𝑛𝑒𝑤 = 𝑥𝑛𝑒𝑤 − 𝑥𝑛𝑒𝑤

∗ , where 𝑥𝑛𝑒𝑤
∗ =

𝑡𝑅,𝑛𝑒𝑤 × 𝑝𝑅
𝑇 ; R is the number of retained principal components in the model; tR,new is the 

1 × 𝑅 vector of the scores from the model; and pR is the JxR matrix of loadings. 

The Q statistic is defined in the following way: 

  T
J

1j

2
k TPXE,j,kEQ 

  

Eq 4.7

 

And it is calculated with the summation of the squared residuals of each observation and 
represents the deviations that are not captured in the retained PCs. The Q statistic is used 
to compare residuals of new observations to an upper control limit (Qα) defined using a set 
of residuals obtained from data under NOC. 

The control limit of Q statistic is calculated according to the equation in Jackson 
and Mudholkar (1979). 
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where λk represents the set of eigenvalues. 
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Specifically, the Q statistic quantifies the lack of fit between the observations and 
the PCA model and denotes the distance of the current observation from the nominal 
operation surface (Yoo et al., 2007). 

On the other hand, the T2 statistic is the Mahalanobis distance between new data 
and the center of the NOC data in the space covered by the principal components. The T2 
for each k observation is calculated as follows: 
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Eq 4.9

 

where K is the number of observations in the reference set; tR is a vector of R scores; S is 
the (RxR) covariance matrix of the t-scores calculated during the model development, 
which is diagonal due to the orthogonality of the t-score values; R is the number of PCs 
retained in the model; and FR,K-R is the F-distribution value with R and K-R degrees of 
freedom. 

For new samples (i.e., not part of the calibration data), the upper control limit 

(𝑇𝑙𝑖𝑚
2 ) for this statistic is as established by Montgomery (2005): 
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Eq 4.10 

For a new sample xnew, if 𝑇𝑛𝑒𝑤
2 < 𝑇𝑙𝑖𝑚

2  and 𝑄𝑛𝑒𝑤 < 𝑄𝛼 , one considers the current 
observation to be in-control with 100(1-α)% confidence. Otherwise, it is identified as out 
of control. 

Therefore, the Q index helps to indicate whether the correlation structure 
normally present in data is valid or not. When it is not, this likely indicates an abnormal 
situation. In contrast, the Hotelling's T2 statistical index measures the distance of the 
observation to the origin within the hyperplane described by the retained principal 
components. Large values of the Hotelling's T2 statistic are indicators of a deviation from 
the normal operation condition, while the normal correlation is not necessarily broken.  

Since the principal component sub-space typically contains normal process 
variations with large variance that represent signals and the residual sub-space contains 
mainly noise, the UCL of the T2 defines a larger hypervolume than that from the Q. The  
hypervolume defined by Qα includes residual components that are mainly noise. This 
makes Qα sensitive to small faults that break the normal correlation structure. On the 
other hand, if a sample exceeds only the Tlim

2 but does not violate the Qα, then this can be 
interpreted as a shift from the usual operating region without breaking this normal 
correlation structure. This can be due to faults, but also due to a desired change in the 
process operation.  

Naturally, the T
2
 statistic is thus used to detect faults associated with abnormal 

variations within the model subspace whereas the Q statistic is used to detect new events 
that are not taken into account in such subspace. Therefore, both T2 and Q statistics are 
indicators of processes “normality” when their values are below the control limits (Q ≤ Qa 
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and T2 ≤  Tlim
2). Furthermore, they can also be used to determine the transient stages of a 

continuous process when occurring faults as it is developed in detail in chapter eight.  

4.3.2 Independent Component Analysis (ICA) 

Independent component analysis (ICA) is a multivariate statistical method that 
searches for the components that are both statistically independent and non-Gaussian. 
ICA has been used as multivariate process monitoring technique and feature extraction 
method in previous works (Zhang, 2009; Lee et al., 2004c; Kano et al., 2003). 

ICA has been developed as a statistical technique that extracts source signals or 
independent components in a complete statistical sense from mixed signals or 
multivariate observed data. By using higher order statistical properties of the data, ICA 
sometimes provides a decomposition into components that are related to the 
understanding of the process or easier to interpret in comparison to the decomposition 
obtained by standard PCA techniques (Li and Wang, 2002; Jiang and Wang, 2004; Lee et 
al., 2006). 

A generic ICA model is represented in the next way: 
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Eq 4.11

 

where xJ is a vector of J observations at each time or sample index k, A is an unknown 
mixing matrix and S is the independent component data matrix. It can be assumed that 
they are generated as a linear mixture of R (≤J) unknown independent components. When 
K samples are available, the preceding relationship can be written as: 

KRJK S,XEASX   being  Eq 4.12 

where R is the number of independent components, J the number of process variables, K 
the number of samples, and E the residual matrix. 

ICA promises to reveal the driving forces that underlie a set of observed variables 
or signals and defines a generative model for multivariate observed data. The variables in 
the model are considered as linear combinations of unknown latent variables (assumed as 
non-Gaussian and independent), which are called independent components of the 
observed data. 

As the problem of ICA is to estimate the original independent components S and 
the unknown matrix A from X, an alternative is to find a demixing matrix W so that the 
components of the reconstructed data vector 𝑠  given in Eq 4.13 becomes as independent 
of each other as possible. 
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   kWxkŝ   Eq 4.13 

The initial step when applying ICA is whitening, which eliminates most of the cross-
correlation between random variables. This transformation can be also accomplished by 
classical PCA. The whitening transformation is represented next: 

XUQXZ T2/1   Eq 4.14 

where Q is the whitening matrix, U the orthogonal matrix of eigenvectors and Ʌ the 
diagonal matrix with the eigenvalues of the data covariance matrix. Once the whitening 
matrix is available, the following expression can be developed: 

BSQASZ   Eq 4.15 

where B is an orthogonal matrix. By doing this, the problem of finding an arbitrary full-rank 
matrix A is reduced to the simpler problem of finding an orthogonal matrix B, which has 
fewer parameters to estimate. Then, the independent component vectors can be 
estimated as follows: 

     kQxBkzBkŝ TT   Eq 4.16 

Therefore, the relationship between W and B can be expressed as: 

QBW T  Eq 4.17 

Whereas ICA finds a set of independent source signals, PCA and FA find a set of signals 
that are uncorrelated with each other. 

Independence implies a lack of correlation but a lack of correlation does not imply 
independence. Table 4.1 shows a general comparison between the properties of PCA and 
ICA in order to clarify the essence and the differences between both techniques. 

 
Table 4.1 Comparison between PCA and ICA 

PCA ICA 

 Second order statistics method. 

 Dimensionality reduction. 

 Represent observations of J variables with 

a smaller number created as linear 
combinations of the original ones. 

 Decorrelates variables not makes them 

independent. 

 Projects data into a lower dimensional 

space which maximizes the variance of 
the original or projected data. 

 Its components have to be orthogonal 
each other. 

 PC must allow foreseeing the original 

variables. 

 Not well-suited for FD because does not 

take into account information among 
fault classes when determining the lower 

dimensional representation. 

 Involves higher order statistics. 

 Reveals hidden factors (IC) that underlie 
sets of variables, measurements or 

signals. 

 Searches for the components that are 
both statistically independent and non-

Gaussian. 

 Reduces higher order statistical 

dependencies. 

 Data variables are assumed to be linear 

mixtures of some unknown latent 
variables (IC). 

 Has no orthogonality constraint. 

 Eliminates cross-correlation among 
random variables. 

 Complexity of source signal is less than 
that of any mixture containing the source 

signal. 
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4.3.2.1 Monitoring with ICA 

Statistical indices of ICA for monitoring are similar to those indices of PCA. ICA 
model is based on historical data under NOC and new data under NOC and AOC is 
projected onto this model. The two statistical indices used to process monitoring are then 
the T2 to monitor the systematic part of the process variations and the Q statistic to 
monitor the residual part of the process variations as in PCA. T2 is also called D-statistic 
according to Lee et al. (2006), who apply both indices to process monitoring with ICA. 

The independent component matrix S is equivalent to the scores T in PCA. The 
upper control limit for T2 cannot be obtained using the F-distribution as in PCA because S is 
not Gaussian. Kernel density estimation can be used to define Tlim

2. On the other hand, Q 
statistic, also known as SPE statistic has been defined in Eq 4.7 and the upper control limit 
(Qα) is calculated according to Eq 4.8. If the number of ICs is chosen such that the majority 
of non-Gaussianity is included in the ICs, then the residual subspace will contain mostly 
random noise. 

There are other monitoring indices used when ICA is applied (Lee et al., 2004c). 
Instead of the T2 index, two indices were proposed (I2 and Ie

2). The I2 is equivalent to the 
T2, considering the retained independent components in the ICA model, while Ie

2 considers 
the excluded ICs and compensates for the error resulting from selecting an incorrect 
number of ICs for the dominant part.  

The dominant and excluded parts are normally separated based on the 
magnitudes of the Euclidean norm. The dominant is then selected based on the 
assumption that the rows of W with the largest sum of square coefficients have the 
greatest effect on the variation of the independent component matrix S. 

4.3.3 Dynamic Principal Component Analysis (DPCA) 

In most cases, state variables are driven by uncontrollable disturbances and 
random noise that make them to present both auto and cross-correlation. Sometimes 
such substantial amount of auto-correlation is not only found in the process variables but 
also in the principal components.  

PCA is a multivariate but static technique that gives a linear static model from a 
data matrix by assuming that there is no correlation over time even though the data might 
contain dynamic information. In order to deal with this problem, Dynamic PCA (DPCA) was 
proposed by Ku et al., (1995), which takes into account serial correlations in data. 

This approach constitutes a process monitoring method that uses an augmenting 
matrix with time-lagged variables and has been shown to be valid in different practical 
applications (Chen and Liu, 2002; Lee et al., 2004c). DPCA performs PCA onto the data 
matrix in Eq 4.18, which is constructed from the original data matrix X by shifting each 
sample with “l“ more samples. In other words, each sample is augmented as a vector of all 
the samples taken within the last “l“ samples. 
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 Eq 4.18 

where 𝑥 𝑘 𝑇 =  𝑥1 𝑘 𝑥2 𝑘 … 𝑥𝐽  𝑘   is the J-dimensional observation row vector at time 

k, J the total number of process variables, and l the time lag. By applying PCA to the 
extended matrix, the residuals obtained should be less correlated and would provide a 
better statistical basis. The dimensions of the Xl matrix are  𝐾 − 𝑙 × 𝐽 𝑙 + 1 . 

Using DPCA, one can extract the static and dynamic relations from the data by 
determining the number of time lags and the principal components or the linear relations. 
A method for establishing the time lag l and the number of principal components is 
proposed by Ku et al. (1995), which is based on singular values and auto and cross-
correlation plots of the scores. 

The value of l is usually 1 or 2, which indicates the order of the dynamic system. 
Regarding to selecting the number of PCs, it is suggested to use parallel analysis and cross-
correlation plots of the scores. The difficulty in selecting the correct number of principal 
components depends on the noise level in data. The desired condition is that the noise 
level is not high in comparison to the signal level. 

Negiz and Cinar (1997) reported that process noise affects DPCA. If process 
variables are uncorrelated and a DPCA model is constructed, the score variables will be 
auto-correlated, which may harass an increase of false alarms. For that reason, some 
filters should be introduced to reduce or remove the autocorrelation. Also, a variation of 
the DPCA technique that is capable of producing consistent models in the presence of 
noise can be applied. 

DPCA can be used for monitoring purposes as the original PCA by constructing 
models based on NOC data. Then Q and T2 statistics are calculated in the same way than in 
PCA. The control limits for both statistical indices are also determined as in PCA. In this 
thesis DPCA is only applied to batch processes. 

4.3.4 Dynamic Independent Component Analysis (DICA) 

The extension of DPCA to ICA led to a method called Dynamic Independent 
Component Analysis (DICA), which applies ICA to the augmenting matrix with time-lagged 
variables (Lee et al., 2004c; Chen et al., 2005) for developing dynamic models and 
improving the monitoring performance. This method is able to extract the major dynamic 
features or source signals from the process and find statistically independent components 
from auto- and cross-correlated inputs. 

ICA is extended to the modeling and monitoring of dynamic systems by 
augmenting each observation vector with the previous observations l, and stacks the data 
matrix in the following manner: 
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 Eq 4.19 

where x(k)T is the J-dimensional observation row vector at time k, (p+1) or K-l is the 
number of samples or observations, and l is the number of lagged measurements. Thus, 
the matrix Xl dimension is J(l+1)×(K-l). The rows of these matrices represent the features. 
By performing ICA on the data matrix in Eq 4.19, a Dynamic ICA (DICA) model is extracted 
directly from the data. 

Note that the data matrix arrangement for DICA is a little bit different from the 
DPCA one. DPCA considers the l observations previous to the current observation, while 
DICA is applied to the matrix in which each row includes first the current observation plus 
the l previous samples according to the literature. This should not represent a problem in 
terms of the extracted ICs but it should be studied in future to make it sure. By applying 
DICA, the matrices A and S are also obtained. The inverted independent component matrix 
(S) would correspond to the scores matrix (T) in PCA. 

4.3.5 Multiway Principal Component Analysis (MPCA) 

Multiway feature extraction methods (MPCA and MICA) have been used as an 
extension of SPC methods (PCA and ICA) to batch processes. These techniques project the 
information contained in the process-variable trajectories down into low-dimensional 
latent variable spaces. This fact allows summarizing the correlations across different 
variables and time instants (Nomikos and MacGregor, 1995a). 

In a typical batch run, j=1,2,...J variables are measured at k=1,2,...K time intervals 
throughout the batch, and such data is reproduced with several batch runs i=1,2,...I. The 
whole data is arranged in a three-dimensional matrix 𝑋  (IxJxK). Neither PCA nor ICA can be 
applied directly to such matrix. The so called unfolding procedure accommodates for this 
by re-arranging the data into a two-dimensional matrix. MPCA and MICA are equivalent to 
unfolding the three-dimensional array 𝑋  into a large two dimensional matrix X, then 
performing centering and scaling and applying PCA or ICA. 

MPCA was introduced by Wold et al. (1987) and was successfully applied to image 
analysis (Geladi et al., 1989) and to some cases in chemometrics (Smilde and Doornbos, 
1991). Only later, were  MacGregor and Nomikos (MacGregor and Nomikos, 1992; 
Nomikos and MacGregor, 1994) able to show that MPCA could also handle multi-way 
batch data for process monitoring. 

MPCA is equivalent to unfolding the three dimensional array 𝑋  slice by slice, 
rearranging the slices into a two dimensional matrix X and then performing a regular PCA. 
In addition, mean centering and scaling to unit variance are applied in the typical and 
conventional way giving as result the X

*
 matrix. PCA performed on the mean-centered 



59 
 

data is actually a study of the variation in the time trajectories of all the variables in all 
batches around their mean trajectories when the unfolding is batch-wise. 

MPCA decomposes data X into a summation of R products of score vectors (tr) 
and loading matrices (pr) plus residuals (E), which are as small as possible in least square 
sense. 

    TTT
R

1r

TTT
rr PT PPTTPT TPETPEpt 



~~~~X  Eq 4.20 

where T represents the scores, P the loadings and, R the retained PC. Since the columns of 
𝑇  are orthogonal, the covariance matrix of the data is: 
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The score vector ti is the ith column of 𝑇  and λi are the eigenvalues of the covariance matrix 
in descending order (Qin, 2003). Observe that the last equations are developed for the 
case of batch-wise ulfolding, which is the most meaningful way of unfolding matrices for 
monitoring batch processes (Nomikos and MacGregor 1994; Nomikos and MacGregor 
1995a). 

Usually, a few principal components can express most of the variable correlations 
and summarize their time trajectories when the variables are highly correlated as well as 
display out any similarities or differences among batches. Each element of the t vector 
corresponds to a single batch and depicts the overall variability of this batch with respect 
to the other batches in the data base throughout the whole batch duration.  

The loading vectors (pi) provide the directions of maximum variability giving a 
simpler description of the covariance structure of the data. Each one of them summarizes 
the time variation of the measurement variables around their average trajectories and 
therefore its elements are the weights applied to each variable at each time interval within 
a batch so as to calculate the t score for such batch.  

MPCA is popular for batch process data analysis because: it is effective in  
modelling correlation between variables across the time length of batches (Harrington, 
1975), and computational efforts are very low. Some authors have started using the term 
Unfold Principal Component Analysis (UPCA) instead of MPCA. This is because MPCA is not 
a multi-way method in the strict sense unlike the so called Tucker models and PARAFAC 
(Aguado et al., 2007; Gurden et al., 2001; Louwerse and Smilde, 2000; Villez et al., 2009). 
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4.3.5.1 Batch process monitoring with MPCA 

Pioneering work in the area of Fault Detection and Isolation (FDI) for batch 
processes was performed by Nomikos and MacGregor (Nomikos and MacGregor, 1994; 
Nomikos and MacGregor, 1995a) and has been successfully applied to industrial processes 
on several occasions (Kosanovich et al., 1996; Neogi and Schlags, 1998; Tates et al., 1999). 
Here, the basis is to model the common-cause variation in collected data, obtained under 
NOC. The resulting model is subsequently used to determine whether a new batch 
corresponds to this historically recorded normal operating behavior or not. Therefore, the 
monitoring performance depends heavily upon this NOC data (Van Sprang et al., 2002). 

Deviations in process variables during the progress of the batch can provide 
information about product properties and the likely quality of the final product well before 
the completion of the batch. Process monitoring and fault diagnosis have been very 
effective on achieving this goal of process supervision (Ündey et al., 2003).  

Batch process monitoring can be divided into three phases: initial, training and 
application phases, as described by Ramaker et al. (2002). The initial phase consists of 
collecting a set of historical data from batch runs under NOC. This phase can be a 
bottleneck because of poorly designed structures of the database. In this sense, the 
measured data from all NOC batch runs are arranged in a three-way matrix as it has been 
stated. Moreover, in this phase previous knowledge can be applied to select good batches. 

In the training phase, suspicious batches which are not considered to be under 
NOC are removed from the historical data and then, a representative set of NOC batches is 
grouped and used for constructing an empirical model. The most common model to use is 
a PCA model. Prior to performing PCA, data is mean centered and auto-scaled. 

More specifically, Multi-way Principal Component Analysis (MPCA) has been 
successfully applied to batch processes in order to monitor the process and identify when 
the process shifts to a new operating condition. Such new operating regimes can be 
abnormal and therefore a fault is detected (Nomikos and MacGregor, 1994; Chen and Liu, 
1999; Tipping and Bishop, 1997). 

The broken-stick rule is normally applied to the selection of the number of 
retained principal components in the MPCA model as stated in the PCA section. It is also 
important to mention that Nijhuis et al. (2003) found out that MPCA method is quite 
robust to the selection of significant PCs in the sense, out-of-control situations are 
correctly identified for several numbers of retained components. 

Finally, in the application phase, batches are monitored by means of statistical 
indices derived from the training phase. In the case of monitoring at the end of the batch, 
usually more than 50 batches are required for obtaining a representative sample of 
sufficient size to correctly estimate confidence the limits for the normal operating region 
(MacGregor and Kourti, 1995). After projecting NOC and AOC batches onto the NOC 
model, the same statistical indices as in PCA are calculated and compared to the 
corresponding control limits from the reference distribution. 



61 
 

Batches can be compared with a MPCA analysis by plotting their T scores and the sum of 
their squared errors, given by the Q statistic (eq 4.24). Q statistic represents the 
summation of the squared residuals for a specific batch and it is used to compare the 
residuals of new batches to an upper control limit (Qα). This control limit is defined using a 
set of residuals obtained from batches that were run under NOC. The control limit for the 
Q statistic has been already defined in the section of monitoring with PCA.  
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In addition, the scores plot represents the projection of each batch onto the reduced plane 
defined by the principal components. At the end of the batch, the T2 value for batch i is 
calculated as follows (Yoo et al., 2007): 
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where I is the number of batches in the reference set, tr is a vector of R scores, S is the 
covariance matrix of the t-scores, R is the number of PCs retained and FR,I-R is the F-
distribution value with R and I-R-1 degrees of freedom. The control limit for the T2 statistic, 
used to evaluate new batches, has also been defined in the section monitoring with PCA. 
The only difference is that the k index is replaced by the i index, representing the current 
batch. 
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The previous statistical indices have been referred for the case of off-line monitoring of 
already completed batches. However, some techniques to monitor each observation 
during the batch have been stated in the section 3.2.2 when historical batches are batch-
wise unfolded. 

It has been also mentioned that the best way to monitor a current batch is by 
unfolding the reference batches variable-wise. In that case, the calculations of the 
statistical indices are similar to those executed for continuous processes and also for the 
control limits. The difference is found during the training stage of monitoring (construction 
of the MPCA model with batches under NOC). In this stage, the rows of the data matrix are 
composed of IxK observations. Thus, the statistical indices for a new batch, will be referred 
to each observation k of such current batch. 

4.3.6 Multi-way Independent Component Analysis (MICA) 

For batch processes, ICA can be applied to the unfolded, mean-centered and 
scaled data matrix as for MPCA, thereby resulting in the MICA technique (Yoo et al., 
2004a; Yoo and Vanrolleghem, 2004; Yoo et al., 2004b; Tian et al., 2009).  
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The principle of MICA is the same than that of ICA but applied to batch processes. 
When K observations are available and there is data from I batches, the original ICA 
equation can be rearranged as: 

IRIJK S,XbeingEASX    Eq 4.27 

where R is the number of independent components and J is the number of process 
variables. MICA can extract the independent scores S for NOC and faulty batches just like 
MPCA. Once again, this is the case of batch-wise unfolding. For variable-wise unfolding, 
the preceding equation would use the data matrix with dimensions JxIK.  

In this thesis both MPCA and MICA have been applied as feature extraction 
techniques for batch processes with fault diagnosis purposes, as it will be detailed in the 
application section (chapter nine). However, MICA is not used for monitoring purposes, 
unlike MPCA, due to MPCA is easier to implement than MICA and it is available in some 
commercial software packages. For that reason, MPCA is practically the technique that is 
most used for monitoring. Actually, many researchers have focused on the use of PCA-
based toolboxes or on the development of their own’s. 

4.3.7 Batch dynamic principal component analysis (BDPCA) 

Batch Dynamic Principal Component Analysis (BDPCA) joins the concept of MPCA 
with Dynamic Principal Component Analysis (DPCA) (Chen and Liu, 2002). DPCA was 
developed earlier to implicitly account for dynamics in continuous processes and is based 
on restructuring the data to identify auto-regressive relationships between measurements 
across time (Ku et al., 1995).  

The BDPCA method is more complicated than DPCA for two reasons. One is that 
the auto-regressive order needs to be identified as a meta-parameter, in addition to the 
number of principal components selected. The second is that for the author’s knowledge, 
BDPCA is not commercially available. This means that using BDPCA may incur a severe 
development cost for commercial practice. Still, both techniques need to be compared to 
assess the extent of the performance improvement obtained using BDPCA. 

In the BDPCA method, a matrix based on time lagged data for one batch is 
constructed. The method for constructing a BDPCA model consists of ordering the 

measurements from batch i in the matrix 𝑋𝑙
𝑖 ∈ ℜ 𝐾−𝑙 × 𝑙+1 𝐽  according to Eq 4.27 
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Time lagged matrices for all I batches 𝑋𝑙
𝑖 , are arranged one after other in the matrix 

𝑋𝑙 ∈ ℜ𝐼 𝐾−𝑙 ×𝐽 𝑙+1  and thus the model can be determined applying PCA to Xl directly. In 



63 
 

more detail, batches are arranged in the dynamic structure and the resulting matrix is 
mean centered and scaled to unit variance over its columns. 

The time lag l is determined using the method by Ku et al. (1995) as proposed in 
the original article (Chen and Liu, 2002). This time lag is then l=2. Regarding batch 
monitoring, control limits for BDPCA (T2 and Q statistics) are calculated in a similar way as 
in variable-wise unfolded MPCA, which would allow comparing results between both 
techniques. In addition, as previously stated, variable-wise unfolding is the best way to 
monitor batches at each sample time.  

Two ways of data representation can be used in BDPCA. The first one consists on 
unfolding the data in the dynamic structure as a dynamic variable-wise unfolding and then 
mean-centering and auto-scaling. The second one consists on unfolding in the way (IxK·J), 
then mean-centering and auto-scaling and finally refolding to the dynamic structure [I·(K-
d)xJ(d+1)], which seems to be the best one (Chen and Liu, 2002). Both ways are addressed 
in chapter nine. Also, a comparison between MPCA and BDPCA is presented in there. 

4.3.8 Multi-model MPCA 

Multi-model MPCA was first developed to deal with the problem of batches on-
line monitoring when unfolding batch-wise, which represents to have all the 
measurements during the current batch (Chen et al., 2002). By generating different K 
models at each time instance k constructed on the unfolded matrices XIxkJ (k=1,2…K), it is 
avoided to fill in the test matrix in order to have the same dimensions than the MPCA 
model.  

Some drawbacks of this method are the extensive number of models that can be 
originated, which depends on the batch duration, the computational cost that implies such 
operation, the storage capacity of the computer and the ability to manage such models 
when monitoring a new batch. An alternative to overcome such inconveniences is to fix a 
model window, which means to create less models, every certain number of samples. 

Apart from that, this method brings up the idea of creating some different models 
to improve the monitoring performance of batch processes. For example, in fed-batch 
processes, there are two stages that might be explained by different kind of models during 
all the batch trajectory. Yoo et al. (2007) proposed to use multiple models for modeling 
different operating regions and identified such new operating conditions in a process with 
a new discrimination measure (DM). However, historical batches can be variable-wise 
unfolded instead of batch-wise. This type of unfolding is applied and discussed in chapter 
nine. 
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4.4 Conclusions 

This chapter has summarized the diverse ways of processing data to a feature 
space before constructing diagnosis models. These ways of processing are: feature 
extension, feature selection and feature extraction. 

Feature extension adds features that considers the dynamics of the process by 
fixing a time window. However, this option is not that usual because it increases data 
dimensionality and computational cost when creating the diagnosis models. However, it 
could be done for improving the information as a previous step to the dimensionality 
reduction. 

Feature selection and feature extraction reduce the data dimensionality. The 
main difference between them consists on the data treatment. The original process 
variables are reduced according to selection algorithms in the first method while in the 
second one, the original data is transformed first in features before the extraction, which 
reduces or eliminates variable correlations.   

Feature extraction is actually the most applied method for dimensionality 
reduction. There is a plethora of multivariate statistical techniques that have been used as 
feature extraction techniques. PCA-methods have been the most used in chemical 
engineering; however, there is an increasing research interest in new statistical methods 
and the comparison with the existing. 

PCA and ICA and their dynamic versions (DPCA and DICA) have been summarized. 
They are used in this thesis for continuous processes. Regarding batch processes, MPCA, 
MICA, BDPCA and multi-model MPCA are also applied in this thesis. In fault diagnosis, such 
statistical techniques are applied as previous step to the construction of data-based 
diagnosis models. However, they have another important aim which consists of process 
monitoring by constructing projection models based on data under NOC. The projection of 
new data onto such models results in the generation of statistical indices that allow 
determining whether a process operates under a normal or an abnormal regime when 
compared with their respective control limits. Then, the process monitoring allows the 
fault detection, which is obviously done before diagnosis. 

PCA-based methods are the most used for process monitoring and fault detection 
not only in academics but also in industry. Thus, this thesis uses them for such purposes 
and the use of the rest of statistical techniques is extended to the data-based diagnosis 
model construction. 
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Chapter 5  
FAULT DIAGNOSIS ALGORITHMS 

Previous chapters have dealt with the process historical data representation and 
the information improvement on the way to construct data-based models to diagnose 
faults. This chapter is focused on those algorithms that use the treated data as inputs in 
order to construct the diagnosis models.  

The algorithms to be applied are imported from the machine learning area 
because they allow reproducing process behaviors and learning to recognize complex 
patterns as well as making intelligent decisions based on empirical data or historical data. 
Such algorithms have the capacity to see many possible relationships among the process 
variables in the input data. Besides, their generalization capacity allows them to produce 
an useful output in new scenarios that have not been trained, experienced or described 
with the input data. 

As previously mentioned in chapter two, machine learning algorithms can be 
classified based on the desired output or the kind of learning of the algorithm. Two main 
categories can be highlighted: supervised and unsupervised learning. 

In supervised learning, models are generated to be able to assign input data to 
desired or appropriate outputs. For creating such models, there is knowledge about the 
relations between input data and the corresponding output, which represents a label. 
Classification problems belong to this kind of learning, in which input data is assigned to 
classes. Therefore, fault diagnosis is associated to classification and fault diagnosis 
methods to classification algorithms. 

In unsupervised learning, a set of input data are modeled without previous 
knowledge of the outputs. Clustering methods are the most applied to develop 
unsupervised learning. In fact, clustering methods can also be used in fault diagnosis when 
there is no knowledge in databases about plant faults. Then, input data must be 
categorized or clustered in classes. This thesis proposes the use of such methods as an 
alternative to diagnosing faults apart from the supervised methods that have been already 
imported to the chemical engineering area and successfully applied. 

In this chapter, data-based fault diagnosis algorithms are classified in clustering 
and classification methods. Artificial Neural Networks (ANN) and Support Vector Machines 
(SVM) are the classification methods applied in this thesis. SVM is specially exploited as a 
potential fault diagnosis algorithm in this thesis. 
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Regarding clustering methods, Gaussian Mixture Models (GMM) with Bayesian 
Information Criterion (BIC) have been imported and applied as a diagnosis method, which 
contributes to the use of clustering algorithms in this area. 

5.1 Clustering 

Clustering is a method of unsupervised learning which consists in dividing a set of 
observations into subsets, called clusters, in such a way that the observations of the same 
cluster are similar in some way. 

Some clustering methods that have been used in many fields (machine learning, 
pattern recognition, image analysis, bioinformatics among others) are: k-means, Fuzzy k-
means, quality threshold clustering (QT), locality-sensitive hashing, and hierarchical 
clustering, among others. 

Clustering is imported in this thesis as a fault diagnosis algorithm in order to 
group input data from a chemical process into several classes or clusters as many faults 
can be found there. GMM are applied in this thesis as clustering algorithm. 

5.1.1 Gaussian Mixture Models (GMM) 

Mixture models are probabilistic models used to identify subsets within an overall 
data set and make statistical inferences about the properties of such subsets. This 
algorithm searches for the model that contains a number of clusters or categories with the 
highest likelihood. In this way, the number of new classes will be obtained depending on 
the algorithm output.  

A standard GMM has been applied in this thesis as clustering method (Fraley and 
Raftery, 1998). Within this framework, Bayesian Information Criterion (BIC) has been used 
in order to determine the optimal number of resulting categories (Schwarz, 1978). 

GMM-BIC can be defined as an unsupervised classification algorithm based on the 
probabilistic modelling of the feature space by means of a mixture of Gaussian 
distributions. In order to provide a final classification, this approach takes into account 
both the likelihood of the data regarding the model and the complexity of the model itself, 
thus avoiding overfitting. Therefore, the main benefit of this technique is that the number 
and form of the final clusters are obtained by a data-driven process and not provided by 
the user.  

BIC is a criterion for model selection among several models with different 
numbers of parameters. It also provides a quantitative assessment of the trade-off 
between the likelihood of the model to fit data and the degrees of freedom of the model. 
Then, BIC resolves overfitting by adding a penalty term for the number of parameters in 
the model. 
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By using GMM-BIC, all the input data, even if one knows they belong to different 
classes, are classified in some groups which could define a new set of classes. 
Mathematically, GMM are next described in the context of signal detection according to 
Benitez and Zorac (2008). If a feature 𝑥𝑘 ∈ ℜ𝐽  is generated by the noise in data, a single-
component Probability Density Function (PDF) model is proposed: 

   1k1k1 ,xGxf:M    Eq 5.1 

Where G is a Gaussian PDF, 𝜃1 ≜  𝜇1 , 𝑆1 , and μ1 and S1 are the mean and covariance 
matrices respectively. If xk contains both the signal and noise, a convex combination of two 
components is proposed: 

     2k2k12k2 ,xGV,xU,,Vxf:M    Eq 5.2 

Where 𝑈 𝑥𝑘 , 𝑉 =  1  𝑉   is an uniform PDF, V is the hypervolume of the data, 
𝜏 ≜  𝜏1 , 𝜏2 , with τ1+τ2=1, and 𝜃2 ≜  𝜇2 , 𝑆2 . In the GMM framework, an uniform 
component is often used as a model for outliers (Fraley and Raftery, 1998; Fraley and 
Raftery, 2002). 

Now, given a sequence of features, 𝑋 =  𝑥0 , 𝑥1 , … 𝑥𝐾−1 , the problem is to 
determine which model M1 or M2 fits best into the data X, and determine the parameters 
values of such optimal model M*. Observe that the problem has been simplified by using 
observations from one process variable as features in order to define better the problem. 

The Bayesian probability framework (Jaynes and Bretthorst, 2003) calculates the 
probability 𝑝 𝑀𝑛 𝑋, 𝐼  of each model given the features X and some prior information I, 
which represents the knowledge about the problem before observing X. The integrated 
likelihood of the models is approximated by using BIC (Schwarz, 1978). BIC is then defined 
as: 

    2,1n,I,MXflogKlog
2
vXLlogBIC n

n*
nn   Eq 5.3 

where 𝐿𝑛
∗  and vn are the maximum likelihood (ML) and the number of independent 

parameters of model Mn respectively, and K is the sample size or the number of 
observations. A straightforward application of the ML principle to model M1 produces: 

 





1K

0k

*
1k

*
1 ,xG)X(L   Eq 5.4 

where the optimal parameters 𝜃1
∗ are: the sample mean 𝜇1

∗  and the sample covariance 𝑆1
∗. 

In order to evaluate 𝐿2
∗ , more ML schemes are needed and the Expectation Maximization 

(EM) algorithm has to be applied (Dempster et al., 1977).  

Once 𝐿1
∗  and 𝐿2

∗  are known, the models can be compared based on their BICs. 
Choosing M1 as the optimal model indicates that no faults are present in data (only one 
class or cluster). For the case of more than 2 models, similar operations have to be applied 
for calculating the likelihood of the rest of clusters. The model with higher BIC indicates 
the number of clusters or classes in the data. 
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Other common unsupervised classification algorithms could be used to replace 
GMM, such as the Iterative Self-Organizing Data Analysis Technique (ISODATA). Similarly, 
BIC index could be replaced by the Akaike Information Criterion (AIC), an alternative 
measure of the fitting goodness to the probabilistic model. 

5.2 Classification 

Classification uses supervised learning, which means that the classification models 
are constructed based on the relation of the input data and the corresponding output in 
the way of classes.  

Classification methods started to be used in the fault diagnosis area because they 
allow training multiple fault scenarios and cope with the computation burden given by 
large amounts of historical data. The resulting classification or diagnosis models can be 
applied to new process data in order to diagnose the occurring scenario, whether normal 
or abnormal, in the process. 

ANN has been the most used machine learning method in the fault diagnosis area 
and for that reason it is applied in this thesis. Few years ago, SVM was imported to this 
area, offering better computational capacity and easiness. In fact, this technique is widely 
exploited as data-based fault diagnosis algorithm in this thesis, and compared with ANN in 
the validation part. 

Some drawbacks could be found when using classification methods in fault 
diagnosis such as the fact that new faults neither learned nor trained by the algorithm 
could be classified as a learned class. One way to face this is to use a clustering algorithm 
besides to the classification. Another way is to apply one-class classification by using the 
same algorithms. This last case is actually named Anomaly Detection (AD) because it is 
focused on diagnosing “new” faults that are not modeled. Such technique is formulated in 
chapter seven when the general approaches to fault diagnosis are arisen. 

The next subsections address in more detail the two previously mentioned 
machine learning algorithms that have been applied as fault diagnosis methods lately in 
literature and in this thesis: ANN and SVM.  

5.2.1 Artificial Neural Networks (ANN) as fault diagnosis 
algorithm 

ANN, used as fault diagnosis method, is suitable for processes for which accurate 
first-principle models is too difficult or too expensive to develop. ANN are among the most 
popular pattern recognition methods (Ruiz et al., 2000). ANN can face nonlinear and 
undetermined processes and learn the diagnosis by means of training data. In fact, they 
are trained on historical and simulated process data with the aim of detecting and 
diagnosing disturbances by separating various fault patterns from the normal operating 
condition according to the process output data. 
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ANN have the principle of non-linear, distributed, parallel and local processing 
and adaptation. They can be interpreted as networks of massively parallel distributed 
processors that can store experimental information and make it available for future use 
(Haykin, 1994). This information is acquired by learning the process and storing it in 
interneuron connection strengths, known as synaptic weights.  

Originally, the conception of ANNs was an attempt to mimic the neural structure 
of the central nervous system by means of the arrangement of many simple processing 
units (neurons) in large connected networks. The nodes and information flows are 
arranged in such a way that the resulting network has signal inputs and outputs (Zhou et 
al., 2003). 

In fault diagnosis area, ANN are used as a supervised learning algorithm because 
the correct classification of a set of historical observations (normal and faulty) is known. 
The Multilayer Perceptron (MLP) architecture of ANN is applied in this thesis, which is next 
defined. A single neuron in a MLP is represented mathematically by the following 
equations according to Leger et al., (1998): 





R

1r
rnrn xwv  Eq 5.5 

 nn vfy   Eq 5.6 

where R is the total number of inputs to neuron n; wnr represents the input weights to 
neuron n; xr represents the output values from the previous layer, which is the hidden 
layer(s) with its hidden nodes hn; vn is the input of neuron n to the transfer function; f is 
the transfer function (typically a tangent sigmoidal function); and yn is the output from the 
neuron n. 

Typical transfer functions include linear functions, the Heaviside function, the 
logistic function, and hyperbolic tangent functions. The values of the synaptic weights are 
determined by training the network using the Back-Propagation Algorithm (BPA) which 
consists of two passes through the network layers.  

A detailed description of the BPA is given by Haykin (1994). BPA is the most 
widely spread calibration algorithm in ANN. BPA belongs to the class of gradient search 
techniques (Rumelhart, et al 1986). In this thesis, Levenberg-Marquardt BPA is used.  

When ANN are applied to FD, the input data consists of the extracted features 
obtained from any statistical technique mentioned in chapter four, while the output data 
consists of the predictions of each observation to the faulty classes. In ANN, predictions 
close to 1 indicate the probability of a fault occurrence. 

5.2.2 Support Vector Machines (SVM) as fault diagnosis algorithm 

As previously explained in chapter two, SVM are a supervised machine learning 
algorithm based on margin maximization and kernels. Their strategy consists of developing 
classifiers that choose the hyperplane with the maximum margin among all the possible 
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hyperplanes that separate the points of two classes. This hyperplane has the same 
distance to the samples of one class as to the samples of another. A hyperplane is a 
geometric figure that has one smaller dimension than the space in which is located and 
can be linear or nonlinear. 

Kernels are projection functions among the spaces for the construction of models 
or classifiers allowing increasing their complexity and therefore their consistency and 
variance. Certainly, more complex models can correctly classify data that is not in the 
training set (known as generalization), but too complex models overfit data and produce a 
poor generalization. In this sense, the margin flexibility can be parametrized in SVM. 

Geometrically, an example of a hyperplane in a two dimensional space (ℜ2) is 
shown in Figure 5.1. The hyperplane is defined by a weight vector (w) and a threshold (b), 
which corresponds to the distance from the hyperplane to the origin. 

 
Figure 5.1 Hyperplane example. 

 

A linear hyperplane to classify data from two classes is defined by the next 
equation: 

  












 



J

1j
jj xwbsignxh  Eq 5.7 

where J is the number of features and classes (when there are data from different process 

scenarios). The weight vector 𝑤 =  𝑤1 , 𝑤2 , … , 𝑤𝐽   has a component for each feature. Both 

parameters w and b define the hyperplane or classifier, while 𝑥 =  𝑥1 , … , 𝑥𝐽   defines the 

example or observation to classify. 

Figure 5.2 shows a linear hyperplane separating examples from two classes with 
the best margin, where ϒ corresponds to the margin and the bold points to the support 
vectors (those that touch the margin). A soft margin allows having some outliers in a class 

in exchange for augmenting the margin. Such thing is penalized with the term – 𝜉  𝑤  . In 
SVM , there is a parameter corresponding to the stiffness margin, which is called C and is 
inversely proportional to the flexibility. 
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Figure 5.2 Linear hyperplane separating two classes with soft margin. 

 

In a formal way, given a training set of observation-label pairs (xk,yk), k=1,2,...K 
where 𝑥𝑘 ∈ ℜ𝐽  and 𝑦𝑘 ∈  +1, −1 , such observations will be correctly classified by a 
linear classifier defined by: 

  bw,xxh kk   Eq 5.8 

where the first term corresponds to the scalar product between the support vectors and 
the process observation xk. The classification rule f(xk) assigns +1 to an observation xk 
when ℎ 𝑥𝑘 ≥ 0 and -1 when is less than 0. 

Learning the hyperplane with maximum margin (w,b) as a convex quadratic 
optimization problem with an unique solution, holds the next formalization: 

  Kk1,1bxwy:tosubject,wimizemin kkb,w   Eq 5.9 

where K is the number of training observations. 

The last statement can be transformed into its dual problem, in which the 
solution can be expressed as a linear combination of the training observations: 

 
 


K

1k

K

1k
kkk

K

1j,k
jkjkjkk Kk1,0,0y:tosubjectx,xyy

2
1:imizemax 

Eq 5.10 

From this equation, the orthogonal vector to the hyperplane is defined by: 
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  



K

1k
kkk x,xybbxwxh   Eq 5.11 

The dual form in SVM, in which training examples are inside the scalar products, allows 
using kernel functions in order to produce non-linear classifiers. If it is supposed to have a 
non-linear transformation (Ф) of ℜJ to some Hilbert space (ϑ), it is possible to define a 
scalar product with a kernel function of the kind 𝐾 𝑥, 𝑦 =  Ф 𝑥 , Ф 𝑦   and obtain the 
next dual formulation: 

   
  


K

1k

K

1j,k

K

1k
kkkjkjkjkk Kk1,0,0y:tosubject,x,xKyy

2
1:imizemax 

Eq 5.12 

And the orthogonal vector to the hyperplane: 

     



K

1k
kkk x,xKybbx,wxh   Eq 5.13 

Some kernel functions include polynomial, radial basis function (RBF) and sigmoid kernel, 
which are shown from Eq 5.14 to Eq 5.16 respectively. The kernel parameters in the 
function should be properly tuned in order to improve the classification accuracy. 

   djkjk xx1x,xK   Eq 5.14 

  




 

2
jkjk xxexpx,xK   Eq 5.15 

    jkjk xKxtanhx,xK  Eq 5.16 

Considering the flexible margin (C) allows trading-off the margin maximization and the 
outliers in the training set. Thus, the problem is then represented in the next way: 

  Kk1,0,1bx,wy:tosubjectCw,w
2
1:imizemin k

K

1k
kkkk

 


   

Eq 5.17 

Finally the result from the SVM algorithm, h(x), represents the predictions of each 
observation in the training set to a class. It is evident that the algorithm learns the training 
observations (k) with their corresponding label, indicating the class they belong to. In fault 
diagnosis, such classes represent the number of faults trained with the algorithm. The 
number of faults registered in the historical data will indicate the number of classifiers or 
hyperplanes to construct and the number of process variables will indicate the number of 
features J. 

The use of a feature extraction technique provides a representation of the data in 
a feature space, in which the new features are normally a linear function of the original 
process variables (in case of PCA). This step allows reducing the data dimensionality, as 
well as avoiding overfitting problems when considering a too large set of features. 

Once the classifiers or diagnosis models are constructed, they must be validated 
on new data from plant, which previously have to go trough the same steps as the training 
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data (representation, centering and scaling, feature extraction). The predictions will 
indicate what is occurring in the process and should a fault occur, it will be indicated by 
positive values in the label corresponding to a specific fault from the set of learned classes.   

5.3 Fault diagnosis performance 

The performance of the fault diagnosis method has to be evaluated, no matter 
what algorithm is used. In section 2.3.1, the performance evaluation indices used in the 
state of the art were brought up and the F1 score as diagnosis performance index was 
introduced. In the next paragraphs it will be developed in detail. 

Process data is characterized by a given set of faults F that may be occurring (or 
not) and that may be being diagnosed (or not). Hence, a binary matrix H can be used to 
indicate which fault (f) is occurring at each sample time (k) and another binary matrix D 
can be used to indicate the diagnosis at each sample time. More specifically, the 
occurrence matrix is given by: 

  F,...2,1f;K,...2,1k;1,0h,
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hhh
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 Eq 5.18 

And the diagnosis matrix by: 
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 Eq 5.19 

Moreover,  ℎ𝑘𝑓 = 0𝐹
𝑓=1  indicates that a sample k corresponds to normal operating 

conditions. On the other hand,  ℎ𝑘𝑓 = 1𝐹
𝑓=1  indicates that only a single fault is occurring 

at sample k. The unconstrained case  ℎ𝑘𝑓 ≥ 1𝐹
𝑓=1  implies the consideration of multiple 

simultaneous faults; this situation can be addressed by the multilabel (ML) approach 
adopted in this thesis. Yet, the single fault situation ( ℎ𝑘𝑓 ≤ 1𝐹

𝑓=1 ) is generally adopted 

for the validation of an approach. In any case, a good diagnosis is given when dkf=hkf either 
a fault is happening (hkf=1) or not (hkf=0). 

In order to quantify the diagnosis performance with a single score, the F1 
performance index is adopted, which is commonly used in the field of machine learning 
(Van Rijsbergen, 1979). As stated in chapter two, this index is a weighted measure of recall 
(Recf) and precision (Precf). More specifically and given the confusion matrix in Table 2.1, 
the F1 score is given by the following expressions:  
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It is worth to note that as recall takes into account the number of Type II errors (omissions, 
cf) and precision considers the number of type I errors (false alarms, bf), the F1 score 
accounts for both Type I and II errors in the fault diagnosis problem. 

From a general point of view, any fault diagnosis method can be described as a 
first estimation stage that computes the diagnosis matrix D: 

 VTR,gD   Eq 5.27 

where the function g represents the calculation with the classification algorithm (SVM or 
ANN for example) for constructing the matrix D from the training (TR) and validation (V) 
sets. Regarding SVM, the training set is used for constructing data models per classifier 
based on obtaining the support vectors per each traced hyperplane, which is calculated 
with kernel functions that separate samples of one class from the rest of classes. Each 
hyperplane per class is thereby defined by their support vectors. The weights calculation 
implies a vector calculation, determined by the type of kernel, between the support 
vectors and each observation from the test set. Such weights define the prediction of the 
class that is occurring in the test observations.  

Once the diagnosis matrix D has been obtained, a further evaluation of the 
diagnosis performance is calculated by: 

 D,Hf1F   Eq 5.28 

where the function f represents the calculation of the 𝐹1     score from the occurrence and 
diagnosis matrices (H,D). 
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5.4 Conclusions about fault diagnosis methods 

This chapter has properly addressed the fault diagnosis step in a general approach 
with data-based methods. The methods are imported from the machine learning area, 
which are divided according to the way the algorithm learns the available information in 
order to create the diagnosis models. 

Two main kind of learning can be summarized: supervised learning, in which there 
is information about the input data and the corresponding outputs given as labels or 
classes to which such inputs belong; and the unsupervised learning, where there is only 
information about the inputs and the algorithm has to extract models from such 
information. 

Classification is the classical problem occurring in fault diagnosis by applying 
supervised learning. In classification, as many data-based models as the number of faults 
registered and labeled in the process are constructed. Such models are applied to new 
data and the predictions obtained reveal the diagnosis of the process. 

Artificial Neural Networks (ANN) have been the most known and applied data-
based method to fault diagnosis thus they are addressed and applied in this thesis. 
Recently, Support Vector Machines (SVM) method was imported from the Statistical 
Learning Theory to the fault diagnosis field. Although SVM have been formulated in 
previous works, it is highly exploited in this thesis. They allow classifying multiple faults at 
the same time and use kernel functions to develop the classifiers or diagnosis models. 

The application of both algorithms as fault diagnosis methods in an independent 
step or module as part of a fault diagnosis approach that will be later developed, as well as 
the use of the same nomenclature is a positive contribution of this thesis, which will allow 
using different and new methods that could be implemented or improved for this field 
without losing the raw formulation of the step.  

Regarding unsupervised learning, clustering methods develop this kind of 
learning. Clustering consists of creating groups or clusters with the input data. Clustering 
methods had not been yet applied to fault diagnosis and this is also a contribution of the 
thesis. The use of clustering would allow treating unknown data and classifying it into 
clusters, which would represent different process scenarios or faults. New data acquired 
from the process would be processed in the same way as the historical data and grouped 
in some of the modeled clusters or in a different one.  

Gaussian Mixture Models (GMM) with Bayesian Information Criterion (BIC) for 
evaluating the likelihood of the number of gaussians or models is a clustering method that 
has been here addressed as fault diagnosis algorithm.  

The diagnosis performance calculation is addressed by means of the F1 score, 
which is properly developed and broken down in this chapter from the predictions, 
obtained by applying any classification algorithm to training data, up to their comparison 
with the values of the true occurrence matrix in the validation of the diagnosis models. 
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Such comparison allows constructing a confusion matrix, which is used to obtain the 
precision and recall values, needed for the final F1 performance score. 
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Chapter 6  
RISK-BASED MAINTENANCE MANAGEMENT 

TECHNIQUES 

This chapter is focused on process maintenance and risk  prevention. As it was 
outlined in the state of the art, the maintenance policies have evolved through the time 
and have been classified in generations. The recent generation is characterized by the 
inception of Risk-Based Inspection (RBI) and Risk-Based Maintenance (RBM) techniques.  

Maintenance tasks during plant operation stage are executed based on policies 
and methods that can take advantage of the results from the previous Risk Analysis 
methodologies, such as HAZOP. The two most useful techniques for plant maintenance are 
exposed in this chapter. Specifically, RBI is used quite frequently in petrochemical industry 
to develop the maintenance and risk prevention tasks (Chang et al., 2005; Tien et al., 2007; 
Bertolini et al., 2009; Singh and Markeset, 2009. 

6.1 Risk-Based Maintenance (RBM) 

The main aim of this methodology is to reduce the overall risk of unexpected 
failures in operating facilities. The risk based maintenance framework is comprised of two 
main phases (Khan and Haddara, 2004): 

1. Risk assessment: It may be quantitative or qualitative. Quantified risk is only 
appropriate where it is both reasonable and practicable, while the qualitative risk 
assessment is applicable when the risks are small and well known. 

2. Maintenance planning based on risk. 

Risk Analysis techniques can be categorized into deterministic, probabilistic and a 
combination of both. The deterministic methods take into account the product, the 
equipment and the quantification of consequences for various targets. The probabilistic 
methods are based on the probability or frequency of a hazardous situation. These 
methods are again cross classified into qualitative, quantitative and semi-quantitative 
(Arunraj and Maiti, 2007).  
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It is worthy to mention that the techniques classified in the deterministic and 
qualitative group are highly used for the hazard identification step in the risk assessment 
process. On the other hand, techniques categorized in the deterministic and quantitative 
group are mainly hazard indices, which are used to assess the risk easily. 

Inspection and maintenance activities are prioritized based on the quantified risk 
caused due to failures in components, so that the total risk can be minimized using Risk-
Based Maintenance (RBM). The high risk components are inspected and maintained with 
higher frequency and thoroughness so as to achieve tolerable risk criteria (Brown and 
May, 2003). 

Regarding the maintenance planning, this is focused on decreasing risks under a 
given criterion and reducing the probability of failure (Khan and Haddara, 2003, 2004). So 
far Reverse Fault Tree Analysis is used for the calculation of the maintenance interval 
based on risk (Arunraj and Maiti, 2007). Further information about this technique can be 
found in Jovanovic, 2003; Khan et al., 2004; Schröder and Kauer, 2004; Arunraj and Maiti, 
2007). 

6.2 Risk-Based Inspection (RBI) 

The American Petroleum Institute (API) RBI Project was initiated in may 1993 by a 
group sponsored by industries in order to develop practical methods for Risk Based 
Inspection. The sponsor group was organized and administered by the API and included 
the following members: Amoco, ARCO, Ashland, BP, Chevron, CITGO, Conoco, Dow 
Chemical, DNO Heather, DSM Services, Equistar Exxon, Fina, Koch, Marathon, Mobil, 
Petro-Canada, Philips, Saudi Aramco, Shell, Sun, Texaco and UNOCAL. 

API 581 standard presents the Base Resource Document (BRD) with the proposal 
of the project and the guidelines for applying a RBI program. This document clearly states 
the next limitation: “to accurately portray the risk, a more rigorous analysis may be 
necessary, such as the traditional risk analysis” (API 581). 

Risk-Based Inspection (RBI) is a method that uses risk as basis for prioritizing and 
managing the efforts of an inspection program. In an operating plant, a relatively large 
percentage of the risk is associated to a small percentage of the equipment items. RBI 
allows the shift of inspection and maintenance resources in order to provide a higher level 
of coverage on the high-risk items and an appropriate effort on the lower risk equipment. 
A potential benefit of a RBI program is to increase operating times while improving or at 
least maintaining the same level of risk. 

RBI program is not a full risk analysis but a hybrid technique that combines two 
disciplines: Risk Analysis and Mechanical Integrity. Some of the steps and techniques in RBI 
are similar to some in traditional RA. However, the two methods are not interchangeable. 
The purposes of the RBI program are summarized as follow (Zhaoyang et al., 2011): 

1. Evaluate operating units within a plant to identify areas of high risk. 
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2. Estimate a risk value associated with the operation of each equipment item in a 
refinery or chemical process plant based on a consistent methodology. 

3. Prioritize the equipment based on the measured risk. 
4. Design an appropriate inspection program. 
5. Allow the management of the risk inspection in an integrated and cost-effective 

manner. 
6. Reduce systematically the likelihood of failures by making better use of the 

inspection resources, and 
7. Identify areas of high consequences that can be used for plant modifications to 

reduce risk (risk mitigation). 

In the past, the risk assessment has been focused on issues related to on-site 
safety. However, there is an increased awareness of the need to assess risk resulting from: 

 On-site risk to employees 

 Off-site risk to the community  

 Business interruption risks 

 Risk of damage to the environment 

When the risk associated to individual equipment items is determined and the 
relative effectiveness of different inspection techniques on reducing risk is quantified, the 
appropriate information for developing an optimization tool for planning and 
implementing a RBI is available. 

Not all the inspection programs are equally effective for detecting in-service 
deterioration and for reducing risks. Some inspection techniques are usually available to 
detect any damage mechanism but each method will have a different cost and 
effectiveness. It is required then to determine the most appropriate inspection techniques 
for each high risk equipment. 

Inspection reduces risk through a reduction in future failure frequencies by taking  
corrective and preventive measures in the identified problematic areas (You et al., 2006; 
Tien et al., 2007). Inspection does not alter fault consequences, but the RBI methodology 
can identify areas where the consequences of possible failure events can be reduced by 
changes in the process or mitigation procedures. 

Risk cannot be reduced to zero solely by inspection efforts. Some unexpected 
factors that can cause loss of material in equipments include the following: 

 Human error 

 Natural disasters  

 External events (e.g., collisions or falling objects) 

 Secondary effects from nearby units 

 Deliberate acts (e.g., sabotage) 

 Fundamental limitations of the inspection method 

 Design errors 

 Previous unknown mechanisms of deterioration 
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The accuracy and utility of risk analysis could be improved whether process-
specific failure data were available. A future phase of the API Project on RBI under 
consideration is intended to establish an equipment failure database so as to support with 
high quality data the methodology described in the BRD. RBI should incorporate such data 
when becomes available, either from industry groups or internally within a company. 

6.2.1 Current inspection practices 

In process plants, inspection programs are established to detect and evaluate 
deterioration and damage due to in-service operation. The most comprehensive 
inspection programs are designed for identifying the in-service deterioration modes and 
designing an inspection program for detecting specific faults. These programs are based on 
the understanding of all the potential damage mechanisms in each equipment item. 

A risk-based ranking of all the equipment items allows inspecting sophistically and 
frequently high-risk areas, while low-risks areas are inspected in a commensurate manner 
with their low risk. Inspection practices, extracted from working documents such as API 
510, API Std 653 and API 570, are deeply embedded in the equipment and items 
prioritization procedure. Some codes and standards from API, ASME and other 
organizations have been used whenever possible in the screening and evaluation 
procedures of operating units. In industries where definitive standards have not been yet 
established, industry experience and good practices provide the basis for the inspection 
and maintenance. On the other hand, API will issue the document Recommended Practice 
for Risk-Based Inspection (RP 580). 

6.3 A Risk-Based Inspection system 

An RBI analysis includes inspection activities, inspection data collection, updating 
and continuous improvement of the system. A fully integrated Risk-Based Inspection 
system should contain the steps shown in Figure 6.1 according to API. QPI represents the 
Quality Improvement Process in the whole program.  

Any risk study can only reflect the situation at the time in which data was 
collected. Although there is lack of data in any system when first established, the RBI 
program can be established based on the available information, using conservative 
assumptions for unknown information. As far as knowledge is gained from inspection and 
testing programs and the database improves, the program uncertainty is reduced. 

The knowledge gained from the inspection, engineering evaluation and 
maintenance is captured and used to update the plant database. The new data will affect 
the risk calculations and risk ranking for the future. Next subsections will detail the steps 
of a RBI program according to the API 581 standard. 
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Figure 6.1 Risk-based inspection program for in-service equipment 

 

6.3.1 Plant database structure 

A quantitative RBI analysis requires a complete description of the design, 
fabrication, service conditions and inspection program for each item of equipment to be 
evaluated. In order to ensure that the analysis produces accurate, reproducible and 
consistent results from one study to the next, a clear definition of the data used in the 
analysis for each item has to be established.  

Data sheets present information required for a RBI analysis. A completed data 
sheet is required for each equipment item and consists of the following six sections: 

1. Heading: Description of the specific equipment item and a list of some of the 
primary data sources. 

2. Universal information: Information that applies to all the equipment items in the 
study (project, plant condition, winter daily low temperature, seismic activity). 
This section needs only to be completed once. 

3. Mechanical information: Data that define the design and fabrication of the item. 
4. Process information: Information concerning to the process, the process fluids 

and the impact of process conditions on the equipment item. 
5. Inspection/Maintenance Information: A summary of the significant item’s 

inspection and maintenance history. 
6. Safety System Information: Record of any detection and/or mitigation devices 

that serve to protect the equipment item. 

6.3.2 Risk-based prioritization 

In this step, the RBI analysis starts to be properly applied. The RBI procedure can 
be applied qualitatively, quantitatively or in a combination. The two approaches provide a 
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systematic way for identifying areas of potential concern and developing a prioritized list 
for more in-depth inspection.  

The Inspection is an activity intended to limit the risk by reducing one or both of 
the risk components (likelihood and consequence). Specifically, a quantitative RBI analysis 
provides risk values for each equipment item and pipe segment. With this level of 
information, a comprehensive inspection plan can be developed for the unit. 

The failure of pressure-containing equipment and subsequent release of 
hazardous materials can lead to many undesirable effects. The RBI program has condensed 
these effects into four basic risk categories: 

1. Flammable events  
2. Toxic releases, only addressed when affect personnel 
3. Environmental risks 
4. Business interruption. 

Quantitative RBI prioritization starts with the extraction of process and 
equipment information from the RBI database. Various scenarios are then developed to 
show how leaks may occur and how they can progress into undesirable events. In the 
quantitative RBI calculation, one of the defining factors in a leak scenario is the size of the 
hole in the equipment. Since there is a one-to-one correspondence between hole sizes 
and scenarios, these terms are often used interchangeably. Risk calculation is performed 
for each scenario, for the four risk categories, if desired. The risk for each equipment item 
is then found by adding the risk calculation for each scenario (hole size). 

6.3.2.1 Likelihood analysis 

The likelihood analysis is developed in order to calculate the frequency of a faulty 
scenario for an specific item or equipment j. It is required for the calculation of risk in an 
item. It is executed by modifying the generic failure frequencies for each equipment FQj

g,  
found in databases, with two factors that reflect identifiable differences in the equipment. 
The Equipment Modification Factor (FEj) examines the specific environment in which each 
equipment operates. The Management System Evaluation Factor (FMj) is based on an 
evaluation of the facility’s management practices that affect the mechanical integrity of 
the equipment. Likelihood is then calculated by: 

jj
g
jj,ad FMFEFQFQ   Eq 6.1 

Both modification factors are always positive numbers. Regarding the database of generic 
failure frequencies, it is based on a compilation of available records of equipment failures. 
Generic failure frequencies are specific for each type of equipment and each diameter of 
piping. In addition, a comparison of some approaches for estimating pipe rupture 
frequencies is reported by Simola et al. (2004). 



83 

 

Equipment modification factor (FE) 

The FE value allows identifying the specific conditions that can have a bigger 
influence on the failure frequency in the equipment item j. These conditions are 
categorized into four subfactors sk,j: 

1. Technical module: analyses materials of construction, the environment and the 
inspection program 

2. Universal conditions that affect all equipment items at the facility 
3. Mechanical considerations that vary from item to item 
4. Process influences that can affect the equipment integrity. 

The equipment modification factor is based on the addition of all the subfactors 
according to Eq 6.2. The result can be either positive or negative and it will normally range 
from -10 to +20. At the beginning of the program, the factor can be higher than these 
values when a piece of equipment has high damage rate and a relatively ineffective 
inspection history. The final numeric value is converted to the equipment factor (FEj) as 
shown in Eq 6.3. 
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 Eq 6.3 

The resulting FEj is unique for each equipment item and is based on the specific 
operating environment of the equipment. 

Technical modules 

The technical modules are the systematic methods used to assess the effect of 
specific failure mechanisms on the probability of failure. They have four functions: 

1. Examine the damage mechanisms under normal and upset operation conditions 
2. Establish a damage rate in the environment 
3. Quantify the effectiveness of the inspection program 
4. Calculate the modification factor to be applied to the generic failure frequency. 

The inspection techniques required to detect and monitor one failure mechanism 
may be totally different from those needed for other mechanisms. These differences are 
dealt by creating a separate technical module for each damage mechanism. The analysis of 
the effect of in-service damage and inspection on the failure probability involves the 
following steps: 

1. Examine damage mechanisms and establish an expected damage rate  
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2. Determine the confidence level in the damage rate  
3. Determine the effectiveness of the inspection programs on confirming damage 

levels and damage rates 
4. Calculate the effect of the inspection program on improving the confidence level 

of the damage rate 
5. Calculate the probability that a given level of damage will exceed the damage 

tolerance of the equipment 
6. Calculate the technical module subfactor 
7. Calculate the composed technical module subfactor for all the damage 

mechanisms. 

Management systems evaluation factor (FM) 

The RBI procedure uses the management systems evaluation factor for an 
equipment (FMj) to adjust the generic failure frequencies according to the differences in 
Process Safety Management (PSM) systems that affect risk in a facility.  

At least two questions are required to be respond in order to convert the 
management systems evaluation score to a management systems evaluation factor: 

1. What score would an average plant achieve on the management systems 
evaluation? 

2. How much would the equipment risk be reduced if a plant with an average PSM 
system were to install a perfect system? 

FM is applied equally to all the equipment items and therefore it does not change 
the ranking of items for inspection prioritization.  

6.3.2.2 Consequence analysis 

The consequences of releasing a hazardous material are estimated in five distinct 
steps: 

1. Estimate the release rate or the total mass available for release. 
2. Determine if the fluid is dispersed in a rapid manner (instantaneously) or slowly 

(continuous). 
3. Determine if the fluid disperses in the atmosphere as a liquid or a gas. 
4. Estimate the impacts of any mitigation system. 
5. Estimate the consequences. 

Flammable, toxic, environmental and business interruption effects are inspected 
in the RBI methodology. The environmental consequence takes its input directly from the 
release rate or mass information. Also, business interruption risks are derived directly 
from the results found for the flammable events. 

The outcome of a release refers to the physical behavior of the hazardous 
material (safe dispersion, explosions, jet fires, flash fires, etc). Outcomes should not be 
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confused with consequences. Consequences are the adverse effects on people, equipment 
and environment as a result of the outcome. The effect models, also known as impact 
criteria, are used to estimate consequences from an outcome. 

RBI uses two kinds of impact criteria to estimate consequences from a given 
outcome: the direct effect model and the probit. Direct effect models are used for 
flammable, environmental and business interruption consequences, while toxic 
consequences are estimated using the probit. 

6.3.2.3 Calculation of risk 

The likelihood and consequences are combined to produce an estimate of risk for 
each equipment. The items can then be ranked based on the risk calculation, but the 
likelihood, consequence and risk are all stated separately, identifying the highest 
contributor to risk. 

Given the RBI definition of risk as the product of the consequence (Cs,j) and the 
likelihood of failure (Fs,j), the risk for a scenario s and an equipment j is: 

j,sj,sj,s FCRisk   Eq 6.4 

For each equipment item, its risk is the addition of the risks of all the item’s scenarios S. 
The units of risk depend on the consequence of interest. In the RBI approach, ft2 per year 
are typically the units for flammable or toxic consequences and dollars per year for 
environmental or business interruption. The risk for an equipment item j is then: 

jRiskRisk
S

1s
j,sj 



 Eq 6.5 

where Risks is the risk for a scenario (ft2 or $ per year) and Riskitem the risk per equipment 
item (ft2 or $ per year). Therefore, the items can be prioritized with the risk calculation. 
However, some API standards also allow identifying areas of potential concern as next 
exposed. 

6.3.3 Development of inspection programs to reduce risk 
(Inspection planning and results) 

Once the risks have been calculated for each equipment or pipeline, the items 
with higher risk values are prioritized for developing inspection. Inspection programs have 
two purposes: 

1. Development of inspection programs that deal with the types of damage the  
inspection should detect. The appropriate inspection techniques to detect such 
damages are selected. 

2. Reducing risk through inspection: By applying RBI tools the risk is reduced and the 
inspection programs are optimized. 
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Inspection reduces the probability of failure. Many factors (design errors, 
fabrication flaws, malfunction of control devices) can lead to equipment failure. However, 
the in-service inspection is mainly concerned with the detection of progressive damage. 
The probability of failure due to such damage is a function of four factors:  

1. Damage mechanism and resulting type of damage 
2. Rate of damage progression 
3. Probability of damage detection and future damages prediction with inspection 

technique(s) 
4. Tolerance of the equipment to the type of damage. 

The purpose of an inspection program is to define and perform the activities 
necessary to detect deterioration of in-service equipment before failures occur. An 
inspection program is developed by systematically identifying: 

 What type of damage to look for 

 Where to look for it 

 How to look for the damage (what inspection technique) 

 When (or how often) to look. 

Some approaches to the RBI inspection planning are also found in literature 
(Straub and Havbro, 2005; Tien et al., 2007 Sing and Markeset, 2009).  

6.3.3.1 What type of damage to look for 

Damage types are the damage physical characteristics that can be detected by an 
inspection technique and the damage mechanisms are the mechanical actions that 
produce such damage. According to these concepts, damages can be classified into the 
next broad types, according to the petrochemical industry: 

 Thinning 

 Metallurgical changes 

 Surface connected cracking 

 Dimensional changes 

 Subsurface cracking 

 Blistering 

 Micro fissuring/microvoid formation 

 Material properties changes 

 Positive Material Identification (PMI). 

The existing API Inspection Standards (API 510-Pressure Vessel Inspection Code; 
API 570-Piping Inspection Code, and API 653-Tank Inspection, Repair, Alteration and 
Reconstruction) represent the body of accepted inspection practices for equipment with 
boundary-pressure. The RBI procedure profits from these API Standards and other 
industry practices to identify areas with potential problems and quantify the relative 
severity of such problems. 
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Damage may occur uniformly throughout a piece of equipment or it may occur 
locally depending on the mechanism at work. Damage occurring uniformly can be 
inspected and evaluated at any convenient location since the results can be expected to 
be representative of the overall condition. In contrast, damage occurring locally requires a 
more focused inspection effort. This may involve inspection of a larger area to ensure that 
the localized damage is detected. If the damage mechanism is sufficiently well understood 
to allow the prediction of the locations where damage will occur, the inspection can be 
focused on such areas. 

6.3.3.2 How to look for damage (Inspection technique) 

Inspection techniques are selected based on their ability to find the damage type; 
however, the mechanism that caused the damage can affect the inspection technique 
selection. Some inspection techniques are next listed: 

 Visual examination 

 Ultrasonic straight beam 

 Ultrasonic shear wave 

 Fluorescent magnetic particle 

 Dye penetrant 

 Acoustic emission 

 Flux leakage 

 Radiography 

 Dimensional measurements 

 Metallography 

For almost all the damages, more than one inspection technique can be used, 
each one enhancing the effectiveness of the other. For example, ultrasonic thickness 
measurements are much more effective for locating internal corrosion if they are 
combined with an internal visual inspection. The following five factors have to be 
evaluated when quantifying the effectiveness of an inspection plan for a piece of 
equipment: 

1. Damage density and variability 
2. Inspection sample validity 
3. Sample size 
4. Detection capability of the inspection methods 
5. Validity of future predictions based on past observations 

The inspection techniques are also categorized according to their ability to detect 
and quantify the anticipated progressive damage according to five scales of effectiveness. 
Thus, important calculations as part of the inspection program are the damage rate 
(according to the type of damage detected), the remaining life of the equipment and 
finally the next inspection date, which are part of the fitness for service step.  
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6.3.3.3 When to look for the damage (How often look for it) 

The inspection frequency is selected as some fraction of the equipment’s 
remaining life. The remaining life is defined as: 

 
)year/units(DamageRate
)units(ranceDamageTole

yearsemainingLifRe
j

j
j   Eq 6.6 

Equipment life is seen as an increasing probability of failure over time by considering 
uncertainties in the damage growth rate, the tolerance of the equipment to damage, the 
processed material and the operating conditions. The real probability of failure can be 
estimated based on whether the damage is progressing at a high or low rate. Decisions 
regarding an equipment to continue in service for a while or be replaced can be made 
based on this new information. 

6.3.4 Fitness for service 

Fitness for service (FFS) procedures can be used to set the inspection intervals for 
some damages mechanisms with limited guidance or information for setting their 
inspection frequencies. For instance in petrochemical industry, cracking or change of 
material properties are damage mechanisms with limited guidance in the API standards for 
setting their inspection frequencies. However, in these cases, API inspection standards 
have established some rules for setting minimum inspection frequencies in situations 
where the damage mechanism is loss of material. In the same way, long intervals are 
allowed if the material is non-corrosive. 

In the FFS procedure, a conservative estimate of the deterioration rate is 
calculated. The actual rate of deterioration is a function of a complex interaction between 
material properties, process environment, operating conditions and state of stress. The 
amount of damage that the component can withstand is then calculated and the next 
inspection is scheduled well before the anticipated failure. In each future inspection, the 
actual deterioration rate becomes better defined and the inspection frequencies can be 
adjusted accordingly. 

6.3.5 The interaction between RBI and other safety initiatives 

The RBI methodology has been designed to interact with other safety initiatives 
whenever possible. The output from several of these initiatives provides an input to RBI 
methodology. In some instances, the RBI-based risk rankings can be used to improve other 
safety systems. Some examples are Process Hazard Analysis (PHA), Process Safety 
Management (PSM), Equipment Reliability and Traditional quantitative risk assessment. 

Hazards identified in PHA can be specifically addressed in RBI analysis. Moreover, 
a strong PSM system, as described in API RP 750, can significantly reduce the risk in a 
process plant. Several of the features of a good PSM program provide an input to a RBI 
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study. In return, the RBI procedures can improve the PSM program. An effective PSM 
program must include a well-structured equipment inspection program.  

Due to RBI has parentage from traditional Risk Analysis, Quantitative Risk Analysis 
(QRA) shares many of the data requirements with RBI. If QRA has been prepared for a 
process unit, the RBI program can borrow extensively information from this effort. Finally, 
information common to both QRA and RBI is next listed: 

 Generic data 

 Population information 

 Ignition sources 

 Meteorological data 

 Dispersion distances 

 Conditional probabilities for the fate of a vapor cloud. 

6.4 Conclusions about risk-based maintenance 

There is no unique way to perform Risk Analysis and Risk-Based Maintenance. 
Two main maintenance management techniques of recent generation have been exposed 
in this chapter. Both of them are based on risk: Risk-Based Maintenance (RBM) and Risk-
Based Inspection (RBI). The application of these methodologies highly depends on the 
depth of the analysis, area of application and results quality. Also the experience of the 
analyst with one or other technique is an important factor to consider. 

RBI is well presented as a method for reducing risk in the in-service equipment as 
well as developing the prevention and maintenance tasks because it is widely applied in 
the petrochemical industry. RBI technique also develops inspection programs in order to 
detect the damage type in plant control units and the damage mechanism. Thus, it 
establishes the appropriate inspection technique for detecting such damages and in this 
way, prevents serious consequences that could have economic, environmental and human 
impacts. RBI procedure is based on API 581 standard. 

A RBI program is concerned with the detection of progressive damage and 
consists of these steps: Plant database, Risk based prioritization, Inspection planning, 
Inspection results, Fitness for service, Inspection updating and System Audit. 

Quantitative and qualitative RBI can be used to prioritize the risks to analyze, 
inspect and control. Quantitative RBI procedure has some similarities to the Traditional 
Risk Analysis because both of them calculate the risk in terms of the probability and 
consequence of the risk, however RBI procedure is applied to operating plants and to the 
areas and equipments identified as potential concern. Such areas are identified with the 
help of some API standards and industry practices such as: API 510 (Pressure Vessel 
Inspection Code), API 570 (Piping Inspection Code) and API 653 (Tank Inspection, Repair, 
Alteration and Reconstruction). The calculation of the frequency of the scenarios 
(considered as rupture hole sizes) is different from a Traditional Risk Analysis as well as the 
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methodology to calculate it. Furthermore, risk prioritization can be also executed by 
following the previous standards and procedures. 

A quantitative risk analysis can also be applied as part of the inspection planning 
when the purpose is to reduce risk through inspection and optimize the inspection 
program that is being used. 

HAZOP is one of the more used methodologies that can be applied in the design 
stage of a plant to identify possible risks. The results from such study can be exploited and 
used to prioritize risks or the areas of potential concern besides the API standards. 
However, HAZOP can not replace a RBI procedure. 

As part of the inspection planning, the main damage mechanisms and types of 
damage must be identified in order to select the appropriate inspection techniques to 
apply. Such identification requires of information such as: design and construction data, 
process data and equipments information. Finally, a brief application of the RBI procedure 
in PEMEX Refinement is addressed in Appendix 1 of this thesis.  



PART III 

FAULT DIAGNOSIS FRAMEWORK 

  



92 
 

  



93 
 

 

Chapter 7  
 FAULT DIAGNOSIS SYSTEM 

Once the methods used in this thesis for accomplishing the specific tasks involved 
in fault diagnosis have been provided, the third part and the current chapter formulate the 
general system proposed for Fault Diagnosis based on historical data models, which is the 
main purpose of the thesis. Some specific approaches of the general system for 
continuous and batch processes are also proposed and introduced as they were addressed 
along the research work. 

The general methodology of the data-based Fault Diagnosis is divided in three 
main stages: 

1. Construction of diagnosis models 
2. Off-line models validation 
3. On-line diagnosis of the process by applying the models on current process data. 

Figure 7.1 presents the general Fault Diagnosis System (FDS) including the first 
two stages. Data acquisition, data representation and data standardization were 
addressed in chapter three, feature processing in chapter four and the diagnosis methods 
in chapter five. The techniques and algorithms used specifically in this thesis were 
presented in those previous chapters in order to deal with the corresponding task of the 
whole methodology.  

The general FDS can be summarized as follows: Process data from the different 
scenarios occurred along the plant history is acquired from the plant records. In the case 
of lack of records about some faulty scenarios, simulations of the process can contribute 
with data. Simulations runs are the main source of process data in academic works. Either 
the way of obtaining process data, a decision has to be made before data acquisition, 
which is referred to the sampling time to be set in order to acquire the data that will be 
used for the construction of diagnosis models as commented in chapter three. 
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Figure 7.1 General system of data-based Fault Diagnosis 
 

Process data is arranged in two dimensions as in a typical matrix, where one 
dimension represents the process observations at each time interval and the other one 
represents the process variables. In case of batch processes, there is another dimension 
represented by the number of historical batches. Thus, an unfolding step must be 
developed in order to have a two-dimensional matrix as in continuous processes. 

A second data arrangement is required, which consists of dividing the process 
data in the three sets: training (TR), validation (V) and test (TT). The training data is used 
practically in the rest of steps for constructing the diagnosis models, while the test data is 
used to assess the constructed models. It is convenient to use a validation set for 
parameter tuning purposes and for evaluating and comparing the diagnosis performance. 
Each one of these data sets includes NOC and AOC data. In the AOC set, few or many faults 
can be included depending of the records.  

A fault detection step is normally required before fault diagnosis. The data 
representation step is the same for both purposes. Sometimes less data is used for 
constructing diagnosis models than for detection. The reason is the computational 
restriction of the diagnosis algorithms (classification) when computing data. 
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Regarding data standardization, a typical procedure is centering and scaling, as 
explained in chapter three. Normally, the calculation of the mean and the standard 
deviation is performed over each column of the training matrix with NOC data (TR0). After 
that, the columns of the TRf, Vf and TTf matrices (including NOC and AOC data) are 
subtracted by the corresponding mean and divided by the corresponding standard 
deviation. In this way, mean-centering and auto-scaling are applied. 

When the aim is fault detection, a projection model is constructed based on the 
standardized NOC training data (TR0

*). Typically PCA is applied for fault detection. 
Standardized training, validation and test data (TRf

*, Vf
*, TTf

*) are projected onto the model 
and some statistical indices are calculated. When applying PCA, the Q statistic and the 
Hotelling’s T2 are the statistical indices that allow determining whether a process is under 
NOC or not (a fault is occurring). In the validation part of this thesis, a extended 
application of fault detection is addressed. 

Regarding fault diagnosis, data standardization is followed by a feature processing 
step. As stated in chapter four, feature extension, feature selection and/or feature 
extraction can be applied. Whether a feature extraction method is applied, a projection 
model is constructed using the standardized training data under NOC (TR0

*) and both the 
NOC and AOC training matrices (TRf

*) are projected onto such model in order to obtain the 
projections (T scores when using PCA), which are the real input of the diagnosis algorithm. 
It is typical to represent the scores with the T symbol when applying PCA techniques; 
however, the outputs from the feature processing step applying any projection technique 
will be represented with a second asterisk (TRf

** for instance). In batch process, it results 
better in terms of performance to use both NOC and AOC training data for centering and 
scaling and thus, calculate the mean and standard deviation of each column of this 
unfolded set. This is addressed in the validation part. 

The final step of this first stage is the application of diagnosis algorithms by using 
either a clustering or a classification algorithm. The algorithms used to develop this step 
were introduced and explained in chapter five. Using clustering algorithms is an important 
contribution to the area since the state of the art remarks that classification methods have 
been practically the only methods applied to data-based Fault Diagnosis.  

The second stage is to validate the diagnosis models on validation data. NOC and 
AOC validation subsets (Vf) are standardized with the values calculated based on the NOC 
training data (NOC+AOC training data in batch processes). The resulting standardized 
subsets (Vf

*
) are then projected onto the projection model, whose projections (Vf

**
) are 

used for validating the diagnosis models. The results from this validation are the diagnosis 
matrices (Df). In the case of SVM, positive predictions in Df indicate the occurrence of the 
corresponding fault while negative predictions indicate a process under NOC. In the case 
of ANN, values in Df over 0.5 would indicate a change in the process operation that would 
probably end up in a fault.  

Once Df are obtained, their comparison with the occurrence matrix values (Hf) 
allow calculating the diagnosis performance (F1f). Such performance can be improved by 
adjusting some parameters of the feature processing and/or diagnosis method. After 
achieving a high diagnosis performance with the validation data, the diagnosis models are 
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applied on test data (in fact the projections TTf
**) and a similar performance should be 

obtained, indicating a good generalization of the techniques. 

The third stage consists of the on-line diagnosis by applying the models to on-line 
current data from the process, also represented as TT. The same preliminary steps as in 
the second stage must be followed with the new data before applying directly the 
diagnosis models. This means to center and scale each measured observation and 
calculate its projection (TT**). Assuming that PCA has been used as feature extraction 
method, Figure 7.2 integrates the first and third stage of the general FDS. 

 

 
 

Figure 7.2 Integration of the first and third stage of the general FDS 

 

There could be different approaches to FD by considering different steps, 
omitting or replacing others of the general system. However, the main line to follow when 
dealing with this issue has been presented with the proposed system. 

Along the thesis work and on the way to develop the general system, some 
different methods were used, but more important several methodologies were brought up 
by considering data from different process regimes to construct the diagnosis models. The 
next two chapters address such specific approaches for continuous and batch processes. 

A remaining issue is diagnosing faults that were not learned by the diagnosis 
algorithm because of the lack of data. This situation can be expected due to errors in the 
preventive maintenance as a general explanation, for example an error in the 
maintenance time period, a human error with the inspection techniques, an important 
deviation not prioritized or an equipment skipped during the preventive maintenance task. 
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Diagnosing “new” or novel faults with data-models that do not include information about 
them is called Anomaly Detection and is addressed in the last section of this chapter.  

7.1 Fault diagnosis approaches 

The approaches that have been addressed along this work are summarized in 
Figure 7.3. Some of the approaches are an improvement from the others as it is the case 
of the steady-state data approach, which uses exactly data in steady state, rather than the 
random data approach, which uses random data to construct the diagnosis models. 
Regarding the transient data approach, it was addressed as an improvement to the steady-
state and latent approaches by using data during the transient stages of the faults.  

 
 

 
 

Figure 7.3 Fault diagnosis approaches 

 

Certainly, this last approach is the best in continuous processes when diagnosing 
data under transient stages but not when diagnosing the developed faults in steady-state. 
Thus, it resulted that two models are required when diagnosing faults in continuous 
processes. This will be explained and justified in the validation part (IV). 

Regarding batch processes, there are two main fault diagnosis approaches: by 
detecting and diagnosing faults at the end of the batch and the on-line approach. The first 
approach is widely used in pharmaceutical industries in order to inspect the quality of the 
batch in an easy, cost-effective and rapid manner instead of diagnosing each sample taken 
during the batch. This first approach requires to arrange the historical batches by means of 
the batch-wise unfolding in order to construct the diagnosis models. 

The second approach has been recently addressed and can be faced in two ways 
depending of the type of unfolding: batch-wise or variable-wise. As explained in section 
3.2.2, batch-wise unfolding implies to fill in the batch with all the rest of observations 
according to the three stated methods. On the other hand, variable-wise unfolding is the 
most appropriate data arrangement way for diagnosing on-line batches. 
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Chapter eight formulates and validates the fault diagnosis approaches for 
continuous processes on the TEP benchmark while chapter nine formulate and validates 
the two approaches regarding batch processes on the BPP as case study. 

7.2 Anomaly detection (AD) 

Anomaly detection (AD), also known as novelty detection, outlier detection, data 
description and concept learning is a classification problem of growing interest in Statistics 
and Machine Learning (Cabrera et al., 2008; Oliveira et al., 2008). The analogous problem 
in Chemical Engineering is detecting operation faults which have not been reported, thus 
not included in the diagnosis models.  

AD had been addressed in chemical processes using ANN (Arranz et al., 2008) but 
then, soft margin SVM showed to discriminate normal and abnormal classes using 
acquired learning information (Rocco and Zio, 2007). SVM learn to perform the 
classification task through a supervised learning procedure based on classified data.  

One-class SVM have been applied for detecting anomalies because of their 
unlabeled classification capability. This method identifies and classifies outliers among 
positive observations (one single class) and classifies them as negative, requiring neither 
existing knowledge nor labelling (Shon and Moon, 2007). 

An AD method has been proposed and developed in this thesis work which 
combines both fault detection and diagnosis in two different stages and therefore uses 
both sort of classification, binary classification for the detection stage and multi-class 
classification for the diagnosis stage. Specifically, SVM have been used as the learning 
algorithm in the AD methodology. 

The AD methodology extends the diagnosis capacity of the general FDS, by 
detecting the occurrence of novel faults. Given the information about f classes (normal 
and abnormal), the corresponding models for each faulty scenario have been constructed, 
validated and applied. The AD methodology is divided in two stages, showed in Figure 7.4 
and Figure 7.5 

In the first stage, in order to construct the detection models, the training set joins 
the faulty observations in a positive class and the data under NOC in a negative class. In 
Figure 7.4, the test set is referred to the on-line process observations (TT  set). Whether 
the predictions are positive values after applying the detection model, a process abnormal 
behavior or fault is identified.  
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Figure 7.4 Binary classification stage in the AD methodology 

 

  
Figure 7.5 Multi-class classification step in the AD methodology 

 

The second stage (diagnosis) consists of applying a multi-class classification 
system as in the proposed general system. The training data to construct the models is the 
same than in first step but labeled according to the corresponding class; thus, there are as 
many diagnosis models as classes. Anomaly Detection results from the simultaneous 
detection of an abnormal situation (stage 1) and the lack of positive diagnosis of all the 
previously known faults (stage 2). Additionally, the AD methodology should be first 
validated on data from novel faults, which can be obtained by taking out faults from the 
diagnosis models and considering them as new. The whole AD approach is applied to the 
fault detection and diagnosis in a lab heat exchanger and a fully-monitored Photo-Fenton 
pilot plant, both operating batch-wise, and the results obtained are presented in chapter 
ten. 

7.3 Conclusions of the general fault diagnosis approach 

This chapter has addressed the main contribution of the thesis, which is a general 
fault diagnosis system based on historical data models. The proposed scheme is divided 
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into three main stages: construction of the diagnosis models, model validation and on-line 
application. 

The diagnosis model construction is the bottleneck of the whole methodology 
and involves a sequence of steps: data acquisition; data representation (data arrangement 
and data sets construction), information improvement (data standardization and feature 
processing by feature extension, feature selection or feature extraction); and diagnosis 
method application. Several methods can be used for the application of every step. The 
methods used for each step were formulated in the methods section. 

Several approaches were derived from the general FDS for continuous and batch 
processes. In the case of continuous processes, four approaches have been addressed 
based on the kind of process data: steady-state, random, latent, and transient. Regarding 
batch processes, two main approaches have been extracted based on the moment in 
which diagnosis is performed, either at the end of the batch or at each sampled time (on-
line diagnosis).  

Latent and transient data approaches in continuous processes are contributed to 
the fault diagnosis area. Also, few works had been developed before for dealing with on-
line diagnosis of batch processes. Strengths and weaknesses of the addressed approaches 
will come up along the next section, as well as the final conclusions when dealing with the 
fault diagnosis problem in both kind of processes. 

A question that comes up with machine learning methods is how they can classify 
(diagnose in PSE) data from classes (faults) that were not learned because of the lack of 
data. In order to deal with this issue, a new methodology for the Anomaly Detection (AD) 
has been also contributed, which is also considered part of the general FD scheme. The 
proposed methodology involves two stages: a binary classification (fault detection) and a 
multi-class classification (fault diagnosis). In this way, the problem of diagnosing non-
learned faults is also covered. The application of these methodologies is next presented in 
the validation section. 

 



PART IV 

VALIDATION AND APPLICATIONS 
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Chapter 8  
FAULT DIAGNOSIS ON CONTINUOUS 

PROCESSES 

This chapter focuses on the application of the general fault diagnosis system on 
continuous processes. The approaches that have been proposed differ between each 
other in the data selection from the plant records and are next listed: 

1. Random data approach 
2. Steady-state data approach 
3. Transient data approach 

The first approach uses feature extension as an information improvement step, in 
the second approach a squared standardization of the faulty data with respect to the 
normal data is applied. In the third approach, centering and scaling are applied. Regarding 
the general feature processing stage, feature selection is used in the first approach, 
feature extension in the second one, and feature extraction in the third one. In addition, 
the second approach has been exploited to validate clustering methods as part of the 
diagnosis models construction and finally, a comparison between ANN and SVM as 
classification algorithms is presented with the third approach. However, in the three 
approaches, SVM in a multi-label framework are applied.  

Despite the different methods used in each approach, a comparison among 
diagnosis models is presented by using random data, data from steady-state, latent and 
transient data and applying centering, scaling and PCA as feature extraction method. The 
next sections present the listed approaches and their application to the Tennessee 
Eastman Process (TEP). 

Regarding the TEP, fifty-hour simulations runs of the f=21 classes with a sampling 
time of 1 s were carried out for obtaining the original data matrices Xf composed of 
K=180001 samples (considering the sample at zero time) and J=52 variables. In the 
simulations with fault, these are generated at the second hour. The random approach uses 
the Xf matrices as the original process data; however, the other two approaches use 
process data, sampled at each minute. Therefore Xfϵℜ

3001x52 for the last two approaches.   
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8.1 Random data approach 

In this approach, the data used for constructing the diagnosis models are 
randomly selected from the original data matrices Xf. Feature extension is applied as data 
pre-processing instead of a data standardization and feature selection as feature 
processing step, using Genetic Algorithms (GA). 

By applying feature selection, the performance optimization problem is defined 
for each binary classifier F and by determining for each fault the set of features (JF,best) that 
maximizes F1F when diagnosing the validation subsets (VF). Assuming a good 
generalization of the learning algorithm, this optimization would also lead to the 
maximization of the diagnosis performance in the test subsets (TTF), as well as in new and 
on-line data. 

8.1.1 Methodology 

The methodology proposed for solving the problem consists basically of a feature 
extension step followed by a feature selection before the diagnosis step as shown in 
Figure 8.1. The learning algorithm used in this approach is SVM. The next subsections 
explain these steps in detail. 

 

 
Figure 8.1 Methodology applied for the Fault Diagnosis random data approach 
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8.1.1.1 Feature extension and partitioning 

Extended features are first added to the original process variables by two 
consecutive extensions (ext1 and ext2). Standard deviations and the linear trend (slopes) 
are calculated for each given time window and original process variable. The addition of 
the new data to the training, validation and test sets produces expanded sets (TRext1, 

TRext2, Vext1, Vext2, TText1, TText2) that might provide valuable information to the diagnosis or 
learning algorithm. The time window fixed is l=20 samples. Therefore, for both extensions, 
the calculation of the standard deviations and the linear trend for each sample k is applied 
to the corresponding sample plus the previous 19 (20 in total). 

The partitioning of the extended training subsets produces extended validation 
subsets (Vf,ext2) and other subsets that keep the training term (TRf,ext2), as shown in the 
second step of the Figure 8.1. These subsets are then used in the feature processing step 
for selecting the best features per fault F.  

8.1.1.2 Feature selection 

Feature selection is an optimization problem addressed with GA and it is chosen 
because of the possible computational cost reduction for the next steps, the reduction of 
noise and redundant information as well as the possibility to select the best features that 
govern the different faults F. 

The inputs of the GA are the extended training and validation data subsets (TRf,ext2 

and Vf,ext2) per fault; the initial populations of features (IPN,F), where N is the number of 
initial populations for each fault; the number of populations to compute (NP=25), the 
number of iterations (NIT=50) between each resulting population; the impact function in 
each iteration (IT=cross-over); and the evaluation function (EF), which is obviously the 
diagnosis algorithm (SVM in this approach). The outputs of the GA will be the selected 
features for each fault (JF,best), representing the best chromosomes in the final population, 
and the performance obtained per F in terms of the F1F score. Figure 8.2 summarizes the 
general structure of the GA with inputs and outputs. 

 

 
 

Figure 8.2 Genetic Algorithm general structure 
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8.1.1.3 Classification and model validation 

The diagnosis models are next built based on the training data subsets before 
partitioning with the selected features per fault (TRF

best) and applying SVM with linear 
kernel and a default soft margin value (c=0.1). Such models are then validated on the test 
subsets with the same selected features per fault (TTF

best). Finally, the diagnosis 

performance is obtained (F1F and 𝐹1    ). 

Feature selection might produce “overfitting”, which could cause the decreasing 
of the generalization behavior and the diagnosis performance when applying the diagnosis 
models on the TTf

best subsets. Therefore, validation and test sets are required in order to 
compare performance.  

8.1.2 Results 

Training (TRf) and test (TTf) data subsets per class are obtained with samples from 
the original data matrices Xf, randomly selected. Thus TRfϵℜ

372x52, TTfϵℜ
1059x52, TRϵℜ7812x52 

and TTϵℜ22239x52. The subsequent extended training, validation and test sets are obtained 
after the feature extension and partitioning steps. In this way, TRf,ext1ϵℜ279x104, 
TRf,ext2ϵℜ279x156, Vf,ext1ϵℜ93x104, Vf,ext2ϵℜ93x156, TTf,ext1ϵℜ1059x104, TTf,ext2ϵℜ1059x156.  

The diagnosis performance in terms of the F1 score is calculated for the data 
subsets with: 

 The original variables (J=52) 

 The original variables plus their standard deviation values (Jext1=104) 

 The original attributes plus their standard deviation and their linear trend values 
(Jext2=156) 

 The selected features given by the GA application to the training TRF,ext2 and 
validation VF,ext2 subsets and 

 The best set of features (JF,best) found from the previous step. 

Table 8.1 shows the diagnosis results for the partitioned training and validation 
data subsets as well as for the original training and test data subsets. The GA column 
reports the results obtained from applying such algorithm to the faults with poor diagnosis 
performance. In general, there are performance improvements when applying feature 
extension (104 and 156) and therefore with an improved information that considers the 
dynamics of the process. Table 8.1 also shows that the approach works fairly well for 
almost all the classes: the F1 score for 17 classes is over 80% and 12 of them is over 95%, 
which implies a good efficiency of the SVM algorithm but above all, the randomly selected 
data renders a good diagnosis performance. 

In addition, Table 8.1 reports the generalization of the approach by comparing the 
diagnosis models constructed with the original and partitioned data sets. Similar results 
are obtained for both cases, thus the diagnosis improvement obtained by feature 
extension is corroborated. However, there are 3 faults that are poorly identified even after 
the feature extension steps (3, 9 and 15). In order to increase the performance of these 3 
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classes, GA were applied for feature selection as a further improvement. The maximum 
scores obtained with GA for classes 3, 9 and 15 were 11.3%, 10.4% and 9.7% respectively. 
The selected features were then used for such classes when constructing and validating 
the diagnosis models as shown in the JF,best columns. For the original data subsets TRf and 
TTf, the diagnosis performance F1f obtained with the process variables (J=52) and with the 
best features (JF,best) is plotted in Figure 8.3. 

 
Table 8.1 F1 score for the partitioned and original data sets used in the Fault Diagnosis random 

data approach 
 

F1 SCORE (%) 

Class TRf AND Vf DATA SUBSETS TRf AND TTf DATA SUBSETS 
J=52 Jext1=104 Jext2=156 GA JF,best J=52 Jext1=104 Jext2=156 JF,best 

1 99.4 98.9 98.9 - 98.9 97.5 99.4 99.4 99.4 
2 96.5 100.0 100.0 - 100.0 93.5 98.8 98.8 98.8 
3 0 0 0 11.3 11.3 0 0 0 0 
4 86.1 98.3 98.3 - 98.3 90.5 98.5 98.6 98.6 
5 0 84.2 87.5 - 87.5 0 91.2 92.2 92.2 
6 100.0 100.0 100.0 - 100.0 100.0 100.0 100.0 100.0 
7 100.0 99.4 99.4 - 100.0 100.0 99.8 99.8 100.0 

8 46.6 98.9 97.7 - 98.9 42.3 95.3 95.3 95.3 
9 0 0 0 10.4 10.4 0 0.2 1.2 9.2 
10 0 91.9 91.9 - 88.5 17.2 86.9 86.8 87.7 
11 0 99.4 98.9 - 99.4 0 98.7 98.7 98.8 
12 0 96.5 96.5 - 96.5 0 95.4 95.4 95.4 
13 0 86.5 86.5 - 86.5 0 86.5 86.7 86.8 
14 0 100.0 100.0 - 100.0 0 99.3 99.4 99.4 

15 0 0 0 9.7 9.7 0 0 0 8.7 
16 4.4 98.3 98.3 - 98.3 42.1 99.4 99.4 99.4 
17 92.6 95.8 95.8 - 95.8 95.3 96.0 96.0 96.0 
18 75.2 80.3 80.3 - 80.3 79.6 81.8 81.9 81.9 
19 0 95.2 95.2 - 95.2 0 98.6 98.6 98.6 
20 75.7 88.1 88.1 - 88.1 86.0 92.5 92.5 92.5 
 0 26.8 50.3 50.8 - 0 27.2 52.3 52.2 0 

Mean 38.8 80.6 80.7  82.2 42.2 80.9 81.0 81.9 

 
 

 
Figure 8.3 Diagnosis performance improvement with the random data approach 
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On the other hand, Table 8.2 reports the performance obtained after applying GA 
to each single fault and to the partitioned data subsets, as well as the corresponding initial 
populations (IPN,F). The resulting selected features and the F1f score from the SVM 
application to TRf

best and the model validation on TTf
best are also reported. Class zero data 

has Jf,ext2 features. 

 
Table 8.2 Initial populations and selected features for each fault of the TEP applying GA. 

Individual (from GA) and general performance (from SVM) in terms of the F1 score. 
Class IPN,F GA Selected features CPU F1 score 

1 IP1=1-104, IP2=1-156 100.0 4,8,9,11,13,14,16,17,20,27,28,31, 
32,34,37,40,47-94,96-156 

78:13:40 99.4 

2 IP1=1-104, IP2=1-156 100.0 1-104,116 73:45:34 98.8 
3 IP1=2,4,7,10,11,17,30,40, 

41,47,49,56,93; IP2=2,4, 
7,11,17,30,40,41,47,56, 
92,93; IP3=2,4,7,33,40, 
41,47,49,87 

11.3 2,4,7,33,40,41,47,49,87 104:51:26 0 

4 IP1=1-156, IP2=1-104 98.3 1-156 66:42:42 98.6 

5 IP1=1-156, IP2=1-104 96.6 2,5-8,13-15,17,18,20-24,26,30,32-
35,39, 
40,43, 51,52,54-56,60,66,69,71, 
75,78,80,82-97,100,102104,106, 
107,109,112,114,116,117,120, 
122,124,125-127,129,132,137,142, 

144-146,149,151,152,154-156 

56:30:29 95.2 

6 IP1=1-152, 1P2=1-104 100.0 1-52 5:37:49 100 
7 IP1=1-152, IP2=1-104 100.0 1-52 40:57:31 100 
8 IP1=1-104, IP2=1-156 98.9 1-104 6:55:40 95.3 
9 IP1=2,4,7,11,17,30,40,41, 

47,56,92; IP2=2,4,7,11, 
30,41,47,56,93; IP3=2,3, 

6,7-9,11,15,23,25,28,29, 
31,47,49 

10.4 3,7,11,35,44,47,56,93 93:20:58 10.4 

10 IP1=1-156, IP2=53-104, 
IP3=1-104 

91.9 1-129,147 30:13:23 86.8 

11 IP1=1-156, IP2=53-104, 
IP3=1-104 

99.4 13-33,41-104,120 51:14:29 98.7 

12 IP1=1-156, IP2=53-104, 

IP3=1-104 

97.1 1-3,5-8,10,11,18-20,26,30-32,35, 

38-40,42,45-48,51,5357,59,64,66, 
68,71,72,74-76,81,83,87,88,91,93, 
95,97,100,102,104,105,115,117, 
119-121,123,124,126,130-132, 
134-137,140,141,144,146-148, 
150-152,154,156 

8:46:18 95.7 

13 IP1=1-156, IP2=1-104 86.5 1-156 8:52:04 86.7 

14 IP1=1-156, IP2=53-104, 
IP3=1-104 

100.0 1-24,26-156 52:28:14 99.4 

15 IP1=2,4,7,11,17,30,40,41, 
47,49; IP2=2,4,7,11,40, 
41,47,56,93; IP3=2,4,7, 
40,41,43,47,56,93 

9.7 2,4,7,19,56,93 8:6:54 8.7 

16 IP1=1-156, IP2=53-104, 

IP3=1-104 

98.3 1-104 5:32:58 99.4 

17 IP1=1-156, IP2=1-104 95.8 1-104 24:25:12 96.0 
18 IP1=1-156, IP2=1-104 80.3 1-156 37:27:37 81.9 
19 IP1=1-156, IP2=53-104, 

IP3=1-104 
95.8 1-104 13:10:30 98.6 

20 IP1=1-156, IP2=1-104 88.7 1-104 50:14:24 92.5 

0 - - 1-156 - 0 
Mean     82.2 

 



109 
 

8.1.3 Discussions about the random data approach 

Although two feature processing steps are applied in this approach, faults 3, 9 and 
15 still render low performance. This issue has been experienced and addressed by other 
authors using different techniques such as Principal Component Analysis (PCA) and 
Correspondence Analysis (CA) for fault diagnosis (Detroja et al., 2007). Hence, it could be 
conjectured that there is not enough good and reliable information for the construction of 
a learning model for these classes. 

Another point to highlight is the generalization property. As a particular case, for 
class 3 the use of GA increases the F1 score to 11.3% on the validation data set. However, 
when selecting the resulting features in the training and test sets, the F1 score returns to 
0%. In this case, the system had over-learned the partitioned training set, which is known 
as overfitting. Thus, overfitting may occur when applying an optimization procedure (GA) 
for feature selection before a learning algorithm that includes an implicit optimization 
(SVM). For other schemes (ANN, kNN, the mono-label approach, etc.) feature selection 
with GA is reported to perform appropriately (Decadt et al., 2004; Aleixandre et al., 2004). 
Therefore, overfitting for the ML&SVM framework reveals the good tolerance of the 
approach to noise and redundant information. 

The last issue to discuss is about the drop in the diagnosis performance of the 
normal class (0) to 0% when selecting the JF,best features per fault. The observations from 
the normal class are diagnosed as occurring some simultaneous faults, among these 3, 9 
and 15. This is actually the main drawback found with the random approach. Moreover, 
despite the F1 scores for the rest of faults are quite good, similar results are not expected 
when applying the same approach to another random or any other data set from the same 
process or from other process. For this reason, a fault diagnosis approach considering 
steady-state data and therefore, the dynamics of the process by using sequential data is 
proposed.   

8.2  Steady-state data approach 

This approach is developed in order to improve the performance of the random 
approach by combining both supervised and unsupervised learning methods. Within this 
framework different techniques have been applied, such as Independent Component 
Analysis (ICA) as feature extraction method, Gaussian Mixture Models (GMM) with 
Bayesian Information Criterion (BIC) for unsupervised clustering and Support Vector 
Machines (SVM) with linear kernel and a default soft margin for the classification steps.  

Since the supervised learning may fail to fully discriminate some individual faults, 
clustering algorithms allow the unsupervised grouping of some critical faults having a 
diagnosis performance below a threshold defined by the user. Besides, an additional 
classification step would provide practical information about diagnosis in terms of the 
quantitative confidence on the occurrence of one fault (or some) among the reduced fault 
set. 
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8.2.1 Problem formulation 

The three operational data subsets (TRf, Vf and TTf) are created from the original 
Xf data matrices. These data subsets, whose rows k have a size smaller than the original Xf 
and the same number of columns J, are constructed from consecutive samples in such a 
way that their intersection is null (i.e., there are no samples belonging to two subsets).  

Also, a feature extension step is performed to each data matrix Xf by adding a 
new feature for each process variable in order to include more information regarding the 
dynamics of the process and find statistical features that better describe the behavior of 
the process at each observation. The results from this feature processing step are the 
extended subsets TRf,ext, Vf,ext and TTf,ext with the same K observations than TRf, Vf and TTf, 
but with Jext features. 

In the next step, modified training, validation and test subsets (TRf,ext
*
, Vf,ext

*
 and 

TTf,ext
*) are obtained from a squared data standardization or second information 

improvement step, which is an alternative proposed to scaling the process variables and is 
required to homogenize the variable units. These steps are detailed in the methodology 
subsection. 

The whole TRf,ext
* subsets are gathered into the TRext

* set, which is the input of 
the classification algorithm for constructing the diagnosis models. In the same way, the 
Vf,ext

* and TTf,ext
* subsets are used for validating and assessing the models. As indicated in 

chapter five, the binary matrix H labels what fault is occurring at each sampled time per 
fault (hk,f) and the binary matrix D indicates the diagnosis at each sampled time (dk,f). From 
these two matrices, the F1 score is calculated (section 5.3).  

8.2.2 Methodology 

The steady-state data methodology is further explained in this subsection. This 
methodology (Figure 8.4) is susceptible to an automated implementation except by one 
step that requires human supervision and gathers powerful algorithms of clustering and 
classification.  

8.2.2.1 Data representation and information improvement 

The second step of the methodology is applied for improving not only the 
information representation, but also the fault diagnosis performance. First, feature 
extension is applied. The standard deviations of the process variables are calculated for 
each sample k given a time window heuristically determined and the results considered as 
the extended features.  
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Figure 8.4 Steady-state data fault diagnosis approach 



112 
 

After feature extension, a second information improvement is applied through a 
data standardization step by using the squared values of the standardized classes with 
class 0. This calculation is presented in Eq 8.1 and is an alternative to centering and scaling. 

2

ext,0

ext,0ext,F*
ext,F U

UU
U













 
  Eq 8.1 

where UF,ext=[TRF,ext, VF,ext, TTF,ext] corresponding to the extended subsets and 𝑈𝐹,𝑒𝑥𝑡
∗ =

[𝑇𝑅𝐹,𝑒𝑥𝑡
∗ , 𝑉𝐹,𝑒𝑥𝑡

∗ , 𝑇𝑇𝐹,𝑒𝑥𝑡
∗ ]. Class 0 data used in the standardized subsets is just the extended 

data (U0,ext), otherwise this would be zero. Therefore, the standardized sets obtained after 
the second information improvement are: 

 *
ext,F

*
ext,2

*
ext,1ext,0

*
ext X,...,X,X,TRTR  Eq 8.2 

 *
ext,F

*
ext,2

*
ext,1ext,0

*
ext V,...,V,V,VV  Eq 8.3 

 *
ext,F

*
ext,2

*
ext,1ext,0

*
ext TT,...,TT,TT,TTTT  Eq 8.4 

8.2.2.2 Application of the classification algorithm to the standardized 
training and validation sets 

Once the data subsets have been extended and standardized, SVM are applied to 
the standardized training subsets (𝑇𝑅𝑓,𝑒𝑥𝑡

∗ ,) and the resulting models validated on 𝑉𝑓,𝑒𝑥𝑡
∗  for 

adjusting parameters. After SVM application, the classes with a diagnosis performance 
over a certain threshold (TH) are considered as correctly classified and diagnosed. This 
threshold must consider a trade-off between the number of classes below such limit and a 
high diagnosis performance of the classes over this threshold. 

Therefore, the initial classes F are divided into classes β below the TH 
performance (β≤F) and classes λ over TH (λ=F-β). Thus, classes β will be used for the next 
steps of the methodology, which are addressed for increasing their performance. Classes λ 
will be kept and used again in the last step of the approach. 

8.2.2.3 Classes visualization and feature extraction 

Classes β are selected for the subsequent clustering step. A previous step to 
clustering is the application of a latent technique as feature extraction method, such as 
PCA or ICA. These techniques allow reducing data dimensionality and obtaining the R 
principal or independent components of the process variables, considered as features. The 
number of these features is normally smaller than the number of process variables J. 

On the other hand, the space representation of the three components allows 
visualizing the aggregations of the observations from each class in the three dimensional 
space, which will help to make important decisions in the clustering step. These 
components are the input of the clustering algorithm.  
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Independent component analysis (ICA) is used in this approach because it 
searches for the components that are both statistically independent and non-Gaussian. In 
addition, ICA has not been applied combined with a clustering algorithm. 𝑇𝑅𝛽,𝑒𝑥𝑡

∗  and 

𝑉𝛽,𝑒𝑥𝑡
∗  subsets are gathered and used as input of the ICA algorithm for constructing the 

projection models. The projections of the three independent components of data from 
classes β on the three dimensional space offer a visual clustering of such data.  

The set II contains the three independent components of the classes γ (γ≤β), 
which are the resulting classes well aggregated in clusters. This set is used as the input of 
the clustering algorithm.  

F,ATRI 1*
ext,     Eq 8.5 

    ,I,III  Eq 8.6 

where β represents the classes with a diagnosis performance below the fixed TH and ϒ the 
classes well aggregated in clusters. 

In contrast, the set II*, containing the three independent components of the 
classes δ (δ=β-γ) that are dispersed over all the established clusters (γ), will be treated by 
the same clustering algorithm. 

    ,I,III*  Eq 8.7 

where δ represents the classes dispersed over the formed clusters. 

This is the step of the whole methodology where human supervision is required in 
order to separate the established clusters (γ) from the classes that are not capable of 
grouping (δ) because such dispersed classes would incorporate all the rest of classes as 
part of them and a poor diagnosis of the classes γ would be obtained.  

8.2.2.4 Clustering in new classes 

The input of the clustering algorithm is data from many classes. A clustering 
algorithm searches for the model containing a number of clusters with the highest 
likelihood. In this way, the number of new classes is obtained depending of the algorithm’s 
output (clusters).  

An improvement to the clustering method is implemented by using the three 
independent components obtained from ICA as input data. In order to perform this 
clustering step, the Gaussian Mixture Models (GMM) technique is applied. Within this 
framework, Bayesian Information Criterion (BIC) is used in order to determine the optimal 
number of resulting classes. BIC provides a quantitative assessment of the trade-off 
between the likelihood of the model of fitting the input data and the degrees of freedom 
of the model. In this way, all data is classified in clusters and therefore, the new set of 
classes defined.  
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The data set used as input of the GMM algorithm for establishing new classes k 
(k≤γ) is the II, obtained from the ICA projection and aggregation of the components in γ 
classes. 

     ,IIflogKlog
2
vIILlogBIC k

k*
kk   Eq 8.8 

where 𝐿𝑘
∗  is the maximum likelihood, vk is the number of independent parameters of the 

model μk, ρ represents previous information, and k the new classes obtained. 

In the same way, GMM algorithm is applied to the data set II* containing the 
independent components of the rest of classes δ not graphically clustered from their 
projection with ICA. The results from this application are then the new clusters ε (ε≤δ). 

  Klog
2
vIILlogBIC ** 

   Eq 8.9 

where ε represents the new class(es) obtained as a result of dealing with the scattered 
classes δ. The new classes θ (θ=k+ε), obtained from the ICA&GMM combination are finally 
considered in the last step of the approach, as well as the classes λ, initially well-diagnosed 
in the third step. 

8.2.2.5 Application of the SVM to the redefined classes 

As last step of the methodology, SVM have to be applied again to the λ and θ 
classes in order to diagnose all the faults presented in the chemical plant. The new faults 
(σ=λ+θ) will be probably less than the original faults (F). 𝑇𝑅𝜎,𝑒𝑥𝑡

∗  and 𝑉𝜎,𝑒𝑥𝑡
∗  subsets are 

gathered and considered as the training data set for this last step (TR
*

ext in the figure 8.4). 

The new classifiers’ models, obtained after applying SVM to this whole training set, are 
assessed on the TT

*
ext set. Both sets contain information about the new σ classes. 

The diagnosis matrix (D), whose number of columns is the same than the number 
of classes σ, is obtained when performing SVM onto the TR

*
ext and TT

*
ext sets. The 

comparison between D and H allows calculating the F1σ score and the diagnosis 
performance should be higher than for all the original faults (F1f), although some of them 
are integrated in only one fault σ. 

8.2.3 Validation and results 

The data subsets TRf, Vf and TTf are constructed with data in sequential order 
from the matrices Xf with observations sampled at each minute. The training subsets TRf 
are composed of 200 samples (from 2201 to 2400). The validation subsets Vf are 
composed of 100 samples (from 2101 to 2200) and the test subsets TTf are composed of 
600 samples (from 1501 to 2100). The results obtained from the methodology application 
are presented in the next subsections. 
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8.2.3.1 Results obtained from the application of SVM to the improved 
information 

Feature extension is performed calculating the standard deviations of the samples 
with a time window of twenty and adding them as features to the corresponding data 
subsets. Thus, TRf,ext, Vf,ext and TTf,ext subsets have 104 features. The proposed data 
standardization consists of subtracting to each extended data subset UF,ext the extended 
data subset of class 0 (U0,ext), dividing by the same U0,ext and calculating the square of this 
result as formulated in equation 8.1, where U=TR, V and TT. Therefore, the standardized 
sets are represented as in equations 8.2, 8.3 and 8.4 

In order to compare the performance of the fault diagnosis among the original 
data sets (TR, V, TT) and the improved sets (TRext, Vext, TText, TR

*
ext, V

*
ext, TT

*
ext), the F1 

score was obtained for: 

1. The original variables (J=52) using the TR and V sets (set 1-52 in Table 8.3),  
2. The original variables plus their standard deviation data (Jext=104) using the 

TRext 
and Vext sets (set 1-104 in Table 8.3),  

3. The original variables plus their standard deviation and the squared 
standardization with class 0 using the 

TR
*

ext and V
*

ext sets (squared 
standardization in Table 8.3), 

4. The original variables (J=52) using the sum of the training and validation sets as 
training set (TR+V) and the TT set (set 1-52 in Table 8.4). 

5. The original variables plus their standard deviation data (J=104) using the training 
and validation sets as training set (TRext+Vext) and test set TText (set 1-104 in Table 
8.4),  

6. The original variables plus their standard deviation and the squared 
standardization with class 0 using the TR

*
ext and TT

*
ext sets (squared 

standardization in Table 8.4). 

The three tests in Table 8.3 were performed applying SVM to the training and 
validation sets as part of the methodology for parameter tuning and in order to find the 
classes with low diagnosis performance. Such classes are selected for the next step: 
clustering. SVM application to the training and test sets (Table 8.4) is also reported for 
comparative purposes. The results in Table 8.3 clearly show a better fault diagnosis 
performance when standardizing the extended information, therefore indicating the 
improvement obtained with this step. 

A diagnosis performance threshold TH=80% is considered in the feature 
extraction and clustering steps. Faults over such limit are considered as well-diagnosed. 
This value has been heuristically selected by the trade-off between the reduction of 
complexity of the classes’ models for the next steps and the good diagnosis performance 
of the classes over this limit. 

The diagnosis performance of faults 1, 2, 4, 6, 7, 11, 14, 16 and 19 (then λ=9) is 
over 80%; therefore, they are considered as well-diagnosed and are not taken into account 
for the next steps. However, it is interesting to see how faults 4 and 16 are below the 
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diagnosis threshold when SVM are applied to 𝑇𝑅𝑓,𝑒𝑥𝑡
∗  and 𝑇𝑇𝑓,𝑒𝑥𝑡

∗  subsets (third column of 

Tables 8.3 and 8.4). This particular case will be discussed with the last results. 

 
 

Table 8.3 F1 score obtained after applying SVM to the TR and V sets with the original variables 
and the features obtained from the two information improvements 

 
F1 SCORE (%) 

Class 1-52 1-104 Squared 
standardization 

1 100 100 100 

2 100 100 100 

3 8.6 5.5 0 

4 10.5 13 90.5 

5 6.6 5.7 0 

6 100 100 100 

7 100 100 100 

8 12.2 7 21.7 

9 11.1 9.6 0 

10 10.1 7.8 58.9 

11 9.3 18.6 83.1 

12 6.6 12.1 41.8 

13 14.8 14.1 78.3 

14 9 5.6 98.5 

15 8 8.7 0 

16 4.8 9.3 98.5 

17 100 99 70.7 

18 19.8 83.9 35.4 

19 5 4.1 81 

20 85.7 88.5 6.5 

0 0 0 21.5 

Mean 36.1 39.6 58.2 
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Table 8.4 F1 score obtained after applying SVM to the (TR+V) and TT sets with the original 
variables and the features obtained from the two information improvements 

 
F1 INDEX (%) 

Class 1-52 1-104 Squared 
standardization 

1 95.6 100 98.4 

2 100 100 98.8 

3 7.3 13.2 0 

4 8.4 12.6 55.3 

5 8 7.9 53.1 

6 100 100 95.6 

7 100 100 100 

8 10 6 9.5 

9 9.5 7.6 16.5 

10 9.3 9.3 27.8 

11 8.4 14.1 80.2 

12 9.8 10.1 65.3 

13 13.5 10.5 63.1 

14 5 6.6 92.8 

15 6.3 6.7 0 

16 10.4 7.7 0 

17 99.4 98.1 8.8 

18 17.4 50 42.7 

19 7.7 8 83.1 

20 41.2 65.8 6.2 

0 18.9 0 29.1 

Mean 33.4 36.7 49.9 

 

8.2.3.2 ICA&BIC results 

The diagnosis performance of the faults 3, 5, 8, 9, 10, 12, 13, 15, 17, 18 and 20 is 
low or nil when SVM are applied to the corresponding TRF and VF subsets, therefore β=11. 
No improvement is obtained with either the feature extension or the squared 
standardization with class 0. 

ICA is applied to (𝑇𝑅β,𝑒𝑥𝑡
∗ + 𝑉β,𝑒𝑥𝑡

∗ ) data of the 11 faults β and three independent 

components (Iβ) are extracted so that these can be represented and visualized in a three 
dimensional space. The projection plot is showed in Figure 8.5.  
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Figure 8.5 ICA projections of the (𝑇𝑅β,𝑒𝑥𝑡

∗ + 𝑉β,𝑒𝑥𝑡
∗ ) data for the faults 3, 5, 8, 9, 10, 12, 13, 15, 17, 

18 and 20 in the TEP. 

 

Faults 3, 5, 9, 10, 12, 13 and 15 clearly constitute clusters (then γ=7); however, 
faults 8, 17, 18 and 20 (δ=4) data are scattered over all the formed clusters γ. Figure 8.5 
shows how faults 8, 17, 18 and 20 are dispersed over all the space and the clusters of 
faults 10, 12 and 13 are observed. The clusters of the faults 3, 5, 9 and 15 are behind the 
fault 12 cluster. Figure 8.6 shows the clusters of these four last faults.  

 

 
Figure 8.6 ICA projections of the (𝑇𝑅β,𝑒𝑥𝑡

∗ + 𝑉β,𝑒𝑥𝑡
∗ ) data for the faults 3, 5, 9 and 15 in the TEP. 
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Therefore, once three extracted features Iβ have been obtained from the 
application of ICA to data from classes β, GMM-BIC are applied to the three independent 
components Iγ of the faults 3, 5, 9, 10, 12, 13 and 15 (classes γ), which are capable of 
aggregating in clusters. This data is joined in the II set and is the input of the GMM-BIC 
algorithm. The results show that faults 3, 5 and 15 are assigned to only one class. This fact 
can be understood by analyzing the origin of these faults. Indeed, faults 5 and 15 are the 
same faults but one is due to a step change in the condenser cooling water temperature 
and the other due to a stuck valve of the condenser cooling water. Faults 9, 10 and 12 are 
grouped as another class and fault 13 is clustered as single class. Figure 8.7 shows the 
assignation of the observations from the classes ϒ to three new classes (k=3) after 
GMM&BIC application. In this plot, there are 300 observations per fault (2100) ordered 
from minor to major. 

 

 
Figure 8.7 Assignation of data from the faults ϒ (3, 5, 9, 10, 12, 13 and 15) to clusters k after 

applying GMM-BIC 

 

 
Figure 8.8 Assignation of data from the faults δ (8, 17, 18 and 20) to clusters ε after applying 

GMM-BIC 
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Consequently, GMM-BIC are applied to the three independent components Iδ of 
the faults δ (8, 17, 18 and 20) that did not show any capacity of aggregation. The data of 
these faults is gathered in the II* set. All the observations are assigned to only one class 
(ε=1) by the unsupervised clustering algorithm. It is important to mention that all these δ 
faults excepting fault 8 (due to a random variation of the components A, B and C 
composition) are reported as unknown in the original paper. Figure 8.8 shows the 
assignation of faults δ data to only one fault ε. After applying ICA and BIC algorithms to the 
eleven faults β that were not diagnosed by SVM, four new clusters or faults (θ=4) were 
obtained. 

8.2.3.3 Results obtained from applying SVM to the improved training 
and test sets with the new faults σ information 

TEP faults have been reduced to 13 faults (σ=λ+θ=9+4) after applying the 
proposed steady-state data methodology. The assignment of the faults F to the new 
classes σ is showed in Table 8.5 

 
Table 8.5 F1 score obtained after applying SVM to TR*ext and TT*ext sets with the new faults σ 

information 
 

TEP FAULT (F) NEW CLASSES (σ) F1 SCORE 

1 1 98.4 

2 2 99.4 

3, 5, 15 3 70.3 

4 4 63.7 

6 5 95.6 

7 6 100 

9, 10, 12 7 43.4 

11 8 80.2 

13 9 69 

14 10 94 

16 11 0 

19 12 92 

8, 17, 18, 20 13 92.1 

0 0 50.3 

 

SVM are applied to the standardized training set TR
*

ext=  𝑇𝑅σ,𝑒𝑥𝑡
∗  +  𝑉σ,𝑒𝑥𝑡

∗  ) for 

obtaining the diagnosis models. These models are validated against the standardized test 
set (TT

*
ext) in order to obtain the diagnosis matrix (D), which has 13 columns as the 

number of classes σ. Moreover, the contingency matrix is created from the comparison 
between matrices D and H in order to obtain the F1σ diagnosis performance. 
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The observations of faults F grouped in one class are arranged according to the 
new classes σ for the classification step with SVM. Table 8.5 shows the diagnosis 
performance obtained for the new faults σ generated after applying the proposed steady-
state data fault diagnosis methodology. 

With this approach, faults 3 and 15 are diagnosed with 70% performance; 
meanwhile fault 9 is diagnosed with 43% performance. Regarding fault 15, it can be 
observed its impossibility to be diagnosed due to its nature (condenser cooling water valve 
stuck); however it is diagnosed when combined with fault 5 (step change in condenser 
cooling water inlet temperature) due to their close relation. 

Figure 8.9 shows a comparison between the third step of the methodology when 
SVM are applied for parameter tuning to the TR and V sets (original variables and the 2 

information improvement steps) with the last step when new faults σ are obtained and 
SVM are applied to TR

*
ext and TT

*
ext sets (some of the faults σ group the original faults F). 

 

 
 

Figure 8.9 Comparison among the diagnosis performance obtained after applying SVM to the TR 
and V sets with the original variables, the two information improvement steps and the data 

arranged in the new classes σ. 

 

Furthermore, Figure 8.10 offers the contribution in percentage of the four cases 
compared so that the best step can be distinguished for each fault in terms of F1F. For 
instance, in case of faults 1 and 2 all the four steps give the same performance, but in case 
of Faults 3, 5, 8, 9, 15, the contribution of the whole methodology is clearly demonstrated. 
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Figure 8.10 Percentage contribution of the four steps of the steady-state data FD approach to 
the F1 score 

 

8.2.4 Discussions and conclusions about the steady-state data 
approach 

As shown in the last subsection, although fault 16 had been diagnosed with a high 
performance when applying SVM to the 𝑇𝑅𝑓,𝑒𝑥𝑡

∗  and 𝑉𝑓,𝑒𝑥𝑡
∗  subsets (98.5%), the 

performance drops to 0% when applying SVM to the (𝑇𝑅𝑓,𝑒𝑥𝑡
∗ +𝑉𝑓,𝑒𝑥𝑡

∗ ) and 𝑇𝑇𝑓,𝑒𝑥𝑡
∗  subsets. 

A detailed analysis of the predictions from fault 16 data indicates that this drop in the 
performance is due to the time distance between the training, validation and test subsets 
for this particular case. Indeed, the approach assumes that the data describes all the 
possible dynamical configurations of the process variables during the fault. This basic 
assumption however, is not fulfilled in fault 16 because its dynamical evolution ends up 
with a configuration that better resembles faults 3, 5 and 15 (fault σ 3) than its initial 
configuration. Figure 8.11 shows the behavior of some process variables for the classes 0, 
1, 3 and 16 so that the similarity among the classes 0, 3 and 16 can be observed. 

This limitation indicates that TR, V and TT sets should be defined considering the 

particular dynamics of the fault under study. This is not taken into account in the steady-
state data approach because the main aim was to evaluate the performance of the 
method when using the same selection of data for each fault and to improve the diagnosis 
performance from the random data approach. In a real situation, a previous analysis of the 
dynamics of each fault should be carried out before applying this methodology, yielding to 
the construction of the data subsets for each fault that would consequently improve the 
overall performance of the approach.   
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Figure 8.11 Behavior of some process variables of the TEP during a simulation of 25 h when a 
fault is originated at second hour for the faults 1, 3 and 16 and compared to the process in 

normal conditions 

 

As summary, the main contribution of the steady-state data fault diagnosis 
approach is the development of a complete methodology for fault diagnosis combining 
feature extraction, clustering and classification techniques so that a more accurate 
diagnosis can be reached by building data models per class (supervised) and per subsets of 
classes (unsupervised). Therefore, the systematic approach presented in here explores the 
limits of different individual techniques and provides aggregated information of certain 
faults, otherwise unnoticed, in new classes, which may strongly benefit the operators’ 
decision-making. 

Finally, the last point to discuss is the fact that the diagnosis models are created 
from steady-state data. However, these models need to be able to diagnose any fault 
occurring in any process state, such as a transient stage. Therefore, a new FD approach 
considering the transient stage in a fault development is proposed in this thesis and 
exposed in the next section. Its capability for diagnosing faults at different stages of their 
evolution is also analyzed and reported. 

8.3 Transient approach 

A correct diagnosis of incipient faults reduces operational costs and enhances 
safety. The FDS to be implemented should be robust to common situations such as false 
alarms, delayed plant responses and incorrect fault identification. Most of the learning-
based fault diagnosis approaches address these problems by using data from either the 



124 
 

steady state reached after fault occurrences (Ruiz et al., 2001; Kulkarni et al., 2005; Bin He 
et al., 2008, 2009), random observations (Yélamos et al., 2009; Rokach, 2008; Su and Yang, 
2008) or by considering data starting immediately after disturbances or in latent stage 
(Chiang et al., 2000; Brydon et al., 1997).  

In general, not much attention has been paid to the data used for producing the 
classification model, and even less to the importance of working with data starting from 
the actual detection time of the fault. Often, previous works report relevant results on this 
field, but only refer indirectly to this point  (Yoon and MacGregor, 2001; Vora et al., 1997; 
Yong et al., 2007; Chiang et al., 2004; Lee et al., 2006; Li and Cui, 2009; Zhang, 2009; Cui et 
al., 2008; Verron et al., 2008). In addition, many of these reported methods assume that 
the diagnosis starts once the process has reached a known, well-characterized state. This 
assumption may result untenable for dynamical processes that undergo transition 
operations such as plant start-up and shutdowns (Srinivasan and Qian, 2006). 

Some approaches to process modeling, alarm management, fault diagnosis and 
other automation systems may be ineffective during transient stages because they are 
usually configured assuming a single state of operation. When the plant moves out from 
that state, these applications may lead to false alarms even when a desired change is 
occurring. Thus, some frameworks have already been developed for managing transitions 
and detecting faults (Sundarraman and Srinivasan, 2003; Srinivasan et al., 2005). 

In this context, in order for an automatic fault diagnosis system to become a 
practical support tool for decision-making during plant operation, on-line detection of the 
early transient stages during a fault evolution is required. More specifically, on-line 
monitoring of transient states is important to detect abnormal events and to enable the 
timely recovery of the process. Previous attempts to deal with this problem include the 
determination of detection delays using different statistical indices such as the Hotelling’s 
T2 and Q statistic in Principal Component Analysis (PCA) and Correspondence Analysis (CA) 
(Russell et al., 2000; Detroja et al., 2007; Shao et al., 2009; Seng and Srinivasan, 2009). 

Previous sections have presented fault diagnosis approaches using random data 
and steady-state data as in the cited references. For this reason, the aim of this transient 
data approach is to improve the performance of the data-driven fault diagnosis system by 
including data from transient stages in order to model faulty/abnormal plant behaviors. 
The main assumption is that the incorporation of transient data enhances the overall 
performance of the classification models used for fault diagnosis. 

Figure 8.12 illustrates the different dynamical regimes of a process variable 
undergoing a fault. Initially, the process is in a steady regime under NOC. At a certain time, 
a perturbation occurs and the plant changes to an AOC regime. The period between the 
fault occurrence and the detection of the fault defines a latency period. In Figure 8.12, the 
fault is detected when the Q-statistic index exceeds its control limit. The process then 
evolves to a transient regime that will eventually lead to a new steady state. It is worth 
noting the difficulty of distinguishing the latent, transient and steady stages just from the 
dynamical evolution of the process variable. 
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Figure 8.12 Different dynamical regimes of a process variable undergoing a fault 

 

Considering this framework, the approach proposed in this section consists of two 
main stages: fault detection and transient characterization and diagnosis models 
construction. First, a PCA model is obtained from simulated steady-state data under NOC. 
PCA is chosen for the initial monitoring and detection step (Chiang et al., 2000; Yoon and 
MacGregor, 2001). In order to characterize the transient period, data under AOC is 
projected onto the PCA model and the principal components and the Hotelling’s T2 and Q-
statistic indices are produced. These indices are both used to detect the fault and to 
estimate the duration and delay of its transient evolution. 

A second NOC PCA model is used for dimensionality reduction before 
constructing the fault diagnosis models with standard classification methods such as ANN 
or SVM, allowing comparison between both techniques. The proposed methodology 
implements an off-line learning of the transient stages during the fault evolution. The 
classification models are then applied to validation data subsets, acquired by simulating 
the process under NOC and AOC. The diagnosis performance is measured using an off-line 
procedure that considers the observations from the occurrence of the fault until the end 
of the simulation. The results obtained from this approach are discussed and compared 
with the previous approaches and the reported methodologies in literature. 

8.3.1 Problem formulation 

This approach focuses on transient data corresponding to the development of a 
fault. Local fluctuations around a NOC regime are not considered as transient dynamics 
under the assumption that their average stochastic properties are maintained in a steady 
state by the process control. The approach is also robust to normal transient stages not 
associated to the development of a fault but related to external changes in the plant 
configuration such start-up and shutdown regimes or set point changes. An example of the 
robustness of the approach to the occurrence of normal transients is described in the 
discussion subsection. 

Specifically, a classification algorithm is applied on a training set TR that takes 

into account fault transient data, where TR =  𝑇𝑅𝑓
∗∗ , 𝑇𝑅𝑓

∗∗𝜖ℜ𝑛𝑡×𝑅, where nt is the 
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number of transient observations, R the number of reduced features (R<J), and 𝑇𝑅𝑓
∗∗ 

represents the real input data to the diagnosis algorithm. The basic assumption is that the 
use of transient data will improve the classification performance in comparison to 
standard methods that consider data in steady regimes when the fault has already been 
fully developed. A detailed description of the construction of the training set is presented 
in the methodology subsection. Once the training set is obtained, classification models are 
constructed for each fault as in the previous approaches. These models are then applied to 
validation and test data in order to detect and diagnose the presence of faults. 

For each fault, the corresponding model can be mathematically represented as: 

 f
**

fff H,TRgM   Eq 8.10 

where 𝑇𝑅𝑓
∗∗ represents the training data for each class f, and Hf the occurrence matrix that 

characterizes the scenario f occurring at each sample time by means of binary elements hkf 
indicating whether or not a fault is occurring at sample k (Kent et al., 1955; Yélamos et al., 
2009). Mf represents the classification model for each scenario f and gf represents the 
output function from a learning algorithm such as ANN or SVM. 

Classification models are applied to validation subsets. The binary matrices Df 

indicate the result of the diagnosis and are obtained from the application of all the 
classification models to the validation subsets.  

  F,...,1,0f,V,MD **
fff   Eq 8.11 

Again, the problem to be solved is to maximize the number of matches between matrices 
Df and matrices Hf expressed in terms of the F1 score. However, it is useful to complement 
this performance index with the false alarm rate or False Positive Rate (FPR), since it 
considers the incorrectly predicted observations to a fault in terms of the total 
observations in which such fault does not occur, either diagnosed or not. 

ff

f
f db

b
FPR


  Eq 8.12 

The present approach proposes a methodology that uses transient data to construct 
models Mf so that the overall fault diagnosis performance is improved. Next section 
describes this methodology. 

8.3.2 Methodology 

A general diagram of the construction of the training set TR** is described in 

Figure 8.13. The methodology takes into account not only process monitoring and fault 
detection, but also the diagnosis of the faults in the process and it is divided in two main 
stages: the process monitoring (identification of faulty transient stages plus the 
construction of training data subsets) and the construction of transient-based 
classification models. These two steps are next detailed. 
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8.3.2.1 Process monitoring: characterization of the transient stage and 
transient-based training set construction 

NOC data is obtained from steady state simulations of the plant. Mean centering 
and scaling of NOC and AOC data are applied using the mean and standard deviation 
values of NOC data. Then, PCA is applied in order to detect any abnormality in the process 
by means of statistical indices.  

Specifically, a PCA model (from now on referred as the first PCA model) is 
constructed on the centered and scaled NOC data subset X0

*. Centered and scaled AOC 
data subsets XF

* are projected onto the first PCA model so that TkF
2 and QkF indices are 

obtained. In fact, either X0
* or XF

* subsets are projected onto the first PCA model and as far 
as the values of these statistical indices remain below their control limits (Tlim

2
 and Qa) the 

plant is considered to be under NOC (this is of course the case of the whole X0
*
 subset).  

When the indices exceed their control limits, the plant is assumed to enter into an 
abnormal dynamical regime and a fault is detected. Even more, these TkF

2 and QkF indices 
allow determining fault detection delays and the right moment in which the fault is 
developing and fault symptoms are becoming apparent in the generated data. In this way, 
the starting point of the transient stage (tF

0, eq. 8.13) is also identified. Tkf
2 and Qkf indices 

(including NOC indices) are gathered respectively in the T and Q matrices as shown in 
Figure 8.13. 

FQQTTkmint kF
2

lim
2

kFk

0
F    Eq 8.13 

Regarding both monitoring and fault detection indices, Q could be even slightly faster than 
T

2 at detecting the moment in which there is statistical evidence of the fault in the plant 
data (shorter delay) as it will be explored in the results section. This can be explained due 
to the fact that AOC data is not included in the first PCA model in terms of monitoring; in 
addition, Q statistic is used to detect new events for which data is not captured well by the 
existing PCA model (Montgomery, 2005). 

PCA is also used as feature extraction technique to reduce data dimensionality. 
The target consists in taking the observations just in the point where the abnormality is 
detected by the Q statistic until a certain sample window (nt). The nt value used in this 
approach is first assumed to be the same for all faults, and it has been decided after some 
preliminary assays discussed later on.  

NOC subset and the transient data subsets under AOC (TR0 and TRF) are gathered 
into the transient set TR. 𝑇𝑅𝑓 ∈ ℜ𝑛𝑡×𝐽 ; 𝑓 = 0,1,… , 𝐹, nt is the number of transient 

observations, and J the number of variables. Thus, transient data is given by a transient 
state window characterized by the corresponding start (tF

0) and duration (nt), which are 
determined by the indexes TkF

2 and QkF  when exceeding the control limits. 
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Figure 8.13 On-line fault diagnosis methodology based on transient data models 

 

A second PCA model is constructed again with steady-state NOC data (TR0), but this time 
using nt observations. As in the previous step, data is mean centered and scaled. PCA 
loadings (P) are obtained from applying PCA to the standardized NOC subset (TR0

*). The 
NOC scores matrix TR0

** is obtained when TR0
* is projected onto the second PCA model 

 𝑇𝑅0
∗∗ = 𝑇𝑅0

∗ × 𝑃 . Note that the scores have a different simbology from the typical T 
symbol in PCA, as referred in chapter four. 

In the same way, AOC data subsets TRF are constructed considering the transient 
window when taking the nt number of samples from the historical data matrices XF and 
starting with the first observation in which the fault is properly detected by the Q statistic 
(tF

0). TRF subsets are also centered and scaled. Thus, TR*
0 and TR*

F subsets are gathered in 
the TR

* set as represented in Figure 8.13. 

The TRF
*
 subsets are then projected onto the second PCA model (P loadings) so as 

to obtain the AOC score matrices TRF
** by means of the same expression used for NOC 

score matrix  𝑇𝑅𝐹
∗∗ = 𝑇𝑅𝐹

∗ × 𝑃 . Next, the score matrices for both NOC and AOC cases are 
joined in the TR

** set, which is used as input of the classification algorithms. 𝑇𝑅𝑓
∗∗ ∈

ℜ𝑛𝑡×𝑅 , where R<J represents the number of extracted features or specifically, the retained 
principal components in the second PCA model.  
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8.3.2.2 Plant fault modeling 

Classification models for each scenario (Mf) are constructed by off-line learning of 
the faulty transient data once the transient stages have been determined using the PCA 
indices. This step constitutes the data-driven modeling of the training data. 

The diagnosis models are obtained using standard machine-learning algorithms 
(ANN, SVM) as classification techniques. The input of such algorithms is the training set 
TR

**. The structure of the ANN and the kernel function in SVM must be fixed. Both 
techniques are applied in this approach for comparative purposes. 

The parameter values to be decided when using ANN are the number of input 
nodes, the number of hidden nodes and the transfer function in the layer (typically 
tangent sigmoidal function). The number of inputs depends on the number of PC to retain; 
in addition, the number of hidden nodes can be optimized. 

On the other hand, SVM are also applied to the training data set TR
**. Then, 

support vectors per class are obtained for different types of kernel so that the one that 
produces the best performance is selected. The learning bias in SVM has shown to present 
good properties in terms of generalization bounds for the classifiers. In fact, Yélamos et al. 
(2007) reported that classifiers from single faults give good predictions for data that 
undergo the occurrence of up to four simultaneous faults in the TEP.  

Finally, the ANN and SVM models are applied to the validation subsets (Vf). In 

fact, the real validation subsets are constituted by the score matrices  𝑉𝑓
∗∗ = 𝑉𝑓

∗ × 𝑃  

obtained from the projection of these original data subsets onto the second PCA model 
under NOC (P loadings). The diagnosis performance is calculated with the F1 score in an 
off-line way as previously stated. An important decision to make for the prompt on-line 
fault diagnosis is to choose the number of observations that would be used for evaluating 
the models. 

8.3.3 Validation and results 

The first PCA model is constructed with X0
* data. The classification models are 

constructed with the observations subsequent to tF
0  and considering 200 samples per 

scenario (nt). This nt value is selected because the behavior in the Q statistic for some 
faults showed that approximately after 200 observations over the control limit (Qa), there 
are some faults that show returning to a normal state. 

The second PCA model is obtained with the centered and scaled 200 observations 
under NOC. The corresponding 200 observations per scenario under NOC and AOC 
(𝑋𝑓

∗ ∈ ℜ200×52) are projected onto this model so that the score matrices are obtained 

TRf
**. These matrices constitute the TR

** set composed of 2200 observations, which is the 
input of the classification algorithms (ANN and SVM). 

A comparison between the diagnosis results obtained using transient data models 
(TRM) and different steady-state data models (SSM) is addressed and discussed in the next 
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subsections. Such models are applied to validation subsets of 500 observations, 

corresponding to 500 minutes of faulty state in case of faulty simulations (V=  𝑉𝑓 , 𝑉𝑓 ∈

ℜ500×52).  

8.3.3.1 Characterization of the transient stage 

The first PCA model is constructed with the X0 data. Two principal components 
are retained with the broken-stick rule (26% of variance in the original J variables). The 
preliminary PCA analysis using the broken-stick rule is conducted to discriminate between 
normal and abnormal situations, as also reported by other authors (Nomikos and 
MacGregor, 1995a). This criterion judges whether a principal component adds any 
structural information to the data variance or just describes noise.  

In this specific case, 26% of variance was assumed  acceptable considering the 
total number of variables and that the rest of variability is mainly due to noise and random 
variation in NOC data. This issue should be considered when detecting faults that violate 
the PCA models and that are not taken into account in the model subspace (Montgomery, 
2005). This also explains why models should be constructed considering observations 
starting from tF

0. 

The Xf
* matrices are projected onto the first PCA model. Therefore, T2 and Q 

statistics are calculated. Figure 8.14 shows the T2 values for some faults and Figure 8.15 
shows the Q values for the same faults including their respective control limits CL (Tlim

2=9.2 
and Qα=66.7). In comparison, a PCA model is constructed retaining the 97% of variance 
and the delays are also calculated with such model. 

 

 
 

Figure 8.14 Hotelling T2 for some faults of the TEP. The vertical line indicates the point where 
the fault is originated. 
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Figure 8.15 Q statistic for some faults of the TEP. The vertical line indicates the point where the 
fault is originated 

 

Table 8.6 Detection delays with PCA models retaining the variance according to the broken-stick 
rule (26%) and in a 97%. 

 

FAULT 
 

DELAYS IN MINUTES 

2 PC's 
(26% var) 

35 PC's 
(97% var) 

2 PC's 
(26% var) 

35 PC's 
(97% var) 

T2 T2 Q Q 

1 15 5 5 4 

2 33 20 16 15 

3 283 440 64 2273 

4 2 1 1 1 

5 292 8 46 2 

6 20 1 1 1 

7 1 1 1 1 

8 30 20 20 19 

9 271 440 115 115 

10 563 61 33 29 

11 9 7 7 7 

12 316 322 61 59 

13 167 165 104 162 

14 283 15 5 14 

15 292 90 309 458 

16 30 15 13 17 

17 83 82 80 70 

18 300 319 64 291 

19 258 1732 64 1310 

20 171 170 106 141 
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Table 8.6 shows for all the twenty faults the detection delays produced by both 
statistics and both variance values. The results corroborate first, that for most of the faults 
Q statistic detects such disturbances earlier than T2, and second, that the delays are 
smaller with a PCA model retaining the main variance given by the broken-stick rule. 
Figure 8.16 compares the detection delays (only for the broken-stick rule) between both 
indices and Figure 8.17 details the delays for some faults (only given by the Q statistic). It is 
worth noting the drop of the Q statistic value for fault 11. 

The PCA model with 97% of variance shows for some of the faults that once the Q 
value exceeds Qa, it does not fall down again. This drop tends to occur for the same faults 
with the less-retained variance model. In addition, some tests showed that the delay times 
do not change when varying the simulation time or the time at which the fault is 
generated. 

Another important aspect to be added is that the method is tolerant to the 
presence of local fluctuations and noise around NOC. Some isolated observations in the 
NOC regime, for which the Q or the T2 statistics violate their respective confidence limit, 
represent local fluctuations. By means of this approach based on a NOC model, transient 
regimes in the process due to faulty situations can be monitored, and therefore, such 
faults detected.   

 
 

 
 

Figure 8.16 Fault delays in minutes using both T2 and Q statistic indices and a PCA model with 
the broken-stick rule 
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Figure 8.17 Q statistic for some faults showing their delays in minutes 

 

8.3.3.2 Model construction from different data sets 

Once the transient stages have been characterized and tF
0 is determined, the 

classification models can be constructed. ANN and SVM are used for this purpose as 
previously mentioned. 

The inputs of the classification models are the scores calculated after projecting 
the transient data onto the second PCA model, which retains the 97% of the variance (31 
principal components). Dimensionality reduction is achieved by a high variance with 
slightly more than half of the variables number in the retained components. 

Regarding the ANN structure, this consisted of 31 input nodes. TR
** set contains 

2200 observations, 200 per class, because of the mentioned behavior of the Q statistic in 
some faults and the computational cost caused by including more data. Six hidden nodes 
were used as they yielded the best classification performance. Finally, a tangent sigmoidal 
transfer function was chosen with as many output nodes as the number of faults, thus 
resulting in a 31-6-20 classification network. Regarding SVM, the kernel function that 
provided the highest diagnosis performance over the validation set V

** was the fourth 
degree polynomial.  

Both classification methods are next compared on the basis of the following data 
sets used to construct the corresponding classification models: 

 observations corresponding to the completely developed faults (steady-state) 

 observations subsequent to the actual fault occurrence (latency period). 

 a set of random observations 

 transient observations starting with that in which the Q statistic exceeds its 
control limit per fault (QkF>Qa). 

 transient observations starting with that in which the T
2
 statistic exceeds its 

control limit per fault (TkF
2
>Tlim

2
). 
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Table 8.7 Comparison among models constructed with 200 observations and 31 features per 
class and using ANN. Mean fault diagnosis performance in percentages (F1 score) 

 
 

FAULT 
 

MODEL BASED ON 

Steady state data 
Starting period 

of the fault Random data 
Delays with T2 

statistic 
Delays with Q 

statistic 

1 0 57.4 86.0 55.6 59.8 
2 79.1 63.0 86.0 74.0 83.4 

3 0 0 0 0 0 

4 0 53.3 0 79.7 73.0 
5 12.1 0 0 0 0 
6 10.2 69.7 99.6 61.2 99.9 
7 0 67.6 54.9 92.8 67.4 
8 8 0 47.4 34.5 38.0 
9 0 0 0 0 0 

10 0 28.7 0.2 0 63.6 

11 14.7 35.1 35.8 45.3 34.8 

12 0 0 0 25.4 23.2 
13 0 20.6 31.1 25.6 21.4 
14 0 3.1 0 41.0 0 
15 0 0 0 0 0 
16 11.2 0 0 49.0 72.1 
17 9 15.2 69.2 86.3 51.8 
18 0 6.1 62.5 64.4 0 

19 0 0 0 18.9 0 

20 6.4 36.5 43.8 7.9 45.4 
0 0 14.4 0 17.8 17.1 

Mean 7.5 22.8 30.8 38.1 36.7 

 

 

Table 8.7 shows the diagnosis performance in terms of F1 percentages 
considering all the observations in the validation subsets when using ANN as classification 
algorithm, while Table 8.8 reports the results when applying SVM. The results in these 
tables reveal that the best diagnosis performance is obtained with those models that take 
into account the transient stages characterized by using either Q or T2 statistical indices.  

Table 8.7 and Table 8.8 show the F1 scores for the diagnosis of individual faults 
and for the class 0 (absence of fault). F1 is a score that measures the general performance 
of the system but excluding the results for the normal predictions. Therefore, the F1 score 
for the NOC state is a measure of the expected improvement that can still be achieved. 
The diagnosis of normal conditions is already solved as fault detection and explained by 
the use of the class 0. The system diagnoses class 0 when none of the fault classifiers 
diagnose a fault. 
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Table 8.8 Comparison among models constructed with 200 observations and 31 features per 
class and using SVM. Mean fault diagnosis performance in percentages (F1 score) 

 

FAULT 
 

MODEL BASED ON 

Steady state data 
Starting period of 

the fault Random data 
Delays with T2 

statistic 
Delays with Q 

statistic 

1 0 82.4 0 83.2 89.2 

2 0 69.6 10.0 93.0 94.5 

3 15.2 26.4 22.6 31.9 34.2 

4 66.5 67.1 57.6 72.0 66.6 

5 17.0 4.2 23.5 14.2 2.2 

6 0 99.6 0 99.1 99.9 

7 0 77.7 0 88.2 99.9 

8 9.1 30.6 16.4 46.0 42.8 

9 4.3 20.6 7.7 32.6 32.3 

10 13.9 41.2 29.9 19.9 62.4 

11 30.3 12.2 47.9 51.2 42.9 

12 28.4 16.0 17.7 21.4 36.1 

13 9.1 5.3 9.6 56.3 33.7 

14 36.2 31.8 32.3 47.9 39.8 

15 15.0 17.3 17.4 25.2 16.7 

16 38.5 74.2 10.7 83.1 71.6 

17 9.1 16.7 41.6 84.1 68.5 

18 9.1 3.8 33.1 53.3 0.5 

19 0 30.4 29.0 50.7 38.2 

20 10.4 10.5 12.8 45.7 39.2 

0 0 0 0 18.8 14.7 

Mean 15.6 36.9 21.0 55.0 50.6 

 
 

 

 
Figure 8.18 ROC diagram for some classification models using ANN and SVM 
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Figure 8.18 represents a ROC diagram describing the performance of the five 
previous classification models. The ROC diagram plots the sensitivity or True Positive Rate 
(recall) against the False Positive Rate (FPR) and allows comparing the classification 
performance of the models constructed from different data process stages. This diagram 
corroborates that the best diagnosis models are those constructed with data based on the 
T2 and Q statistics and using SVM. The diagram shows the highest recall and the smallest 
FPR for these models in comparison to the rest. 

8.3.3.3 Data window and feature selection 

The size of the data window (nt) used in the training subsets was studied by 
considering 200, 300, 400 and 500 observations and 31 components. The results in 
columns 2 to 5 of Table 8.9 clearly show that the best number of NOC observations for 
constructing the classification models is 400. This represents an 87% reduction in size of 
the original data matrices (K=3000). Further work regarding nt should obviously include 
the consideration of tuning such value for each class f, which is addressed in the discussion 
subsection. 

 
Table 8.9 Study of the data window and PCs variation in the classification model using SVM 

(taking into account the delays given by the Q statistic). Results in terms of the mean 
percentages of the diagnosis performance based on the F1 score 

 

FAULT 

MODEL BASED ON 

31 COMPONENTS 400 SAMPLES 

200 samples 300 samples 400 samples 500 samples 26 comp 19 comp 

1 89.2 89.2 90.1 89.8 88.9 51.1 
2 94.5 95.7 95.8 96.0 95.8 95.7 

3 34.2 47.2 53.1 53.9 51.9 51.1 
4 66.6 76.8 90.8 91.9 83.5 83.5 
5 2.2 2.7 15.8 18.9 16.9 20.1 
6 99.9 99.9 99.4 99.9 99.1 78.3 
7 99.9 99.9 97.6 99.9 99.9 99.9 
8 42.8 57.5 60.0 64.5 56.8 53.9 
9 32.3 44.8 52.8 0 49.6 49.2 

10 62.4 72.4 84.0 76.4 83.0 80.2 

11 42.9 53.0 73.2 81.7 72.8 65.7 
12 36.1 59.2 71.1 17.7 0 16.4 
13 33.7 12.8 61.9 12.7 68.3 13.9 
14 39.8 41.3 48.9 58.9 36.5 21.7 
15 16.7 19.9 23.9 24.4 23.6 24.4 
16 71.6 74.4 80.0 90.0 81.9 82.8 
17 68.5 83.1 86.2 86.1 84.9 85.4 
18 0.5 50.8 14.3 11.4 21.5 14.5 

19 38.1 59.8 69.9 70.8 67.3 51.5 
20 39.2 48.7 17.6 47.1 13.7 32.6 
0 14.7 5.3 6.9 0 0 0.4 

Mean 50.5 59.4 64.3 59.6 59.8 53.6 
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The effect of the number of components is also studied. For the 400-sample case 
(from the score matrices TRf

**) different performances were obtained by retaining 97%, 
90%, and 80% of variance in the original variables (31, 26 and 19 components, 
respectively). The last columns of Table 8.9 present these results, which show that despite 
significant particular differences, the best average performance is achieved with 31 
components (97% of variance). However, retaining more than 97% of variance with the 
principal components is addressed in the discussions section. 

In addition, the performance results are complemented with the corresponding 
FPR in percentages, given in Table 8.10. As expected, these values are low for most of the 
faults, except for faults 18 and 20. Note that some faultless observations are diagnosed as 
occurring faults 18 and 20, which produces an increase of their FPR. In addition, faults 18 
and 20 are reported as unknown in the TEP original paper and when they are clustered in 
a single class (Monroy et al., 2010), the FPR of the new aggregated class decreases. Finally, 
Figure 8.19 shows the F1 diagnosis performance for the best choice of the data window 
size and the number of features (400 observations and 31 PCs), split in Precision and 
Recall. 

 
Table 8.10 Diagnosis performance (F1) and false alarm rate (FPR) in percentages obtained by 

applying the best classification models to the V set 
 

Fault Diagnosis performance (%) False alarm rate (%) 

1 90.1 0.99 
2 95.8 0.18 
3 53.1 3.76 
4 90.8 0.32 
5 15.8 1.87 

6 99.4 0.05 
7 97.6 0.24 
8 60.0 1.41 
9 52.8 4.09 

10 84.0 0.58 
11 73.2 2.37 
12 71.1 1.93 

13 61.9 0.26 
14 48.9 2.36 
15 23.9 6.36 
16 80.0 1.21 
17 86.2 0.49 
18 14.3 15.14 

19 69.9 0.73 
20 17.6 40.70 
0 6.9 0 

Mean 64.3 4.25 
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Figure 8.19 F1 score for the model created with 400 observations in the transient regime and 31 
features by applying SVM and indicating the Precision and Recall proportions 
 

8.3.3.4 Dynamical response during fault evolution 

As expected, each fault in a process evolves in a different way and the dynamic 
response of each one occur in different time scales for all the measured variables. Thus, 
the contribution plots are next used to discern the group of variables that most affect to 
the model or the residuals, and therefore the occurrence of an specific fault. In order to 
know which process variables most contribute to a fault, it is necessary to determine how 
each variable contributes to the Q statistic (Westerhuis et al., 2000). 

   j,newj,newj,newj,k x̂xec   Eq 8.14 

In order to evaluate the behavior of the variables during a fault evolution, the residuals of 
each sample are computed using Eq 8.14. Then, the sum of the contributions of the 
variables to the Q statistic is calculated for periods of 15 minutes (in a similar way to batch 
processes). The second PCA model of 400 NOC observations is used for calculating the 
contributions and the control limit. 

Figure 8.20 shows the contribution plot for the time period from 16’ to 30’, subsequent to 
the actual occurrence of fault 2. Figure 8.21 and 8.22 show the contribution plots for the 
time periods from 31’ to 45’ and from 46’ to 60’, respectively. The contribution plot 
corresponding to the first 15’ is omitted because all the contributions remain far below the 
control limit. These figures illustrate the different process dynamics and show the 
variables that most clearly reveal the occurrence of an specific fault. These figures also 
show that some variables only contribute to the evolution of the fault during a short 
period of time, while other variables start contributing later. 
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Figure 8.20 Contribution plot for the time period 16’ to 30’ after the occurrence of Fault 2 

 

 
Figure 8.21 Contribution plot for the time period 31’ to 45’ after the occurrence of Fault 2 

 

 
Figure 8.22 Contribution plot for the time period 46’ to 60’ after the occurrence of Fault 2 
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Once the process variables that caused the process disturbance have been 
detected, it is advisable to compare the trajectory of such variables to their normal 
trajectory in the fault-less process. Figure 8.23 shows the evolution of four process 
variables (30-33) that were identified as those most contributing to the occurrence of fault 
2. 

 

 
Figure 8.23 Dynamic behavior of four process variables (30-33) for a fault-less regime and the 

Fault 2 regime 

 

 

The previous considerations allow not only obtaining potential information about 
the identification of a fault, but also improving the diagnosis models by including just the 
variables that most contribute to the occurrence of a specific fault.    

8.3.4 Discussions and conclusions about the transient approach 

Previous results show that the models considering the transient stages of faults 
produce better diagnosis performance than those models obtained only from steady-state 
observations or randomly-chosen observations. 

Additionally, the Q statistic has also shown to be faster than T
2
 at detecting AOC 

observations, thus producing shorter time delays and constituting a better means for 
identifying the transient stages in the fault evolution. On the other hand, the diagnosis 
performance obtained by the Q-based models is slightly lower than the obtained by the  
T2-based models. The fact that the Q-index deals with residual data may explain its faster 
detection response than the T2 one.   

In addition, a better diagnosis performance is obtained by using observations 
from transient stages starting when the Q statistic exceeds its control limit in a PCA model 
that retains the principal components with the broken-stick rule (compare results in Table 
8.11, columns 2 and 3). Furthermore, keeping as many principal components as the 
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number of variables decreases the diagnosis performance in comparison to retaining 97% 
of the variance (Table 8.11, columns 2, 4 and 5). This is consistent with the fact that 
retaining less variance effectively removes noise from the data, and explains why the 
models with 31 components provide better results.  

 
 

Table 8.11 Comparative results of the PCA models, retaining features by the broken-stick rule or 
fixing a variance over the 90% and using 200 observations per class. Diagnosis results in 

percentages given by the F1 score 
 

 
FAULT 

F1 SCORE 

PCA models retaining 97% of variance (31 PC) Observations considering the delay with the 
broken-stick rule 

Observations 
considering the delay 
with the broken-stick 

rule 

Observations 
considering the delay 

with the 97% of 
variance 

PCA model retaining 
the 74% of variance by 
the broken-stick rule 

(15 PC) 

PCA model retaining 
100% of variance (52 

PC) 

1 89.2 87.7 84.8 90.2 

2 94.5 95.2 94.8 81.7 

3 34.2 3.9 24.4 35.8 

4 66.6 63.9 52.4 83.3 

5 2.2 1.2 6.1 1.5 

6 99.9 99.9 95.8 70.0 

7 99.9 82.1 99.9 99.9 

8 42.8 34.5 35.8 56.1 

9 32.3 25.0 26.4 33.3 

10 62.4 47.4 43.2 47.5 

11 42.9 40.8 29.1 55.3 

12 36.1 41.4 32.4 33.9 

13 33.7 51.9 10.3 18.3 

14 39.8 29.6 11.1 33.9 

15 16.7 3.1 15.1 14.5 

16 71.6 70.2 84.8 86.2 

17 68.5 50.6 76.0 72.9 

18 0.5 47.2 0.01 3.0 

19 38.2 8.6 22.3 35.1 

20 39.2 45.4 37.4 34.1 

0 14.7 21.3 7.9 7.7 

Mean 50.6 46.5 44.2 49.3 

 

 
 

The effect of the size of the transient window per fault is also considered. A 
reasonable assumption is that adapting the size of the window to the characteristic time 
scale of each fault may result into a reduction of computational cost and an improvement 
in the overall performance. In order to address this problem, a simulation is performed 
with a different number of observations per fault considering the widow size showing the 
best diagnosis performance according to the results in Table 8.9.   
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Table 8.12 Diagnosis performance obtained with a classification model constructed with the 
best transient-observations window per class in terms of the F1 score 

 
Fault Number of 

observations 
Diagnosis performance (%) 

1 400 77.9 
2 300 95.8 
3 500 52.3 

4 400 91.0 
5 500 16.3 
6 200 99.9 
7 200 99.9 
8 500 61.5 
9 400 52.5 

10 400 83.6 

11 500 65.6 
12 400 70.8 
13 400 13.2 
14 500 54.9 
15 500 21.1 
16 500 75.7 
17 400 86.3 

18 300 12.0 
19 500 67.7 
20 300 49.1 
0 400 6.5 

Mean  62.4 

 

 

 

Table 8.12 reports the corresponding results and shows that despite the effort to 
find the number of observations that best describe the transient stage of each fault, the 
best diagnosis performance is obtained with a constant number of observations for every 
scenario (400 observations).  

In order to estimate the capacity of the proposed transient approach to handle 
the AD issue, new classification models are constructed with data subsets occurring faults 
2 to 20 and explicitly excluding data related to fault 1. This model is then tested against 
data from fault 1 and the results show that the situation is detected as faulty, while it is 
jointly diagnosed with faults 6, 7, 10, 11, 12, 15 and 18. Although the method cannot be 
expected to diagnose unprecedented faults, it is capable of detecting faults that have not 
been included in the diagnosis models. However, its performance and robustness require 
to be further investigated. 

The comparative study of classification algorithms shows no significant 
performance discrepancy between the use of SVM or ANN. The main difference is that 
SVM attains slightly higher diagnosis performances than ANN. The fact that the 
performance improvement occurs regardless of the learning method also supports the 
convenience of using transient stages for constructing classification models. 

8.3.4.1 Normal Vs abnormal transitions 

A relevant issue to discuss is how to deal with normal, non-faulty transitions. In 
order to address this problem, two simulations have been performed by modifying the 
base values of two manipulated variables: the A feed flow (variable 44, from 0.251 m3/h to 
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0.271 m3/h) and the stripper liquid product flow (variable 49, from 22.848 m3/h to 23.83 
m3/h). The first simulation is faultless while the second includes the occurrence of fault 2. 
Accordingly, two 500-sample test sets were prepared and used to evaluate the best 
diagnosis model. The performance results obtained for the faulty and faultless situations 
are given and compared in Table 8.13.   

The results show that the model is able to distinguish between faulty and normal 
transitions. It is worthy to note that the FPR for faults 18 and 20 is higher in the faultless 
case, in accordance to the high values also found previously in the subsection 8.3.3.3. 
Regarding the test subset with fault 2, the diagnosis performance is almost 100% and the 
FPR for the rest of faults is negligible. 

The use of data-based diagnosis models with supervised-learning algorithms 
produces particular models for specific abnormal situations. In turn, this loss of 
generalization means that patterns different to those used to train the algorithm will 
never be diagnosed as such. However, distinguishing between normal transitions and true 
faults is a real and practical concern to solve. An example of this has been addressed and 
the results reported indicate the potential of the transient data approach and the 
algorithms applied to cope with this issue. 

 
Table 8.13 Diagnosis performance (F1 score) and FPR of test data sets in fault-less fault 2 

regimes, applying the best classification model and SVM 
 

FAULT F0 DATA F2 DATA 

F1 (%) FPR (%) F1 (%) FPR (%) 

1 - 0 - 0.2 
2 - 0 97.8 0 
3 - 3.6 - 1.0 
4 - 0 - 0 
5 - 0 - 0 

6 - 0 - 0 
7 - 0 - 0 
8 - 0 - 0.2 
9 - 4.2 - 1.0 

10 - 0 - 0.6 
11 - 0 - 1.8 
12 - 0.8 - 1.6 

13 - 0 - 0.2 
14 - 0.2 - 1.8 
15 - 10.8 - 4.2 
16 - 0 - 0 
17 - 0 - 0 
18 - 48.8 - 0.4 
19 - 0.4 - 0.4 

20 - 93.0 - 4.2 
0 100.0 0 - 0 

Mean 100.0 8.1 97.8 0.9 
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8.3.4.2 Validation of transient and steady-state models on data from 
different process stages 

The last and relevant issue to discuss with the transient approach is the validation 
of the constructed diagnosis models on data sets from different stages of the process, 
such as latency and steady-state and the comparison with the validation of a model 
constructed with steady-state data on latency and transient data. 

In order to be able to compare models both models, the same methodology, 
techniques and test data set have to be used. Thus, the steady-state data model 
developed in section 8.2 is reproduced by using the methodology addressed in the 
transient data approach, which means the application of PCA and SVM techniques. As 
summary, the TRf subsets were composed of 200 samples (from 2201 to 2400), Vf 
composed of 100 samples (from 2101 to 2200) and TTf composed of 600 samples (from 
1501 to 2100). 

Table 8.14 shows the mean diagnosis performance in percentage considering the 
20 faults of the TEP and some scenarios indicated in the first four columns according to the 
data sets used, number of retained principal components and kernel in SVM. The first trial 
is the use of a linear kernel as in the steady-state data approach. 

 
Table 8.14 Application of the transient data methodology to steady-state data 

 
Data sets Number of 

PCs 
Kernel Mean diagnosis perf. 

(F1 score in %) Training Test 

Training  Validation 31 Linear 44.64 
Training  Validation 43 Linear 46.01 
Training  Validation 52 Linear 52.20 
Training  Validation 52 Polynomial 2 61.98 
Training  Validation 52 Polynomial 3 42.79 

Training  Validation 52 Polynomial 4 19.17 

Training+Validation Test 52 Polynomial 2 61.95 
Training Test 52 Polynomial 2 56.83 

 
 

 

According to the results in Table 8.14, it can be extracted that by applying the 
methodology used in the transient data approach, a slight improvement in the mean 
diagnosis performance is obtained by comparing the obtained 61.98% against the 58.2% 
obtained with the steady-state data methodology as reported in Table 8.3. However, the 
main non-reproducible aspect between both methodologies is the application of a 
polynomial kernel of second degree with the transient data methodology in comparison to 
a linear kernel, which could have a significant influence on the results.  

It is also important to mention that some tests with 31 components (representing 
the 97% of variance as in the transient approach) and 43 components (representing the 
100% of variance) were executed. The results allow suspecting that a better diagnosis 
performance can be obtained by retaining the 100% of the variance in the principal 
components when applying PCA. Also, a better performance is obtained with the 
methodology from the transient data approach using TR+V as training set (61.95%, as 
extracted from Table 8.14), in comparison to the 49.9% (from Table 8.4) with the steady-
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state data methodology. The second column from Table 8.15 breaks down this 
performance for all the faults.  

Then, this model constructed with steady-state data is applied and validated on 
the V set used in the transient data approach, which includes exactly data from the 

process in this stage. The third column from Table 8.15 shows in detail the corresponding 
results and demonstrates that, the steady-state data model performs inefficiently when 
diagnosing faults during their transient stage. This is not of course, an unexpected 
behavior. 

 
Table 8.15 Comparison of the steady-state and transient data models validated on steady and 

transient data. Diagnosis performance based on F1 score (%) 
 

Fault Steady-state data model validated on Transient data model validated on 

Steady-state data Transient data Transient data Steady-state data 

1 100.0 0 90.5 69.7 
2 100.0 20.5 96.3 90.0 
3 65.7 27.0 55.5 42.6 
4 96.7 89.9 93.0 20.3 
5 59.7 51.2 50.1 15.6 
6 100.0 0 99.9 100.0 
7 100.0 0 99.9 66.7 

8 32.2 7.3 62.2 20.6 
9 24.4 10.2 51.7 21.3 

10 70.7 36.9 87.8 36.1 
11 48.6 39.3 72.2 23.1 
12 43.9 35.7 76.5 47.9 
13 71.6 24.5 57.6 77.6 

14 34.1 33.4 55.8 44.6 
15 21.3 16.8 16.3 26.9 
16 49.2 77.0 89.3 32.9 
17 76.3 1.6 91.7 78.1 
18 56.1 10.7 58.1 18.1 
19 50.0 0.2 66.4 18.8 
20 38.5 0.8 41.0 26.6 

0 23.5 15.2 35.0 9.1 
Mean 62.0 24.1 70.6 43.9 

 
 

 

In contrast, the transient data model constructed in this subsection is also 
validated on steady-state data (TT

*
ext set used before in the steady-state data approach). It 

is observed from Table 8.14 that retaining the 100% of variance renders better diagnosis 
performance. Consequently, the transient data model is constructed with 400 
observations per scenario, as previously; however, the principal components that keep the 
100% of variance (44 components) are retained, as well as the total 52 components. 

Table 8.16 shows that, 44 components retaining the 100% of variance offer better 
diagnosis performance when still applying SVM with a polynomial kernel of fourth degree. 
Additionally, other kernels were evaluated and it was found that an improvement in the 
diagnosis performance is obtained with a second degree polynomial. These results show 
that the kernel function in SVM applied to model data depends on the number of 
observations used to construct the model; however, a deeper investigation would be 
required to conclude this observation. In this specific case, for 200 observations of the 
TEP, the best kernel was polynomial of fourth degree but for 400 observations, a 
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polynomial function of second degree. Moreover, it is observed that retaining the 100% of 
the variance of the variables with the principal components enhances the diagnosis 
performance when using a feature extraction technique (in this case PCA) before the 
classification method. 

 
Table 8.16 Effect of the PCs number and kernel on the performance of the transient data model 

 
Number of PCs Kernel function Mean diagnosis performance 

(F1 score in %) 

31 Polynomial 4 64.30 
52 Polynomial 4 67.16 
44 Polynomial 4 67.33 
44 Polynomial 3 37.53 
44 Polynomial 2 70.59 
44 Linear 43.0 

 

Finally, the two last columns from Table 8.15 show in detail the diagnosis 
performance for the 20 faults of the TEP applying the new transient data model, which is 
constructed by retaining 44 PCs and using a polynomial kernel of second degree. 
Furthermore, when this model is validated on steady-state data, the diagnosis 
performance decreases; however, this performance is better than the obtained from 
applying a steady-state data model on transient data.  

Therefore, it is recommended to construct and apply two models when 
diagnosing a continuous process, a transient data and a steady-state data model. Both 
models should be applied at the same time when diagnosing on-line data, relying on the 
one with higher performance. Consequently, the diagnosis would be more robust and less 
delayed. 

8.4 Comparison of the diagnosis performance from the 
proposed approaches with reported performances of the 
TEP 

Most of the papers that present an approach to fault diagnosis and are applied to 
the TEP deal with only some faults of the twenty in total. According to the research on this 
process, three specific faults are found to cause problems with their detection and 
diagnosis (3, 9 and 15). Moreover, some of the faults have a similar pattern, which makes 
them to overlap when data from them is projected on a feature space. Because of that, 
almost all the papers have just reported the diagnosis performance of their approaches 
based on some faults. 

The results of some papers (from data models on steady-state), which 
corroborate the previous statement, are next listed. Also, a comparison with the results 
obtained with both approaches proposed in this thesis (steady-state and transient) is 
discussed. 
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Chiang et al. (2004) applied Fisher Discriminant Analysis (FDA), Support Vector 
Machines (SVM) and Proximal SVM (PSVM) in their FD approach. It was validated on only 
three faults of the TEP (4,9,11) and the diagnosis performance obtained (misclassification 
percent) is shown in Table 8.17. 

 
Table 8.17 Classification results for faults 4,9 and 11 using SVM, PSVM and FDA, as reported by 

Chiang et al. (2004) 
 

 SVM SVM SVM PSVM FDA  

Kernel (parameter) RBF, 

σ=(1,1,1) 

Polynomial 

(1,2,2) 

Polynomial 

(1,2,2) 

Polynomial 

(1,2,2) 

-  

Regularization 
parameter (C) 

920000 1.2 E11 1 2 -  

FDA rank - - - - 2  
Misclassification percent 
(training data) 

1.3 0 2.9 5.7 22  

Misclassification percent 

(test data) 

44 45 44 35 38  

 
 

 

In the transient approach proposed in this thesis, the mean of the diagnosis 
performance of the faults 4, 9 and 11 (72.3%), from Table 8.15, is higher than the 65% 
reported in this work. Also, the steady-state data approach that clusters some faults of the 
TEP renders a mean of 62.4% for these three faults (from Table 8.5). 

Jakubek and Strasser (2004) apply Artificial Neural Networks (ANN) as fault 
detection algorithm and use four faults in the TEP (1,4,5,11) and report the performance 
of their approach with a classification rate as shown in Table 8.18. 

 
Table 8.18 Detection results for the TEP as reported by Jakubek and Strasser (2004) 

 
Fault# 1 4 5 11 

Detection rate (%) 99.0 96.0 60.0 74.0 
Over-detection rate (%) 0.6 8.1 9.3 6.8 

Proper classification rate (%) 99.0 95.0 65.0 77.0 

 

 
 

The mean classification rate of these four faults is 84%. The steady-state approach 
proposed in this thesis, gathering some faults, renders a mean diagnosis of 78.2% (from 
Table 8.5). However, it is important to keep in mind that the approaches presented in this 
thesis consider the twenty faults simultaneously, which allows considering the FPR of the 
faults. 

Li and Cui (2009) reported an approach based on Kernel Fisher Discriminant 
Analysis (KFDA) with Feature vector selection (FVS). They also applied their approach on 
four faults in the TEP (1,5,7 and 14) and reported the diagnosis performance as a mean of 
the four scenarios with an index called maximum recognition rate in percentages. 
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Table 8.19 Methods comparison as reported by Li and Cui (2009) 
 

Method Training sample number per class Maximum recognition rate (%) 

Without FVS 80 83.0 
FVS-60 60 82.2 
FVS-30 30 80.6 

 
 

 

The steady-state approach that clusters some of the TEP faults performs a mean 
diagnosis of 90.7% for the four faults considered in the work reported by Li and Cui, which 
is better than the 83% as observed in Table 8.19. 

Bin He et al. (2009) applied FDA and Variable-Weighted FDA (VW-FDA) for 
diagnosing two groups of faults and measure the performance with the diagnosis success 
rate in percent as shown in Table 8.20. 

 
Table 8.20 Comparison among diagnosis success rates using different approaches in Bin He et al 

(2009) 
 

 Diagnosis success rate (%) 

VW-FDA FDA 

Case 1 Fault 9 90.0 78.0 

 Fault 4 90.0 90.0 
 Fault 11 41.0 30.0 
 Total 73.7 66.0 
Case 2 Fault 2 100.0 100.0 
 Fault 5 100.0 100.0 
 Fault 8 99.0 98.0 
 Fault 12 70.0 66.0 

 Fault 13 72.0 44.0 
 Fault 14 90.0 95.0 
 Total 88.5 83.8 

 
 
 

Although TEP is a widely used benchmark, the results are hardly comparable in a 
quantitative basis due to different faults and indices addressed by authors. 

In general, the approaches proposed in this thesis, the steady state data (applying 
feature extension, squared standardization and SVM) and the transient data (applying 
centering, scaling, PCA as feature extraction technique and SVM), yield better diagnosis 
performance in comparison to the results found in literature.  

Finally, the approaches addressed in this thesis deal with the 20 faults from the 
TEP, which decreases the general diagnosis performance because some of these faults 
report a significant false positive rate as in the case of the faults 18 and 20. Even more, 
some fault-less observations are diagnosed as occurring these last faults and the 
problematic faults 3, 9 and 15. This situation has been investigated and faced in this 
chapter. 
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8.5 Conclusions about the fault diagnosis on continuous 
processes 

This chapter has presented the Fault Diagnosis approaches based on data-driven 
models for continuous processes and specifically on the process period from where data is 
taken. In this sense, such approaches use a) data from periods at which the fault is fully 
developed (steady-state), b) data from the period starting with the observation where the 
faults are generated but not necessarily detected (latency stage), c) random observations 
and d) data from the period at which the fault is detected (transient period). 

The methodologies proposed to address each approach differ slightly in the 
application of different techniques and some additional steps. However, the transient data 
methodology is applied to data from the four stated stages and the results are compared. 
Data from steady and transient stages show to perform the best diagnosis performances 
when used for constructing the diagnosis models. All the methodologies are tested with 
the TEP benchmark considering all the 20 faults reported. 

The transient data approach renders the best diagnosis performance when 
validated on transient data. The keystone of the approach is the detection of transient 
stages during the evolution of process abnormalities as well as the use of such dynamical 
information for constructing enhanced classification models. The performance of this 
approach does not depend on the particular classification technique used. The results are 
slightly affected by the details in the size of the transient time window, as reported by 
using 200 and 400 observations per class. Moreover, the system is tolerant to the 
presence of unknown faults, which are detected as an abnormal plant behavior. On the 
other hand, the early detection of the fault is shown to be a crucial aspect in order to 
provide a proper determination of the transient state.  

However, the transient models do not work with the same good performance 
obtained from their validation on transient data when validated on data from the process 
in steady-state. In contrast, this last performance is higher than the obtained from the 
validation of steady-state data models on transient data. Therefore, these results lead to 
the conclusion of using two diagnosis models (a transient and a steady-state) when dealing 
with on-line process data in order to obtain a reliable diagnosis of the process. Also, 
sometimes it could be required to group some original faults registered with the historical 
data into new classes in order to improve the fault diagnosis performance as presented in 
the TEP, demonstrated with the steady-state data approach. 

Finally, the diagnosis performance values obtained from the proposed 
approaches are compared with the values found in some references and published 
articles, demonstrating the potential of the proposed approaches in this chapter. Although 
TEP is a benchmark widely used in academics and research, it has been revealed that it is 
difficult to compare diagnosis results among the approaches that have been investigated 
and reported. This is due to the use of different data sets, different performance indices 
and the use of only some of the whole faults that can be addressed with the original 
process. Therefore, an important contribution of this thesis is the proposal of several FD 
approaches that are applied to the complete set of 20 faults of TEP. Furthermore, the 
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diagnosis performance is evaluated under a single index, the F1 index, which is 
encouraged to still be used for further investigations. 

Finally, the most important thing when dealing with Fault Diagnosis is the 
methodology to be used and the precise process information, no matter what techniques 
or algorithms are used, as investigated, contributed to the area of continuous processes 
and demonstrated in this chapter. 
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Chapter 9  
FAULT DIAGNOSIS ON BATCH PROCESSES 

Batch and semi-batch processes play an important role in the chemical industry, 
particularly for producing high value-added products in relatively small volumes. Many 
chemical, pharmaceutical and food products are produced in batch processes, which are 
characterized by finite duration, unsteady-state behavior, high conversions and, most 
importantly, a recipe-driven operation. Monitoring the behavior of the batches is 
important for process optimization and safety, meeting product specifications and quality 
improvement, waste reduction, and enhancing the process knowledge.  

Batch processes suffer a lack of reproducibility and variations from batch to batch 
due to disturbances. These variations may be difficult for an operator to discern, but could 
have an adverse effect on the final product quality. Additionally, on-line quality 
measurements may be difficult, expensive, and sometimes unavailable. Often, a 
disturbance or an operational problem can be undetected and the poor product quality 
may remain in such process state until significant expense has been incurred.  

Several techniques have been developed for process monitoring and diagnosis of 
batch chemical processes. These techniques were broadly classified into three categories: 
model-based techniques, expert systems and data-driven methods (Himmelblau, 1978; 
Pau, 1981). The first two categories have been developed earlier in history. However, the 
advent of an increasing computational capacity and the need for operating ill-understood 
processes have expanded the attention to the third category, which establishes models on 
the basis of historical data with minimal input of knowledge. For instance, the complexity 
of biochemical processes such as the production of antibiotics makes difficult to create a 
detailed and practical model. Instead, empirical models based on process historical data to 
supplement simple mechanistic models are available (Kourti 2002).  

As a result, a growing interest in the use of Multivariate (MV) techniques in batch 
process modelling and Fault Detection and Diagnosis (FDD) has been noticed in literature 
(Dahl et al., 1999; Westerhuis et al., 1999; Wise et al., 1999; Cinar et al., 2003). A large part 
of the available literature is focused on the development and application of the so called 
latent variable methods such as PCA and PLS. These methods can handle highly correlated 
data sets and allow analysis and visualization which aids in the understanding of process 
data and possibly of the process itself. Furthermore, these MV techniques are well-suited 
for on-line Statistical Process Monitoring (SPM) and FDD of batch production and 
biotechnological processes (Nucci et al., 2010). 
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Pioneering work in the area of batch processes monitoring was performed by 
Nomikos and MacGregor (Nomikos and MacGregor, 1994; Nomikos and MacGregor, 
1995a) and has been successfully applied to industrial processes on several occasions 
(Kosanovich et al., 1996; Neogi and Schlags, 1998; Tates et al., 1999). Here, the basis is to 
model the common-cause variation present in collected data obtained under NOC. This 
model is subsequently used to determine whether a new batch corresponds to this 
historically recorded normal operating behavior or not. Therefore, the monitoring 
performance depends heavily upon this NOC data (Van Sprang et al., 2002).  

Deviations in process variables during the progress of a batch can provide 
information about product properties and an estimation of the quality of the final product 
well before the completion of the batch. Process monitoring and FD have been very 
effective in achieving this goal of process supervision (Ündey et al., 2003). More 
specifically, MPCA has been successfully applied to batch processes in order to monitor 
the process and identify when the process shifts to a new operating condition, detect and 
diagnose abnormalities (Nomikos and MacGregor, 1994; Chen and Liu, 1999).  

As in the last two decades a plethora of techniques for fault detection and 
diagnosis have risen (Venkatasubramanian et al., 2003a, 2003b; 2003c), it has become 
difficult for practitioners in research and industry to choose a method. Moreover, for most 
commercial processes suitable techniques exist for monitoring and diagnosis. As such, a 
collaborative effort has been set up in view of establishing guidelines for the choice 
between some techniques, rather than extend the existing that have been reported to 
perform successfully in bioprocesses (Pokkinen et al., 1992; Román et al., 2011).  

This chapter tackles the application of the general FDS proposed in this thesis on 
batch processes. In chapter seven, two main approaches were brought up according to the 
moment in which diagnosis is performed either at the end of the batch or at each time 
interval (on-line). The next sections will address both approaches and their application to a 
specific biotechnological case study: the Birol Penicillin Process (BPP, by Birol et al., 2002). 

9.1 Diagnosis at the end of batch 

As batch processes have different time trajectories in their variables, it is more 
reliable to construct monitoring or diagnosis models based on the whole batch 
information in contrast to construct several models for different parts of the process. This 
is why the approach at the end of batch has been widely used not only in academic works, 
but also in industry. 

The end of batch approach has been addressed in this thesis by using a 
combination of four techniques: Multiway Principal Component Analysis (MPCA), 
Multiway Independent Component Analysis (MICA), Artificial Neural Networks (ANN) and 
Support Vector Machines (SVM). The purpose is to find out whether the choice for MPCA 
or MICA as feature extraction method and the choice for ANN or SVM as classification 
technique is important for finding a suitable FD strategy in batch processes.  
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The comparison among the four combined approaches that results from selecting 
one technique from the feature extraction methods and one from the classification is 
applied to several process scenarios with different levels of noise in the data so as to 
assess how noise affects the diagnostic performance of the individual approaches as well 
as generalize the result of the best approach.  

9.1.1 Case study 

The BPP model has been implemented in Matlab. The state variables of the 
process are: culture volume (V), reactor temperature (T), reaction heat rate (Qrxn), 
substrate concentration (S), biomass concentration (X), penicillin concentration (P), 
dissolved oxygen concentration (CL), carbon dioxide concentration (CCO2), and pH (-log CH, 
where CH is the hydrogen ion concentration). Equations 9.1 to 9.13 show the differential 
equations for all the state variables included in the model, where μ is the specific growth 
rate, μpp is the specific penicillin production rate, Floss accounts for the evaporated loss 
during fermentation, T0 and Tv are the freezing and boiling temperatures of the culture 
medium, which is assumed to have the same properties as water, kla is the overall mass 
transfer coefficient and B is a term that adds the contribution of acid and base volume in 
the culture to the pH. 

The original nomenclature is given in Table 9.1, which also provides the data for 
the case study. The extension of the original model consists of the inclusion of a more 
practical PI controller for temperature and pH, as well as the related variables: acid flow 
rate (Fa), the base flow rate (Fb) and the heating/cooling water flow rate (Fc).  
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Eq 9.14 

The static form of the PI control algorithm is expressed with the next equations. Parameter 
values are given in Table 9.1. Specifically, the control action Un

k is calculated as in Eq 9.15, 
which is a function of the error En

k and the integral and proportional signals (Ink and Pn
k): 
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Set points (Yn
SP) are established at pH=5 and T=298 K, and the integration step dt is set to 

match the sampling interval (0.02h). Furthermore, the substrate feed rate (F) is controlled 
by an on/off controller, which switches operation to fed-batch when the glucose 
concentration reaches the 0.3 g/l threshold. 

The initial values of some of the input variables (feed substrate concentration, 
substrate feed temperature, power density, and air flow rate) and the set points of the 
controlled variables (temperature, pH, and substrate feed rate in the fed-batch stage) 
were randomly sampled from independent normal distributions with the mean values 
reported in Table 9.1 and standard deviations equal to 1% of their corresponding mean. 
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Table 9.1 Initial conditions, kinetic and controller parameters for normal operation 
Parameter 

symbol 
Parameter description Value Unit 

Initial conditions 

CCO2 Carbon dioxide concentration 0.5 mmol/l 

CH Hydrogen ion concentration 10-5.1 mol/l 
CL Dissolved oxygen concentration (=CL

* at saturation) 1.16 mg/l 
P Penicillin concentration 0 g/l 
Qrxn Heat generation 0 Cal 
S Substrate concentration 15 g/l 
T Temperature 297 K 
V Culture volume 100 L 

X Biomass concentration 0.1 g/l 

Kinetic parameters and variables 

A Heat transfer coefficient of cooling/heating liquid 1000 Cal/h °C 
B Constant 0.60 - 
Ca, Cb Acid and Base molarity 3 M 

Ed Activation energy for cell death 50000 Cal/mol 
Eg Activation energy for growth 5100 Cal/mol 
F Feed flow rate of substrate 0.042 l/h 
Fa Acid flow rate - l/h 
Fb Base flow rate - l/h 
fg Air flow rate 20 m3/h 
K Penicillin hydrolysis rate constant 0.04 h-1 

kd Arrhenius constant for cell death 1033 - 
kg Arrhenius constant for growth 7 . 103 - 
KI Inhibition constant for product formation 0.10 g/l 
Kox, Kop Oxygen limitation constant (no limitation) 0 - 
Kp Inhibition constant 0.0002 g/l 
Kw Ionic product of water 1 . 10-14 [-] 
Kx Contois saturation constant 0.15 g/l 

K1 Constant 10-10 mol/l 
K2 Constant 7. 10-5 mol/l 
mx Maintenance coefficient on substrate 0.014 gsubstrate/gbiomassh 
mo Maintenance coefficient on oxygen 0.467 gO2/gbiomass h 
P Constant 3 - 
Pw Power density 600 W 
rq1 Yield of heat generation 60 Cal/g biomass 

rq2 Constant in heat generation 
1.6783 . 

10-4 Cal/g biomass h 

sf Feed substrate concentration 600 g/l 
Tf Feed temperature of substrate 298 K 
Tv Boiling temperature of the culture medium 373 K 
T0 Freezing temperature of culture medium 273 K 
Yx/o Yield constant of biomass on oxygen 0.04 g biomass/g oxygen 

Yx/s Yield constant of biomass on substrate 0.45 g biomass/g glucose 
Yp/o Yield constant of product on oxygen 0.20 g penicillin/g oxygen 
Yp/s Yield constant of product on substrate 0.90 g penicillin/g glucose 
α, β Constants in Kla 70, 0.4 - 
α1 Constant relating CO2 to growth 0.143 mmol CO2/g biomass 
α2 Constant relating CO2 to maintenance energy 4 . 10-7 mmol CO2/g biomass h 

α3 Constant relating CO2 to penicillin production 10-4 mmol CO2/l h 
ϒ Proportionality constant 10-5 mol [H+]/g biomass 
λ Evaporation rate 2.5 . 10-4 l/h 

μp Specific rate of penicillin production 0.005 gpenicillin/gbiomass h 
μx Maximum specific growth rate 0.092 h-1 

ρ Cp Density x heat capacity of medium 1500 Cal/lºC 
ρc Cpc Density x heat capacity of cooling liquid 2000 Cal/lºC 

Controller parameters 

K1
c Proportional part of Acid in pH control 1 . 10-4 - 

τ1
I Integral proportion of Acid in pH control 8.4 h 

K2
c Proportional part of Base in pH control 8 . 10-4 - 

τ2
I Integral proportion of Base in pH control 4.2 h 

K3
c 

Proportional part of cooling in Temperature 

control 
70 - 
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τ3
I 

Integral proportion of cooling in Temperature 
control 

0.5 h 

K4
c 

Proportional part of heating in Temperature 
control 

5 - 

τ4
I 

Integral proportion of heating in Temperature 

control 
0.8 h 

 

Noise was also added to the input and output variables at four different levels 
(0%, 1%, 5% and 10%) in the model. Different nominal values, from which the noise is 
calculated, are set for each input, controlled and output variable. 

In order to simulate AOC in the process, three different faults are introduced: 

1. Decrease in the agitation power from 600 W to values between 30 and 200 W,  
2. Increase of the saturation constant (Kx) from 0.15 g/l (nominal value) to values 

ranging from 0.3 to 0.9 g/l, and 
3. Decrease of the substrate feed rate in the fed-batch stage from 0.042 l/h to 

values ranging from 0.001 to 0.01 l/h.  

It is worthy to notice that both faults 1 and 3 are likely caused by faults in the 
equipment, while fault 2 would likely be generated by human error (culture contamination 
or the addition of an impure substrate), which affects the saturation constant value. The 
chosen sampling time was set to 0.02 h by default, as in the original work (Birol et al., 
2002). In the process, a fed-batch operation follows the batch operation when the carbon 
source (glucose) almost depletes (0.3g/l). All the simulated batches lasted four-hundred 
hours. For the monitoring and diagnosis steps, one sample per hour is taken, giving as 
result a matrix per batch of dimensions 401x9. 

9.1.2 Integration of feature extraction and classification methods 

In order to monitor and diagnose batches at the end, it is required to unfold the 
process information batch-wise and then to have an I×KJ arrangement. As this data (TR) is 
centered and scaled (TR

*
) before applying a latent or feature extraction method, the 

variability among time observations and process variables during a batch is taken into 
account with the retained components. Also the distribution of classes is considered by 
including batches of all the reported faults.  

In this way, each row of the training matrix (TR**) containing the scores obtained 

from the feature extraction method represent a whole batch instead of a single sample. 
The multi-class and multi-label machine learning algorithms are therefore applied off-line 
as in continuous processes for constructing the diagnosis models per each fault. Finally, 
the validation batches

 
go through the same data arrangement and improvement process 

before applying the models. The result is thus the diagnosis of each validation batch. In the 
same way, new test batches are diagnosed once finished. 

Specifically, fault detection is performed in this approach using MPCA. Next, four 
different options for diagnosis are analyzed, which result from combining two feature 
extraction methods (MPCA and MICA) and two classification methods (ANN and SVM). The 
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resulting two-step procedure is summarized in Figure 9.1, and the two steps are further 
explained in the next subsections. 

 

 
Figure 9.1 Methodology scheme at the end of batch 

 

9.1.2.1 Monitoring step 

One way of monitoring either continuous or batch processes is to use 
Multivariate Statistical Process Control (MSPC). Specifically, the monitoring step of 
finished batches is applied as explained in section 4.3.5.1. As fault diagnosis is addressed 
at the end of batch, this would not allow improving the past batch in practice. However, it 
is noted that several authors have addressed this problem in the past (Yoo et al., 2004a; 
Nomikos and MacGregor, 1995a; Van Sprang et al., 2002; Yoo et al., 2004b; Chen and Liu, 
2002; Camacho and Picó, 2006; Camacho et al., 2009). 
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9.1.2.2 Fault diagnosis procedure 

Once validation batches are monitored by their projection onto the previous NOC 
model, the next stage is their diagnosis. In order to create generalized classification 
models, NOC and AOC batches are gathered in the same data set TR and then, centering 

and scaling operations are applied to this set, giving as result the TR* set. Both MPCA and 
MICA are used for dimensionality reduction before applying the classification algorithms 
to the TR** scores matrix. 

Furthermore, cross validation is applied in order to minimize the performance 
variance among the different combinations. A 10-cross validation is applied so that ten 
models considering both nominal and faulty batches can be tested with their respective 
validation sets V

**
. The number of principal components R in the models is retained by the 

broken-stick rule and the independent components are determined by a graphical 
technique similar to the PCA SCREE test (Jackson, 1991).  

Regarding ANN, the number of inputs is automatically set to the number of 
retained components. The remaining architectural parameter to optimize in ANN is the 
number of hidden nodes, which is optimized based on the obtained cross-validated 
classification performance. The number of outputs is the same as the number of faults F to 
classify. 

In contrast, by using SVM as classification algorithm, the tunning for each scenario 
involves the type of kernel function and its parameters (e.g. order for polynomial kernel, 
width for Gaussian kernel). The F1 score is used again to assess the diagnosis performance 
for each class f separately. 

9.1.3 Results 

Figures 9.2 to 9.4 show sets of If=50 simulation runs for three different scenarios: 
batches under NOC, batches with fault 2 (increase in the saturation constant), and batches 
with fault 3 (decrease in the substrate feed rate in the fed-batch stage), all of them with 
1% of noise level in input and output data.  

Figure 9.2 shows the trajectories of the biomass concentration and illustrates how 
the decrease of the substrate feed rate (fault 3) affects the biomass production: those flow 
rates below the initial value for normal operation are insufficient for the biomass growth 
and probably just for cell maintenance. On the other hand, the culture contamination 
reflected in an increase of the saturation constant (fault 2) results in a slower production 
of penicillin and more conversion of substrate to biomass. 

Figure 9.3 shows the trajectories of the penicillin production. The decrease in the 
feed flow rate is shown again to affect the penicillin production. Furthermore, it also 
shows that an increase in the saturation constant delays the penicillin production. 
Moreover, Figure 9.4 shows the trajectories of the dissolved oxygen concentration 
observing that the decrease in the substrate feed flow rate causes higher concentrations 
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of dissolved oxygen in the culture medium because the amount of biomass is smaller and 
because of that, the oxygen requirements. 

 
 

 
 

Figure 9.2 Biomass concentration tendency through the process time for some scenarios 
 

 
 

 
 

Figure 9.3 Penicillin concentration tendency through the process time for some scenarios 
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Figure 9.4 Dissolved oxygen concentration tendency through the process time for some 

scenarios 
 

As previously indicated (MacGregor and Kourti, 1995), more than 50 batches are 
required for batch process monitoring and for correctly estimating the confidence limits in 
the normal operating region. Accordingly, 50 AOC batches are taken to construct 
representative diagnosis models for each fault. The NOC model was just built upon as 
many NOC batches as faulty batches used in the diagnosis step (100). The high ratio of 
faulty to normal batches is unrealistic from the point of view of industrial practice, but it 
does not affect the comparative purposes of the approach. Thus, UPCA or MPCA was 
performed on hundred batches under NOC (I0=100), simulated with 1% of noise level. 
Figure 9.5 plots the eigenvalues corresponding to this analysis in logarithmic scale. 
According to this plot, two components are selected for the monitoring and detection 
model, which jointly capture 59.5% of the total variance. 

 

 
Figure 9.5 Eigenvalues of hundred NOC batches 
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Figure 9.6 and Figure 9.7 report the Q statistic and T2 values for the NOC batches 
with 1% of noise level in data and illustrate that both statistics remain below their control 
limits for all the batches. Similar results are obtained from the analysis of NOC batches in 
the rest of process scenarios (different noise levels). 

  

 
 

Figure 9.6 Q statistic of penicillin production batches under nominal conditions (1% noise) 
 

 

 
 

Figure 9.7 T squared statistic of penicillin production batches under nominal conditions (1% 
noise) 

 

Regarding AOC batches, 50 batches per fault (IF=50) are simulated and monitored. 
Figure 9.8 shows the plot of the two first scores obtained from the projection of the NOC 
batches onto the monitoring model, as well as the scores corresponding to the AOC 
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batches projected onto the same model. This bi-plot shows that batches corresponding to 
fault 2 and 3 are well separated from the NOC batches and from each other, in contrast to 
the batches corresponding to fault 1 (decrease in the agitation power) that are found in 
the same region as the NOC batches.  

 

 
 

Figure 9.8 Scores plot of penicillin production batches under nominal and faulty conditions 

 

This plot only considers the two first scores out of 100, obtained by the broken-
stick rule and representing the 59.5% of variability. Therefore, the other PCs could be 
expected to allow discerning between NOC and Fault 1 batches. However, an evaluation of 
bi-plots for some left PC's (not shown) indicated that this is not the case. Fault 1 batches 
cannot be discriminated from the NOC set because due to two reasons. It cannot be 
beforehand granted that a faulty situation always results in a distinguishable symptom. 
Besides, the UPCA model is calibrated only on NOC batches and therefore, not oriented at 
capturing differences between NOC and AOC batches. 

 

 
Figure 9.9 Q statistic of the AOC batches 
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Figure 9.10 Hotelling’s T2 statistic of the AOC batches 
 

 

Figures 9.9 and 9.10 show the Q statistic and T2 values in logarithmic scale for the 
batches with the three simulated faults. The confidence level applied for the calculation of 
the UCL is 99%. As observed, the Q and T2 statistics for the batches with fault 3 are over 
the UCL. In the case of the batches with fault 2, the Q statistic value is over the UCL for all 
of them but in the case of the T2 statistic, 12 batches are below the UCL and 38 batches 
over. In this sense, as AOC batches are not taken into account in the model subspace, the 
Q statistic detects all the faulty batches as new events. Regarding batches with fault 1, 
both statistics are below the UCL for all of them, which means that this fault is not 
detected and all these faulty batches are considered as batches under NOC. A closer 
inspection of the state variables indicated that their patterns were hardly affected by this 
fault. As such, fault 1 was ignored and excluded for the diagnosis step that follows. The 
results showed in Figure 9.9 and Figure 9.10 for the Q and T2 statistics are quite similar to 
those obtained with the other process scenarios. 

The same assumptions for monitoring hold for calibration and validation. Thus, a 
minimum set of batches is also considered for constructing diagnosis models: 100 AOC 
batches (50 fault 2 and 50 per fault 3) and 100 NOC batches. The 10-fold venetian blind 
cross-validation results in selecting 10 normal batches and 5 batches of each faulty 
condition (total = 20) in a single validation set (V**∈ ℜ20×401∙9).  

The feature extraction techniques retain four components (broken-stick rule) for 
the ten projection models, using both MPCA and MICA and a different level of noise in the 
input and output variables (0%, 1%, 5% and 10%). Table 9.2 shows the percentage of 
variance in the retained components after applying both feature extraction techniques 
and according to the corresponding noise level in data.  
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Table 9.2 Variability percentage with the retained components by broken-stick rule for both 
MPCA and MICA techniques and all the noise levels in data 

 
Retained variance (%) 

Feature extraction technique Noise level (%) 

0 1 5 10 

MPCA 98 86 81 41 

MICA 98 86 81 41 

 
 
 

The diagnosis step consists of applying properly ANN and SVM as classification 
algorithms using the scores matrix (TR**∈ ℜ180×401∙9), obtained from MPCA and MICA, as 
inputs. Regarding ANN, the analysis has been restricted to a single hidden layer network 
since this is capable of mapping all the data (Huang and Huang, 1991). The number of 
tangent sigmoid nodes which performed the least mean squared normalized error (MSE) 
and the best classification performance is reported in Table 9.3 according to the feature 
extraction technique used and the noise scenario. The networks have two logistic output 
nodes as the number of faults to classify. 

 
Table 9.3 Number of hidden nodes optimized using both MPCA and MICA with ANN for all the 

noise scenarios 
 

Number of hidden nodes 

Feature extraction 

technique 

Noise level (%) 

0 1 5 10 

MPCA 1 3 2 1 
MICA 14 9 9 7 

 

Regarding SVM as classification technique, Table 9.4 reports the kernel functions 
that offered the best classification performance after applying MPCA or MICA and for the 
different scenarios. 

 
Table 9.4 Kernel function optimized using both MPCA and MICA with SVM for all the noise 

scenarios 
 

Kernel function 

Feature extraction 
technique 

Noise level (%) 
0 1 5 10 

MPCA Linear Poly 2 Poly 2 Poly 2 
MICA Poly 3 Linear Poly 3 Poly 3 

 
 

The diagnosis results for each combination (MPCA&ANN, MPCA&SVM, 
MICA&ANN and MICA&SVM) and for each noise scenario (0, 1, 5 and 10%) are 
summarized in Figures 9.11 to 9.14. The performance was evaluated according to the F1 
score as a mean from every time observation per test batch and from the whole batches 
included in the ten validation sets.  
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Figure 9.11 Diagnosis performance of the different combined approaches. Mean of all the 

process scenarios under different noise levels 
 

 
Figure 9.12 Diagnosis performance of the different combined approaches. Faultless scenario 

under different noise levels 
 

 
Figure 9.13 Diagnosis performance of the different combined approaches. Fault 2 under 

different noise levels 

0

10

20

30

40

50

60

70

80

90

100

MPCA-ANN MICA-ANN MPCA-SVM MICA-SVM

F
1
 i
n

d
e
x
 (

%
)

Approach

0% NOISE 1% NOISE 5% NOISE 10% NOISE 

0

10

20

30

40

50

60

70

80

90

100

MPCA-ANN MICA-ANN MPCA-SVM MICA-SVM

F
1
 i
n

d
e
x
 (

%
)

Approach

0% NOISE 1% NOISE 5% NOISE 10% NOISE 

0

10

20

30

40

50

60

70

80

90

100

MPCA-ANN MICA-ANN MPCA-SVM MICA-SVM

F
1
 i
n

d
e
x
 (

%
)

Approach

0% NOISE 1% NOISE 5% NOISE 10% NOISE 



166 
 

 
 

Figure 9.14 Diagnosis performance of the different combined approaches. Fault 3 under 
different noise levels  

 

 

The mean diagnosis performance shown in Figure 9.11 indicates that the 
combination of either ANN or SVM with MPCA performs significantly better than the 
combinations with MICA. Therefore, the choice and optimization of the feature extraction 
method is more important than the selection of the classification technique, as illustrated 
by the four different process scenarios. In the case of the 10% noise scenario, the 
performance is low in comparison to the rest of scenarios, however it is important to 
consider that the retained components with the broken-stick rule only explain the 41% of 
the variance of the process variables, which could be the main reason of such low 
performance. Although quite reasonable, this is an assumption that should be 
corroborated by further investigations.  

Breaking down the results, Figure 9.12 shows the diagnosis performance for the 
nominal class (batches under NOC) for the 16 situations and Figures 9.13 and 9.14 do the 
same for the faults 2 and 3. These results reveal that: 

 In general, for all the process scenarios and a given classification method, MPCA 
leads to better results than MICA. The only exception is found for the 10% noise 
scenario, for which the faults are poorly classified by all the combined 
approaches. 

 In general, for the four combined approaches, higher noise levels lead to worse 
diagnosis performance, which it is not surprising. There is an exception however 
in the normal class, which shows apparently a good performance in the highest 
noise scenario when using MICA.  

 Fault 3 is well diagnosed no matter the combination of feature extraction and 
classification techniques used. Again, the exception is the 10% noise scenario, 
probably because of the high noise in data and low variance in the extracted 
components. 

 MICA performs better when it is combined with ANN rather than with SVM. 
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 MPCA plus SVM combination seems to be more affected by either high noise 
levels or low variance percentages explained by the retained principal 
components. 

Both the expected and unexpected results are next discussed. 

9.1.4 Discussions about the FD approach at the end of batch 

Results support the benefits of the step-wise procedure (feature extraction plus 
fault diagnosis) in terms of the final diagnosis performance. The application of a feature 
extraction technique allows dimensionality reduction and obtaining features that 
summarize the information in the data. Such features retain a given percentage of the 
variance of the original variables. Moreover, as these feature extraction techniques are 
multivariate statistical techniques, they allow monitoring new batches in order to know 
whether they are successful or faulty previously to their diagnosis. Once the diagnosis 
models have been constructed with historical batches and the appropriate techniques, the 
diagnosis of new and current batches becomes an easier task.  

The comparison between feature extraction and classification techniques has 
been performed with different noise scenarios (0%, 1%, 5% and 10%). The combinations of 
both classification techniques used with MICA allow concluding that the best approaches 
are those in which MPCA is applied as feature extraction no matter the classification 
technique used for diagnosis. Also the results indicate that more effort should be devoted 
to the feature extraction technique rather than to the diagnosis algorithm.  

The MICA&ANN combination works well without noise or with low noise in data 
(1%), but performance decreases when noise increases (5%). In fact, batches with 1% of 
noise show the best diagnosis performance, which can be explained by the 86% of the 
retained variance with the PCs in comparison to the 81% with 5% of noise. However, 
retaining less variance below a certain upper threshold may sometimes improve the 
diagnosis, rather than retaining a higher variance, which can explain why the diagnosis 
performance is better in the case with slight noise in the data (1%) than without noise.  

In faultless batches, MICA&SVM combination seems to be more affected by noise, 
although the 10% scenario shows an unexpected behavior. The predictions obtained from 
this combined approach show that the reason for a high diagnosis performance is that 
faulty batches are simultaneously diagnosed as occurring both faults. Therefore, the 
incapacity of this approach to distinguish faults is revealed. 

The sensitivity part in the F1 score accounts for the right diagnosed batches 
divided by the total number of batches, and this is therefore calculated taking into account 
half of a batch when it is double-classified. One third of a batch would be counted in the 
case of three simultaneous classes and so on. In the same way, specificity counts the right 
diagnosed batches divided only by the number of batches diagnosed in each class. This is 
the reason why the F1 score reflects such modifications in the final performance.   
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According to these results, there are no significant differences between ANN and 
SVM when either of these are combined with MPCA, which indicates that the decision-
making should be concentrated on the feature extraction technique rather than on the 
classification technique. In general, these results can be useful for diagnosing other 
processes.  

For other highly non-linear processes it would be interesting to simulate some 
different faults as well as to increase the number of NOC historical batches for 
constructing the diagnosis models. It would be also worthy to investigate other types of 
scaling such as group scaling before selecting and applying the feature extraction 
technique and to consider a specific percentage of variance in the retained components as 
in the continuous process final approach.  

9.2 On-line diagnosis 

This approach develops the diagnosis of individual batches at each sampled time 
k, which represents an on-line diagnosis. In order to do so, the historical batches used to 
construct the diagnosis models as well as the current batches to diagnose are variable-
wise unfolded (IK×J). It is worthy to remember that one drawback of the batch-wise 
unfolding is that the method assumes that all the observations for the complete batch are 
available and the future observations must be estimated for on-line monitoring. 

Due to this, variable-wise unfolding (𝑋𝐼𝐾×𝐽 ) was proposed for overcoming the 
issue of having to get the samples for the full batch in the batch-wise unfolding (Wold et 
al., 1998). In addition, Westerhuis et al. (1999) reported that one may include as many 
principal components as original process variables in some cases when applying variable-
wise unfolding. 

However, as the variable-wise unfolded batches are mean-centered and auto-
scaled, there will be a high variance in each observation per variable (column of the 
training set) due to all the the time trajectory counted in the same column. In addition, 
when applying a feature extraction method, the retained components will explain just the 
variability and correlation among process variables. 

This new issue brought up the use of multi-model latent methods such as multi-
model PCA. However, due to the computational cost of creating, uploading and applying 
several models for on-line diagnosing a current batch, an alternative data treatment was 
proposed. Such treatment implies a batch-wise centering and scaling and then a data 
rearrangement to the variable-wise unfolding before applying the feature extraction and 
the classification methods, which should perform better than directly centering and 
scaling to the variable-wise unfolded information. On the other hand, the machine 
learning algorithms are applied in the same way as in continuous processes and one can 
have the choice of validating a number of samples after a time window or one to one at 
each sampling time. 



169 
 

9.2.1 Case study and methods 

The penicillin production process formulated in the previous approach is again 
used as case study. Three different faults are simulated so that they can be detected and 
diagnosed:  

1. Decrease in the agitation power to values between 0.1 and 1 W 
2. Increase of the saturation constant (Kx) to values ranging from 0.3 to 0.9 g/l and  
3. Decrease of the substrate feed rate in the fed-batch stage to values from 0.001 to 

0.1 l/h.  

The only difference with the faults simulated and considered in the last approach 
is regarding to the decreasing of the agitation power to smaller values (fault 1). Noise was 
also added to the input and output variables in the model at 1% level in the same way as 
in the previous approach. Finally, the resulting matrix per batch run has also the same 
dimensions 401×9.  

9.2.1.1 MPCA, BDPCA and SVM 

As it has been stated and reported in this thesis, there are plenty of techniques to 
address the process monitoring. However, most of the times the existing methods are 
neither critically evaluated in terms of the guidelines development and their different 
applications nor compared under the same conditions. Therefore, considering the 
previous results obtained from the applied monitoring methods, Multi-way Principal 
Component Analysis (MPCA) and Batch Dynamic Principal Component Analysis (BDPCA) 
are applied and compared in this approach. 

The main reasons to choose these methods is that MPCA was the first extension 
of PCA adapted to batch processes and is relatively simple and available in some 
commercial software packages. On the other hand, BDPCA brought up the concept of 
applying a dynamical and improved version of MPCA instead of developing multi-model 
PCA. Both MPCA and BDPCA methods were widely introduced in chapter four.  

Regarding to the monitoring with variable-wise MPCA, the well-known statistical 
indices (T

2
 and Q) are calculated as in PCA for continuous processes as well as their control 

limits (CL) so as to detect any disturbance during the batch. The Q statistic and its control 
limit is calculated as in Eq 4.7 and 4.8. The main difference with continuous processes is 
that the Q statistic has a different control limit (Qα) at each sampled observation k. The T

2
 

index is calculated as in Eq 4.9., and its corresponding control limit is calculated as follows: 

  
RIK,R,2

2
lim F

IKRIK
1IK1IKRT 




 

 
Eq 9.19 

BDPCA is developed as exactly explained in section 4.3.7. Before applying the BDPCA 
method, the centering and scaling is applied in the next two ways for comparative 
purposes: 
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 Variable-wise unfolding and rearrangement to the dynamic structure plus mean-
centering and auto-scaling. 

 Centering and scaling are applied to the batch-wise unfolded matrix and then the 
resulting matrix is rearranged to the variable-wise dynamic structure [I·(K-
d)×J(d+1)]. 

Also, the both previous standardization ways are developed before applying 
MPCA. On the other hand, the fault diagnosis step is covered using SVM as classification 
method. At this point, the application of this method is equivalent to its application to 
continuous processes either in an off-line or in an on-line way. 

9.2.2 Validation of the approach and results 

The validation of the approach will be divided in two sections. The first one 
corresponds to the batches monitoring and fault detection (if it is the case) and the second 
one corresponds to the diagnosis of the faulty batches. 

9.2.2.1 Monitoring and detection 

Fifty batches under NOC (I0=50) are used to construct the monitoring model using 
either variable-wise MPCA or BDPCA. The two types of standardization (batch-wise and 
variable-wise centering and scaling) are used for both methods. The monitoring success is 
evaluated by projecting test batches under NOC and AOC onto the PCA model. Five 
batches per class (faulty and fault-less), twenty in total, are monitored with the projection 
model. Regarding BDPCA, the validation batches are also arranged in the dynamic way. T

2
 

and Q statistical indices are calculated and inspected whether or not overstep their 
corresponding CL.  

Figure 9.15 and Figure 9.16 show the T2 of one validation batch per class with the 
two centering and scaling arrangements and applying BDPCA. In the same way, Figure 9.17 
and Figure 9.18 show the T

2
 for the same batches with both centering and scaling 

arrangements and applying MPCA. 
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Figure 9.15 Hotelling T2 applying BDPCA and variable-wise centering and scaling 

 
 

 
Figure 9.16 Hotelling T2 applying BDPCA and batch-wise centering and scaling 

 
 

 
Figure 9.17 Hotelling T2 applying MPCA and variable-wise centering and scaling 
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Figure 9.18 Hotelling T2 applying MPCA and batch-wise centering and scaling 
 

As it is observed in the T2 statistic schemes, the centering and scaling to the 
batch-wise arrangement contributes to the right monitoring of the batches and to the 
right fault detection applying either MPCA or BDPCA to the variable-wise rearranged data 
matrix. Also a right monitoring of the validations batches is accomplished by using the Q 
statistic, whose plots are saved due to the similar behavior to the T2 statistic plots. 

Therefore, it is recommended to use batch-wise centering and scaling for batch 
process monitoring and apply either MPCA or BDPCA to the variable-wise standardized 
data. At this point, both techniques are equivalent in terms of monitoring and fault 
detection. 

One last important thing to point out is that in variable-wise centering and scaling 
plots (with both statistical indices and both methods), a peak is evidenced approximately 
in the fortieth hour, which corresponds to the depletion of glucose and the process change 
to the fed-batch stage. This behavior can bring up the idea of constructing two separate 
monitoring models, one for the batch stage (up to 44 h) and another for the fed-batch 
stage (from 45 to 400 h).  

Figure 9.23 and Figure 9.24 show the T2 index as result of applying variable-wise 
centering and scaling and BDPCA to the batch and fed-batch stages separately. Analyzing 
these plots, one can conclude that the batch-wise centering and scaling renders a better 
performance than the construction of two models with variable-wise standardization, 
which in fact would correspond to the application of multi-model MPCA. 
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Figure 9.19 T2 using BDPCA and variable-wise centering and scaling to the batch stage 

 
 

 
Figure 9.20 T2 using BDPCA and variable-wise centering and scaling to the fed-batch stage 

 

9.2.2.2 Diagnosis 

Fifty batches per class under NOC and AOC (If=50), 200 batches in total, are used 
to construct the diagnosis models as training data (TR∈ ℜ200∙401×9), using the two ways of 
centering and scaling, rearranging the data to the variable-wise unfolding and applying 
both MPCA and BDPCA (four scenarios). The score matrices (𝑇𝑅𝑓

∗∗), obtained by projecting 

the historical batches onto the projection models are used as input of the diagnosis 
algorithm. SVM are again applied for this step. Ten batches per class (40 in total) represent 
the validation set (V), and are used exactly to validate such models and evaluate the 
diagnosis performance in terms of the F1 score.  

Table 9.5 shows the diagnosis performance as a mean of the forty batches and all 
the observations during their duration. Also, the kernel type that rendered the best 
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diagnosis performance for each scenario is reported. In this Table 9.5, the forty validation 
batches are joined in only one validation set V (as an off-line diagnosis), which allows 
evaluating the diagnosis models and obtaining a general performance that considers the 
wrongly-diagnosed batches in a different class and lets tune the parameters of the 
diagnosis algorithm and obtain the best type of kernel. 

 
Table 9.5 Fault diagnosis performance in percentages with the F1 score using both ways of pre-

processing and either MPCA or BDPCA  
 

CLASS Variable-wise centering and 
scaling 

Batch-wise centering and 
scaling 

MPCA BDPCA MPCA BDPCA 

Fault-less 67.7 80.5 52.3 80.5 
Fault 1 39.6 100 0 100 
Fault 2 39.2 50.5 0 64.6 

Fault 3 85.5 78.1 97.9 98.6 
Mean 58.0 77.3 37.5 85.9 
Kernel function Poly 3rd Poly 4th Poly 2nd Linear 

 
 

The information in the previous table allows to conclude first that BDPCA is better 
than MPCA for fault diagnosis in batch processes and second, that the batch-wise 
centering and scaling is the best way of data pre-processing as in the off-line approach 
that unfolds batch-wise. This is coherent because in this way, the variance between each 
sampled observation and process variable is kept and explained by the retained principal 
components. In this sense, it is worthy to mention that despite variable-wise centering and 
scaling with MPCA performs better performance than the batch-wise standardization, it is 
found that the observations of the faulty batches are doubled-diagnosed with two faults, 
which makes increasing the mean performance. Also with BDPCA and the variable-wise 
standardization, few samples are simultaneously diagnosed too, which confirms the 
previous statement. 

Therefore, a batch-wise data standardization previous to applying BDPCA renders 
a good performance for the on-line fault diagnosis in batch processes. In this sense, Table 
9.6 presents the results for this scenario when it is applied to each validation batch per 
separate in an on-line way and in real practice. The given percentage in the mean column 
per class is not only an average of the 10 batches, but also of all the performances 
obtained sample by sample during one batch. Thus, a better fault diagnosis is obtained in 
this way (92.4% in average), which is closer to the 100% obtained with the approach at the 
end of the batch and applying batch-wise unfolding, MPCA-SVM and 1% of noise level in 
the input and output data. This comparison suggests to use MPCA for off-line diagnosis 
and BDPCA for on-line diagnosis of batch processes. 

 
Table 9.6 Diagnosis performance obtained by evaluating each validation batch per separate in 

an on-line way. 
Class Validation batches Mean 

Fault-

less 

100 100 100 100 100 100 100 100 100 100 100 

Fault1 100 100 100 100 100 99.9 100 100 100 100 100 

Fault2 80.5 61.2 53.0 75.5 55.4 79.1 83.8 69.8 64.1 84.0 70.7 

Fault3 98.9 99.3 98.9 99.4 98.7 98.0 99.4 99.0 99.2 98.9 99.0 
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9.3 Comparison of the diagnosis performance from the 
proposed approaches with reported performances of the 
penicillin production process 

Most of the papers found in literature deal with the process monitoring and fault 
detection of batch processes rather than with fault diagnosis and many of them uses the 
penicillin production process as case study. Lee et al. (2004b), Ündey et al. (2004) and Yoo 
et al. (2004a) simulate the decrease of the substrate feed flow as fault, either as step fault 
or ramp fault and use MSPM techniques such as MPCA, MICA or MKPCA for its detection. 
They report the detection of the fault by using the already known statistical indices. 

 In addition, Lee et al. (2004a) monitor four type of faults. Besides the step and 
ramp decrease of the substrate feed rate, they simulate a pH controller failure and also 
the 15% step decrease in agitation power by using on-line variable-wise MPCA and 
obtaining better results than with the batch-wise MPCA and predicting the future 
observations, required for its on-line application. 

In contrast, Li and Cui (2009) apply KFDA to the fault diagnosis in the penicillin 
production process. They use 60 fault batches in total, from which 50 are faulty, for 
validating their approach and apply a five cross-validation for generalizing results. 
However, they do not report the type of faults simulated. Their results are reported in 
terms of the recognition rate as shown in Table 9.7 

 
Table 9.7 Recognition rate of different cases reported by Li and Cui (2009) 

Kernel 
parameters 

Kernel 
function 

Cases (%) Average 
(%) 1 2 3 4 5 

First order Polynomial 66.7 91.7 83.3 75.0 83.3 80.0 

Cosine 66.7 75.0 100 100 100 83.3 

Second order Polynomial 66.7 91.7 75.0 83.3 83.3 80.0 

Cosine 58.3 91.7 100 91.7 100 83.3 

Third order Polynomial 66.7 91.7 83.3 83.3 83.3 81.7 

Cosine 58.3 91.7 100 100 100 90.0 

 

Apart from this work on fault diagnosis in batch processes, few efforts in research 
have been dedicated to deal with this issue as it has been developed in this chapter. 

9.4 Conclusions of the fault diagnosis on batch processes 

This chapter has presented two fault diagnosis approaches for batch processes 
according to the moment in which the batch is monitored and diagnosed, either at the end 
in order to discard it from the rest of batches or during its run in an on-line manner. Both 
approaches are developed and applied on a benchmark fermentation process. Regarding 
the approach at the end of the batch, different available techniques were applied with the 
aim to provide guidelines for the general problem of selecting data-based methods for 
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modelling and diagnosing batch processes. Then, a comparative study is developed, which 
focuses on the selection of a practical combination of feature extraction and classification 
techniques that can be of general use for fault diagnosis of highly non-linear batch 
processes. 

Two feature extraction techniques, MPCA and MICA, and the two well-known 
non-linear classification algorithms used in this thesis, ANN and SVM, were used for this 
purpose. As such, four combinations were evaluated, respectively tagged as MPCA-ANN, 
MPCA-SVM, MICA-ANN and MICA-SVM. The previous data representation and pre-
processing steps consists of unfolding the data batch-wise, centering and scaling, which 
are typically applied when monitoring batches. The feature extraction techniques (MPCA, 
MICA) were effective at reducing the dimensionality of the inputs to the classification 
algorithms (ANN, SVM). The ANN number of hidden nodes and the SVM kernel function 
were optimized to improve directly the classification performance.  

The four resulting approaches were tested and assessed for several scenarios, 
based on the noise level introduced in the data, in order to generalize the study regarding 
to the combination between the proposed techniques. The results obtained allow 
concluding that regarding fault diagnosis, the selection of the classification method is not 
as decisive as the choice of the feature extraction technique, which is the issue to be 
stressed in the design of a fault diagnosis approach with the available techniques. This is 
demonstrated in all the scenarios tested in the current study. 

The conclusion from the off-line approach regarding to stress the choice of the 
feature extraction method rather than the classifier is taking into account for the on-line 
approach. In this approach, MPCA and BDPCA are applied and compared as monitoring 
and feature extraction techniques and SVM used as classification algorithm. The data is 
variable-wise unfolded in both cases so that a diagnosis per sampled time can be 
developed. Besides, two types of centering and scaling are tested: batch-wise and 
variable-wise, no matter that the resulting data is then re-arranged in the variable-wise 
unfolding before applying the techniques. 

Therefore, it was confirmed that a batch-wise centering and scaling should be 
applied in on-line batch fault detection and diagnosis. For monitoring purposes, either 
MPCA or BDPCA can be used because both of them render equivalent results. However, 
for diagnosis purposes, BDPCA showed a significantly better performance than MPCA, 
which allows concluding to use the dynamic version of latent methods rather than the 
static and original versions in on-line batch process diagnosis. 
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Chapter 10  
ANOMALY DETECTION ON BATCH PROCESSES 

Anomaly Detection was introduced in chapter seven as a complementary stage of 
the general FDS because it faces the main limitation of the data-based diagnosis models 
constructed with supervised learning algorithms. As already known and discussed, such 
algorithms train the different patterns of data in a process, named as classes, and develop 
diagnosis models which are not prepared to identify and diagnose faults not included in 
there. The AD methodology proposed in this thesis allows diagnosing this kind of novel 
faults, by combining simultaneously a detection stage with a diagnosis stage applying the 
original classification algorithms used for diagnosis.  

As the AD methodology involves both binary and multi-class classification, it 
requires previous data representation and improvement before applying properly the 
classification algorithm. The methodology is applied on two case studies: a lab heat 
exchange system and a Photo-Fenton pilot plant. Both case studies operate batchwise and 
were designed to test the methodology using experimental data from physical 
measurements. The corresponding applications are developed and discussed in the next 
two sections, as well as the steps before constructing the classification models. In both 
applications, SVM algorithm is selected as the binary and multi-class classifier. 

10.1 Application of the AD method to a lab batch-wise heat 
exchanger 

In the first AD application, a simple pilot plant case study is addressed (Figure 
10.1). A heat exchange system melting a batch of ice illustrates a recipe for producing a 
certain amount of product. The nominal case is the heat exchange between a water 
stream at room temperature and a bath with water and ice. Hence, the bath temperature 
above 1ºC is easily established as the recipe final condition. The process variables (stream 
flow rates and temperatures -both inlet and outlet) were measured at one second 
intervals (ts=1s). Figure 10.2 shows the variables behavior through the time in the nominal 
case. Four different faults were run with the system: 

 External heating of the cold water (F1),  

 Failure of the cold stream inlet temperature monitoring (F2),  

 Failure of the cold stream flow monitoring (F3) and  



178 
 

 Simultaneous heating of the bath and failure of the cold stream inlet temperature 
monitoring (F4).  

 
Figure 10.1 Batch wise heat exchange system as case study 

 

 

 
Figure 10.2 Process variables behavior through the time in the batch heat exchange system 

 

Five batches under NOC and three batches per fault (I=22) were run and variable-
wise unfolded. The random data approach proposed for continuous processes was 
applied. Therefore two data sets, training (TR) and test (TT), were created from randomly 

selected data with the same magnitude of rows in both sets.  

A feature extension step is applied as feature processing. The extended features 
are the standard deviations and linear trends (slopes) of the data within a time window of 
20s. The AD method is developed using only 4 classes for building the binary and multi-
class classification models (3 faults and the class 0) because the fourth fault was taken as 
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the novel fault not registered before. The results obtained are presented and discussed in 
the next subsection. 

10.1.1 Validation and results 

Before applying the AD methodology, the FD approach with finished batches and 
randomly selected observations is applied. SVM with linear kernel are applied to data from 
the 5 classes. Both TR and TT sets are composed by 2275 samples (455 per class). Table 

10.1 shows the diagnosis results obtained. 

 
Table 10.1 F1 score of the FDS using linear kernel for the original and extended features 

 
Features F1 score (%) 

Class0 Class1 Class2 Class3 Class4 Mean 

Original 99.8 100 64.4 99.7 90.1 88.6 
Orig+Std. dev. 99.4 100 81.5 99.7 98.5 94.9 
Orig+Slopes 81.0 100 37.6 99.7 98.8 84.0 
Orig-Std dev-Slopes 99.4 100 96.0 99.7 93.6 97.3 

 
 

The four faults are diagnosed with good performance, especially when using two 
feature extension steps as it is observed in Table 10.1. Then, new training sets composed 
of 2264 samples and 4 classes (566 samples per class) are used for assessing the 
performance of the AD methodology. These classes correspond to the class 0 and 3 faults. 
The test sets change according to the fault to detecting and diagnosing. These sets are 
thus: 

 Test set containing samples of class 0 (2264 samples) 

 Test set containing samples of fault 1 (565 samples) 

 Test set containing samples of fault 2 (1428 samples) 

 Test set containing samples of fault 3 (568 samples) 

 Test set containing samples of the novel fault not included in the diagnosis 
models (fault 4, 910 samples). 

Table 10.2 and 10.3 show the results for all these cases. The novel fault to detect 
is fault 4 and its detection and classification is reported in the last row of both tables.  

 
Table 10.2 F1 score for the AD method using a training set with class 0-3 information and test 

sets with information of only one class. Binary classification stage. 
 

Test set data F1 index (%) 

Class 0 Fault Mean 

Class 0 data 100 0 100 

Class 1 data 0 99.8 99.8 

Class 2 data 0 99.9 99.9 

Class 3 data 0 100 100 

Fault 4 data 0 100 100 
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Table 10.3 F1 score for the AD method using a training set with class 0-3 information and test 
sets with information of only one class. Multi-class classification stage 

 
Test set data F1 score (%) 

Class 0 Class 1 Class 2 Class 3 Mean 

Class 0 data 100 0 0 0 100 
Class 1 data 0 100 0 0 100 

Class 2 data 0 0 99.4 0 100 
Class 3 data 99.7 0 0 100 100 
Class 0-3 data 99.4 100 99.4 100 99.8 
Fault 4 data 100 0 0 0 100 

 

 

The results of the 4 first classes (0-3) confirm the good performance of the Fault 
Detection and Diagnosis System (FDDS) and the last row shows the success of the AD 
method. As it is observed, fault 4 is simultaneously detected as fault and diagnosed as 
none of the modeled faults, but a novel one.  

The proposed AD methodology has been applied to a lab batch wise case study 
and it has been demonstrated the method efficiency at 100%. Although this case study is a 
simple case study, the results motivate to extend the AD application to a bigger case 
study. Therefore, it will be applied to a pilot plant in order to scale the application and 
devise whether or not promising results can be expected from the method. 

10.2 Application of the AD method to a Photo-Fenton process 

Photo-Fenton process is an Advanced Oxidation Process (AOP) used for 
remediating wastewaters which contain recalcitrant contaminants. It consists of the in-situ 
generation of strongly oxidant hydroxyl radicals (OH.) from the reaction between H2O2 
with an iron salt in presence of UV radiation. The final remediation achieved extremely 
depends on the process variables, especially those concerning to the dosing reagents and 
light intensity and wavelength (Pignatello et al., 2006). 

In the Photo-Fenton reaction, Fe3+ is excited when it is irradiated between 300 
and 650 nm wavelengths, which increases the reaction velocity of the Fenton process and 
produces more hydroxyl radicals as it is shown in the next equation. 

OHHFeOHFe 2UV
2

3    Eq 10.1 

The reactions between Fe2+ and Fe3+ with H2O2 allow the mineralization of the organic 
matter into CO2 and H2O (Tokomura et al. 2008). It is favorable and profitable that iron 
salts are the catalyst of the reaction due to its abundance in the environment. Besides, it is 
well known that a pH range of the Fenton reaction must be between 2 and 4 in order to 
produce the highest quantity of hydroxyl radicals, allowing the oxidation of the organic 
matter. Furthermore, it has been reported that the ratio between Fe+2/H2O2 affects the 
rate reaction (Gulkaya et al. 2006). 
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10.2.1 Description of the pilot plant 

The pilot plant, shown in Figure 10.3, is composed of two reactors and a pump 
system of 0.5 HP between them that allows the flow recirculation through the reactors. 
Both reactors can work in series or independently. The main reactor is a 12 L jacketed 
glass reactor including in the middle of it a medium pressure Hg lamp of 700 W, capable of 
irradiating between 390 and 410 nm. In contrast, the second reactor is a 2L tubular reactor 
with a 55 W low pressure Hg lamp irradiating at 254 nm in a quartz lampholder. After the 
tubular reactor, there is a motorized valve that deviates a small part of the flow to the 
measurement line. 

 

 
Figure 10.3 Photo-Fenton pilot plant at EUETIB-UPC 

 

Thus, the plant is monitored with an automatic control and data acquisition 
system, in which eight process variables can be on-line registered: dissolved oxygen (DO), 
redox potential (ORP), pH, conductivity, main reactor temperature (T1), in-line 
temperature (T2), recirculation flow (Q1) and measurement line flow (Q2). The sampling 
time at which the measurements are registered and stored in the data acquisition system 
is 1s. The recirculation flow is controlled by the pump and the measurement line flow is 
controlled by the motorized valve with PID control. Also, pH is controlled with PID control.  

The flexible pilot plant could then be configured in several ways affecting volume 
and irradiation source as indicated in Table 10.4. Moreover different contaminants are 
also possible to treat with Photo-Fenton. Currently, the treated contaminants in the 
photo-Fenton plant at the EUETIB campus from UPC are coffee, tetracycline (TC) and 



182 
 

sulfamethazine (SMT). Therefore, the situations that can be possibly presented in such 
plant are categorized according to the Table 10.4 

 
Table 10.4 Plant configurations and discrete process decisions considered 

 
Class of 

irradiation 

Configuration 

medium/low P lamp 

Class of 

contaminant 

Contaminant 

A OFF/OFF CT0 None 

B ON/OFF CT1 Coffee 

C OFF/ON CT2 TC 

D ON/ON CT3 SMT 

 

Furthermore, total organic carbon (TOC) and H2O2 concentrations are off-line 
measured at different time scales (each 10 or 15 minutes) in the Photo-Fenton reactions 
that take place in the pilot plant.  

10.2.2 Description of the nominal and faulty conditions in the plant 
for setting up the AD method 

In order to apply the AD method to the Photo-Fenton pilot plant, the nominal 
operating conditions of the process are fixed for the involved variables and parameters, 
according to Table 10.5. As it can be observed in this table, the Photo-Fenton treatments 
of coffee are considered as part of the NOC. Also, it was required a 22 factor analysis 
(factors governing the H2O2 dosage: tini and P0) for establishing the batches under NOC. 
The central design considers that tini =15 min and P0=20%. The off-line process variables 
were not included in the construction of the data models since they cannot be integrated 
in an automatic FDS. 

 
Table 10.5 Variables and parameters values in the Photo-Fenton process at NOC 

 
Variable/Parameter Value/Arrangement Units 

Contaminant  CT1 - 

Irradiation  C - 

Contaminant initial concentration (CT1o) 300.0 mgL-1 

Fe(II) concentration (CFeII) 10.0 mgL-1 

Equivalent initial hydrogen peroxide 
concentration [H2O2]eq 

500.0 mgL-1 

H2O2 initial dosage time (tini) 0 – 36.2 min 

H2O2 initial percentage of the total dosage (P0) 5.9– 34.1 % 

Operation volume (Vop) 8.0 L 

Ph 3.0 - 

Dosage time (tadd) 60.0 min 

Recirculation flow (Q1) 11.3 Lmin-1 

Pump work (PW) 75.0 % 

 

 
Records from three different situations out of the experimental design and thus 

of the NOC were available and considered as faults. These three faults are: 
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1. Higher concentrations of [H2O2]eq than 500 mgL-1 (fault 1) 
2. Change of configuration of the irradiation source from C to B (fault 2) 
3. Different H2O2 dosage protocol out of the experimental design (fault 3) 

These three faults were used for constructing the detection and diagnosis models 
required in both stages (binary and multi-class) of the AD method. Moreover, two 
different batch conditions were considered as novel faults so that the AD method could be 
validated. These novel faults are higher Fe(II) concentration (CFeII=40ppm) and 
configuration A in the irradiation source (lack of irradiation). 

10.2.3 Validation and results 

A set of twenty experimental batches under NOC (I0=20) and 10 batches per fault 
(IF=10) were used for constructing the models due to the lack of more available batches 
and the time consumed for their generation. The final sampling time considered for the 
model construction was ts=3 min and the duration of the batch for the NOC batches was 
established in 2 h, giving forty-one total observations per batch (K=41). In addition, the 
time was included as one more process variable, thus J=9. All the batches (I=40) were 
variable-wise unfolded, centered and scaled and merged in the training set (TR*). The 
reason for selecting such standardization method is that in the previous chapter the 
variable-wise centering and scaling showed to render better performance than batch-wise 
when applying MPCA to batch processes. 

A feature extraction step was done by applying MPCA to the centered and scaled 
NOC batches (TR0

*), keeping the same number of components than variables (9) and giving 
as result the projection model. The projection of both NOC and AOC batches onto such 
model produces the scores (TR**ϵℜ50·41X9), used as input of both binary and multi-class 

classifiers, applying SVM as classification algorithm. 

The training sets (TR**) were used as validation sets (V**) in both classifiers for 
adjusting parameters. The polynomial kernel of third order showed the best performance 
for the binary classifier and a polynomial kernel of fourth order for the multi-class 
classifier. On the other hand, a test set (TT**) containing one batch per class is constructed 
and used for evaluating the performance of both classifiers. Table 10.6 and 10.7 show the 
corresponding results. 

 
Table 10.6 Performance of the binary classification stage 

 
Class F1 score (%) 

Validation set Test set 

Nominal 100 96.0 

Faulty 100 98.2 

 

 

 

 



184 
 

Table 10.7 Performance of the multi-class classification stage 
 

Class F1 score (%) 

Validation set Test set 

Nominal 100 96.4 

Fault 1 100 93.1 

Fault 2 100 99.5 

Fault 3 100 94.6 

Mean 100 95.7 

 

The results in Tables 10.6 and 10.7 show the good performance of both detection 
and diagnosis stages, which integrate the AD method. In order to assess this method, two 
batches with two novel faults are tested. These novel faults are: 

 Higher concentration of Fe
2+

 (40 ppm) than the nominal (10 ppm) as fault 4 

 Lack of irradiation source (configuration A) as fault 5. 

The results after applying simultaneously both detection and diagnosis stages and 
therefore the AD methodology are reported in Table 10.8. As it can be observed, the 
whole batch with fault 4 is diagnosed as a novel fault, indicated by its detection as fault by 
the binary classifier and the lack of positive diagnosis of all the known faults (faults 1 to 3). 
On the contrary, fault 5 is detected as fault but just few observations are diagnosed as 
novel fault and most of them as diagnosed as fault 3. This points out that the behavior of 
the on-line variables when there is no irradiation source is similar to their behavior when 
the H2O2 dosage protocol is different to the protocol included in the experimental design.   

 
Table 10.8 AD method validation on two novel faults. Performance in terms of F1(%) 

 
Novel 
fault 

Detection stage Diagnosis stage 

NOC Fault NOC Fault 1 Fault 2 Fault 3 

Fault 4 - 100 100 - - - 

Fault 5 - 98.8 7.3 - - 92.7 

 

In general, successful results have been achieved by the proposed AD 
methodology. These results encourage to go on with further research in a next future. A 
first step may be using batches with different contaminants as novel faults. It would be 
probably require to include the off-line variables in the training data so as to perform 
potential models that take into account the degradation behavior of the different 
contaminants. Such models might be then capable of interfering composition changes in 
wastewater treatments, which would constitute a powerful tool. 

10.3 Conclusions about the AD application on batch 
processes 

This chapter reports the application of the anomaly detection (AD) method 
proposed in chapter seven on batch processes. AD allows detecting novel faults not 
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registered previously or not included in the diagnosis models. The proposed methodology 
combines detection (binary classification) with diagnosis (multi-class classification). For 
both cases machine learning algorithms, such as SVM, are used for classification.  

The AD method is applied to a lab-scale heat exchange system and a Photo-
Fenton pilot plant. In both applications, real data was used for constructing the models of 
the two classifiers, as well as for their validation. Moreover, variable-wise unfolding was 
done in both cases so as to apply the method in an on-line manner and obtain results at 
each sampling time. 

In the lab case study, the models are constructed with random and extended data 
and a novel fault is detected successfully as such. Regarding the pilot plant, the on-line 
approach was applied using MPCA and SVM. Three faults are integrated in the models and 
two novel faults are used to validate the AD method.  

In general, successful results are obtained from applying the AD method to the 
Photo-Fenton pilot process. Then, this motivates to applying the method in water research 
for detecting novel contaminants in wastewater treatment. Besides, the implementation 
of a real data-based FDDS together with an AD method in a real pilot plant encourages to 
apply them to a bigger scale. 
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Chapter 11  
THESIS CONTRIBUTIONS AND FINAL 

CONCLUSIONS 

This final chapter is dedicated to summarizing the main conclusions of this thesis 
and to list its contributions to the PSE area. In addition, publications and congress 
contributions resulting from the research and the development of the thesis are  stated in 
here. Finally, future work is envisaged. 

11.1 General conclusions 

The main data-driven FD methods used in PSE are imported from the machine 
learning area. These methods have been applied as classifiers for diagnosing faults in both 
continuous and batch processes along the research work. 

A general FDS has been developed in this thesis based on several stages from data 
acquisition to the construction of diagnosis models. The methods applied in this thesis for 
developing each of the steps of the proposed methodology are provided in the chapters 
corresponding to the methods section. 

Regarding the data pre-processing/standardization step, centering and scaling 
have been applied. In addition, the three existing ways of processing data to a feature 
space (feature extension, feature selection and feature extraction) have been developed in 
this thesis. Specifically, feature extraction is nowadays widely applied for dimensionality 
reduction. With this aim, many MSPM techniques have been used in PSE. In this thesis, 
PCA, ICA, DPCA, and DICA have been implemented for dealing with continuous processes, 
while MPCA, MICA, and BDPCA with batch processes. Furthermore, PCA, MPCA and BDPCA 
have been used for monitoring purposes. 

The construction of the FD models is the bottleneck in the development of a FDS. 
Thus, different approaches have been proposed, evaluated and compared in continuous 
and batch processes. 

Classification methods can be used as FD methods. In this sense, ANN and SVM 
have been used in this thesis as classification methods under a multi-class and multi-label 
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scenario. Besides, clustering methods are introduced in this thesis as diagnosis methods. 
Specifically, GMM with BIC have been used as FD method.  

Next, diagnosis models need to be validated and their application needs to be 
assessed. Due to the lack of a single universal diagnosis performance index, the F1 score, 
which was first introduced in machine learning, has been used so as to compare different 
methods and approaches at the same level. 

In the case of continuous processes the FD approaches proposed are based on the 
process period from which data is taken and each methodology differs in the application 
of different techniques. All these approaches have been tested on the TEP benchmark.  

 It has been revealed that it is difficult to compare the TEP diagnosis results among 
the approaches that have been investigated with the reported in literature. 

 The main conclusion is the advantage of combining two diagnosis models: a 
transient-data based model and a steady-state-data based model. When a single 
diagnosis model is needed, transient-data models yield better diagnosis 
performance than the rest of models.  

 Therefore, the methodology for the treatment of the process information has 
been revealed of greater significance than the specific classification algorithms.  

 Regarding the specific application to TEP, it can be also extracted that similar 
faults can be grouped in one class in order to obtain more robust models that can 
diagnose the reduced number of faults with better performance.  

In the case of batch processes, the FD approaches proposed are based on the 
moment at which the batch is diagnosed, whether at the end or sample by sample (on-
line). These approaches have been applied on the BPP, also considered as a benchmark for 
batch processes as the TEP is for continuous. All the approaches for continuous and batch 
processes are compared with the results obtained with some other approaches, reported 
by their corresponding authors and found in the literature. 

Regarding the implementation of the FDS (Appendix 2), this is included as module 
in a whole communication architecture for the reading of the diagnosis results through a 
Web application. TEP is connected with the FDS in a Simulink-Matlab framework and on-
line results are obtained. 

One of the main weaknesses of data-based FD methods is their difficulty for 
detecting novel faults not learned with the models. This issue is called Anomaly Detection 
(AD) and has been dealt with a proposed methodology. Finally, the FDS and the AD 
methodology have been applied to real cases. A lab and pilot plant operating batchwise 
were the real case studies and successful and promising results were obtained for further 
applications.   

The diagnosis task needs to be complemented with the management of 
preventive actions. In this sense, although Risk Analysis is applied in the process design 
stage, it can share information with the FDS in order to take suitable corrective actions. In 
contrast, Risk-Based Maintenance techniques of recent generation have been addressed 
for developing the preventive maintenance tasks. Therefore, preventive maintenance 
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programs together with the powerful FDS would constitute a complete plant safety 
program to implement. 

11.2 Contributions to the area 

The contributions of this thesis are next summarized. First, a general classification 
of the FD methods is given by joining the classification from the PSE area with the given by 
the AI area. The proposed classification is based on the kind of information used to 
construct the diagnosis models (knowledge or historical data). 

The main contribution of this thesis is the proposal of a general FDS based on 
data-driven models on the way to its implementation and automation in order to provide 
a decision-support tool for plant operators. The methodology involved in the FDS can be 
used as guidelines for dealing with FD in several processes. Furthermore, the development 
and use of a single formulation and nomenclature in the FD algorithms as the proposed in 
here would allow replacing easily the applied methods by others in future.  

Regarding the specific methodology steps, an alternative to centering and scaling 
as data pre-processing method is proposed. Its validation on continuous processes has 
shown enhanced diagnosis performance. A comparison between batch-wise and variable-
wise centering and scaling has been performed when applying a PCA-based method in 
batch processes. Batch-wise standardizations have shown to produce better performance 
when using BDPCA, while variable-wise standardization is better when applying MPCA. 

Feature extension has been proposed and used as information improvement step 
before reducing dimensionality by selection or extraction, obtaining enhanced 
performances. Regarding diagnosis algorithms, SVM are highly exploited in this thesis and 
they are applied successfully on both continuous and batch processes, which is 
corroborated by the diagnosis performances obtained. In the same context, clustering 
methods have been applied for the first time for developing the diagnosis step by grouping 
the process data into classes or clusters. Specifically, GMM technique is applied for this 
purpose.  

Different general FDS approaches have been proposed for continuous and batch 
processes. Regarding continuous processes, the corresponding approaches are based on 
the process state (steady-state, random, latent, transient). Specifically, latent and 
transient data approaches are contributed in this thesis. Also, the combined use of two 
diagnosis models (transient and steady-state) has been proposed. The benefits of this 
contribution are supported by the comparison between models and their evaluation with 
different validation data sets and therefore, by the resulting diagnosis performances.  

Regarding batch processes, two general FD approaches have been developed and 
evaluated, which are based on the moment in which the diagnosis is developed, either at 
the end of batch (off-line) or sample by sample (on-line). A comparative study between 
feature extraction and classification techniques in batch processes with several levels of 
noise in data is developed, revealing that the choice of the feature extraction method is 
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more decisive than the choice of the classification method. A second comparative study 
between batch-wise and variable-wise centering and scaling is addressed for both MPCA 
and BDPCA techniques in the on-line diagnosis approach. It is thus reported that BDPCA 
performs better when diagnosing the process on-line and a batch-wise centering and 
scaling should be developed. However, when MPCA is applied, the variable-wise centering 
and scaling is better in terms of diagnosis performance. 

On the other hand, an AD methodology has been contributed for detecting novel 
faults neither reported before nor included in the diagnosis models. This method merges 
detection and diagnosis stages by using binary and multi-class classification methods and 
deals with the main drawback of data-based diagnosis models. The AD method has been 
successfully applied to a lab heat exchanger and a Photo-Fenton pilot plant by detecting 
novel faults with the detection and diagnosis models constructed. 

Finally, these thesis contributions have been validated not only to simulated 
processes, but also against real cases, a lab case study and a pilot plant. The success of 
such implementation validates once again the methodology and techniques developed 
and supports their industrial application. 

Furthermore, RBI is proposed to be applied to different PSE fields for reducing the 
risk in the in-service equipment and for the detection of progressive damage in there, as 
part of a preventive maintenance program.  

The thesis has also proposed to develop and implement a whole plant safety 
program in future by joining the FDS with an appropriate preventive maintenance 
program. The implementation of the general FDS proposed and an application example of 
a preventive maintenance technique (RBI) are given in the appendixes section. 

11.3 Future work 

Some areas that are still open to research and future work that can be 
undertaken is next exposed. Regarding specific investigation that may provide deeper 
insight and lead to the enhancement of the methods developed, the following issues 
should be considered: 

 A study of the retained variance and the number of components to retain with a 
feature extraction method should be done for batch processes in order to 
investigate the effects of both parameters on the diagnosis performance. It is 
probable to obtain similar results than in continuous processes. Higher variance 
retained, better diagnosis performance. 

 An optimization work could be also done for making decisions regarding to the 
different key steps in the FDS. For instance, the parameters to optimize in a batch 
process would be then the number of batches to include in the models, the 
number of inputs to the diagnosis algorithm (number of retained components) 
and the kernel function (in SVM) or number of hidden nodes (in ANN). 
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Regarding open research lines, the following challenges should be considered: 

 A more complete work to develop with the FDS is to include corrective actions to 
the possible faults and the consequences of such faults. This would generate a 
more complete and realistic research. 

 A field to be exploited is to profit the information from the different modules that 
integrate a chemical process. In the same way, the output from the diagnosis 
module can be integrated and used for others. In this sense, the proposed FDS 
could incorporate a preventive maintenance program in a whole robust plant 
safety program. 

 Finally, the AD method can be extended for further investigations such as the 
detection of contaminants in wastewater treatments. In addition, the 
methodology should be also tested in continuous processes as it has been tested 
on batch processes.  

11.4 Work done and publications 

The next publications have resulted from the research work for the development 
of the current thesis: 

1. A semisupervised approach to fault diagnosis for chemical processes. Monroy I., 
Benítez R., Escudero G., Graells M. Computers and Chemical engineering, 34 
(2010), 631-642. 

2. Fault diagnosis of a benchmark fermentation process. A comparative study of 
feature extraction and classification techniques. Monroy I., Villez K., Graells M., 
Venkatasubramanian V. Bioprocess and biosystems engineering. Accepted. 

3. Enhanced plant fault diagnosis based on the characterization of transient 
stages. Monroy I., Benítez R., Escudero G., Graells M. Computers and Chemical 
engineering. Accepted.  

 
In addition, the works submitted and presented in congresses are next listed: 
 

1. Improving the Representation of Process Information in Multi-Label Fault 
Diagnosis Systems. Isaac Monroy, Gerard Escudero and Moisès Graells. 18th 
European Symposium on Computer Aided Process Engineering (ESCAPE 18). 

2. Using extended information as features for enhancing the performance of Fault 
Diagnosis Systems for chemical processes. Isaac Monroy, Gerard Escudero and 
Moisès Graells. 11th Mediterranean Congress of Chemical Engineering. 

3. Anomaly detection in batch chemical processes. Isaac Monroy, Gerard Escudero 
and Moisès Graells. 19

th
 European Symposium on Computer Aided Process 

Engineering (ESCAPE 19). 
4. DICA enhanced SVM classification approach to fault diagnosis for chemical 

processes. Isaac Monroy, Raul Benítez, Gerard Escudero and Moisès Graells. 
ESCAPE 19. 

5. Semisupervised methodology for fault diagnosis in chemical plants. Isaac 
Monroy, Raul Benitez, Gerard Escudero and Moisès Graells. AIChE meeting 2009. 
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6. On-line fault diagnosis based on the identification of transient stages. Isaac 
Monroy, Raul Benitez, Gerard Escudero and Moisès Graells. 20th European 
Symposium on Computer Aided Process Engineering (ESCAPE 20). 

7. Dynamic process monitoring and fault detection in a batch fermentation process: 
comparative performance assessment between MPCA and BDPCA. Isaac Monroy, 
Kris Villez, Moisès Graells and Venkat Venkatasubramanian. 21th European 
Symposium on Computer Aided Process Engineering (ESCAPE 21). 

8. Anomaly detection in a Photo-Fenton pilot plant. Isaac Monroy, Evelyn Yamal, 
Gerard Escudero, Moisès Graells and Montserrat Pérez-Moya. 12th Mediterranean 
Congress of Chemical Engineering. 

9. An open architecture for the fault diagnosis of chemical processes. Javier Silvente, 
Isaac Monroy, Gerard Escudero, Antonio Espuña and Moisès Graells. 12th 
Mediterranean Congress of Chemical Engineering. 

10. A novelty detection approach for detecting faulty batches in a Photo-Fenton pilot 
plant. Isaac Monroy, Evelyn Yamal, Gerard Escudero, Moisès Graells and 
Montserrat Pérez-Moya. 22

th
 European Symposium on Computer Aided Process 

Engineering (ESCAPE 22). To be presented. 
11. A promising OPC-based computer system applied to fault diagnosis. Javier 

Silvente, Isaac Monroy, Gerard Escudero, Antonio Espuña and Moisès Graells. 
ESCAPE 22. To be presented.   

Participation in research projects 

 Estudio centrado en la obtención de la Homologación de la “Papier Cheque 
Societé Generale” y de “La Poste” para Vilaseca S.A, 2007. 

 TOLERANT T. Advanced Support Systems for Flexible Production Processes in 
Chemical and Petrochemical Industry, supported by the European Union 
(European Regional Development Fund 2007-13) and the Spanish Ministry of 
Science and Innovation. (DPI2006-05673), 2007-2009. 

 EHMAN. Expanding the Horizons of Manufacturing: Solving the Integration 
Paradox, supported by the European Union (European Regional Development 
Fund 2007-13) and the Spanish Ministry of Science and Innovation. (DPI2009-
09386), 2009-2011. 

 Implementación del programa SIMECELE en PEMEX Refinación para la inspección 
y control de espesores en tuberías y equipos, 2010. 
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APPENDIX 1  
RBI APPLICATION 

This appendix presents an application of RBI to PEMEX REFINEMENT. PEMEX 
prioritizes thinning of equipment and pipes, dimensional changes and deterioration of 
screws and nipples as progressive damages to deal with and prevent. Such damages are 
one of the main causes of ruptures, leakages and releases of equipments and pipes. 

The mechanical calibrations file has to be updated with all the required elements 
and including the analysis of thickness measurements, damage rates, next measurement 
dates, estimated useful life of equipments and pipes and replacement dates. Nowadays, 
PEMEX REFINEMENT manages such information by a program created by CEASPA group 
(Study center for the management of polymeric and petrochemical processes and 
environmentalprotection) at the UNAM. This system includes an application capable of 
capturing data directly from industry and identifying anomalies in the moment of the 
measurement. 

The inspection planning is thus focused on the management of the mechanical 
calibration files and the establishment of some calculations as part of the preventive 
maintenance and inspection. Visual examination, thickness measurements and in some 
specific cases (welded arrangements) radiography and ultrasonic devices are the 
inspection techniques used to deal with the progressive damages. Next, the parameters 
calculated when developing the inspection program are presented: 

Replacement limit (Lr): It has to be calculated when it is not given by the 
manufacturer for all the diameters and materials that integrate the control unit according 
to the code ANSI B 31.3. The replacement limit for pipes with flat ends according to PEMEX 
criterion is calculated as in A1.1: 

S2
DPLr


         A1. 1 

where P is the design pressure (lb/in2), D the nominal diameter (in) and S the maximum 
effort permissible to the design temperature (lb/in

2
). On the other hand, the replacement 

limit for pipes with screw ends is calculated as in the next equation: 

RLL rrr 
        

A1 2 

where R is the additional thickness due to the screw depth (in). 
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Specific damage rate (d): It is the damage that suffers the material between two 
consecutive date. 

if

fi

ff
ee

d



         A1. 3 

where ei is the thickness (milch) obtained in date fi and ef is the thickness obtained in date 
ff  

Damage rates are filtered according to these criteria: 

 Damage rates in which any of the two thickness measurements are bigger than 
the nominal thickness plus the 20% of swelling are not considered in calculations. 

 Negative damage rates are also discarded, which indicate a thickness increase. 

 Moreover, damage rates higher than 20 milch per year are considered as critical 
values. 

It is also important to mention that the minimum quantity of thickness values in a 
control unit must be 32 so that the statistical analysis is reliable. 

Next calculations are developed differentiating two groups of values 
characterized according to the specific damage rates values and called typical and atypical. 
The original criterion used by PEMEX Refinement is next presented. Also a comparison of 
this method with PCA was performed. 

Quartile method 

Quartilees are three values that divide an ordered set of data in four parts 
porcentual equal. Given a set of values, the first quartilee is defined as the median of the 
first half of values, in other words, it’s the value below which there is a quarter (25%) of all 
the values of the ordered series. The second quartilee is the median of the total set of 
values, while the third quartilee is the value below which there are three quarters of the 
data (75%). In other words, third quartilee is the median of the second half of values. 

The values over the upper threshold (UCL) are considered as atypical. 

IQR5.1QUCL 2         A1. 4 

where 𝐼𝑄𝑅 = 𝑄3 −𝑄1. 

Statistically adjusted damage rate (Dmax): It is a statistical adjustment in order to 
obtain the maximum damage of a control unit with a 90% of reliability. PEMEX Refinement 
has their own expressions but they were slightly modified by CEASPA group. These 
equations are next presented (A1.5 for typical values and A1.6 for atypical values). 

t

t
t,t,mtmax, n

StDD         A1. 5 



209 
 

a

a
a,a,mamax, n

StDD         A1. 6 

where S is the standard deviation and Dm is the mean of the damage rate values and a or t 
represent whether the values are typical or atypical. 

Estimated useful life (VUE): It is the supposed time before the control unit 
reaches its replacement limit and it is calculated with the next equation: 

max

rk

D
LeVUE 

         A1. 7 

where ek is the minimum thickness found during the inspection in the control unit and Lk is 
the replacement limit. VUE is also calculated for typical and atypical values separately. 

Next thichness measurement rate (FPME): It is the date when the next 
measurement must be taken. It is calculated with the next equation: 

3
VUEfFPME k         A1. 8 

where fk is the date of the current measurement. There is one date for the typical values 
of the control unit and another one for the atypical values. 

Probable replacement date (FRP): It is the final calculation in an inspection 
program and it is the date when the control unit is estimated to be replaced because its 
useful life has been reached. This value is calculated with the next equation: 

VUEfFRP k         A1. 9 

There are also two dates corresponding to the typical and atypical values in the 
control unit. In general, by dividing thickness calibration in two groups (typical and 
atypical), two next inspection dates are obtained, which are fairly representative of the 
damage level existing. An economical benefit is also obtained by avoiding calibrating levels 
not necessary to measure. The calculations after inspection must be evaluated according 
to the norm DG-SASIPA-IT-0204 so that they can be valid and reliable. Although the 
calculations are not complex, the main problems can be originated due to a wrong way of 
calibrating thicknesses. 

Deterioration rates are better defined with future inspections and therefore the 
inspection frequencies become established in a more accurate way. This is actually part of 
a good inspection updating and it becomes the basis of a successful system audit. Table 
A.1 shows the calculations for a control unit with data from two inspections. The pipe line 
has a diameter of 8 in, a nominal thichness of 322 mil and a replacement limit of 150 mil. 
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Table A1.1 Inspection results from a control unit 
Parameters 
calculated 

Different damage rates (d) 

d d without 
negatives 

d without 
critical 

d typical d atypical 

Thickness number 185 130 129 122 8 

Minimum value -44.73 0.36 0.36 0.36 10.18 
Maximum value 25.82 25.82 15.64 8.73 25.82 
Mean 1.12 4.41 4.24 3.82 13.45 
Std 7.93 3.37 2.8 2.17 5.32 
1st quartile 0.73 1.91 1.82 1.82 10.18 
2nd quartile 2.55 4.0 4.0 4.0 11.45 
3rd quartile 4.73 5.82 5.82 5.45 13.45 

4th quartile 25.82 25.82 15.64 8.72 25.82 
UCL 10.73 9.86 10.0 9.45 16.36 
LCL 5.64 1.86 -2 -1.45 6.54 
IQR 5.45 3.91 4.0 3.64 3.27 
Outliers 5 8 7 0 1 
Negative outliers 1 0 0 0 0 

Limit 95% std 16.99 11.16 9.85 8.17 24.10 
Limit 5% std 14.75 2.34 -1.37 -0.53 2.81 
tα 1.65 1.66 1.66 1.66 2.37 
Dmax (mil/year) 2.09 4.9 4.65 4.14 17.91 
VUE (years) 45.5 19.4 20.4 22.9 7.3 
FPME (years) 5.0 5.0 5.0 5.0 2.42 

 

As it is observed, the atypical regions of the control unit require a next inspection 
in shorter time to five years in comparison to the rest of measurement levels. 
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APPENDIX 2  
FDS IMPLEMENTATION 

This appendix presents an implementation of the FDS proposed in this thesis to 
continuous processes. The diagnosis system is connected with the process in order to 
produce real-time results. The process is TEP simulator in Simulink/Matlab and the FDS is 
implemented incorporated as an S-function to the process. Next, the FDS is explained in 
detail. 

Fault Diagnosis System 

The diagnosis models are the transient models with 44 features (retained PCs) 
and obtained with a polynomial function of second degree by SVM algorithm. Such models 
demonstrated to produce a good diagnosis performance when diagnosing not only 
transient regimes, but also steady-state data (with a less performance though). A further 
improvement of the system would be to incorporate two diagnosis models working at the 
same time, one from transient regime and another from steady-state regime. 

 

 
Figure A2.1 Scheme of the FDS implementation in Simulink 
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Therefore, the diagnosis models are loaded in Simulink by means of an S-function, 
which is incorporated to the TEP process simulator. Such models are then applied to the 
real-time measurements generated by the process. As result, diagnosis values or 
predictions to the corresponding scenarios are also obtained on-line. In more detail, the 
whole diagnosis system receives the on-line data by the simulator and generates the 
diagnosis, interpreted from the predictions to each faulty scenario. If the diagnosis value 
of one fault changes from a negative to a positive value, such fault is occurring and being 
diagnosed, otherwise the process remains under NOC. Figure A.2 shows the scheme of the 
FDS incorporated to the TEP process in Simulink. 

An OPC-based open architecture 

As further work, an OPC-based architecture is being designed with an application 
to fault diagnosis. This architecture would allow performing diagnosis on-line by 
connecting a simulator that can be later replaced for a real plant with the FDS within the 
architecture.  

This architecture consists of the next components: a data generator, that can be 
either a real plant or a simulator, a diagnosis system as decision-making support tool, a 
standard specification based on OPC, an information repository and a customer interface 
to the supervisory system. Figure A2.2a shows the general scheme of this architecture and 
Figure A2.2b shows the particular implementation. 

 

Custom interface

OPC-Bridge

OPC-Toolbox

S-functions / Matlab functions

Simulator

Diagnosis models

OPC server / client

THOT

Web interface

Process

Supervisory modules

Open communication system

Information repository

User / Operator

b)a)

 
Figure A2.2 a) General structure of the proposed architecture, and b) particular implementation 

 

Specifically, the data generator consists of the process itself. A process simulator 
can perfectly work as data generator for validating the information architecture. Then, 
process samples from all the measured and controlled variables are the input of the 



213 
 

diagnosis module or FDS. This module is developed in Matlab and incorporated in Simulink 
with an S-function in order to generate the diagnosis results on-line at real time.  

An OPC server is incorporated into the architecture to set up the communication 
of the real-time process data from the process or from the FDS (as in this case) to the user. 
Indeed, supervision engineers can play this role in real industrial applications. An 
intelligent platform for real-time management of decisions at different levels of 
production, called THOT, is an important element in the architecture. This platform was 
designed by CEPIMA research group, and works as a repository of all the stored and 
available information obtained from different processes and data-bases in a transparent 
XML format. It plays an important role in the computer architecture by receiving the 
diagnosis information from OPC through an OPC-bridge and sending it to the operator 
through a custom interface. The platform is designed to be as open and flexible as 
possible. Thus, a flexible platform would allow sending information in the inverse sense to 
the plant and receiving and sending information from and to other decision-making 
support tools.  

Finally, the custom interface in the computer architecture has been implemented 
as a Web application that uses an applet to render information coming from the process 
and the diagnosis module and passing through the platform. The real-time variable values 
of each variable are presented with visual aids allowing their reading and comprehension. 
Furthermore, the corresponding diagnosis values to each modeled fault will be provided in 
the same manner, allowing the diagnosis of the process as an application of the computer 
architecture. Beyond this, real-time diagnosis would allow taking appropriate corrective 
actions on time. This promising architecture is in the construction phase and represents a 
real implementation of the proposed FDS in this thesis. 
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