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The rapid growth of the market for portable, battery operated systems for
communications, computer and consumer electronics (3C), and the trend of moving
functionality to the digital domain in very large scale integration (VLSI) systems have
resulted in an enormously increasing interest in analog-to-digital converter (ADC)

design.

Combining both oversampling and quantization error shaping techniques, delta
sigma (AY) ADCs achieve a high degree of insensitivity to analog circuit
imperfections. Nevertheless, the design of CMOS AX ADCs involves a number of
practical issues and trade-offs that must be taken into account in order to optimize
their performance in terms of power consumption, silicon area, and time-to-market
deployment. This thesis proposes a number of novel performance-enhancement

techniques on different design levels, including algorithm, architecture and circuit
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level, for AX ADCs in various application circumstances, such as telecom, audio,

sensor, and so on.

First, novel techniques are proposed to mitigate 1/Q mismatches in
switched-capacitor quadrature bandpass Delta-Sigma modulators (DSMs) used in
low-1F wireless receivers. The 1/Q mismatches result in a nearby channel at the image
frequency, the mirrored image of the desired signal around its center frequency
(self-image) and the quantization noise to corrupt the desired signal, degrading the
dynamic range of the modulator. A dynamic element matching scheme and a bilinear
scheme are the proposed solution to reduce all the above-mentioned 1/Q mismatch
effects. Furthermore, a multiplexing scheme for the sharing of op-amps, quantizers
and DACs between the | and Q channels is investigated for smaller chip area. A
prototyping DSM was designed and fabricated in a 0.18 um CMOS, measuring an

image rejection ratio of 73 dB, being the best reported.

Second, a pulse-width-modulation (PWM) technique is proposed for on-chip
automatic RC time constant tuning for cascaded continuous-time (CT) DSMs for
audio application. The demand for high signal-to-noise-plus-distortion ratio (SNDR)
and low power brings a wealth of opportunities to the CT DSMs. In CT DSMs,
cascading low-order stages provides an effective way to achieve stable high-order
modulation. However, compared to CT single-loop modulators, CT cascaded
modulators are more sensitive to variation of RC time constant and finite dc gain of

the opamps as these nonidealities affect the precise cancellation of the quantization
n
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noises between the analog and digital paths. In the CT cascaded modulator presented
here, we propose to apply a PWM technique for on-chip automatic RC time constant
tuning. The application of PWM in turn enables the use of the correlated double
sampling (CDS) technique, which is conventionally confined to discrete-time circuits,
to boost the effective dc gain. The PWM further allows the use of a
finite-opamp-bandwidth compensation technique for power saving. Analysis on PWM
tuning, CDS, anti-aliasing filtering, noise and jitter in the CT modulator are presented
and verified with extensive simulations. Measurement results on a prototype CT
cascaded 2-2 DSM in a 0.18-um CMOS show that the proposed techniques can
improve the dynamic range (DR), SNDR and spurious-free dynamic range (SFDR) of

the modulator by at least 28 dB.

Third, a high-precision capacitance-to-digital converter (CDC) is proposed,
which can be configured to interface with single-ended or differential capacitive
sensors. In the conventional CDC, charge injection from bottom-plate switches
depends on the digital output and the value of the sensing capacitor. Nonlinearity is
resulted especially when the varying ranging of the sensing capacitor is wide. In this
thesis, new switching and calibration schemes are proposed to reduce these charge
injection. A prototyping 2nd order CDC employing the proposed techniques is
fabricated in a 0.18-um CMOS process and achieves a 53.2aFrms resolution in a 0.5ms
measuring time. The proposed techniques improve the CDC’s linearity from 9.3 bits to

12.3 bits in the single-ended sensing mode, and from 10.1 bits to 13.3 bits in the
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differential sensing mode, with a wide sensing capacitor range from 0.5 to 3.5pF. The
CDC is also demonstrated with real-life pressure (single-ended) and acceleration

(differential) sensors.
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CHAPTER 1. Introduction

1.1 Motivation

The rapid growth of the market for portable, battery operated systems for
communications, computer and consumer electronics (3C), and the trend of moving
functionality to the digital domain in very large scale integration (VLSI) systems have
resulted in an enormously increasing interest in analog-to-digital converter (ADC)
design.

There exist plenty of possibilities to implement an A/D conversion. For different
ranges of resolution and speed, different conversion methods are considered optimal.
One favorable option is the delta-signal (AX) ADC. Since the first idea underlying the
operation of AX ADCs was patented [1] around 50 years ago, there have been a huge
number of circuits and systems exploiting XA ADCs in many different industrial
applications from instrumentation, audio, sensor interface to communications [2]-[17].
Combining oversampling and quantization error shaping techniques, XA ADCs
achieve a high degree of insensitivity to analog circuit imperfections. This is achieved
through extensive use of digital signal post-processing, which is actually highly
preferred in modern VLSI technology where the implementation of dense and fast
digital circuits can be better realized than accurate analog functions. XA ADCs are
thus a good choice for embedded ADCs in modern systems-on-chip (SoCs) integrated

in aggressively scaled CMOS technologies.
1
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In spite of the aforementioned advantages, the design of CMOS XA ADCs
involves a number of practical issues and trade-offs that must be taken into account in
order to optimize their performance in terms of power consumption, silicon area, and
time-to-market deployment. The objectives of this thesis are to improve these
performances of XA ADCs in some specific application domains through innovations

in system and circuit levels.

1.2 Original contributions and outline of the thesis

In this thesis, we concentrate on AX ADCs for three specific application domains
and propose original methods on algorithmic, architectural and circuit levels to

improve their performances. Two of them are DT XA ADCs and one CT.

First, novel techniques are proposed to mitigate 1/Q mismatches in
switched-capacitor quadrature bandpass Delta-Sigma modulators (DSMs) used in
low-1F wireless receivers. The 1/Q mismatches result in a nearby channel at the image
frequency, the mirrored image of the desired signal around its center frequency
(self-image) and the quantization noise to corrupt the desired signal, degrading the
dynamic range of the modulator. A dynamic element matching scheme and a bilinear
scheme are the proposed solution to reduce all the above-mentioned 1/Q mismatch
effects. Furthermore, a multiplexing scheme for the sharing of op-amps, quantizers
and DACs between the | and Q channels is investigated for smaller chip area. A

prototyping DSM was designed and fabricated in a 0.18 um CMOS, measuring an
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image rejection ratio of 73 dB, being the best reported. This work is presented in

Chapter 2.

Second, a pulse-width-modulation (PWM) technique is proposed for on-chip
automatic RC time constant tuning for cascaded continuous-time (CT) DSMs for
audio application. The demand for high signal-to-noise-plus-distortion ratio (SNDR)
and low power brings a wealth of opportunities to the CT DSMs. In CT DSMs,
cascading low-order stages provides an effective way to achieve stable high-order
modulation. However, compared to CT single-loop modulators, CT cascaded
modulators are more sensitive to variation of RC time constant and finite dc gain of
the opamps as these nonidealities affect the precise cancellation of the quantization
noises between the analog and digital paths. In the CT cascaded modulator presented
here, we propose to apply a PWM technique for on-chip automatic RC time constant
tuning. The application of PWM in turn enables the use of the correlated double
sampling (CDS) technique, which is conventionally confined to discrete-time circuits,
to boost the effective dc gain. The PWM further allows the use of a
finite-opamp-bandwidth compensation technique for power saving. Analysis on PWM
tuning, CDS, anti-aliasing filtering, noise and jitter in the CT modulator are presented
and verified with extensive simulations. Measurement results on a prototype CT
cascaded 2-2 DSM in a 0.18-um CMOS show that the proposed techniques can
improve the dynamic range (DR), SNDR and spurious-free dynamic range (SFDR) of

the modulator by at least 28 dB. This work is presented in Chapter 3.

3
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Third, a high-precision capacitance-to-digital converter (CDC) is proposed,
which can be configured to interface with single-ended or differential capacitive
sensors. In the conventional CDC, charge injection from bottom-plate switches
depends on the digital output and the value of the sensing capacitor. Nonlinearity is
resulted especially when the varying ranging of the sensing capacitor is wide. In this
thesis, new switching and calibration schemes are proposed to reduce these charge
injection. A prototyping 2nd order CDC employing the proposed techniques is
fabricated in a 0.18-um CMOS process and achieves a 53.2aFrms resolution in a 0.5ms
measuring time. The proposed techniques improve the CDC'’s linearity from 9.3 bits to
12.3 bits in the single-ended sensing mode, and from 10.1 bits to 13.3 bits in the
differential sensing mode, with a wide sensing capacitor range from 0.5 to 3.5pF. The
CDC is also demonstrated with real-life pressure (single-ended) and acceleration

(differential) sensors. This work is presented in Chapter 4.

Finally, the conclusions and future works are given in Chapter 5.
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CHAPTER 2. A High Image-Rejection SC

Quadrature Bandpass DSM for Low-IF Receivers

Quadrature Bandpass Delta-Sigma Modulators (QBDSM) are widely used for
digitization of intermediate-frequency (IF) signals in low-IF receivers. Fig. 2.1(a)
shows a block diagram of a low-IF receiver. The quadrature mixer converts the
received real RF signal to a complex low-IF [1] signal, which is directly digitalized by
the QBDSM to generate in-phase (I) and quadrature-phase (Q) digital bit streams for
further processing. In the digital domain, the demodulation from IF to the baseband is
often performed by choosing the sampling frequency f; equal to four times the IF [2].
This down conversion can be implemented very efficiently by applying only simple
multiplexing and inversion operations, as the oscillator inputs to the second complex

digital mixer are simply *1 or 0.

Downconversion
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Spectrum

Interferences at 4 Signals at
the unwanted i, \ the wanted

sideband \ /Sideband

-£./2 JF 0 IF 2
(b)

Fig. 2.1: (a) Low-IF receiver architecture; (b) a spectrum of the complex signal (X! + jX?) at the

mixer’s output.

One of the claimed advantages of the low-IF architecture is that it avoids the
problems of DC offset and 1/f noise while maintaining a high level of integration.
However, it generally has higher image rejection requirement than a zero-IF receiver. In
the zero-IF receiver, where the image signal is the desired signal itself so a relatively
low image rejection (about 40 dB) suffice for many applications [3][4]. In the low-IF
topology, the image signal comes from an nearby channel that can be 20-30 dB larger
than the desired signal [3][4]. The image signal is aliased into the signal band due to
gain and phase mismatches between the | and Q signal paths. In order to minimize this
image interference, a high image-rejection capability is desirable for the low-IF
receiver and for the QBDSM, which plays a crucial role in the receiver (as shown in
Appendix I). Further to the problem of aliasing the image channel into the signal band,

the 1/Q mismatches in the QBDSM also cause: (i) the unshaped quantization noise at
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the image frequency to leak into the signal band; and (ii) a mirrored image of the
desired signal around its center frequency, i.e., the self-image, to arise.

Various techniques dealing with different aspects of 1/Q mismatches have been
reported in the literature [1][2][5]-[10]. In [5], an adaptive mismatch cancellation
system to correct 1/Q mismatches at the cost of complex digital signal processing was
proposed. In [1], a notch is placed in the image band of the noise transfer function
(NTF) to address the issue of aliasing of the quantization noise. This complicates the
NTF design and wastes an NTF zero in noise shaping in the desired band [6]. A
dynamic element match shaping (DEM) method through a randomized swapping of 1/Q
components was proposed in [7], which raises the noise floor of the modulator and
hinders the noise shaping in the desired band. Another DEM method that swaps 1/Q
components alternately was introduced and verified by simulation results in [8], but it
causes a self-image problem. A mismatch insensitive double-sampling QBDSM with a
resonator with a bilinear input circuit was reported in [2], however, the self-image
problem remains to be tackled. Moreover, the bilinear branch for the feedback DAC
signal, which is included in the loop of the modulator, complicates its architecture
design. An I/Q path-sharing technique for high image rejection is reported in [9] for a
complex switched-capacitor (SC) Delta Sigma modulator, which deals with real, not
complex, IF inputs. Since it does not take a complex input, the modulator in [9]
cannot apply to the receiver shown in Fig. 2.1(a).

In this chapter, new DEM [10] and bilinear techniques are proposed for high

image-rejection SC QBDSMs that have their notch frequency located at f;/4.
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Furthermore, an 1/Q channel multiplexing scheme to share the op-amps, quantizers
and DACs between the | and Q channels is proposed to eliminate some components of
the 1/Q mismatches as well as to reduce chip size. To verify the proposed techniques,
a prototyping SC QBDSM was designed and fabricated in a 0.18um CMOS

technology and measured results are reported.

2.1 Mismatch in Complex Gain Blocks

Coefficient mismatch in a complex filter has been modeled in [11]. To lay a
background for analyzing the mismatch in QBDSM, the coefficient mismatch for a

general complex gain block is reviewed here following the approach in [11].

Xre i Jre
|deal case
K Kfe = Krge = Kre
Kil‘rm = Kim = Kim
Xim KT% :@ > Vim

Fig. 2.2. Realizing a complex gain block with real gain blocks.

Magnitude
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conjugation

0" |->{ak’

+

X K 2 —>Yy

+

Fig. 2.3. A complex gain block model with coefficient mismatch.

A complex signal x = x,. + jx;;, multiplied by a complex gain factor
K = K,. + jK;;,, can be realized by real multiplication blocks as shown in Fig. 2.2. In
the ideal case, Kl = K2 = Ko, Kl = K2, = Ky, and the time-domain output is:
Y = Kx = KreXpre — KimXim + j (KreXim + KimXre) (2.1)
In the complex gain block, there are two paths (I and Q) for each of the real
coefficients K,, and K;,,. Due to process variation, mismatches exist between these
I and Q path coefficients. In general, K/, # K,% and K}, # K. . Here we propose to
represent the coefficient mismatch in complex form:
Kle = Kre + 0Kye K% = Kye = MKy
Kl = K + Ky K2 = Kipp — AK; (2.2)
AK = AK,, + jAK;p,.
Based on the definitions in Eq. (2.2), the time-domain output of the complex gain
block becomes:
y = Kx + AK,oXro — AKippXimn + j(—AKpeXim — AKipnXre)

(2.3)
= Kx + AKre(xre _jxim) - AKim(xim +jxre)

' In this chapter, complex coefficients and time-domain variables are shown in bold for a contrast to real ones,

while z-domain variables are not since they are complex by definition.

7
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= Kx + MKy o (Xre — jXim) — JAKim (Xre — jXim)
= Kx + AK"x*
The asterisk in Eg. (2.3) indicates complex conjugation. For discrete-time
systems, applying z-transform to Eq. (2.3), we obtain:
Y(z) = KX(2) + AK*X*(z"). (2.4)
Eq. (2.4) is resulted with the use of the linearity property of z-transform and that
Z{x*} = X*(z*). The mismatch effect is modeled in Fig. 2.3. It is seen that the I/Q
coefficient mismatch adds to the output an error term that is proportional to the
conjugate — the frequency-domain mirror image - of the input as shown in Fig. 2.3.
We define the image rejection ratio (IRR) as the ratio of the gain magnitude of the
desired signal (X(z)) to that of the image signal (X*(z")), i.e.,IRR = |AK|/|K]| for
this gain block. In this thesis, we consider the mismatch being frequency-independent,
which is generally true for narrow band systems. The above results form the basis for

our analysis in subsequent sections.

2.2 Mismatches in QBDSM

A main building block of a QBDSM is the complex resonator. Fig. 2.4(a) shows a
conventional discrete-time (DT) complex resonator realizing by real integrators that
have a transfer function z='/(1 —z1). Assume there is no I/Q mismatch, i.e.,

I _ p@Q
Pl,re_P

1,re

— I _ p@ _ I —_ 2@
- Pl,relpl,im - P1,im - Pl,im»Al,re =A

1,re

= At e Al im = AL i =

1,im 1,im

A1 im. The resonator’s output is:

A;z71
1 - (1 + Pl)Z

Vout (z) = —Vin(2) (2.5)

8
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where Py =Py e+ jPim, A1 = Atre T jAvim» Vin(2) = Vin(2) +jVi?1(Z) =
Z{vhy +jvie} and  Voue(2) = Viu(@) + Ve (2) = Z(0buc +jvge}  With  Z(}
denoting the z-transform. The signal flow diagram of the ideal resonator is simplified

in Fig. 2.4(b) using complex coefficients.

Vi > Vout
1’12 "I’E}%t
(@)

+
A+ -1
Virn(z) - Z = — V;ut(z)
1—2z"1
(b)
%L
B
=
5
A, =1 =
_-—-—'—'-'--.-—

1)z fJa 0 1A 112

(©)
9
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Fig. 2.4: (a) Complex resonator realized with real integrators; (b) signal flow diagram with complex

representation of coefficients with mismatch; (c) a magnitude plot of the resonator.

When we set P; = —1 +j such that the resonator has its pole frequency located
at f;/4 (apole in the resonator translates to a notch in the noise transfer function of

the QBDSM), the output is simplified to:
A;z71
Vour (2) = 1_1—].2_1Vin (2) (2.6)

The transfer function of Eq. (2.6) is plotted in Fig. 2.4(c).

conjugation

()* F=>|Huis(@

+

Z > p::rut(z)

Alz_l

l—jZ_l +

Vin(2) >

Fig. 2.5. Signal flow diagram of the complex resonator with coefficient mismatches.

>Nz)

With P,=P,=—1+j <Bfe

Fig. 2.6 A second order QBDSM with CIFF architecture. All the coefficients and signals are

complex here.

Now consider 1/Q mismatches between the following pairs of real coefficients:
(Ao, A2, (AL ims AL, (Plre, P2, and (P, P, We use the complex

10
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mismatch notation defined in Eq. (2.2) (K stands for A, or P;). Assuming that the
magnitudes of the mismatch terms AA; and AP; are small compared to the
magnitude of A; and P, respectively and that AA, and AP; are independent of
each other (circuit mismatches are regarded as independent random variables), with

steps similar to Egs. (2.3) and (2.4) one can show that the complex resonator’s output

becomes:
Az -
Vour (z) = 1_—jZ_1Vin(Z) + Hpis(2)Vin(27) (2.7)
where
Z_l * * * Z_l
Hmis(z) = 1——]Z_1 AAl + AlApl sz_l (28)

Eq. (2.8) is obtained with the use of the linearity of z-transform (Z{v;,} =
Z{v{n—jvi‘fl} = Viﬁl(z)—jVi?l(z)) and the property of z-transform on complex
conjugation that Z{v;,} = V;;,(z*). Compared with Eq. (2.6), a term related to the
input’s mirror image V;,,(z*) is added due to the 1/Q mismatches on A; and Pq. The
signal flow diagram of the resonator in the presence of coefficient mismatch is shown
in Fig. 2.5.

Linear-model analysis of the QBDSM shows that it has two complex transfer
functions: the signal transfer function (STF) and the noise transfer function (NTF).
With I/Q mismatches, there are two additional transfer functions: the ISTF which
represents the gain from the image of input to the output; the INTF for the gain from
the image of the quantization noise “input” to the output. Consequently, the output of

the modulator can be expressed as a sum of four terms:

11
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Y(z) =STF(z) - Viy(2) + NTF(2) - E(z) + ISTF(2) - V;;,(z") +
(2.9)
INTF(z) - E*(z7).
The INTF plays a critical role in the SNR performance of the QBDSM, and the ISTF
plays a critical role in the image-rejection performance of the QBDSM [11].

Next, this research will focus on a second order QBDSM with Chain of
Integrators with weighted Feed-Forward summation (CIFF) architecture, which has
been realized in silicon, to further illustrate the problem and demonstrate the solution.
The CIFF topology uses feed-forward paths rather than feedback ones to create the
zeros of the NTF. This results in relaxing the output range and output linearity
requirement of the op-amp [12].

The architecture of the modulator is shown in Fig. 2.6, where all the coefficients

are complex numbers. Without 1/Q mismatch, the QBDSM has ISTF(z) = INTF(z) =

0. With the resonator pole frequency located at fs/4, P,, = —1 +j, the STF and

NTF are:
STF(z) = Az +ACz71(1 ;(];_1) +A,(1—jz71)? (2.10)
NTF(z) = % (2.11)

where D(z) = —Bz™2 —BCz '(1 —jz™ 1) + (1 —jz~1)%

With 1/Q mismatches, from Eg. (2.9), an ISTF and INTF arise. The modulator
coefficients altered by mismatch are denoted by Eq. (2.2), where K stands for any of
the modulator coefficients P;,P,,A;,A,,B and C in Fig. 2.6. It can be shown that
the STF(z) and NTF(z) are the same as no mismatch case (Egs. (2.10) and (2.11)),
while the ISTF(z) and INTF(z) become:

12
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z72(AA; + AB*A}) APfz73
~ DALY 2.12
ISTF(z) 5 +(A; +B-A)) e (2.12)
z2AB*(1 +jz Y% +z73B*AP; (1 +jz !
INTF(2) ~ (1+jz7%) T(1+jz77) (2.13)

D(z)D*(z)
Egs. (2.12) and (2.13) assume that all the coefficient mismatches are small and
independent of each other.

A close inspection of Egs. (2.12) and (2.13) suggests that: (i) the 1/Q mismatches
of coefficients A;,P; and B (AA], AP and AB*) affect the ISTF, causing the image
signal to alias into the signal band, and thus adversely affecting the IRR of the
modulator; (ii) 1/Q mismatches of coefficients P, and B (AP and AB*) affect the
INTF, causing the complex conjugate of the quantization noise to alias into the signal
band, thus impairing the SNR of the modulator. For the other parameters, such
asP,, A,, C, thanks to the first or second order noise shaping, their 1/Q mismatch

induced errors are negligible.

2.3 Proposed High Image-Rejection QBDSM

2.3.1 Technique to remove 1/Q mismatches in the first complex

resonator (for P4 in Fig. 2.6)

To investigate the effect of 1/Q mismatches associated with the parameter

Py =—1+47j in Fig. 2.6 alone, all the other parameters are assumed to have no 1/Q
match error. In other words, we let:

AA, = AB = 0. (2.14)

The effect on INTF due to the I/Q mismatch of coefficient P, is considered

13
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firstly. From Egs. (2.13) and (2.14), the INTF of the QBDSM becomes:

—3p*

INTFp. (z) = “Z)(WAPl*(l +iz ) (2.15)

The INTF has a term of (1 + jz™1), meaning there is a notch at —f;/4 for the
response of the complex conjugate of the quantization noise. Fig. 2.7 illustrates this
effect: the mismatch tends to fill in the NTF notch of +f;/4 with the noise
item E*(z")INTFp_(z), which has a notch at —f;/4. Here it is assumed the desired

signal Vi,(z) is located at +f;/4 + Afj,, and the undesired image signal Vipg(z) is

located at —fs/4 — Afj,, respectively.

Vin(z)@(f/4+4f;,)
v*img(z *J@ﬁfs/d-,-ﬂﬁng

Lﬂmg{zj@{'fs/d-ﬂﬁmgj

V2 @LE/8-0,) T

agnitude
g o

M

.

E*(z ’-“)INTFE'[";;F ‘N7 AN [_E(z)NTF(z)
E*(z*)INTFpy(z) -7 )] 7 notch@fs/4
notch@1/ g2 ffa 0 f/a £)2

Fig. 2.7 Qualitative illustration of 1/Q mismatch effects in the QBDSM.
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xf[n] k },I[ﬂ]

Chopper-A/B Chopper-A/B

(b)

Chopper-A

n: odd even odd even

Chopper-B

n: 4k  4k+1  4dk+2 4k+3

Time Domain
(©

Chopper-A Chopper-B
-4

S

; ; >
-f/2 -f/4 0 f[4 f[2
Frequency Domain

(d)

Fig. 2.8 Complex unity gain block: (a) with mismatch; (b) with Chopper-A or B; (c) Chopper-A and

B in the time domain; (d) Chopper-A and B in the frequency domain.
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Fig. 2.9 Qualitative illustration of the effect of applying Chopper-A on parameter P; of the

Lo
--f..j.-
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!

QBDSM.

The chopper (a special case of DEM) technique in [8] is commonly used to
suppress mismatches. This technique, referred to as Chopper-A here, is employed to
suppress the 1/Q mismatches associated with parameter P; in this work. The
operation of Chopper-A is shown in Fig. 2.8 (c) and (d) in the time and frequency
domain respectively. For even input samples, the complex resonator operates in its
normal way. For odd input samples, the real and imaginary paths are swapped. The
chopper frequency is f;/2.

Consider a complex unity gain block with I/Q gain mismatch of & as shown in
Fig. 2.8(a) [8]. Chopper-A operation generates an output y[n] as shown in Fig. 2.8(b),
n being the integer time index, of

y[n] = x[n] + (—1)"6x*[n] (2.16)

when responding to a complex input x[n]. The complex conjugate of x[n] is
thus multiplied by & and (—1)", i.e., cos(nm), or (e/™ + e ™)/2. This means the
complex conjugate term, x*[n], is mixed with tones at +f;/2. In the z-domain, we

have Z{x*[n]} = X*(z*). The mixing of x*[n] with (/™ + e 1™)/2 is equivalent
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to replacing the z variable (z = e/, w being the angular frequency) in X*(z*) by

el@+M (= —7) and /(®~™(= —z), and then taking their average. So, the z-domain
expression for Eq. (2.16) is:

Y(z) = X(z) + 6X*(—z") (2.17)

Similarly, when Chopper-A operation is applied on the complex resonator

parameter P, (on both the real and imaginary parts of P,), the INTF changes from Eq.

(2.15) to:

—z 7 3B*

ID(—2)[?
The term (1 +jz™1) in Eq. (2.15) becomes (1 —jz~1) now. So the notch of

INTFp, cha(z) = INTFp (—2) = AP (1 —jz™h) (2.18)
the INTF is shifted from —f;/4 to +f;/4, coinciding with the notch of the NTF of
the QBDSM [8], as illustrated in Fig. 2.9. As a result, the quantization noise does not
fold into the signal band around +f; /4.

Now the effect of the 1/Q mismatch associated with coefficient P, on ISTF is

investigated. From Egs. (2.12) and (2.14), the ISTF of the QBDSM becomes:

, APfz73
ISTFp,(z) = (A; + B-A,)" - e (2.19)
Considering the ISTF only, the output of the modulator is:
Yp1 (Z) = ISTFp1 (Z) . V;;I(Z*) (220)

*

where Vi (z*) refers to the mirror image of V;,(z) around DC. With Chopper-A to
avoid the noise item E*(z*)INTFp_(z) discussed above in this section, the output
becomes:

Yp, (z) = ISTFp, (—2) - Vi, (—2") (2.21)

Here Vi, (—z"), the mirror image of V;,(z) around its center frequency, is called
17
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self-image, the spectrum of which is that of Vi, (z*) shifted by +f;/2 as shown in
Fig. 2.9. If there is an input signal at ifs + Af;, entering the first complex resonator,
then this signal will leak to ifs — Afy, due to the mismatch on parameter P, and the
Chopper-A applied. The self-image impairs the SNDR of the QBDSM.

However, if we can make A; + B - A, = 0 in the synthesis of the coefficients of
the QBDSM shown in Fig. 2.6, the ISTF in Eqg. (2.19) becomes zero. Moreover, the
STFin Eq. (2.10) becomes:

STF(z) = A, (2.22)

Then the input to the first integrator, V; shown in Fig. 2.6, is:

Vi(z) =A;-Vi,(z) + B-Y(z) = B-E(z) - NTF(2) (2.23)
It does not contain the signal input Vi, (z), but only the quantization noise E(z).

With the condition A; + B- A, = 0, we get:

ISTFp, (—z) = ISTFp, (z) = 0 (2.24)

From Egs. (2.21) and (2.24), it can be seen the self-image is removed. So this
condition is assumed hereafter in this research.

Moreover, if mismatch is considered, A; + B- A, = An # 0, then Eq. (2.19)
becomes:

APz™3  (An-AP)*z7°
14z 1+jz?

ISTFp, (z) = An" - (2.25)

The magnitude of the product An - AP; is very small and the resulted mismatch
effect can thus be ignored. Nevertheless, it shows that the self-image cannot be

completely avoided.
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2.3.2 Technique to remove I/Q mismatches in the Feedback DAC (for

B in Fig. 2.6)

We consider the effect of 1/Q mismatches associated with the feedback parameter

B (see Fig. 2.6) alone in this subsection. Let

AAl ES APl ES 0 (2.26)
then:
27 2AAB
== 2.27
z 2AB*
INTF3(2) = ———— (1 + jz~1)? (2.28)

The mismatch associated with feedback DAC influences both the ISTF and
INTF. As shown in Fig. 2.7, both the undesired image signal and the image of the
quantization noise are aliased into the desired signal band, impairing the SNDR of the
modulator.

The Chopper-A operation can be used to mitigate this mismatch effect as well.

With Chopper-A on B (on both B,, and B;,,), the INTF becomes:
z 2AB*
|D(—2)|?
The INTF becomes 2™ order noise shaped with a notch at +f;/4, i.e., the

INTFg cpna(2) = INTFg(—2) = (1—jz71)? (2.29)

signal band. So Chopper-A can reject the image of the quantization noise at the signal
band.

Meanwhile, the ISTF becomes:
z 2A5AB*
ISTFy cpa(2) = ISTFz(—2) = T—Zz) +0 (2.30)

The self-image is also produced when Chopper-A is applied on parameter B. The

reason is the same as that when Chopper-A is applied on parameter P; if A; + B -
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A, # 0 discussed above. As shown in Fig. 2.9, the self-image V;;,(—z*) located at
fs/4 — Af;, impairs the SNDR of the QBDSM.

In summary, when Chopper-A is applied on parameter B, the self image arises,
impairing the SNDR of the modulator.

Asolution to this self-image problem is to make AB = 0. This can be achieved by
sharing the feedback DAC branch between 1/Q channels and applying the “I/Q channel
multiplexing” scheme. The implementation details are presented in section 2.4. By this
arrangement of making AB = 0, we have:

ISTF5(z) =0, INTFz(z) =0, ISTFz(—z) =0 (2.31)

So the image signal, image quantization noise and self-image signal do not impair

the SNDR of the modulator.

2.3.3 Technique to remove 1I/Q mismatches in the Input Coefficient

(for A; in Fig. 2.6)

In this subsection, we consider the effect of I/Q mismatches associated with the
input parameter A; (see Fig. 2.6) alone. Let
AP, =AB=0 (2.32)

Then the ISTF and INTF of the QBDSM become:

ISTE, (z) = Z;(AZ‘;‘; (2.33)
INTF, (z) = 0 (2.34)

The mismatch on the input branches only influences the ISTF, as the quantization

noise does not go through the input branches. Fig. 2.7 shows only the image signal,
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not the E*(z"), is aliased into the signal band (Vj,,(z")) to impair SNDR
performance.

Applying Chopper-A to parameter A, causes self-image problem, just as in the
case for parameter B. Unlike for parameter B, sharing the input signal branches
between | and Q channels is not feasible because the input signals for | and Q channels
must be sampled simultaneously by different sampling capacitors.

Two schemes to overcome the mismatch on the parameter A; are proposed

below.
2.3.3.1 Chopper-B

An alternative chopper operation, called “Chopper-B”, is used. Its operations in
the time and frequency domain are shown in Fig. 2.8 (c) and (d) respectively. When
the DT time index n is 4k or 4k + 1, where k is a positive integer, the real paths
and the imaginary paths for A; are swapped; when n is 4k + 2 or 4k + 3, the
paths for the complex coefficient A; remain their normal configuration. Note that the
chopper frequency here is f;/4 while it is f;/2 in Chopper-A. It is also noted that
chopper-B itself is a common chopper, however, to the best of our knowledge, there is
no other reported work using Chopper-B to remove the self-image.

When Chopper-B is applied on a complex unity gain stage with 1/Q imbalance 6
as shown in Fig. 2.8(b), then,

yn] ~ x[n] + (=D2lex"[n] (2.35)

The complex conjugate term x*[n] is multiplied by the sequence(—1)%! =
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1,1,—1,—1,1,1 .... The latter can be represented by a cosine function:
(-D2 = g (7% 4 o i(Z0) (2.36)
This means the complex conjugate term, x*[n], is mixed with tones at +f;/4. In
the z-domain, the mixing of x*[n] with el(z—%) +e7(573) is equivalent to
replacing the z variable (z = e/, w being the angular frequency) in X*(z*) by

ej(‘”’%)(= jz) and ej(“_g)(= —jz). So, the z-domain expression for Eq. (2.35) is:
\/E AUl AU
Y(z) = X(z) + 67 e 2X*((j2)*) + 2X*((—jz)*) (2.37)

Similar to the function of Chopper-A discussed above, the aliased image term
Vimg(z") and Vi, (z") are mixed with a cosine at f;/4 when Chopper-B is applied.
It is shifted to the left and right by f,/4. Both the desired signal around f;/4 and the
image around -f,/4 will end up appearing around DC and f,/2 as a result of the
mismatches on A; and the Chopper-B applied. So both the image and self-image
problem are avoided. As shown in Fig. 2.10, there is no aliased image and self-image

signal in the desired signal band.

vf‘mg{zj@('fs/d-ﬂﬁmg) Mn(z)@(fs/d-"ﬂﬁn)

V¥ imgl(292)*)@(Af 1rg)

-

Magnitude
_d

i ~—FE(z)NTF(z)
V*.((5z)*)@( 'ﬂﬁ-n)‘-Jl C— - notch@fs/4
/™S (27)INTFpy_a(2)

T
J2 fJa o fla fj2 O

Fig. 2.10 Qualitative illustration of the effect of applying Chopper-B on parameter Aof the

QBDSM.
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A consequence of Chopper-B operation on A, is that signals originally around
DC and f,/2 will be aliased to the signal band of f;/4. Signals around f/2 are
not a problem because these are attenuated by the anti-aliasing filter required before
the SC modulator. DC offset is a problem. However, it is only the mismatch-caused
residue component of the DC offset that will end up at the signal band. For a 1%
difference between the | and Q paths of the real or imaginary part of A;, the DC
offset will be suppressed by 46 dB when it appears in the signal band. The DC offset
here is much less of a problem than it is in the direct conversion receiver, where the

DC offset is not attenuated at all.
2.3.3.2 “Bilinear” Operation

A double-sampling resonator by two cross-coupled delay cells with a
bilinear-transformed input circuit was reported in [2] so that noise and signals exhibits
first-order shaping before folding to the band of interest. However, the mismatch
between the double-sampling branches (in addition to the mismatch between 1/Q
paths) introduces self-image, which needs to be cancelled by an offline calibration
strategy. In this research, a new resonator with bilinear-transformed input is proposed
as shown in Fig.2.11. It uses cross-coupled real integrators instead of cross-coupled
delay cells, and there are no double-sampling branches for avoiding self-image.

The output of the modified bilinear resonator is:

Ai(1+jz71Y) .
You (@) = =5 = Vin() + Hnis it (2)Vin (2) (238)

where
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, (1 —=jz™h)
Hmis biti (z) = AAY =) (2.39)

Rewrite Eq. (2.8) with AP; = 0 here for comparison:

-1

H,i (2) = AAS Gj—ﬂ_l) (2.40)

Eqg. (2.39) shows that the image component V;; (z*) is filtered by the complex
notch filter 1 —jz~1 when comparing to the case where the bilinear transform is not
applied (see Eq. (2.40)). Therefore, the image rejection capability of the modulator
can be improved effectively.

With the bilinear transform, the input signal V;,(z) is filtered by an extra
complex notch filter (1 +jz™1). Although (1 +jz™1) is almost constant in the
signal band around f;/4, the STF of the original QBDSM is changed and the input
V, to the first integrator contains some portion of signal V;,(z) and a self-image is
induced when Chopper-A is applied on parameter P; in the first complex resonator,
just like what we have discussed with Eq. (2.21).

Fig. 2.12 shows a new bilinear QBDSM architecture to solve the self-image
problems. The differences from Fig. 2.6 are: the input capacitor branch A; is bilinear
and the feed-forward branch A, in Fig. 2.6 is removed. The parameter “D” is just for
scaling purpose to make the second op-amp’s output swing within a reasonable range,
and it can be ignored in the analysis.

The modulator has:

Az +jz7 ) +ACA+jzH(A —jz7)

STFpi(z) = D@ (2.41)
_-1y2
NTFpi(z) = % (2.42)
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The input to the first complex resonator is:

Vin(z) -A; (1 +ijz71) + Y(z)Bz?

A (1 +jzY

D(z) (1—jz7")? - Vin(z) + E(2) - B (2.43)

“NTF(z)z™?!

Eq. (2.43) shows that in the proposed QBDSM architecture the desired input
signal Vi,(z) is first filtered by the second order complex notch filter (1 —jz™1)2
before feeding to the first complex resonator. So the self-image problem concerned
above is avoided effectively. It also reduces distortion because no input signal
component but only quantization noise is injected to the first complex resonator.

Compared with [2], here the bilinear transform has only been implemented for
the input branch A4, but not for the feedback DAC branch B. So the poles of STF and
the NTF do not change and the stability of QBDSM is not influenced. The modulator

has its ISTF and INTF changed to:

Z—l

ISTFa, piti(2) = EAAﬁ(l —jz7h) (2.44)

INTFy, biti(z) = 0 (2.45)

As shown in Fig. 2.13, the aliased image signal Vi,.(z") is filtered by the
complex notch filter 1 —jz~1, thus improving the IRR and SNDR of the modulator

effectively.
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--------------------------------
»

14 ) conjugation Bilinear resonator'.
| ()* —> Hmis,bili(z:'

A(l+jz_]);>®=11 — ' - y — :l: ;(z)

Fig. 2.12 New QBDSM architecture with bilinear-transformed input to remove self-image.
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Vind )@ /445 ns) § . Vile)@( /4401,
; Eﬁ V*Fmg(z *}@GJd-Fﬂfrmg)
1 = Filtered by (1-jz1)
V*.(z2%)@(-f/4- }:E\ “——E(z)NTF(z)
= —.. .“  notch@fs/4
| [~ | v.
' “E*(-z*)INTF, P1_ChA (z)

_fs/z _f!s/‘:l 0 f./a }-JE notch@f./4

Fig. 2.13 Qualitative illustration of the effect of applying bilinear transform on parameter A; of

the QBDSM.

2.3.4 Summary and Simulation Results

The proposed techniques to tackle 1/Q mismatches in the SC QBDSM are
summarized in Table I. To suppress the effect associated with the input coefficient A4,
there are two options: Chopper-B or the bilinear transform technique. The group of
the techniques that includes Chopper-B on A, is called Scheme | here; the group
that includes the bilinear transform technique on A; is called Scheme II.

Behavioral simulations have been conducted to verify the feasibility of two
proposed mismatch cancellation schemes. In the simulations, when considering the
I/Q mismatch associated with any modulator coefficient K, a fixed 2% mismatch is
set as follows: Klo = Kye + 1% - Ko} Kb = Kim + 1% - Ki; K& = Ko — 1% -
K. and Ki?n = Kim — 1% - Kim, (see Eq.(2.2)).

The simulated output power spectral densities (PSDs) are shown from Fig. 2.14
to Fig. 2.21. In estimating the PSD [21] in Fig. 2.14 to Fig. 2.21, eight 32k-point Fast

Fourier Transforms (FFTs) are computed and their magnitude average is used as the
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PSD.

The effect of each of the techniques in Scheme 1 is shown from Figs.2.14 to 2.16.
The output PSDs of the QBDSM with all the techniques in Scheme | turned on, with
and without mismatches, are shown in Fig. 2.17. It can be observed that the aliased
image quantization noise and image signal are effectively eliminated. The IRR is
improved from 39.4 dB to 84.9 dB, and the in-band noise power is reduced from
—48.8 dBFS to —79.1 dBFS, which is just 2 dB higher than the no-mismatch case.

The effect of each of the techniques in Scheme Il is shown from Figs. 2.18 to
2.20. The output PSDs of the QBDSM with all the techniques in Scheme |1 turned on,
with and without mismatches, are shown in Fig. 2.21. It is found that the aliased
image quantization noise and image signal are effectively erased. The IRR is
improved from 34.4 dB to 78.7 dB, and the in-band noise power is reduced from
—38.9 dBFS to —79.8 dBFS, which is only 3.8 dB higher than the no-mismatch case.

The spurious free dynamic range (SFDR) versus amount of I/Q mismatch with
and without the proposed schemes are plotted in Fig. 2.22. It shows that with the
proposed schemes, the SFDR can be improved by more than 30 dB for mismatch
ranging from 1% to 10%. Table Il summarizes the simulated performance of the two

schemes.
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Table | Summary on techniques in Scheme | and Scheme 1.

. Mismatch Mismatch Mismatch _
Techniques for: on A, on B on P, Self-image
Capacitor
Scheme I on X Ai+B-4;,=0
I Chopper-B | Sharing + I/Q | Chopper-A . .
QBDSM in Fig. 6 Multiplex with CIFF (Fig. 6)
. Capacitor
Scheme IT on Bilinear : A new QBDSM
. Sharing+ I/Q | Chopper-A . )
QBDSM in Fig. 12 | Transform Multiplex Architecture (Fig. 12)

0 I I I I T
—Ideal (no I'Q mismatch)
201 2% I/Q mismatch (P1) b _
-:=Scheme I on 2% 1/Q mismatch (P1)|
40 S NS TR U | U SO SO SR S .

Magnitude (dBFS)

-140 i i i i
1].24 0.242 0.244 0.246 0.248 0.25

i I i
0.252 0.254 0.256 0.258 0.26

Normalized Frequency (f/fs)

Fig. 2.14 Behavioral simulated output PSD (32k points) of the QBDSM in Fig. 2.6 with the

Chopper-A of Scheme I applied on P;.

0 I I I I
——TIdeal (no I/Q mismatch) ‘
20| 2% VQ mismatch (B) SR NN U AR SO S _
~ '~ Schemel on 2% I/Q mismatch (B) |:
PP U NN WS U M— | — N S — i
= H
= g
Y | | A A U SR AU SO
p ;
E
= -80
=
=1
=]
i 1
-120 /
L

-140 i i i i i
40.24 0.242 0.244 0.246 0.248 0.25
Normalized Frequency (f/fs)

Fig. 2.15 Behavioral simulated output PSD (32k points) of the QBDSM in Fig. 2.6 with the
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“capacitor sharing” technique of Scheme I applied on B.

0 . . . . ,
—Ideal (no I/Q mismatch) : : :
205 2% I/Q mismatch (A1) | W v B
=*=Schemel on 2% I/QQ mismatch (A1)

Magnitude (dBFS)

: B Akt
i | o I

-140 i i i i i i i
1].24 0242 0.244 0.246 0248 0.25 0.252 0.254 0.256 0.258 0.26
Normalized Frequency (f/fs)

Fig. 2.16 Behavioral simulated output PSD (32k points) of the QBDSM in Fig. 2.6 with Chopper-B

of Scheme I applied on A;.

0 : . . . ;
—Ideal (no I/Q mismatch) ; :

20 2% I/Q mismatch ... - ------------ ---------- _
=-=Scheme I on 2% I/Q mismatch ; : : :

Magnitude (dBFS)

-140 i i i i i i i i
40.24 0242 0.244 0.246 0248 0.25 0.252 0.254 0.256 0.258 0.26
Normalized Frequency (f/fs)

Fig. 2.17 Behavioral simulated output PSD (32k points) of the QBDSM in Fig. 2.6 with all the

techniques in Scheme | applied.
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0 . . . . . :
—Ideal (no I/Q mismatch) !
208 2% 1/Q mismatch (P1) . ............ .......... -
=-=Scheme IT on 2% I/Q mismatch (P1) : : :
i A e b S R — ----------------------------------- —
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Fig. 2.18 Behavioral simulated output PSD (32k points) of the QBDSM in Fig. 2.12 with the

Chopper-A of Scheme Il applied on P4.

0 T
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Fig. 2.19 Behavioral simulated output PSD (32k points) of the QBDSM in Fig. 2.12 with the

“capacitor sharing” technique of Scheme Il applied on B.
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Fig.
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2.20 Behavioral simulated output PSD (32k points) of QBDSM in Fig. 2.12 with the Bilinear

transform technique of Scheme Il applied on A;.
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Fig. 2.21 Behavioral simulated output PSD (32k points) of QBDSM in Fig. 2.12 with all the

techniques in Scheme 11 applied.
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Fig. 2.22 Simulated SFDR versus amount of 1/Q mismatch with and without the proposed schemes.

Table Il Comparison of behavioral, transistor-level simulation and measurement results.

Circuit Level

Verification In-band Noise
Objective Method Condition IRR(dB) Power
(dBFS)
Ideal OVQ | 1 g ire —81.1
Behavioral mismatch)
Level 2%1Q 39.4 —48.8
SchemeI on Simulation mismatch
QBDSMinFig. 6 Scheme 84.9 -79.1
Transistor O?E%UQ -9 .
Circuit Level mismatch <
Measurement | Fabricated Chip 73 -72
Ideal O VQ | 1 e ire -83.6
Behavioral mismatch)
Scheme IT on Level ZI%UQ 34.4 _38.0
QBDSM inFig. Simulation mismatch
12 Scheme Il 78.7 —-70.8
Transistor on 2% 1/Q
mismatch 75 -77.8
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2.4 1/Q Multiplexing Schemes and Circuit Implementation

of the QBDSM

To minimize certain 1/Q mismatches and to reduce chip area, op-amp, feedback
DAC capacitors and quantizer are shared between | and Q channels for the presented
QBDSM. In other words, multiplexing of the I and Q signals through a common
circuitry is implemented. There are several blocks in the signal processing chain in the
modulator, including the resonator, the feedback DAC and the quantizer. The
multiplexing schemes for each of them are presented below.

Fig. 2.23 shows the conventional SC complex resonator circuit [1]. There are two
clock phases, namely, sampling (¢,) and integration (¢,). The upper and lower
channels can share one op-amp instead of using two. An op-amp sharing scheme is
illustrated in Fig. 2.24, where one clock period is divided into four phases. ¢, and ¢,
are sampling for Q and | channel respectively. ¢; and ¢, are integration for I and Q
channel respectively. The negative valued capacitors in Fig. 2.24 are easily realized in

the actual fully-differential implementation.

Fig. 2.23 The conventional SC complex resonator. ¢, and ¢, are non-overlapping clocks.
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@,: Q Channel @: 1Channel  ¢;: 1 Channel ¢,: Q Channel
sampling sampling integration integration
C.Q Crel Crel C..Q
CFmQ Cf'm'f _Cme Cf'm',
> 9 ® »
= cQ = cl cl = cQ =
> L 4

Fig. 2.24 1/Q multiplexing scheme for the conventional complex resonator.

In order to apply Chopper-A operation on the complex resonator (for P, in Fig.
2.6 and Fig. 2.12), we need to divide one clock period into 8 phases. Operation in ¢«
to ¢g are similar to that in the ¢, to ¢,, but the capacitor C;,,I and C;,,,Q, Cy.l
and C,.Q, C;I and C;Q interchange with each other. The swapping between C;,,/
and C;,,,Q, C,.I and C,.Q are easy to implement. Eight switches are used to swap |
and Q channel capacitors in different phases. However the swapping between C;I and
C;Q is difficult. As capacitors C;I and C;Q are used to perform charge integration,
using eight switches to swap destroys the basic transfer function of the complex
resonator. To avoid this problem, a pair of auxiliary capacitors, namely, C;TI and
C;TQ, are used as a temporary station to store the previous integration results before
swapping. The detailed configuration is shown in Fig. 2.25. Compared with in ¢, to
¢4, IN P to g the capacitors C;I and C;Q swap with each other. In short, during
b3, ¢4, P and ¢g, C;TI and C;TQ are used to store the results temporarily. During

b1, ¢,, Ps and ¢, C;I and C;Q swap with each other.
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Fig. 2.25 1/Q multiplexing scheme for the complex resonator with Chopper-A.

uantizer
Q DFF 1 |~"—

RS 1 DFF DAC
FF

DFF Q |—"—

Fig. 2.26 Sharing of the quantizer and DAC between 1/Q channels.

Fig. 2.26 shows a scheme to share the same quantizer and DAC between | and Q
channels. Two D-type flip-flops (DFF) are employed to register the quantizer’s output

for I and Q channel respectively. A single feedback DAC is also multiplexed between |
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and Q channels. This is feasible for two reasons. First, integration of I and Q signals in
the resonator is time-interleaved. Secondly, different DFFs are used to register the |
and Q quantization outputs separately. However, for the input sampling capacitors,
they cannot be shared between 1/Q channels for reasons discussed earlier. The
Chopper-B presented above can be implemented by two groups of switches which are
used to select the appropriate capacitors in different phases.

Fig. 2.27 shows a way of 1/Q channel multiplexing when bilinear (shown in Fig.
2.11) is employed. An extra auxiliary op-amp is required to perform Q channel
integration in ¢5 and ¢, (I channel integration phases). The auxiliary op-amp only
operates in ¢ and ¢, and can be turn off during other phases for power saving.

Two 2" order high image-rejection QBDSM prototypes are designed in a 0.18um
CMOS process with a supply voltage of 1.8V. The device thresholds of the process are
0.45V and —0.5V. MIM capacitors are used. The sampling frequency is f; = 20MHz.
The modulator passband is centered around 5MHz (f;/4) with a bandwidth of
200 kHz. The coefficients of the QBDSM with Scheme | (see Fig. 2.6) are chosen as:

B=05A4,=-1,4,=2P,=P,=-1+j,C=-2j. (2.46)

The coefficients of the QBDSM with Scheme 1l (see Fig. 2.12) are chosen as:

B=1A,=05P,=P,=—-1+4j,C=—-2j (2.47)

To save area, I/Q channel multiplexing is applied on the loop filter of the
modulator, including the 2" resonator. The op-amp is a single-stage folded-cascode
operational transconductance amplifier (OTA) with gain-boosting and an SC

common-mode feedback (CMFB), which provides fast and linear operation at low

37



CHAPTER 2. A High Image-Rejection SC Quadrature Bandpass DSM for Low-IF Receiver

power dissipation.
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Fig. 2.28 FFTs on transistor-level simulated output (2k points) of (a) the QBDSM with Scheme |
and (b) the QBDSM with Scheme 1. All pairs of capacitors for the same coefficients are assigned

with 2% mismatch in both QBDSMs.

The two QBDSMs are simulated at the transistor level. Fig. 2.28 shows the
simulated output spectral density. All pairs of capacitors for the same coefficients are

assigned with 2% mismatch. Referring to Eq. (2.2), 4K,./K,. and AK;,,/K;, are

I _Q I _Q .
KreKrel — 204 and M = 2%, K being any complex parameter. The

re m

1%, or
stimulus for these two QBDSMs is the sum of two complex tones at +5.02 MHz and
—5.08 MHz. From the figure, the QBDSM with Scheme | achieves an —80.2 dBW
in-band noise power and an IRR of larger than 79 dB, and the QBDSM with Scheme Il
achieves an —80.8 dBW in-band noise power and an IRR of larger than 75 dB. The
aliasing of the —5.08 MHz tone to the positive frequency of +5.08 MHz and the

self-image from the +5.02 MHz to +4.98 MHz are virtually invisible for both schemes.
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2.5 Measurement Results Analysis

The prototyping IC for the QBDSM with Scheme | (Fig. 2.6) was selected to
fabricate in the 0.18um CMOS. Here we do not have the flexibility in the prototyping IC
to incorporate the testing of the DSM without applying the described mismatch
corrections for comparison, as a typical QBDSM by SC circuits was reported in [1],
which is a good candidate for the comparison. Moreover, we fabricated only Scheme 1.
For Scheme I1, we only have transistor-level simulation results. The two schemes differ
only on the techniques used to remove 1/Q mismatches associated with the input
coefficient A;. Scheme | employs Chopper-B on A;; Scheme Il employs Bilinear
transform on A;. Scheme | was chosen for fabrication for it is a little simpler than
Scheme I1. However, we think there is value to report Scheme Il because it provides an
alternative solution for the mismatch on Aj.

The die micro-photograph is shown Fig. 2.29. The active chip area of the QBDSM
is about 0.75 mm?, and it draws 9.8 mA from 1.8V supply. The full-scale input
amplitude is 2 Vppairr. The modulator outputs are captured using a logic analyzer for
both I and Q channels and the data was processed offline on a personal computer. The

testing setup and environment are shown in Fig. 2.30 and Fig. 2.31 respectively.
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o BDSM
uuuq T

Loop Fltler c...SFg

Scheme

= BL 1/Q OTAs il/Q OTAs J::
IN

'3 ‘ ] U |l4
J’PFSugeBPFFStage 1 i e £ap~
\‘J ‘W]L ----—----- - E 1

Fig. 2.29 Die micrograph of the QBDSM and poly phase filter (PPF).
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Fig. 2.30 Measurement setup

Fig. 2.31 Measurement environment.

Fig. 2.32 shows a measured output spectral density of the QBDSM for a
5.02MHz sinusoidal input to the I-channel and a zero input to the Q-channel. Fig. 2.33

41



CHAPTER 2. A High Image-Rejection SC Quadrature Bandpass DSM for Low-IF Receiver

shows the measured SNDR of the modulator versus I-channel’s input level (Q-channel
input is zero). The peak SNDR is 68.3 dB and the dynamic range is 71 dB. The
important result here is that the measured the noise floor in the signal band (around
+0.25f;) is about 70dB lower than that in the image band (around —0.25f;) (see Fig.
2.21). This proves the effectiveness of proposed techniques in eliminating the leakage
of the quantization noise from the image band to the signal band due to I/Q mismatch.
Table Il summarizes the behavioral, transistor level simulation and measurement

results for comparison.
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Fig. 2.32 (a) Measured output PSD (32k points) of the QBDSM for a 5.02 MHz sinusoidal input to

the I channel and a zero input to the Q channel; (b) the zoom—in view around signal band.
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Fig. 2.33 Measured SNDR versus input level.

There is a practical difficulty in measuring the image rejection performance of a
high image-rejection QBDSM. The problem is that the IRR measured at the output of
the QBDSM cannot be better than the IRR of the complex input signal itself, no

matter how good the IRR of the modulator itself is. Practically, it is hard to find a
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complex signal generator with a high IRR (>50dB). Here, an IRR measurement
method is developed without needing a high IRR complex signal source. It requires a
high IRR PPF. By placing it before the QBDSM, the PPF can provide the QBDSM
with the expected high IRR complex signal source. The measurement consists of two
measurement modes (as shown in Appendix): mode A and mode B. For mode A (Fig.
2.40(a) in Appendix II), the passband of PPF is configured at — f; /4, and the noise
shaping of QBDSM is configured at f;/4; For mode B (Fig. 40(b) in Appendix II),
the passband of PPF is reconfigured from —f;/4 to f;/4. The high IRR PPF with
Chopper-B operator has been implemented and fabricated in the same chip. Its
passband has a bandwidth of 600 kHz and can be configured at f;/4 or —f,/4
(5 MHz or -5 MHz). The 1/Q channel output signals of PPF are buffered for the 1/Q
channel inputs of QBDSM. The die micrograph is shown in the left of Fig. 2.29.

A 5.02 MHz sinusoidal input and a zero input are injected to the I channel and Q
channel of the PPF respectively. For mode A configuration, the measured spectral

density at the modulator’s output is shown in Fig. 2.34 (a). The magnitude of the tone

T S— S— S— :

Magnitude(dBFS)

8O 1 O B e i LA

i I
0.245 0.25 0.255 0.26

Normalized Frequency (f/fs)
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Fig. 2.34 Measured output PSD (32k points) of the modulator for IRR estimation: (a) Mode A; (b)

Mode B.

located at 5.02 MHz (0.251 on the normalized frequency scale), which is the aliased
image signal, is —77.1 dB. The magnitude of the tone located at 4.98 MHz (0.249 on the
normalized frequency scale), which is the self-image signal, is -76.2 dB; For mode B
configuration, the measured spectral density at the modulator’s output is shown in Fig.
2.34(b). The magnitude of the tone located at 5.02 MHz (0.251 on the normalized
frequency scale) is —3.8 dB. Therefore, it can be concluded that the IRR of the
QBDSM is at least 73 dB, and the self-image rejection ratio is greater than 72 dB.
Seven packaged chips were measured and they all perform closely. The average and
standard deviation of the image rejection ratio are 72.8 dB and 0.8 dB respectively,
and those values for the self-image rejection ratio are 71.6 dB and 0.7 dB.

Table 111 summarizes the measured performance the modulator. Table IV compares
the measuring IRR of the proposed modulator with that of some recently published

quadrature bandpass modulators, implemented by either continuous-time or
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and must be effective in wider bandwidth applications.

Table 111 Measured performance of the proposed QBDSM with Scheme |I.

discrete-time circuits. The IRR of this work is superior to the others. In the comparison
table 1V, there are indeed some wider bandwidth designs. Although the image rejection
problem is more challenging in a wider bandwidth modulator, the proposed 1/Q

mismatch cancellation schemes on every coefficient are independent to the bandwidth

Process 0.18 um CMOS
Modulator Tvpe 2" order single-bit QBDSM
Sampling Frequency 20 MHz
Pass-band center frequency 5 MHz
Bandwidth 200kHz
Over sampling ratio 100
InputSignal Range 2 Vo gise
Peak SNDR 68.3dB
DynamicRange 71dB
Image rejection ratio =73 dB
Supply Voltage 1.8V
Current consumption 9.8 mA
Active Area 0.75 mm?

Table IV IRR performance comparison of recently reported QBDSMs.

This
wee lm | ner | po | nm | nper | ops | ps)
Mo%f';im DT QBP | DTQBP | CT QBP | CTQBP | CT QBP | CT QBP | CT QBP | CT QBP
Bandwidth
0.2 0.2 0.27 1 2 8.5 20 20
(MHz)
IRR (dB) | >73 >45 >65 | >46.3 | >37 >50 >47.2 | >55
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2.6 Conclusions

In this chapter, the effects of I/Q mismatches in SC QBDSMs that have their
passband centered at f;/4 have been analyzed. Chopper and circuit sharing
techniques to overcome the 1/Q mismatches in the input, global feedback and
resonator local feedback coefficients have been proposed together with an
architectural selection criterion.

Measurement results on a 0.18um CMOQOS prototype QBDSM show that these
techniques enable the modulator to achieve: (i) an excellent IRR ratio of at least 73
dB; (ii) a self-image rejection ratio of 72dB; and (iii) virtual elimination of the
leakage of quantization noise from the image band to the signal band. Last, the circuit

sharing technique also helps to reduce chip area.
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APPENDIX I: I/Q Mismatches in Low-IF Receivers

This appendix gives a qualitative analysis of the 1/Q mismatch issue in each of
the following blocks in the low-IF receiver: a quadrature mixer, a polyphase filter (PPF)

and a QBDSM (see Fig. 2.35).

- ><I|F1>% IFZ:)% 50

LO

Fig. 2.35 Analysis model for low-IF receiver.

RF IF,
IM,RF  SIG,RF SIG,RF  IM,RF IM,IF, SIG,IF;
Mixer
T ” SIGIF; IMIFy
LO, 0 LO, -IF; 0 IF g
(@) (c)

Fig. 2.36 Signal spectrum of mixer: (a) Input signal “RF” and “LO” (b) Signal flow of the mixer

(c) Output signal “IF;”.

A. 1/Q Mismatch in Mixer

The input “RF” to the quadrature mixer is a real signal. The input “LO” is a
complex signal, typically generated from a quadrature local oscillator. Ideally, the “L0O”
is a pure tone “L0,” located at a positive frequency (or “L0O,” a negative frequency).
Due to gain and phase mismatches between the | and Q paths in the mixer, “L0,,” will

leak to the negative frequency “L0,,”. We define the signal-to-image ratio of the “L0”

ISR, as:
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ISR, = | LO,|/|LOy| (2.48)

where | -| denotes the magnitude of the argument. Without loss of generality, all the
I/Q mismatches associated with the quadrature mixer can be represented by the 1/Q

mismatches in the “LO”.

As shown in Fig. 2.36 (a)-(c), four sub-sidebands of the “RF”, namely,
“SIG,RF”, “SIG,RF”, “IM,RF” and “IM, RF”, will be down-converted to the IF.
The four IF components at the output of the mixer, “SIG,IF;,", “SIG,IF,", “IM,IF;”

and “IM,,IF;”, are:

SIG,1Fy=SIGyRF-LOy,

SIGyIF;=SIGpRF-LOxy, (2.49)
IMpIF;=IMyRF-LOy, :
IMpIF; =IMyRF-LOp

B. 1/Q Mismatch in Polyphase Filter

Polyphase filters are a kind of complex filters that block signals around a positive

or a negative frequency. The output IF, of the PPF in Fig. 2.35 can be expressed as:
IFz(S) == STFPPF(S) - IFl(S) + ITFPPF(S) - IF;(S) (250)

where STFppp is the signal transfer functions of the PPF, and ITFppp is the image
transfer function of the PPF due to mismatch, and IF; is the input. Fig. 2.37 (b)
illustrates the frequency response of the PPF. To simplify the analysis, it is assumed the
magnitude of ITFppr in the signal passband and the image-band are equal. IRRppr
has been used to define the ratio of magnitude of STFppp in passband to that of ITFppp,

and IMAppp is the image attenuation at the stop band of the PPF.
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(d) ©
Fig. 2.37 Signal spectrum of PPF: (a) Input signal “IF;”; (b) STFppr and ITFppp; (C) Output
signal component of “IF,” for STFppp; (d) Output signal component of “IF,” for ITFppg; (€)
Output signal “IF,”: ((¢) + (d)).
To get the output of PPF (IF,), the multiplication of “IF,” by STFppr and ITFppp
should be calculated, and then combined. “SIG,IF; srr”, “SIGnIFy s7p”, “IMplF, s7p”
and “ IM,IF,¢rp ” are four sub-sideband outputs for STFppp; “SIG,IF, i ”,

“SIGuIFy rp”, “IMyIF, rp” and “IMy,IF, rp” are four sub-sideband outputs for

ITFppp. Assuming the magnitude of STFppr in passband is unity, and then it has:

SIGyIF, = SIG,IFysrp + SIGyIFy rp = SIG,IFy + SIG,IF; /IRRppp
SIGnIF, = SIGuIFy srp + SIGuIFy 15 = SIG,IF; /IMAppp + SIG,IFy /IRRppp
IMyIF, = IMyIF, srp + IMyIF, rp = IMyIFy + IM,IF; /IRRppp
IM,IF, = IMpIFy srp + IMpIFy ;e = IMyIF; /IMAppp + IM,IF; /IRRppp

(2.51)

The output signal of PPF, “IF,”, also has four sub-sidebands, called “SIG,IF,”,

“SIG,IF,”, “IM,IF,” and “IM,IF,”, as shown in Fig. 2.37.

C. 1/Q Mismatch in QBDSM

The QBDSM has a signal transfer function and noise transfer function, denoted
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as STFpgy and NTFpg,, respectively. Due to I/Q mismatch, each of them has an
image counterpart, called image transfer function (ITFps)) and image noise transfer
function (INTFpg,,) respectively. To simplify the analysis, it is assumed the magnitude
of STFpsy and ITFpgy in the signal passband and the image-band are equal, as
shown in Fig. 2.38. Ignoring the quantization noise input, the output “DO” of the
QBDSM has four components “SIG,D0”, “SIG,DO”, “IM,D0” and “IM,DO” given

below:

SIG,DO = SIG,DOgys + SIG,DOry = SIG,IF, + SIG,IF, /IRR gy
S1G,DO = S1G,DOsyp + SIG, DOy = SIGyIF, + SIG,IF;/IRR sy
IM,DO = IM,DOgps + IMyDOpp = IMyIF; + IMpIF,/IRR psy
IM,DO = IMDOsyp + IMyDO;rp = IMyIF, + IMyIF, /IRRpgy

(2.52)

where “SIG,DOgsrr ", “SIG,DOsrr”, *“IM,DOgrp” and “IM,DOgrp” are four
sub-sidebands for STFpsu; “SIG,DO 15", “S1G, D07, “IMpDO ;" and “IMp DO;rp”
are four sub-sidebands for ITFysy, and IRRygy is the ratio of the magnitude of

STFpgy in passband to that of ITFpg,.

IF, ——) QBDSM ——> DO

TP |

1
A A
/ IRRosu } \ / ! IRRDSM\

0

Fig. 2.38 STFpsy and ITFygy, of QBDSM.

D. 1/Q Imbalance Analysis for whole receiver

Based on the above analysis, the IRR of the whole low-IF receiver can be found as:
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SIGpDO
IMpDO _ SIGpIFy+SIGyIFy/IRRppr  IMpRF 1 (2.53)

IRR;yy—1r = =
low=IF = SIGpRF ™ "[pp Iy +IMnIFy /IRRppr ~ SIGpRF  —t 41
IMpRF ISRLo IRRppF

~

= (ISRyo I IRRppr)

The above equation shows that the IRR of the low-IF receiver depends on two
important factors: the signal to image ratio of the quadrature LO signal (ISR,,) and the

image rejection ratio of PPF (IRRppr). The image rejection ratio of QBDSM (IRRpsy)

is shielded by IMAppr and IRRppp.

High IRR
oBDsm [ DO

AV 4

RF « X)

LO

Fig. 2.39 Low-IF receiver with high IRR QBDSM.

However if a high IRR QBDSM can be achieved, the PPF between the mixer and

the QBDSM can be removed (Fig. 2.39). In this case, the overall IRR becomes:

S1GpDO
IMpDO _ SIGplFy+SIGnIF;/IRRpsM  IMpRF 1 (2.54)

IRR; yyy— 17 = =
Low=IF = SIGpRE ™ "[pp IFy +IMyIF; /IRRpsy  SIGRF 1 1
IMpRF ISRLo IRRpsm

= (ISRpo Il IRRpsy)

As a result, the IRR of whole Low-IF receiver is determined by the ISR;, and
IRRpgy- Compared with conventional case in Fig. 2.1, the high IRR PPF can be

removed, less power consumption and silicon area cost can be anticipated.

APPENDIX II: IRR Measurement Method

Here, an IRR measurement method is developed without needing a high IRR
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complex signal source. It requires a high IRR PPF. By placing it before the QBDSM,
the PPF can provide the QBDSM with the expected high IRR complex signal source.
The measurement consists of two measurement modes: mode A and mode B. The
input is a real sinusoidal signal.
For mode A (Fig. 2.40(a)), the passband of PPF is configured at — f; /4, and the
noise shaping of QBDSM is configured at f;/4. Assuming the magnitude of STF of
the PPF in the signal passband (— f;/4) is unity, then the positive frequency tone of the

output of PPF (S1G, ro 4) iS:

SIGp,IN,A + SIGn,IN,A

SIG =
PEOA ™ IMAppr ~ IRRppr

1 1
=SI 2.55
STGp,in.a (IMAPPF * IRRPPF) (2:59)

where SI1G, v, and SIGy,y, are the input magnitude at the positive and
negative frequencies respectively, IRRppr is the IRR of the PPF, and IMAppr isthe
image attenuation at the stop band of the PPF, as indicated in Fig. 2.40(a). In the
above equation, SIG, ;v 4 = SIGyn 4 IS Used as the input is a real signal.

The magnitude of the negative frequency tone at the output of PPF (SIG,, £ 4) iS:

SIG INA
SIGproa = SIGpna + I}?gﬁ

= SIGp,IN,A (1 + ) (256)

IRRppr
Assuming the magnitude of the STF of the QBDSM in the signal passband (f;/4)

is unity, the magnitude of the positive frequency tone at the output of QBDSM

(SIGp,DO,A) is:

SIGn oA

SIGp,DO,A = SIGp,Fo,A + m
= SIG ( ! + ! + ! 2.57
T PINANIMAppr  IRRpsy  IRRppr (2.57)

1
* )
IRRDSM * IRRPPF
where IRRpgy 1S the IRR of the QBDSM.
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Fig. 2.40 IRR measurement method: (a) Mode A; (b) Mode B.

For mode B (Fig. 2.40(b)), the passband of PPF is reconfigured from —f;/4 to
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fs/4. This is done by inverting the sign of a coefficient of the PPF, which is convenient
to implement in the differential PPF. By this change, the STF and ITF of PPF is just
the original ones mirrored along DC. Meanwhile, the notch of the NTF of the
QBDSM s still located at f;/4, the same as in mode A. Then, the magnitude of the
positive frequency tone at the output of PPF becomes:

SIG
SIGy rop = SIGp v + n,IN,B

TRRon (2.58)

= SIG 1 —)
”'“V'B< +IRRPPF

The same input signal is applied as in mode A, so SIG,np = SIGpnp =
SIG, n,a = SIGyn.4- The magnitude of the negative frequency tone at the output of

PPF is:

SIGpng | SIGping

i -
S1Gnros IMAppr ~ IRRppr

1 1
= SI 2.59
SIGp,in.z (IMAPPF * IRRPPF) (2:59)

So the magnitude of the positive frequency tone at the output of the QBDSM is:

SIGn,Fo,B

SIGp,DO,B = SIGp,FO,B + m

1
IRRppr | IRRpse - IRRppr

= SIGp,IN,B (1 + (260)

1
+ IRRDSM * IMAPPF)

The ratio of the magnitude of the positive frequency tone at the output of the

QBDSM in mode B to that in mode A is then calculated:

SIGypos 1 _
SIGypon 1 L1 1 = IMAppr|lIRRppr|lIRRpsy (2.61)
IMAppr ~ IRRpsy = IRRppp

This equation shows that if the measured SIG, po 5/SIGppo,a is greater than a
certain value, say 70dB, then each and every of the IRRpygy, IRRppr, and IMAppr

must be larger than 70dB.
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CHAPTER 3. A Continuous-time Cascaded
Delta-Sigma  Modulator with PWM-Based
Automatic RC Time Constant Tuning and

Correlated Double Sampling

Continuous-time (CT) Delta-Sigma modulators (DSM) have recently drawn large
attention for high-speed, low-power or low-voltage analog-to-digital (A/D)
conversion in deep sub-micrometer CMOS technologies [1]-[5]. Most of the reported
CT modulators employ a single-loop topology rather than a cascaded structure.
However, there are increasing research interest on CT cascaded modulators to tap on
their benefits of modularity and stability [6]-[8].

Fig. 3.1 depicts a generic architecture of a CT cascaded two-stage DSM [9]. The
first stage’s quantization noise E; is cancelled by selecting proper digital filters H,(z)
and H,(z) such that:

H,(z) - NTF,(z) — H,(z) - STF,(z) =0 (3.2)

where NTF;(z) and STF,(z)are the impulse-invariant z-domain equivalents of the
noise transfer function (NTF) in the first stage and that of the signal transfer function
(STF) in the second stage, respectively. Normally, H,(z) = STF,(z) and H,(z) =
NTF,(z) are selected. Accurate matching between the analog NTF; and the digital
H, are thus required. However, the RC time constant variation (in case of active-RC
circuit implementation, or equivalently the g,/C variation in gn-C implementations)

and finite opamp dc gain affect the accuracy of NTF;, leading to imperfect
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cancellation of the first stage’s quantization noise [9]-[11].

E,
4
—> Y
VT O L slF e e ey
—> Ll(S) ¢ -
fs
&e
E %
; \ 2
— L'1(s) 7 2
fs

Fig. 3.1 A generic cascaded 2-stage DSM architecture.

For the RC time constant variation problem alone, prior works have been
reported for CT filters and CT DSMs. The schemes in [12]-[19] involve adjusting the
capacitance or resistance within a set of discrete values by digital trimming. Their
tuning accuracy is limited by the available resolution of the trimming element array,
and high precision tuning may lead to excessive die area. The linearized behavior of a
MOS transistor operating in triode region can also be employed for resistance tuning
[20][21], but the decrease in supply voltage may cause a decrease in the linearity of the
MOS resistor and available tuning range severely. The digital quantization noise
leakage calibration scheme in [22]-[24] requires design overhead like injection of
special input tones, digital signal processing, etc.

Another type of RC time constant tuning methods is the pulse-width-modulation
(PWM) technique. In this method, the tuning is implemented in the time domain.
Several circuits applying this variable duty cycle approach have been presented
[25]-[37]. In [35], such a technique is applied in a single-loop hybrid CT and

discrete-time (DT) modulator.
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In this work, we propose to apply the PWM technique, together with a simple
automatic duty cycle generation circuit, in a CT cascaded modulator. We further
observe that the PWM technique enables us to use the correlated double sampling
(CDS) technique, which is conventionally confined to discrete-time circuits, to boost
the effective dc gain of the opamp. Furthermore, an opamp bandwidth compensation
technique is proposed so that low gain-bandwidth product (GBW) opamps can be
used for power saving. To improve the anti-aliasing capability of the CT modulator, a
simple anti-aliasing filter scheme is presented. To verify the efficacy of the proposed
techniques, a prototype CT 2-2 cascaded modulator is designed in a 0.18-um CMOS.

The rest of this chapter is organized as follows. Section 3.1 gives a detailed
description and analysis on the PWM technique for on-chip automatic tuning of RC
time constants. Section 3.2 presents the CDS-based opamp dc gain enhancement
scheme. In Section 3.3, the finite opamp GBW compensation scheme is introduced.
The jitter noise characteristics are discussed in Section 3.4. The design of the prototype
chip and the measurement results are presented in Section 3.5 and Section 3.6

respectively, followed by conclusions in Section 3.7.

3.1 PWM for on-chip RC Time Constant Tuning

The use of PWM to tune the RC time constant in CT filters has been reported in
[28]-[34], where the resulting filters are called switched-R-MOSFET-C (SRMC)
filters. Fig. 3.2 shows an SRMC integrator. It can be regarded as an integrator with a

track-and-hold function. By adjusting the ratio of track to hold time using a variable
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duty-cycle clock, the effective input resistance and thereby the RC time constant of

the integrator can be varied.

\VZ 4
i o—'vv\,—/—j>
(e)]

1T
+ P it
0

@]

Fig. 3.2 Switched-R-MOSFET-C integrator with PWM tuning.

The circuit in Fig. 3.2 can be described by the following time domain equation:
¢ 2 =22 (o) (32)
where the clock signal ¢(t) is a square wave, having a value of either 0 (“low”) or 1
(“high”) such that the switch passes either no current or full current. By Fourier

transformation, Eq. (3.2) becomes:

RCjwVy(w) = Vi(w) * P(w) (3.3)

where “*” denotes convolution, o is the angular frequency, and V,(w) and ®(w)
are the Fourier transforms of v, (t)and ¢(t) respectively. The Fourier transform
®(w) of the periodic signal ¢(t) can be represented as a weighted sum of
time-shifted impulses:

P(w) = Xn=-o0 (W — NWerk) (3.4)

where w, IS the angular frequency of the clock signal and 6(w) is the Dirac delta
function. The coefficients ¢, in Eq. (3.4) are the Fourier series coefficients of ¢(t),

given by:
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¢, = d - sinc(nd) (3.5)

where d (0 < d < 1) is the duty-cycle of ¢(t), and sinc(x) = sin(mx) / wx. Note

that ¢, = d. From Eq. (3.3) and Eq. (3.4), we have:

1
JwCR/cq

Vo(@) = 1o B o0 Vi (@ = noa) (36)

The equivalent RC time constant of the integrator becomes RC/c,, or RC/d. In Eq.
(3.6) it is shown that the input signal is frequency-shifted, scaled and super-positioned
before being integrated.

Assignal flow diagram of the SRMC integrator described by Eg. (3.6) is given in
Fig. 3.3. The SRMC is modeled as a mixer followed by an integrator. The integrator has
a duty-cycle-tuned time constant of RC/d ; the effective mixing clock is

amplitude-scaled by the duty-cycle d.

Duty-cycle-tuned
Integrator

—-— Vout(s)

2 3 (xa)
S
=)
=1
£
<

U~

Frequency -3 2 -1 0 1 2 3 (*wei)

Fig. 3.4 Spectrum of the signal V,, in Fig. 3.3.
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The spectrum of signal V3, , at the mixer’s output in Fig. 3.3 is shown in Fig. 3.4.

When the signal band located at dc is considered alone, then,

Vi(w)

W. (3. 7)

Vo (w) |@Dc =

That means if the input signal has not been aliased, i.e. the switching frequency is
larger than the Nyquist frequency, the transfer function of SRMC integrator becomes
that of a conventional CT integrator with a varied resistance value, which is the basis of

the RC time constant tuning by PWM.

3.1.1 Integrator Gain Error

In switched-capacitor (SC) DSMs, the integrator gains are determined by
capacitor ratios, whose inaccuracy can be as low as 0.1%. In contrast, variations of the
integrator gains are a well-known non-ideal characteristic of CT DSMs. Ina CT DSM,
the integrator gains are mapped into resistor-capacitor products, which vary largely
over process and temperature. Process variations of 10% and 20% are common for the
absolute values of capacitors and resistors respectively, leading to a RC product
variation of more than 30%. To model the RC product variation, the transfer function

of the conventional active RC integrator can be expressed as

11 _ 1 1 11 (3.8)

RCs RnomCnom(1+468gc) s RC RnomCnom S

ITEony =

where Rnom and Cpom are the nominal values of resistor and capacitor respectively, A6z
is the percentage variation of RC product, and GEgc is the gain error of the integrator.
The GEgc induced by 30% RC variation can impair the dynamic range of modulator

severely [10][11].
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3.1.2 Automatic Generation of PWM Clock

The transfer function of an SRMC integrator can be represented as:

ton 1 1

ITF. == -
SRMC Ts RnomCnom(1+48Rc) s

(3.9)

where to, is the switch-on time in a period Ts.

3

-VW_ Vref_ — Ctrl_i
s
1 > Comparator
ton Ts
€S><—>
?_IL T L

Fig. 3.5 Proposed PWM control signal generator.

To get a proper duty cycle, a simple PWM clock signal generator is proposed as
shown in Fig. 3.5. The circuit works as follows. Firstly the charge on the integrating
capacitor C; is cleared, then the PWM control signal ¢ goes up to connect the reference
voltage (—Vxgr) to the input and to start the integration. Ideally, the output of integrator
(V) rises linearly. When it reaches V¢, the continuously-operating comparator detects
it and resets ¢ to “low”. Thereby, t,, is governed by:

Vref
Rt

ton = CtVref (3.10)
ton = R:Cr = Rt,nomct,nom(1 + A(SRC,L“) (3-11)

where A6, is the percentage RC product variation, which is supposed to be the same
as that in the main integrators (46gc) as matching of R and C values in the same die

can be very accurate. From (3.10) and (3.11) we have
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ITF _ to_nil _ Rt,nomct,nom(1+A6RC,t) 1 _ Rt,nomct,nom 1 l
SRMC Ts RCs Tss RnomCnom(1+48Rc) Ts RnomCnom S
(3.12)

As a result, the RC product variation can be corrected automatically by the PWM
technique. In [32]-[34], a similar SRMC filter has been implemented to automatically
tune its corner frequency. The automatic duty-cycle-tuning schemes reported in
[32]-[34] employ a SC circuit with an accurate time constant as the reference, which is
equal to the period of an extra clock multiplies by a capacitor ratio. Compared with that
of [32]-[34], the advantage of the tuning scheme here is multifaceted. It is not only for
automatic tuning of the RC time constant, but also for the compensation of the

finite-opamp-bandwidth-induced error, which will be discussed in section IV.

3.1.3 Modulator Architecture

To verify the efficacy of the proposed schemes, a CT cascaded 2-2 modulator is
designed as shown in Fig. 3.6. The signal bandwidth is 20 kHz and the sampling
frequency is 2.56 MHz with an oversampling ratio (OSR) of 64. To accommodate a
+30% RC time constant variation, the modulator coefficients are synthesized by
allocating 9/13 of the clock period (Ts) for integration (under nominal R and C values)
and a 1/10 of Ts for the excess loop delay. For a +30% RC time constant variation, the
integration time will be extended to about 9/10 of Ts; and for a -30% variation, the
integration time will be reduced to about 1/2 of Ts. A 10% of Ts is allocated for the
comparator and feedback DAC to settle in order to avoid excess loop delay (ELD)

caused by the comparator and the DAC. The comparator starts resolving bits right after
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the loop filter enters sleep mode (PWM pulse being “low”). The comparator and the
DAC only need to settle before the loop filter awakes in the next clock cycle, which is
sufficient.

The CT modulator is synthesized from a DT prototype assuming a
Non-Return-to-Zero (NRZ) DAC pulse for the CT modulator. The feedback DAC
pulse employed may look like a Return-to-Zero (RTZ) one due to the PWM, but it is
essentially NRZ in the sense that the DAC pulse active time is the same as the input
signal integrating time. During the “off” phase of the PWM, the input and feedback
DAC branches of each integrator are cut off together by the switches (see Fig. 3.6),
and the integrators enter asleep mode until the coming of PWM “on” phase in the next
period.

Fig. 3.7 reports the behavioral simulation results conducted in Matlab for a
-3dBFS 5-kHz input. For comparison, a conventional CT 2-2 cascaded modulator
without PWM tuning is also simulated. The two modulators have the same architecture,
equivalent coefficients, and the same signal-to-noise-plus-distortion ratio (SNDR)
under nominal RC values. The simulations sweep the RC time constant from -30% to
30% of its nominal value. For the conventional case, its performance in terms of the
SNDR is extremely sensitive to RC variations. In contrast, the SNDR of the
PWM-tuned modulator remains largely unchanged in the presence of the RC time

constant variation.
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Fig. 3.7 SNDR versus RC product variation from behavioral simulations.

3.1.4 Anti-aliasing Filtering

Although the anti-aliasing advantage of continuous-time DSM has been shown to
be limited when the opamp finite gain effects is considered [65], if adding the
discrete-time nature of the PWM, the anti-aliasing capability of the PWM-tuned CT
modulator will degrade further. As shown in Fig. 3.3, the mixing function occurs before
the integration, so an anti-aliasing filter is needed. However, as the clock frequency of
the modulator can be set high relative to the signal bandwidth, a low-order anti-aliasing
filter will suffice for most applications.

Here, we use a first-order active anti-aliasing filter merged into the CT modulator

[66], as shown in Fig. 3.8. It is noted that when ¢ is low, the right terminal of R, in Fig.
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3.8 is not open-circuited in actually implementation (Fig. 3.19). Rather, it is connected
to a DC voltage that has the same potential as the virtual ground of the opamp. The input
resistor of the first SRMC integrator is divided into two parts, and a capacitor is placed

between them. The transfer function of the circuit is:

AR — ! (3.13)

Vin  SCi(Ry+Rz) 1+5C£(R1IIR;)

As shown in Eqg. (3.13), the circuit is essentially an integrator preceded by a low-pass
filter with a corner frequency of 1/(2mC¢R; Il R;). The input resistance of the SRMC
integrator is R, + R,. Note that the anti-aliasing filter requires no extra opamp, and

thus no extra power consumption.

Merged in
_____ &
Ry Ry Vin_|Anti-aliasing Y%
F : LPF CT DSM
Ci
T . Il
------ x R ) ]
Vin by N ~ 2 1
— VV! \/"—] _ - L | v,

Fig. 3.8 Anti-aliasing low-pass filter merged with SRMC integrator.

3.1.5 Noise Analysis

The resistor and opamp are the two dominant noise sources of the SRMC
integrator. Noise from the on-resistance of the switching MOSFET can be negligible or
absorbed to the input resistor. Fig. 3.9 shows a representation of the noise sources,
where the opamp noise is modeled as a voltage source at its non-inverting input. Both
the thermal noise and flicker noise exist in the opamp. However, only the thermal

component is analyzed here because it is fundamental and the flicker noise can be
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minimized by using large area or other techniques.

o o

Ve R

Fig. 3.9 SRMC integrator for noise analysis.

Although it is a time-varying system, the white thermal noise can be considered to
be mixed with a PWM signal [33], then the noise power spectral density (PSD) is
replicated and scaled by the squared value of each of the Fourier series coefficients of
the PWM. Each of these replicas is considered a noise sideband. Because the noise is
white, noises in separate sidebands are uncorrelated and their PSDs simply add up [38].
The input resistor’s thermal noise is modeled as white noise with double-sided PSD of

Sr; = 2 kTR and the PSD of the opamp’s input-referred thermal noise is Sy, ;. The

2 2
) + Y=o (SOP,i ) =

output thermal noise’s PSD is given by:

jwRC
sinc(nd) —gre—
d

sinc(nd)
jwRC
d

So,SMRC(w) = Z?fz—oo <SR,i

2KTR: 1+(“’—RC)2 1
d +S . d - (314)
WRC\ 2 op,l  /RC\2
(5 () “
where the following approximation is applied:
Y _wsinc?(nd) = Zﬁfg@/fssincz(nd) ~1/d (3.15)

Here, BW,, and f; are the noise bandwidth and the PWM clock frequency respectively
[39]. We can now compare this output-referred noise PSD to that of an equivalent CT
RC integrator, which is:
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_ 1 1+(wRC)? 1/d . 1+(wRC/d)?
Socr(w) = 2KTR, (wR(C)? +Sop,i (wRC)2 ZKTR (wRC/d)? t Sop,i (wRC/d)?
(3.16)

Here, Rc and C are the CT resistor and capacitor values respectively, and R, = R/d. A
comparison between Eq. (3.14) and Eq. (3.16) shows that the noise contribution from
the resistors in the SRMC integrator is the same as that of an equivalent CT integrator,
independent of duty cycle. For the opamp noise, there is a duty-cycle dependency in the

SRMC integrator, and it is slightly larger in the SRMC case.

3.2 Proposed SRMC Integrator with CDS

The non-ideality induced by the finite opamp dc gain of integrator is known as
leaky integration, which damages the performance of DSMs, especially for cascaded
ones. Here we propose to apply the CDS technique, which is traditionally used in SC
circuits [40]-[44] and CT filters [67], in the SRMC CT modulator to enhance the
effective dc gain of the opamp, in addition to the side functions of flicker noise and
offset suppression. In this case, compared with the DT counterparts by SC circuits, the
CTDSMs with CDS also have most of the inherent advantages of conventional
CTDSMs, such as relaxed opamp speed requirements, higher sampling frequency

possible with low power consumption.
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Fig. 3.10 Proposed SRMC integrator with CDS.

Fig. 3.10 shows the schematic of the proposed SRMC integrator with CDS. Cy, is
an error holding capacitor. During the ¢ phase, the voltage V, at node 2, being equal to
Vo.phi_ena/Aac (Where Ay is the opamp dc gain, and V,, ,n; enq IS the output voltage
at the end of the ¢ phase), is sampled across Cy; during the ¢ phase, Cy, is placed in
series with the inverting input of opamp. Due to the correlation between successive
samples of V,, the magnitude of the error due to low opamp gain seen at node 1 during
phase ¢ is cancelled to the first order, resulting in a significant reduction for the
finite-gain effect [40]-[44]. Meanwhile, the flick noise and offset from opamp can also
be cancelled effectively.

The value of the hold capacitor Cy, needs to be designed carefully. If its value is too
large, during phase ¢, more charges leak from the integration capacitor C to Cy,. On the
other hand, if its value is too small, e.g., comparable with the parasitic capacitor of its
periphery switches, the charge on these parasitic capacitor will make the voltage
V,different from its original value V,, ,n; ena/Aac, thus the reduction for the finite-gain
effect will be affected.

Another auxiliary capacitor C,, connecting between the output node and node 1, is

used to provide feedback during the non-overlapping period between the ¢ phase and
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the ¢ phase. It is not necessary if the parasitic capacitor of its periphery switches can
provide this function [45].

An extra switch M, driven by phase ¢ is added [33] to steer current to ground in
phase ¢ such that the current loading through the resistor branches is consistent over

both clock phases. This also helps to minimize signal feed-through in phase ¢.

3.2.1 Analysis on the opamp gain enhancement

The transfer function of the conventional CT integrator with finite gain opamp is

[10]:

r (3.17)

which is represented by solid line in the signal flow graph (SFG) in Fig. 3.11. By
applying the CDS, a feedback path is built, represented by the dotted line in the SFG.

With the CDS, the integrator’s transfer function changes to:

(Vi"(s) - %(s)_—lle-ST>—_1 A0

R Adc R 1
sC —
AgqcR
Vo(s) _ 1 1
Vin(s) - R SC_Ad;R(l_e_ST) (318)
C

where the relationship between the z-variable (z-transform) and s-variable (Laplace

transform) of z=1 = eST is used.

73



CHAPTER 3. A Continuous-time Cascaded Delta-Sigma Modulator with PMW-Based Automatic RC Time

Constant Tuning and Correlated Double Sampling

Fig. 3.11 Signal flow graph of the integrator with opamp gain enhancement by CDS.

Compared with the conventional case in Eq. (3.17), the finite-gain induced pole
error is first order high-passed now. That means the effective gain of opamp at the
signal band is enhanced by the CDS technique.

For the PWM control signal generator, the gain enhancement by the CDS
technique is not applied for the reasons below, although it could be useful to reduce the
flicker noise and offset.

The finite opamp gain induced error in the PWM control signal generator is less
important compared to that in the modulator’s loop filter. The analysis can be based on

its transfer function:

V,(s) 1 1

Vin(s) - _ES _ 1
AqcRC

Vin(t) = —Vyef = constant

Vref fon #t Vref Vref 1 tgn
V.(t) = AacRC dt = t —
o(t) RC fo ¢ RC tn T Re AyRC 2
1 2
Vref (AchC) @ b x Vref P Vref 1 @ _
RC 2 3 RC °" " RC Ag.RC 2 ™
ton = RC(J (Age + 12 — 1 — Age) (3.19)
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For ideal case, which is with infinite opamp gain A;, — oo,

tonideal = RC (320)
A t,, erroris defined as
fon—onideat — [(4,. + 12 —1— (Age + 1) (3.21)
on,ideal

For example:

ton— ton,ideal —

Type equatgyere. —0.5% when Ay, = 100
—t’::dll = —0.98% when Ay = 50
Fig. 3.12 shows the relationship between the t,, error and the opamp dc gain.
Essentially, the t,,, error is equivalent to the integrator gain error. Fig. 3.7 shows that

the 1% integrator gain error does not have significant impact on the SNDR of the CT

cascaded DSM (drops from 117dB to 113 dB).

L
/

Error Ratio (%)

N
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OpAmp DC gain (dB)

80 920 100

Fig. 3.12 Effect of opamp dc gain on the t,, error in the PWM control signal generator.

3.2.2 Simulation Results

Behavioral simulations are conducted on the modulator of Fig. 3.6 for a -3dBFS
5-kHz input. The simulations sweep the first opamp gain from 10dB to 100dB, and

keep the other opamps ideal. The simulated SNDR is shown in Fig. 3.13. It is seen that
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for the conventional case without the CDS technique, the SNDR degrades significantly
due to a drop in opamp gain variation; but with the CDS technique, the SNDR remain

largely unchanged for the said range of opamp dc gain.
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Fig. 3.13 SNDR versus opamp dc gain from behavioral simulations.

3.3 Compensation for Finite-Opamp-Bandwidth-Induced

Error

Finite opamp bandwidth is known to cause distortion and increased in-band noise
in SC modulators. The GBW requirement is even higher in cascaded SC modulators
due to their adverse effect on quantization noise cancellation. The GBW in those
modulators needs to be at least 7-10 times of the sampling frequency [46]-[50].

In contrast, single-loop CT modulators have been claimed to be able to work with
much lower GBW of the opamps [51]-[52], largely attributed to the absence of the
high-current peaks that exist in SC modulators. However, for CT cascaded modulators,
high opamp GBW is still required in order not to degrade the quantization noise
cancellation [10][11]. An extended finite GBW model has been proposed in [10][11]
to do the compensation by adjusting the CT loop filters. It is depending on the

estimation of GBW, which is not accurate for process variations.
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3.3.1 Compensation for fininte opamp bandwidth

The integrator’s transfer function with finite opamp bandwidth can be expressed

as [10]:

GBW 11
GBW+wi,eff RCs

ITFgpw (s)]; = (3.22)

where w;.rr = k;fs = 1/RC is the corner frequency of integrator and GBW
represents gain-bandwidth product of the opamp. If GBW is infinite, transfer function

in (3.22) reduces to the ideal one:

ITFopw ($)li = 7o (3.23)

To compensate for the finite bandwidth induced error, a trivial method is to use

corrected modulator coefficients based on the simulated GBW values:

GBW 1 1 _ 11
GBWH+wjeff RaCqy s RCs

ITFGBW,corr (s) |i ~ (3-24)

GBW

if RdCd = RCW

However, this rough correction method is not accurate for two reasons: 1) GBW
variation due to process variation; 2) discrepancy between simulation and the real
circuit.

Here we propose another method to compensate for the finite opamp bandwidth.
In the previous section, an auxiliary SRMC integrator has been employed to correct the
RC product variation. Here, we use the same circuit block to deal with the finite opamp
bandwidth problem.

Assuming the opamp is single-stage, the finite-opamp-bandwidth-induced gain
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error in the first SRMC integrator of the CT cascade DSM is

GBW; gt C g
s o6 o Im (3.25)
GBWst+weff 1st C_1+R1 rC1 Imit
e

G EGBW,lst =

Ry eff

where g,,; is the input transistor’s transconductance of the opamp, C; and Ry ¢ are
the integration capacitor and equivalent integration resistor of the first SRMC integrator.
Meanwhile, the finite-opamp-bandwidth-induced gain error in the auxiliary SRMC

integrator is

_ GBWaux _ Im,aux (326)

GE -
GBW,aux
GBWaux Weff,aux Im,aux R

aux,eff

where g qux, Caux @Nd Rauxerr COrrespond to those of the auxiliary SRMC integrator. In
the design phase, if we make

gmlRl,eff = gm,auxRaux,eff = k (constant) (3.27)

then the gain error of the main integrator traces that of the auxiliary integrator:

k

GE =GE = —
GBW,aux GBW,1st k+1

(3.28)

Thereby, the finite-opamp-bandwidth-induced gain error in the first SRMC integrator
can be automatically tuned out by the PWM control signal generator circuit, just as the
automatic tuning of RC time constant.

It is well known that the first integrator is the dominant error source and the most
power consuming block in a modulator. To fulfill thermal noise requirements, the
capacitor of the first integrator is often very large. The use of a low bandwidth opamp
based on the proposed compensation scheme can save power consumption
substantially.

One compensation circuit cannot support multiple integrators, that is,
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gmlRl,eff = gm,auxRaux,eff =k # gmzRZ,eff F (3.29)

The above proposed compensation scheme does not work for the other integrators in the
modulator. However, their integration capacitors are often much smaller and their
errors are suppressed by the modulator so the finite-opamp-bandwidth compensation is
not necessary for other integrators.

In addition to the induced gain error, the finite GBW also introduces a second pole
which may increase the ELD. However, for cascaded CT DSM, the finite GBW induced
gain errors dominate the behavior due to the cascaded structures’ high sensitivity to it,

and the second pole effect can be ignored [10].

3.3.2 Behavorial Simulation Results

Behavioral simulations in Matlab are carried out on the modulator of Fig. 3.6 to
verify the finite-opamp-bandwidth compensation scheme. Again, a -3dBFS 5-kHz
input is used. The simulations sweep the GBW of the first opamp from 0.1 to 100
times the sampling frequency, and keep other opamps ideal. The simulation results
depicted in Fig. 3.14 show that for the conventional case without the compensation
scheme, the SNDR can drop by 40dB; but with the compensation scheme, its SNDR

remains largely unchanged for the said range of GBW.
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Fig. 3.14 SNDR versus opamp’s GBW from behavioral simulations.
3.4 Jitter Analysis

The sampling action in a CT modulator occurs at the input of the quantizer, so the
error induced by the sampling clock jitter is suppressed by the feedback loop in the
band of interest and is usually not important. However, the error induced by the clock
jitter of the feedback DAC is equivalent to an error at the input. It is not attenuated by
the feedback loop at all and thus needs special attention [10].

Various jitter analysis approaches can be found in the literature [10][52][53]. Here,
the clock-jitter-induced error of a signal is modeled as an error in the signal’s
magnitude.

The jitter effect in the proposed PWM-tuned modulator may be falsely regarded
as the same as in the return-to-zero (RZ) DAC case. They are different. For the RZ
DAC case, both the rising and falling edges of the clock encounter jitter errors.
However, in the proposed PWM-tuned modulator, only the rising edge encounters jitter
(Fig. 3. 15(b)). The falling edge is not affected by the clock signal, but by the duty

cycle fluctuation due to the noise in the PWM generator circuit. The duty cycle
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fluctuation is referred to as duty cycle jitter here (Fig. 3. 15(c)). The overall jitter error
is the superposition of these two error sources (Fig. 3. 15(d)).

Ton

KTH

(a) ideal case (no jitter)  (b) Jitter On rising edge
and Ton is constant

Ton Ton
| _ HE
(c) Noise equivalent Jitter (d) (b) + (c)

Fig. 3.15 Jitter components.

3.4.1 Jitter on Rising Edges

Let us first consider the jitter error on rising edge alone (no duty cycle jitter). In
this case, only input signal branch is affected, as the pulse width of PWM signal will
not be impacted, and then the integration from the feedback DAC branch will not be
influenced. Let the timing error on the rising edge be At,(n) at time n, and assume it
be much smaller than the on-time T, of the PWM clock. The resulted equivalent input
magnitude error e; .(n) in the n™ cycle is:

& () ~ (up(n) — ug(n)) 222 (3.30)

TS
where ug(n) and ug(n) are the integrator’s input at the start and end, respectively, of

the integration time of the n" period. Fig. 3.16 illustrates this error model.
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Fig. 3.16 Error induced by the rising edge clock jitter.

The input difference (uz(n) — us(n)) and the rising edge jitter At,.(n) can be
considered as statistically independent. If the rising edge jitter is a white noise process,
the jitter-induced noise power in the band of interest is:

2 _ 1 ("j.r 2

_~ (%ir 2
€irlinband OSR \ Ts ) O-(uE(n)—uS(n)) (3.31)

. ) 2., 52 . 42
=4-0SR-BW 0j O-(uE(n)—uS(n))

2
where o/,

and G(ZuE(n)—uS(n)) are the variances of the rising-edge clock jitter and the
signal (uE(n) —us(n)) respectively, BW is the signal bandwidth and T is the
period.

For a sinusoidal input ug(n) = 4 - sin(wg;, - nTs), We have the following

expression for the difference (uz(n) — us(n)):
ug(n) —ug(n) = A - sin (wsig - (nTs + To)) —A- sin(a)sig . nTs)
2nTe+T,\ . Ty
= 2Acos (wsig %) sin (wsig 7) (3.32)

. dam 2nTs+T,
= 2Asin cos (wsig - ")
20SRsig 2

where d =T, /T is the duty cycle, OSRg;, = fs/2fsi4, Which is larger than or equal

to the OSR for f5; < BW.If dn/20SRg;, < 1,then:

(3.33)

ug(n) — ug(n) ~ Adm 2nT5+TO)

cos | wg;
OSRsig ( stg 2

So, the power of the signal-related component of the (uz(n) —ug(n)) is given by
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(Adm)?

2 ~ - = - _. -
Tupm-usm) ~ 3rpsp. T (057 The rising edge jitter-induced error power in the band of

interest becomes:

2
ej‘r

2
— 4.0SR-BW? . g2 . Adm"
inband %ir Z(OSRSig)Z

(3.34)

which is equivalent to the jitter effect on the DT modulator.

To verify the above analysis, behavioral level simulations on the modulator of Fig.
3.6 are conducted in Matlab. A clock pulse with jittered edges is used to implement the
start instants of the PWM control signal. In the simulations, a -9 dBFS 5-kHz input
signal is used to estimate the in-band noise (IBN). The simulated IBN and the
calculated IBN by Eqg. (3.34) are shown in Fig. 3.17. Although Eq. (3.34) only gives a
rough estimation of the rising edge jitter, it is clearly seen that in both simulated and
calculated results, the IBN caused by the rising edge jitter is way below that by the
duty cycle jitter (to be discussed in the next subsection). Thereby the rising-edge jitter

can be ignored in the design.

-40

= Sim (rising edge jitter)
& Calc (rising edge jitter)
-60 | -m-Sim (duty cycle jitter)
- Calc (duty cycle jitter)

10 107 10 10
Clock Jitter [%9]

Fig. 3.17 Simulated and calculated jitter-induced in-band noise.
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3.4.2 Duty cycle jitter

Let us now consider the duty cycle jitter alone now. This jitter has an effect in both

the input signal and the feedback DAC, as illustrated in Fig. 3.18.

Aty(n)
(a) Input branch error (b) DAC branch error

Fig. 3.18 Duty cycle jitter.

Let the duty cycle jitter at n™ period be Aty (n), which is also the timing error of

the falling transition edge. The equivalent magnitude error e; ((n) in the n™ period is

ejr(n) = (y(n) — u(m))Ats(n)/Ts (3.35)

where y(n) is the DAC’s output at time n. Assume the signal transfer function of
modulator is unity, then y(n) —u(n) equals to the quantization noise filtered by the
noise transfer function NTF. Thereby,

2 AZ 1

1 4
o2 = g2 =--0SR-BW?a?~——
7 linband OSR ‘if d J 12 21

" INTF(e/*)|"dw (3.36)

where aj?f is the variance of the duty cycle jitter, and A is the step size of the quantizer.
Behavioral simulations in MATLAB are carried out on the modulator of Fig. 3.6 to
verify the above analysis on duty cycle jitter. Here, a voltage noise source with
root-mean-squared value g;  is added in the front-end of the comparator in the PWM
generator to imitate the duty cycle jitter. A -9 dBFS 5-kHz input is used for IBN

estimation. The results are depicted in Fig. 3.17. It is seen that Eq. (3.36) is in a good

agreement with the simulated results.
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3.5 Prototyping Modulator Design

The CT cascaded modulator of Fig. 3.6 with the proposed techniques is designed
in a 0.18-um 1P6M twin-well CMOS technology. The device threshold voltages in the
technology are 0.45vV and -05vV for NMOS and PMOS respectively.

Metal-insulator-metal (MIM) capacitors and non-salicide N+ poly resistors are used.
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Fig. 3.19 Schematic of the first stage of the proposed CT 2-2 cascaded modulator

Fig. 3.19 shows the schematic of the first stage of the CT 2-2 cascaded modulator.

The second stage is similar. The loop filter for each stage uses two SRMC integrators.
One-bit quantizers are used for both stages. As stated earlier, the modulator operates at
a sampling frequency 2.56 MHz for a 20 kHz signal band. It is noted that the proposed
scheme also applies to multi-bit modulators, where dynamic element matching
operation can be performed during the “low” time of the PWM signal to avoid
generating extra ELD. The CT modulator in Fig. 3.19 displays some similarity to a
discrete-time modulator, but it is indeed a CT one. First, as analyzed in Fig. 3.4, the
input signal is not sampled, but mixed with a square waveform. Second, there is no
switch at the input of the modulator and the outputs of the opamps. It uses switches only
around the virtual ground nodes and at the DAC’s outputs. These are
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narrow-voltage-swing switches and do not generate nonlinearity. Last, the inputs to the
integrators (from the input signal and from the feedback DAC) are CT. The settling
requirement on the opamps is thus lower than that for a DT modulator.

In the circuit, the CDS technique is enabled by putting the control signal “en”

high and “en” low, and is disabled by the complementary setting of these signals.
Incorporating such a control signal allows us to compare modulator’s performance
with and without the CDS. An external capacitor is used for anti-aliasing. The off-chip
capacitor is not necessary if anti-aliasing is not a concern.

The modulator operates from a low supply voltage of 0.8 V. For simplicity and
flexibility, external references are used in the PWM signal generator (see Fig. 3.5).
From Eg. (3.11), the duty cycle is not a function of the reference voltage. However, the
reference must be clean as any noises there will bring in duty cycle jitter. The offset
infection in the PWM signal generator should also be considered: the opamp offset can
be cancelled by CDS technique; for the comparator, good matching in the layout can
make its offset less than 5mV, which will induce about 1% absolute error on the PWM
pulse width, also the dynamic range will not be impacted largely (see Fig. 3.7).

For the PWM tuning circuit implementation, some non-idealities should be
considered in the following: first, enough opamp GBW in the PWM signal generator is
required to avoid the opamp non-linearity induced pulse width error under different
RC time constant variation; second, the comparator induced delay should be cancelled

by using some delay cell to postpone the start point of integration; third, the noise at
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the input nodes of comparator should be optimized, as the noised induced duty cycle
jitter will degrade the dynamic range of the modulator as shown in Fig. 3.17.

For the opamp bandwidth compensation, we chose  gn1R1eff = Im,auxRauxefs-
In the layout, the resistors and capacitors of PWM generator are placed close to those in
the first SMRC integrator for better matching.

To accommodate for the low supply voltage, additional resistors Ry, (see Fig. 3.19)
are used to bias the opamp’s input common-mode (CM) voltage at about 0.2 V to
allow the pmos-input opamp to have a sufficient gate-to-source bias voltage [54]. The
dc voltage Vi in Fig. 3.19 is thus set at 0.2V. During the “off” phase of the PWM, it
dumps currents from the input, feedback DAC and Ry branches to ground. This Vy can
thus be power-efficiently buffered by a class-AB buffer if on-chip buffer is desired.
Besides, the input CM voltage needs not to be very accurate; low-gain low-power
buffer can be used. In this implementation, however, off-chip buffers are used for Vy.
The dc settings here also help the NMOS switches to turn on and off sufficiently under
the 0.8-V supply. For NMOS switches, proper sizing can make their resistance only
1/1000 of that in the input signal branch. A beauty of the proposed modulator is that all
the switches only need to handle narrow-voltage-swing signals as these signals are all
near the virtual ground nodes of the op-amps. Thereby, the distortion induced by the
varying resistance of NMOS switches is negligible.

With the aim of verifying the effectiveness of the opamp dc gain compensation
by CDS, a single-stage telescopic opamp is designed to barely meet the minimum dc

gain requirement (30dB). The schematic of the opamp is shown in Fig. 3.20. The
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opamp’s output CM level is set at 0.4V by a CT common-mode feedback (CMFB)
circuit. Its differential output swing is about +0.38V. A low GBW of 9 MHz is
intentionally designed to save power and for verifying the effectiveness of the

proposed GBW compensation scheme.

Single-Stage Telescope
Architecture
rrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrr -. _vdd -
SR, :
DC Biay ~
Virﬁ| l_\/il”-
Ibjas Vo- e VCM
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Fig. 3.20 Schematic of the telescopic opamp.

Fig. 3.21 shows an output spectrum of the modulator obtained from
transistor-level simulations. The stimulus is a 5-kHz 0.6-V, differential signal. The
simulated SNDR is 87.2dB, SNR is 88.6dB, and spurious-free dynamic range (SFDR)
is 92.6dB under nominal RC values. Fig. 3.22 shows the SNDR when the RC time
constants are swept from -25% to 25% of their nominal values. The results show that
the SNDR of the modulator varies by less than 3 dB for the said RC time constant

variation range.
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Fig. 3.21 Output spectrum of the proposed modulator for a 5-kHz 0.6-Vp gifr input from

transistor-level simulations.

@
3

@
>

@
a

®
=

SNDR (dB)
&3

©
N

@
[y

@
o

-25 -12 -8 -5-3-101 35 8 12 25
RC Variation (%)

Fig. 3.22 SNDR versus RC time constant variation from transistor-level simulations.

3.6 Measurement Results

The prototype modulator was fabricated in the 0.18-um 1P6M twin-well CMOS
technology. Fig. 3.23 shows the die photograph. The active die area is 0.78 mm?.
Compared with the conventional implementation, the prototype design involves an
auxiliary PWM signal generator and some extra switches and error holding capacitors
in every stage. The corresponding area overhead can be within 15% of total area. The
CDS will not affect the total current consumption.

In the measurement, the modulator outputs were captured using a logic analyzer
and the data was processed offline on a computer. The testing setup and environment

are shown in Fig. 3.24 and Fig. 3.25 respectively.
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Fig. 3.24 Measurement setup

Fig. 3.25 Measurement environment
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Fig. 3.26 shows the measured SNR and SNDR of the modulator for input
magnitude varying from -100dBFS to 0 dBFS (0 dBFS = 1.6V, differential). The
results for CDS being enabled and disabled are both shown. The SNDR measurement
uses a 5-kHz sinusoidal input so that the third harmonic appears in the signal band,
while the SNR measurement uses a 15-kHz tone. The peak SNR, SNDR and DR are
83.4 dB, 82.7 dB and 87dB respectively when the CDS technique is enabled. The gaps
to the simulated values are attributed to noise and some other non-ideal effect that
cannot be modeled accurately in the transistor-level. These values become 57.8 dB,
54.8 dB and 58dB when the CDS technique is disabled. The measured SNDR and SNR
values are closed to the simulated values presented in the previous section. It is seen
that the CDS improves the modulator’s performance significantly.

Fig. 3.27 (a) and (b) shows the measured output spectrum of the modulator when
the CDS is enabled and disabled, respectively, for a -3 dBFS 5-kHz input. It can be
seen that the CDS technique reduces both the in-band noise and the harmonic tones
substantially. The SFDR significantly improves from 65dB to 90.4dB when the CDS is
enabled.

Fig. 3.28 shows the measured anti-aliasing performance. A -3 dBFS 2.565 MHz
(2.56 MHz + 5 kHz) signal was used as the stimulus. Comparing Fig. 3.25 (a) to Fig.
3.26, it is found that the aliasing signal is suppressed by 54 dB, a good agreement with
the theoretical calculation.

Table V summarizes the modulator’s performance. To quantify its overall

performance, the following figures-of- merit (FoMs) are used [55]:
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Power (W) 12
ZENOB(bitS),DOR(S/S)

FoM, = (3.37)
1

Power(W) )

FoM, = 2kT > (3.38)

where k is the Boltzmann constant and T is the circuit temperature (measured in K).
FoM,; emphasizes power consumption, whereas FOM, emphasizes effective
resolution. The smaller the FoM; and the larger the FoM,, the better the DSM is. The
modulator achieves an FoM,of 0.36pJ/conv and an FoM, of 126.

Table VI compares the performance of the presented modulator with other
state-of-the-art cascaded modulators. In [7][8][56]-[61][66], switched-capacitor
implementation is employed in different applications. The large power is mainly
attribute to high opamp GBW for opamp settling requirement in discrete time system. In
In [6][23][62][63] by continuous time, large RC time constant variation requires enough
enough dynamic range design margin, which should reduce the energy efficiency
accordingly. In the proposed design, attributed to techniques described, this modulator
shows the best FOM, among these cascade modulators. Its FoM, is also among the
best. It is stressed that the presented modulator was mainly designed to verify the
effectiveness of the proposed techniques. There is much room for further power

optimization.
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Fig. 3.26 Measured SNR and SNDR versus input magnitude (0 dBFS = 1.6V, differential).

“enCDS” and “noCDS” stand for CDS enabled and disabled respectively.
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Fig. 3.27 Measured output spectrum for a -3 dBFS 5-kHz input when (a) the CDS is enabled and (b)

the CDS is disabled.

93



CHAPTER 3. A Continuous-time Cascaded Delta-Sigma Modulator with PMW-Based Automatic RC Time

Constant Tuning and Correlated Double Sampling

(N

(NN

111l

-20| H

-40

-60|

-80]

Magnitude (dBFS)

-120|

1 | \l\

[N L

a0 L L1

10° 10° 10" 10° 10°
Frequency (Hz)

Fig. 3.28 Measured output spectrum for a -3 dBFS, 2.565 MHz input.

Table V Modulator Performance Summary.

Modulator Type CT cascaded 2-2 single-bit
Sampling Frequency 2.56 MHz
Signal Bandwidth 20 kHz
Supply Voltage 0.8V
Total Current 0.33 mA
Consumption
Input Signal Range 1.6V, differential
CDS enabled CDS disabled
Peak SNDR 82.7dB 57.8dB
Peak SNR 83.4dB 54.8 dB
DR 87 dB 58 dB
SFDR 90.4 dB 65 dB
ENOB 14.2 bit -
Area 0.78 mm?
Process 0.18 um CMOS
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Table VI Performance Comparison with State-Of-The-Art Cascade Modulator.

Reference Type ENOB Bandwidth Process Power FoM, FoM
P (bit) (MHz) (umcMOs) | (mw) | (pi/conv) 2
Bosi 2005 [56] SC-Cascade 12.2 10 0.18 240 2.55 4.6
134 0.1 0.13 2.4 1.11 24.2
Dezzani 2003 [57] SC-Cascade
104 1.92 0.13 43 0.83 4.0
Tabatabaei 2003 [58] SC-Cascade 85 40 0.13 175 6.04 01
Malla 2008 [59] SC-Cascade 11.4 20 0.09 27.9 0.26 26.0
Paramesh 2006 [60] SC-Cascade 10.8 20 0.09 78 1.09 4.0
9.4 2 21 0.78 2.2
Yu 2005 [61] SC-Cascade 10.7 1 0.09 2.1 0.63 6.5
125 0.2 21 0.91 15.9
Ahn 2005 [66] SRC-Cascade 12.8 0.024 0.35 1 2.86 6.3
Zanbaghi 2011 [7] SC-cascade 12.3 5 0.13 16 0.32 39.4
Asl 2011 [8] SC-VCO-cascade 125 4 0.13 13.8 0.298 51.7
109 10 122 3.19 15
Breems 2004 [6] CT-Cascade 0.18
109 20 216 2.83 17
Shu 2010 [23] CT-Cascade 11.0 18 0.18 183 2.48 2.0
Breems 2007 [62] CT-Cascade 125 20 0.09 56 0.24 59.5
9.8 15 10.5 0.39 5.6
Sauerbrey 2010 [63] CT-Cascade 0.065
11.3 10 105 0.21 30.1
This Work CT-Cascade 14.2 0.02 0.18 0.264 0.36 126.0

3.7 Summary

In this chapter, a PWM scheme has been proposed to address the important
problem of RC time constant variation in cascaded CT DSMs. The application of
PWM technique enables the use of a CDS in the CT modulators to boost the effective
dc gain of the opamp. A finite opamp GBW compensation technique has also been
proposed. These techniques can improve the matching between the analog and digital
paths required for the cancellation of first stage’s quantization noise. The use of PWM
also allows the comparator and the DAC to settle within the PWM “low” time to
avoid ELD caused by the comparator and DAC. Although the proposed techniques
add switches to the modulator, the added switches are low-voltage-swing ones that
can operate from a low supply voltage and virtually do not generate distortion. To

prove the concept, a low-voltage CT 2-2 cascaded DSM has been designed and
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fabricated in a 0.18-um CMOS. Experimental results show that with the CDS the
SNDR of the modulator is 28 dB higher than that of the same modulator when the
CDS is turned off. A drawback of the PWM approach is the degradation of
anti-aliasing filtering, which is mitigated by an off-chip capacitor in this

implementation.
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CHAPTER 4. A High-Linearity Capacitance to
Digital Converter with Techniques Suppressing

Charge Injection from Bottom-Plate Switches

This section presents a high-precision capacitance-to-digital converter (CDC)
that can be configured to interface with single-ended or differential capacitive sensors.
In the conventional CDC, charge injection from bottom-plate switches depends on the
digital output and the value of the sensing capacitor. Nonlinearity is resulted
especially when the varying ranging of the sensing capacitor is wide. In this chapter,
new switching and calibration schemes are proposed to reduce these charge injection.
A prototyping 2nd order CDC employing the proposed techniques is fabricated in a
0.18um CMOS process and achieves a 53.2aFrms resolution in a 0.5ms measuring
time. The proposed techniques improve the CDC’s linearity from 9.3 to 12.3 bits in
the single-ended sensing mode, and from 10.1 to 13.3 bits in the differential sensing
mode, with a wide sensing capacitor range from 0.5 to 3.5pF. The CDC is also
demonstrated with real-life pressure (single-ended) and acceleration (differential)

Sensors.

4.1 Introduction

Micro-Electro-Mechanical System (MEMS) capacitive sensors are widely
applied due to their high sensitivity, high linearity, low power consumption, and small
temperature drift [1]. MEMS sensors can be broadly divided into two categories,
namely, single-ended and differential sensors. In single-ended sensors, which are

often used for humidity and pressure sensing, the ratio of the sensing capacitor to a
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reference capacitor is read. In differential sensors, which are often applied in
acceleration and displacement sensing, there are two sensing capacitors built in each
device, and their values change in opposite directions in response to the variation of
the sensed physical quantity, but the total sum always remains constant. The ratio
between one sensor capacitor and their total sum is measured.

To generate digital reading from a MEMS capacitive sensor, a
switched-capacitor (SC) capacitance-to-digital converter (CDC) employing
oversampling Sigma-Delta modulation technique is widely used [2]-[4][6]. As
differential MEMS sensors are more difficult to manufacture and thus more expensive
than single-ended MEMS sensors, many recent works on CDCs use single-ended
circuits to interface with single-ended MEMS sensors [3]-[6].

In a SC Sigma-Delta CDC, charge injections and clock feed-through via
gate-drain overlapping capacitance of the MOSFET switches are major sources of
nonlinearity. The widely used bottom-plate sampling technique, which opens the
switches near the opamp’s virtual ground slightly earlier than those at the other side of
the capacitor, can be very effective in removing the charge injection and clock
feedthrough errors from the top-plate switches in the SC CDC, as in other SC circuits.
However, unlike in other SC circuits, in the SC CDC the charge injection and clock
feedthrough errors generated from the bottom-plate switches depend on the digital
output of the CDC and the value of the sensing capacitor (to be detailed in Section II).
They cannot be treated as an offset, but is a source of nonlinearity, especially when
the sensing capacitor has a wide varying range (Ex. for a MEMS pressure sensor, its
sensing capacitance can be ranging from 1.7 pF to 3.2 pF with the atmosphere
pressure sweeping from 50 kPa~105 kPa). Some calibration techniques have recently

been reported to tackle this problem [2]-[6]. However, they achieve limited linearity,
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with the reported best one being 12-bit [5]. Furthermore, these CDCs have narrow
capacitance ranges [2]-[6].

This chapter presents new switching and calibration schemes to improve the
linearity of CDCs. The proposed techniques are applicable to CDCs interfacing with
single-ended as well as differential sensors. They are also valid when the sensing

capacitor varies widely.

4.2 Proposed CDC Switching and Calibration Schemes

4.2.1 Single-Ended Sensing Mode

Yoy ”'%é 1
| |
CDId CSZ SWo Cf
Vref—" Xe—7 -
Csl CDZ
Pia OTA
D QY

L |_T(D
o] swiy %P1 + DFF | _
RS ooty

Fig. 4.1 Conventional switching scheme in a first-order CDC interfacing with a single-ended

sensor. ®; and @, are non-overlapping clocks. ®;4 and ®,4 are slightly delayed versions

of ®; and @, respectively.

Fig. 4.1 shows the traditional switching scheme in a first-order CDC interfacing
with a single-ended sensor. Here Cy; and Cg, denote the sensing and reference
(fix-valued) capacitors respectively. C,, represents the total parasitic capacitance at
node X. The CDC employs an oversampling technique and uses logic feedback to
balance the charge flows from Cs; and (s, to integrating capacitor Cr. The
feedback and the integrating function of Cy force the averaged amount of charge
from C5; and C,, to C; to be close to zero. Suppose that the total number of clock

cycles is N in a measurement, then the total charge from Cs; to C; is —NCs1 V.,
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while the charge from Cs, is nCs,V,.f, Where n is the number of “1”s in the output bit
stream Y. Thereby, we have

—NCs1Vyes + NCs3Vrer = 0 (4.1)
where n/N is the average value of Y. The ratio of the two capacitors can be obtained

from the averaged value of Y (i.e., n/N):

Cs
Yave,m = % = C_s: (4-2)

The main error sources here are charge injection and clock feed-through from the
switches due to the single-ended nature of the CDC circuit. The error charges from the
switches to the left of C; and Cg, can be effectively suppressed by the bottom-plate
sampling scheme. However, unlike in other SC circuits, the error charges from
switches sw; and sw, are problematic in this CDC.

Let us consider switch sw; only for simplicity. Denote @, Q, and Q,, as the

error charges injected into Cy,, Cs, and C

px respectively, when sw; turns off. From

the switching scheme shown in Fig. 4.1, it can be observed that Q, is transferred to
the integrating capacitor Cy in the next phase (®,) only when Y is “1”, while @,
and Qp, are transferred to Cr in every clock cycle. The charge balancing equation,
Eqg. (4.1), is now modified as:

—NCs1Vies + NCs3Vier + NQ1 + Q3 + NQpy =0 4.3)
The average of the output Y becomes:

_n_ Csl'Vref_Ql_pr
Yave'm TN Csz'Vref+Q2 (44)

Eq. (4.4) shows that the error charges Q,, Q, and Q,, affect the output of the
CDC in a nonlinear way. There is one more source of nonlinearity. The error charges
Q1, Q2 and Q,, originate from the charge stored in the channel region of sw;

(realized by a MOS transistor) when it on. A portion of the channel charge is
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injection to node X (hold by Cs;, Cs; and Cp,), and the rest to the other side of the
switch (ground). The channel charges injected to node X (Q;, @, and Q,,) depends
on the impedance at node X. When C, varies in response to the sensed physical
quantity, the impedance at node X changes and so does the error charges Q;, Q, and
Qpx- This makes @4, @, and Q,, signal-dependent. Large non-linearity is generated
especially when Cg; varies widely.

For switch sw,, an phenomenon similar to the one describe by Eq. (4.4) occurs.
The charge injection error of this switch also introduces non-linearity. In addition, the
charge redistribution at node X caused by the clock feed-through via gate-drain
overlapping capacitance of the two switches exhibit similar nonlinear phenomenon of
Eq. (4.4).

To suppress these nonlinearities, two measures have been taken in the proposed
switching scheme, which is shown in Fig. 4.2. First, a dummy phase Y®,q4 is
added for sws as shown in Fig. 4.2(a). This extra phase does not affect the function
of the CDC but takes effect in reducing non-linearity as will be seen shortly. Second,
the sensing process is divided into two steps: measurement and calibration steps. The

switching scheme of the calibration step is given in Fig. 4.2(b).
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Fig. 4.2 Proposed switching scheme in a first-order CDC interfacing with a single-ended sensor: (a)

measurement step; (b) calibration step.

Denote Qs1,m, Q@s2,m and Qpym as the error charges injected into Cyy, C,, and
Cpx respectively, from sw; when it turns off in the measurement step. From the
switching scheme shown in Fig. 4.2(a), it can be observed that with the addition of the
dummy phase Y®,4 for sws, Qspm is transferred to C; in @, in every clock
cycle, regardless of Y being “1” or “0”. The charge balancing equation becomes:

—NCs1Vies + nCs2Vier + NQsim + NQs2m + NQpxm = 0 (4.5)

The averaged value of Y is:

Y, _ @ _ Qsl,m+Q52,m+pr,m
avem —

n
N Cs2 Cs2 'Vref

(4.6)

For switch sw,, similar effects are resulted. From Eq. (4.6), if Qs1m, Qsz2.m.
Qpxm and Cg, are constants, they merely lead to an offset in Y, ,,. However, as

these error charges vary when the sensing capacitor Cy, varies for the reason
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explained previously, they still introduce nonlinearity. This nonlinearity is cancelled
in the calibration step presented below.

Denote Qs ¢, Qszc and Qpyc as the error charges injected into Cgy, Cs, and Cpy
respectively from sw; when it turns off in the calibration step. From the switching
scheme shown in Fig. 4.2(b), no signal charge is injected to Cr in the C,; branch,
and charge packets of +Cs,V;.r and —Cg,V, are transferred to Cr in every clock
cycle when Y is “1” and “0” respectively. With Qgq ¢, Qsz2,c and Q. taken into
account, the charge balancing equation in this step is:

NCszVrer = (N =)Cs2Vrer + NQs1c + NQsz.c + NQpyc =0 (4.7)
The averaged value of Y becomes:

n_1 1 Qs1,c+0Qs2,ctQpx,c (4 8)

Y = =
ave,c N

N

2 Cs2Vref
A close look at the switching schemes in Fig. 4.2(a) and (b) reveals that at every
moment when sw; or sw, turn off (the moment of error charge generation), the
settings of the circuit in the measurement and calibration steps are identical. Thereby,
Qs1,m = Qs1,c0 Qszm = Qsz,c AN Qpyn = Qpxc (4.9)
From Egs. (4.6), (4.8) and (4.9), the capacitor ratio can be obtained from the

averaged outputs in the two steps:

Cs
C_s: = Yave,m -2 Yave,c +1 (4-10)

The error charges from switch sw; (and sw,) are removed with simple digital

operations of addition, subtraction and divide-by-two (a bit shifting).

4.2.2 Differential Sensing Mode

The concept proposed above can also be applied to CDCs interfacing with

differential sensors. Fig. 4.3 shows the conventional switching scheme for a CDC
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interfacing with a differential sensor. In the circuit of Fig. 4.3, C5; and C,, respond
to the sensed quantity simultaneously but in complementary ways so that the sum of

their values is fixed. Acceleration and displacement sensors often fall into this

category.
Yo, W G |
/ r _|
i
Yo, Ciz SW> r
Vref_' C X"—_gz -
Yd,, Is]

OTA
. Py 1
1 IH p ofvY
YDyq\SWs gy, \ Py + DFF |
g (D1_>C Q Y

Fig. 4.3 Conventional switching scheme in a first-order CDC interfacing with a differential sensor.

For the CDC in Fig. 4.3, the fact that the net amount of charge flowing into the

integrating capacitor C is forced to zero by the feedback loop results in:

—(N = n)Cs3Vyef + NCs1Vyes = 0 (4.11)
Thus,
Cs
Yape = = = o (4.12)

Now consider charge injection from switch sw,. Denote @, @, and Q,, as
the error charges injected into Cgq, Cs, and C,, from sw; when it turns off. The
charge balancing equation becomes:

—(N —n)CsxVyer + nCs1Vyer +nQ1 + (N —1)Q, + NQp,, =0 (4.13)
The averaged value of Y becomes:

Y — n — Csz'Vref_Qz_pr (4 14)
V€ N Cs1Vref+Cs2Vref+Q1-Q2 '

The error charges Q,, @, and Q,, also affect the output of the CDC in a nonlinear
way. They can themselves be dependent on the values of the sensing capacitors Cg;

and Cj,, resulting in more nonlinearity.
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Fig. 4.4 shows the proposed switching scheme for the CDC interfacing with
differential sensors. The capacitance-to-digital conversion is divided into
measurement and calibration steps. In the measurement step, dummy clock phases
YO, 4+ YD,,; and Y®,,; + YP,, are added for sw; and sw,, respectively, as
shown in Fig. 4.4(a).

Dummy phase
Fo,, ?CIDZ:F!;'.E:YCDM + YD,

. [|
] | CE— 1|
Cr
(a) Vyor—d SW3 Csr X"—ng—‘ Measurement Step
Y,y Cr | G2
L~

———_ | sw | | —"17 p QY
YC])mﬂ:YCDld + Yq)zd,g; 4 Swlg;bl i CDFFQ 7

Dummy'b'r'i'éigé"

Pyt YDy, § P10 P2a "
C
TG ! o
(b) Vier—¢ l 52 X4 q)/_‘ Calibration Step
CS] C}TX 2
-
_T_| H_Hj’ D QFY
Y DFF
Y, + chml 37 I A

Fig. 4.4 Proposed switching scheme in a first-order CDC interfacing with a differential sensor: (a)

measurement step; (b) calibration step.

Denote Qs1.m, Qs2m and Qpym as the error charges injected into Csq, Cs, and

C

px, respectively from sw; when it turns off in the measurement step. From the

switching scheme in Fig. 4.4 (8), Qs1m, Q@s2;m and Qpxm Will always be transferred
to Cr in very clock cycle, regardless of Y being “1” or “0”. The charge balancing
equation is written as:

—(N —n)Cs2Vyer + nCs1Vier + NQs1n + NQsom + NQpym = 0. (4.15)

Thus,

n C Qs1,m+0Qs2,m+Qpx,m
Yovem =< = =z — . (4.16)
! N Cs1+Cs2 (C51+Csz)'Vref

From Eq. (4.16), if Qs1m, Qszm: Qpxm and Cg; + Cs, are constants, they
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merely lead to an offset in Y, ,,. However, as these error charges vary when the
sensing capacitor Cy; varies for the reason explained previously, they still introduce
nonlinearity. This nonlinearity is cancelled in the calibration step shown in Fig. 4.4
(b).

It can be derived that the averaged value of Y in the calibration step is:

1 1 Qs1,c+0Qs2,c+CQpx,c

2 2 (C51+C52)'Vref

Yave,c -

(4.17)

where Qsqc, Qs2c and Q. are error charges injected into Cs;, Cs, and Cpy
respectively from sw; in the calibration step. The circuit settings in the measurement
and calibration steps are identical when sw; (and sw;) turns off, S0 Qs; 1 = Qs1.c,

Qs2;m = Qsz2,c aNd Qpxm = Qpx,c- The capacitor ratio is calculated as:

Cs2
Cs1+Cs2

Yave,m -2 Yave,c +1 (4-18)

The errors caused by switch sw; are removed. The errors caused by switch

sw, are removed in a similar way.

4.3 Circuit Implementation

A second-order CDC with the proposed switching scheme was designed in a
0.18um CMOS process. Fig. 4.5 shows its simplified schematic. The clocks operate at
512 kHz and the nominal supply voltage is 1.8V. Capacitors C5; and C, are
off-chip sensing capacitor or reference capacitor. The second integrator stage in the

CDC is a bilinear stage [7] without feedback from output Y.

114



CHAPTER 4. A High-Linearity Capacitance to Digital Converter with Techniques Suppressing Charge Injection
from Bottom-Plate Switches

VBG:

Fig. 4.5 Simplified circuit diagram of the implemented second-order CDC with a temperature

input branch. Off-chip sensing/reference capacitors C;; and Cg, are shown with their pins only.

In Fig. 4.5, clock phases ®, to &g are digitally configurable for interfacing
with single-ended or differential sensors. Clock phases & to &y are also
configurable. The upper input branch indicated in the circuit is the main CDC branch,
where C,zf is used for offset tuning in some applications. The lower input branch is
a temperature sensing branch, which is included to meet product requirements for
sensor temperature compensation in certain applications. The temperature signal
comes from a PTAT circuit on the same die. With the clock scheme configured as the
single-ended sensing mode, a PTAT voltage (AVgg = Vgg1 — Vgg2) IS Used to charge an
internal capacitor (C;), and a bandgap reference voltage (Vgg) is used to charge the

offset trimming capacitor and the reference trimming capacitors (Crorf and Cryer).

The temperature readout is :

AVBE'CT—VpgC
Dremp = BE'CT—VBG'Croff (4.19)
p VBG'CTref

Fig. 4.6 shows the schematic of the operational transconductance amplifiers
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(OTAs), which are PMOS-input (M, ,) two-stage ones with Miller-compensation (R,
and C,,). In the 1* stage, two vertical NPN bipolar (B12), instead of NMOS, are used to
constitute an active current mirror load to decrease 1/f noise. Two degeneration
resistors (R;,) are in series with NPN transistor’s emitter terminal to decrease its
transconductance ( g,,) or thermal noise. The NPN transistor was fabricated in a
triple-well CMOS process with deep Nwell, and its cross section has been shown in
Appendix. To mitigate the impacts from 1/f noise further, choppers (CH; and CH,)
are applied across the first transconductance stage [8][9], the Miller capacitor (C,,,)
across the 2" stage can also be taken as a low-pass filter to attenuate the modulated 1/f

noise portion in high frequency.

---------------------------------------------------------------------------------------
.............
.

Hh Y inp

ics =il
H H H
R T
inn
CH,
Bias Elb_ 15 stage
EE —II - —_T
H ‘JI I
~

.
R e B T T

Fig. 4.6 OTA circuit.

Fig. 4.7 depicts the circuit of the comparator (1-bit quantizer), which consists of a
CMOS regenerative latch followed by a Set-Reset latch (not shown). The comparator
does not consume static current. The regenerative latch [10] is composed of an nMOS
flip-flop (Mg o) with a pair of nMOS switches (M5 ) for strobing and a nMOS switch
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(M) for resetting, and a pMOS input (M3 ,) with a pair of pMOS pre-charge switches
(M; ;). The positive feedback is activated at the end of the integration phase (when @,
goes low) in order to make the latch react before the integrators outputs change at the
beginning of &,. Again, a D-type flip-flop latches new result Y at the rising edge of

@, which is the feedback to balance the charge flows.

§ -<— D,y —{>r
M5:" ¢|2d i[Mﬁ
1
3
Mg M,
-+

Fig. 4.7 Comparator circuit.

4.4 Measurement Results

Fig. 4.8 shows the micro-photograph of the test chip fabricated in the 0.18um
CMOS process. The active die area is 0.2mm?. The on-chip capacitors are MIM
capacitors. The mode re-configuration logic is implemented on-chip. With a sampling
rate of 512 kHz and an oversampling ratio of 256, the CDC draws 50pA from a 1.6 to
2.0 V supply. For flexibility, a third-order cascaded integrator-comb (CIC) decimation
filter is implemented in a FPGA board that displays the measurement results real time.
Six packaged chips were measured and they all perform closely. The testing board and

testing setup are shown in Fig. 4.9 and Fig. 4.10 respectively.
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Fig. 4.9 Testing board including a CDC chip and a FPGA board
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Fig. 4.10 Measurement setup
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Fig. 4.11 Measured resolution in (a) single-ended sensing mode and (b) differential sensing mode.

Fig. 4.11 shows the capacitance error distribution in a 2000-times measurement.

In the single-ended sensing mode, we take Cs; = C5, = 3.5pF, Copy = 3pF and

Yave = (Cs1 — Cof5)/Cs2 . The measured rms capacitor error is 62.5aFms,

corresponding to a resolution of 15.8 bit. In the differential sensing mode, we take
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Cs;y = Cs, = 3.5pF and Y,,, = Cs,/(Cs; + Cs;). The measured capacitor error is
53.2aF s, corresponding to a resolution of 16 bit. Fig. 4.12 shows the measured output

spectrum respectively.

—Single-ended Sensing Mode
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L -40
g
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Fig. 4.12 Measured CDC’s output spectrum in single-ended and differential sensing modes.
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Fig. 4.13 Measured linearity performance: (a) after and (b) before calibration in the single-ended

sensing mode; (c) after and (d) before calibration in the differential sensing mode.

To test the linearity (accuracy) of the CDC, two capacitor arrays that can be

configured from 0.5pF to 3.5pF are used as the sensing capacitors. The measured
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capacitor ratio ( Y,,.4s) is fed to a linear fitting algorithm to obtain the ideal capacitor
ratio Y4 . The capacitor ratio error is then calculated as
Erraps = (Yoeas — Yira)/FS X 100%, where FS is the full-scale value. As shown
in Fig. 4.13, in the single-ended sensing mode, the rms value of Err,,s improves
from 0.16% to 0.02% when the proposed calibration technique is applied. In other
words, the linearity is improved from 9.3 to 12.3 bits. In the differential sensing mode,
the rms value of Err,,, improves from 0.09% to 0.01%, or equivalently, the linearity
improves from 10.1 to 13.3 bits, after calibration.

When configured as a temperature sensor, the CDC measures an inaccuracy of
—0.5°C/0.6°C over —20°C to 125°C range using second-order three-point (0°C, 38°C

and 100°C) calibration, and an inaccuracy of —0.65°C/0.65°C using 1*' order two-point

(0°C and 85°C) calibration, as shown in Fig. 4.14.
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Fig. 4.14 Measured temperature inaccuracy when the CDC is configured as a temperature sensor.

To demonstrate this CDC in field applications, measurements with two real life
sensors have been conducted. For the single-ended sensing mode, a pressure sensor

with the proposed CDC has been measured in a pressure vessel (see Fig. 4.15). As
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shown in Fig. 4.16, the measured sensing capacitance ranges from 1.7 pF to 3.2 pF
with the pressure sweeping from 50 kPa~105 kPa. The nonlinearity shown in the
figure is due to the inherent characteristic of sensor. For the differential sensing mode,
a 3.2 fF/g sensitivity accelerometer with the proposed CDC has been collided with a
pillow to mimic the automotive air bag application(see Fig. 4.17). Fig. 4.18 shows
that its acceleration can reach over 10 g (9.8 m?/s) in the moment of collision. These

measurement results are in good agreement with these sensors’ characteristics.

Fig. 4.15 The pressure vessel for pressure sensor testing
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Fig. 4.16 Measured sensing capacitance for a pressure sensor with the pressure sweeping from
50 kPa to 105 kPa

Fig. 4.17 The CDC collided with a pillow to mimic the automotive air bag application

o
(]

p—
=]

Measured Acceleration (g)
S B A o =

1
(O]

0 500 1000 1500 2000 2500 3000 3500 4000
Measurement Time (ms)

Fig. 4.18 Measured acceleration of an accelerometer when collided with a pillow to mimic the

automotive air bag application

Table VII Performance summary and comparison.
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cDC ] 3] [4] [5] [6] | This Work | This Work
CapMeas. | ¢ p g @ SES. SES. | SES. | SES. | Ds@ SES.
Mode
Circuit FDC. SEC. | PEDC | ,. o |PEDC| SEC SEC.
Topology ASM®@ ATM® AIM® - ATM ATM ASM
Abs. Cap.
Resolution 70 490 65 - - 532 62.4
(aFrms)
Cap('p}g“ge 0.840.26 +0.5 10£1.6 6.8 ] 0535 | 05~35
Meas. Time 08 0.128 0.02 76 0.025 05 05
(1ms)
Rel. Cap.
Resolution 12.5 10.2 17.2 15 13 16 15.8
(bits)
Power (uW) 103 1440 15000 211 328 80 30
Linearity (bits) - 10.5 - 12 - 133 123
FOM?
o step) 14 157 1.95 49 2 0.6 0.7

@S E.S.: Single-Ended Sensing Mode @ . .
@D.S.: Differential Sensing Mode FoM s defined [3] as FoM = ]
®F.D.C. AYXM: Fllﬂy-DiffBl’Bl’lﬁal Circuit AZM where Resolution = logz ( Sensor C?pamtance - )
DS E.C. ALM: Single-Ended Circuit AXM Absolute Capacitance Resolution
©pFE.D.C. AZM: Pseudo-Fully-Differential Circuit AZM

©pM.: Period Modulation

PowerxTeonversion
oResolution

A performance summary and a comparison with other state-of-the-art capacitive
sensor interfaces are shown in Table VII. In [3] fabricated in a 0.35 um CMOS process
and at a 3.3-V supply, a charge-mode digital-to-analog converter and a successive
approximation register are utilized to automatically calibrate the zero point of the
interface circuit, which adds hardware complexity and degrades the energy efficiency.
A pseudo-fully-differential topology is built with a replica capacitive input network in
[4] to increase its robustness to charge-injection errors. However, it does not work for
a large sensing capacitor range, as the replica capacitor used to cancel the
charge-injection errors is fixed. In [5], a period-modulation-based interface converts
the sensor capacitance to a time interval. The auto-calibration algorithm including
three consecutive measurements and division operation also needs large additional
hardware cost. Besides, a generic sensor interface chip proposed in [6], it contains

capacitance-to-voltage converters, a SC amplifier and a CT AXM. Transforming the

124



CHAPTER 4. A High-Linearity Capacitance to Digital Converter with Techniques Suppressing Charge Injection
from Bottom-Plate Switches

sensing capacitor value by an intermediate step in the voltage domain, the circuit
complexity is large with 9.3mm? on 0.5um CMOS process.
The figure-of-merit (FOM) normalizes the energy consumption to the resolution,

and is calculated as [4]:

FoM = PowerXT conversion (4.20)

2Resolution

Sensor Capacitance ) (4_21)

where Resolution = log, ( : ,
Absolute Capacitance Resolution

It is seen that the proposed CDC has the best energy efficiency (0.6pJ/step), the

highest linearity.

4.5 Conclusion

A high-precision capacitive sensor interface that can be configured for
interfacing with single-ended or differential sensors has been presented in this chapter.
Enabled by new switching and calibration schemes on the single-ended circuit
implementation, the switch charge injection is effectively cancelled. Measurement
results show this 0.18um CMOS CDC supports a wide sensing capacitor range from
0.5pF to 3.5pF and achieves a 53.2aFrms resolution in 0.5ms measuring time for both
sensing mode. Measurement results show that the proposed switching and calibration
schemes improved the CDC’s linearity from 9.3 to 12.3 bits in the single-ended
sensing mode, and from 10.1 to 13.3 bits in the differential sensing mode, both with

the wide sensing capacitor range from 0.5 to 3.5pF.
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APPENDIX: The cross section of NPN transistor in

triple-well CMOS process

) . . .
I3 3 3 3 2 3 3 2 3 3 3 N e R
Nwell Pwell ?
Deep-Nwell Deep—l\llwell
P_sub
PMOS NMOS Isalate-NMOS Isolate-PMOS BIT-npn

126



CHAPTER 4. A High-Linearity Capacitance to Digital Converter with Techniques Suppressing Charge Injection

from Bottom-Plate Switches

References

[1] L. K. Baxter, Capacitive Sensors, Design and Applications. New York: IEEE Press,
1997.

[2] Z. Tan, Y. Chae, R. Daamen, A. Humbert, Y. V. Ponomarev and M. A. P. Pertijs,
“A 1.2V 8.3nJ energy-efficient CMOS humidity sensor for RFID applications,”
IEEE Symposium on VLSI Circuits, pp. 24-25, June, 2012.

[3] D.Y. Shin, H.Lee, and S. Kim, “A Delta-Sigma Interface Circuit for Capacitive
Sensors With an Automatically Calibrated Zero Point,” IEEE Trans. Circuits and
System 11, pp. 90-94, Feb. 2011.

[4] S. Xia, K. Makinwa, and S. Nihtianov, “A Capacitance-to-Digital Converter for
Displacement Sensing with 17b Resolution and 20us Conversion Time,” ISSCC
Dig. Tech. Papers, pp. 198-199, Feb. 2012.

[5] Z. Tan, S. Heidary Shalmany, G. C. M. Meijer and M. A. P. Pertijs, “An
Energy-Efficient 15-Bit Capacitive-Sensor Interface Based on Period Modulation,”
IEEE J. Solid-State Circuits, vol. 47, pp. 1703-1711, July, 2012.

[6] S. A. Jawed, D. Cattin, M. Gottardi, N. Massari, A. Baschirotto and A. Simoni, “A
828uW 1.8V 80dB Dynamic Range Readout Interface for a MEMS Capacitive
Microphone,” Proc. ESSCIRC, pp. 442-445, 2008.

[7] B. Wang, T. Kajita, T. Sun, and G. Temes, “High-Accuracy Circuits for On-Chip
Capacitive Ratio Testing and Sensor Readout,” IEEE Trans. on Instrumentation

and Measurement, vol. 47, no. 1, pp. 16-20, Feb. 1998.

127



CHAPTER 4. A High-Linearity Capacitance to Digital Converter with Techniques Suppressing Charge Injection

from Bottom-Plate Switches

[8] A. Bakker, K. Thiele, and J. Huijsing, “A CMOS Nested-Chopper Instrumentation
Amplifier with 100-nV Offset,” IEEE J. Solid-State Circuits, vol. 35, pp.
1877-1883, Dec., 2000.

[9] C. C. Enz and G. C. Temes, “Circuit techniques for reducing the effects of op-amp
imperfections:  Autozeroing, correlated double sampling, and chopper
stabilization,” Proc. IEEE, vol. 84, no. 11, pp. 1584-1614, Nov. 1996.

[10]R. del Rio, F. Medeiro, B. Pérez-Verdd, JM. de la Rosa and A.
Rodriguez-Véazquez. CMOS Cascade Sigma-Delta Modulators for Sensors and

Telecom: Error Analysis and Practical Design, Springer, 2006.

128



CHAPTER 5 Conclusions and future works

CHAPTER 5. Conclusions and future works

5.1 Conclusions

A number of performance enhancement techniques for AX ADCs for telecom,
audio and sensing applications have been presented in this thesis. To summarize, the
thesis made the following original contributions:

First, the 1/Q channel mismatch problem in SC QBDSM for telecom application
has been thoroughly analyzed and two novel schemes to suppress the effects caused
by these mismatches, including the corruption of the received signal by the image
signal, the self-image, and the quantization noise from the image frequencies. The
measurement results of a prototype SC QBDSM fabricated in a 0.18um CMOS show
that the proposed techniques improve the image rejection ratio to 73 dB, being the
best ever reported. It also eliminates the self-image and quantization noise from the
image frequencies. Meanwhile, it also reduces silicon area by 1/Q channel
multiplexing for the OpAmps, quantizers, and DACs.

Second, a pulse-width-modulation (PWM) technique is proposed for on-chip
automatic RC time constant tuning for cascaded continuous-time (CT) DSMs for
audio application. The application of PWM technique further enables the use of the
CDS in the CT modulator to boost the effective dc gain of the opamp. A finite opamp
GBW compensation technique, also enabled by the adoption of the PWM, has been

proposed so that opamps with low GBW can be used for power saving. A simple
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active RC filter is merged into the modulator to compensate for the degraded
anti-aliasing capability caused by the adoption of PWM. Measurement results on a
prototype CT 2-2 cascaded DSM in a 0.18-um CMOS show that these techniques can
improve the DR, SNDR, SNR and SFDR of the modulator by at least 28 dB.

Finally, precision techniques for capacitive sensor interface employing AX
modulation have been presented. A prototyping 2nd order CDC employing the
proposed techniques has been fabricated in a 0.18-um CMOS process and achieves a
53.2aFrms resolution in a 0.5ms measuring time. The proposed techniques improve
the CDC'’s linearity from 9.3 bits to 12.3 bits in the single-ended sensing mode, and
from 10.1 bits to 13.3 bits in the differential sensing mode, with a wide sensing

capacitor range from 0.5 to 3.5pF.

5.2 Future works

There are many interesting topics for further research inspired by the work
described in this thesis.

(1) We have proposed two novel schemes to deal with the 1/Q channel mismatch
problem in SC QBDSM, the next step can be to transplant these techniques in CT
QBDSM.

(2) For the CT 2-2 cascaded DSM for audio application, further power reduction
should be explored.

(3) For the high-precision capacitive sensor interface, time-to-digital technique can be

a good attempt to cover even wider capacitance range.
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APPENDIX: A typical CMOS fabrication process

flow (1 poly/2 M, twin well CMQOS)

1. Device active area definition by LOCOS isolation

Photoresist

SigNy
Si0,

Si, (100), P Type, 5-50 CQem

2. Twin well formation
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