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ABSTRACT 

 In the past two decades, computer aided techniques and surgical robots are be-

ing widely used in different types of medical applications with accurate visualization, 

highly precise operation, minimal invasion and low radioactive damage to patients 

and surgeons. Therefore, computer aided and robotic assisted surgical system form a 

hot research topic for exploration. 

 In this research, for orthopedic surgical process, we proposed to set up and de-

velop an integrate solution consisting of a navigation system and a robotic arm with 

hands-on capabilities. This system will assist the surgeon in the orthopedic surgery, 

with intramedullary nailing, bone milling and joint replacement operations among 

others. 

 In this system, Stäubli TX60, designed for use in super-clean environment, 

was adopted as the assistive robotic arm. We derived the kinematics and inverse kin-

ematics of this robot for real-time control. The robot with surgical tool mounted can 

be considered as a smart tool that extends surgeon’s ability to implement the surgery 

in cooperative mode with surgeon. In the cooperative control law, the concept of vir-

tual fixture was used to refer to a task dependent aid that guides the user's motion 

along desired directions while preventing motion in undesired directions or regions of 

the workspace. This will reduce the tremor and mental load of the user, and increase 

the quality of the surgical task. When completing this type of task, in which robot 

works under the admittance mode, the instant velocity of the robot end-effector needs 

to be calculated in real-time. To comprise real-time capacity and reduce the effect 

when movement of robot arm encounters the singularity, singularity separation 

damped reciprocal (SSDR) algorithm is applied as to give better result than that of 

traditional damped least square (DLS) algorithm. 

 When drilling bone during orthopedic surgery, the force sensing between drill 

bit and bone is significant, by which surgeon can decide the depth of penetration into 

different tissue layers. In our system, ATI force/torque sensor was mounted on the 

end-effector of the robot arm. When drilling the bone, the force and torque signals 

were recorded. Applying the real-time wavelet transform, the break-through of differ-

ent layers could be detected. In vitro porcine femur experiment, we tested different 

surgical drill bits with different parameters and shapes. Finite element simulation and 

analysis were introduced to evaluate the design of surgical tool and intra-operative bi-
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ohazard. In previous finite element simulation research, the bone was considered as 

elastic material under tiny deformation, by which the simulation was a static defor-

mation process. However, for drilling and other machining processes, the bone shows 

elasto-plastic characteristics against the elastic model for the static process. Using fi-

nite element method, simulation of bone drilling process could predict the biomechan-

ical performance on the bone surface and different drill bits. The bone biomechanical 

parameters for elastic model consist of Young’s modulus, Poisson’s ratio, and thermal 

conductivity. For plastic model, the flow stress curve describes the biomechanics of 

the compact bone. In the simulation, the elasto-plastic curve of the bone was divided 

into elastic and plastic region according to the strain range. The stress distribution was 

calculated and displayed on the 3D model. To verify the results of FEA, drilling force 

and mean stress distribution were evaluated. In vitro experiment, force signal of drill-

ing on fresh porcine femur was recorded for comparison with the results of FEA. The 

magnitude and variation tendency of drilling force from the FEA are in accordance 

with those of experimental results. The novel 3D dynamic visualization of drilling 

process could assist the surgeon by providing visual force feedback and prediction for 

the surgery process. 
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論文摘要 

 本論文提出一種開放式機器人輔助骨外科整形手術系統，該系統由工業

機器人臂、光學定位系統、力反饋設備、力學傳感器和手術器械構成，籍此能

夠為外科手術醫生提供直觀的視覺效果和手術器械追蹤，機器人臂的引入能夠

極大提高手術操作的精度和減輕醫生的體力。傳統的外科手術如鑽骨植入、磨

骨等操作完全需要醫生的手工操作，這增加了醫生的體力同時也降低了操作的

精度，為改進傳統手術的缺點，本系統引入一種“協作式控制模式”，手術器

械通過力學傳感器裝載在機器人執行器末端，由醫生操作手術器械，機器人通

過力學傳感器感知醫生的操作意圖以便智能地輔助醫生精準地完成事先規劃好

的的手術計畫。“虛擬夾具”的概念被應用於协作式控制模式，“虛擬夾具”

是通過將醫生操作意圖投影到規劃好的手術路徑空間，一方面保證機器人按照

醫生的意圖完成手術操作，另一方面減少由於醫生手抖產生的誤差。在本文中

提出了一種利用力反饋設備仿真“虛擬夾具”的控制算法來驗證“虛擬夾具”

的有效性。 

 在骨外科手術，如髖關節置換，植入髓內釘等中，鑽骨打孔是一種重要

的操作。醫生往往通過感覺骨鑽的反作用力來感知鑽孔的過程，為了防止鑽頭

穿透骨壁損傷軟組織，在本論文中一種基於實時小波變換的信號處理算法用來

預測鑽頭穿透骨壁的時刻並控制機器人停機。 

 論文最後實現一種基於有限元素方法來仿真三維鑽頭打骨鑽孔過程，以

往的有限元素方法往往研究骨模型的小形變靜態過程，骨模型被認為是線性的

彈性材料，其生物力學的本征方程由楊氏模量和泊松率來描述。而在鑽骨打孔

過程中，骨頭的形變是一種大形變過程，骨頭產生局部破裂和骨質分離，在鑽

頭進給過程中骨切屑產生，骨頭的生物力學表現為非線性的塑性特徵，其生物

力學的本征方程由流應力、應變和應變率來描述。本研究在有限元素建模中比

較了塑性和彈-塑性兩種生物力學模型，應用麻花鑽頭和空心鑽頭兩種手术工具，

給出了鑽骨過程中骨模型上應力的動態分佈，得出了兩種鑽頭鑽孔時反作用力

隨時間的變化曲線。兩種真實的骨科鑽頭分別在豬股骨上進行鑽孔操作，測量

的鑽孔反作用力的變化和幅值與有限元素仿真給出的結果具有很強的一致性。 
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Chapter 1. Introduction 

1.1 Motivation 

 For the prime principles of ethics in medicine and providing the best health 

care to the patient, the dictum “Primum non nocere” (First, do no harm) and the dic-

tum “Primum Succurrere” (First, hasten to help) indicate two cross development of 

practicing medicine. More multidisciplinary technologies are applied in the medicine 

area. 

 Computer Assisted Surgery (CAS) is the first combination of computer tech-

nology and medicine, applied for pre-operative planning, surgery guiding and con-

ducting surgical interventions. CAS involves any computer-based technologies, such 

as 3D imaging, real-time sensing in the planning, execution and follow-up of surgical 

process, therefore it is known as image-guided surgery, surgical navigation and 3D 

computer surgery. CAS provides the surgeon with better visualization and targeting of 

sites as well as improved diagnostic and treatment capabilities. With over 100,000 

successfully performed operations, CAS is believed as a significant step over tradi-

tional techniques on medicine. 

 In the early development of robots, most of the robotic technologies have been 

widely used in industrial manufacturing. Among these applications, the robotic sys-

tems work autonomously and are designed to replace human by implementing the dif-

ficult and complex tasks with high power output, accuracy and repeatability. Because 

robot has advanced mechanical performance, the concept of Robot Assisted Surgery 

(RAS) has been introduced in the medical area during the recent two decades. RAS 

requires specific surgical robot, which may be adopted from the industrial robot or 

specific developed robot. During the surgery process, not only does the robot act as a 

computerized system with a motorized construction capable of interacting with the 

environment but also as the dexterous extension of the surgeon. In the most common 

form, the surgical robots are equipped with multi-modal sensors, which provide dy-

namic information on the instantaneous status of robot, patient and operating room. 

The central control parts process all the information so that the next surgery action 

can be determined. 

 As the report of Medical Robotics Database (MERODA) in 2009[1], there are 

456 ongoing medical robotic projects among different institutes and companies 

around the world. Some have been widely used for the commercial and clinical appli-
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cation, some are still the under the development. Those medical robots are designed 

for various applications, such as disease diagnosis, surgery and rehabilitation in most 

medical area. 

 From clinical doctor’s experience and engineer’s viewpoints, Table 1–1 lists 

the advantages and disadvantages of traditional surgery versus computer and robot as-

sisted surgery [2-4]. 

Table 1–1. Comparison between traditional surgery versus computer and robot assisted surgery 

 Traditional surgery by human Computer and Robot Assisted 

surgery 

Advantages Experienced surgeon’s judgment 

Excellent trained hand-eye coor-

dination 

High dexterity at natural human 

scale 

Easily to integrate and act on 

multiple information sources 

Easily trained 

Ubiquitous and Affordable 

3D visualization from CT and 

MRI 

Minimal invasion 

Excellent geometric accuracy 

Improved dexterity and stability 

High degrees of freedom 

Able to scale different motions 

Elimination of physiologic trem-

ors 

Resistant to radiation and Infec-

tion 

Operate surgical tools at differ-

ent payload 

Integrate multiple sources of 

numerical and sensor data 

Tele-surgery for distant districts 

Ergonomic position 

Disadvantages Fatigue and inattention in long 

surgery 

Limited degrees of motion and 

compromised dexterity outside 

natural human’s scale 

Loss of 3D visualization and in-

sight in patient’s body 

Limited hand-eye coordination 

Lack of artificial intelligence 

Limited touch and haptic sensa-

tion 

High cost for patients 

Require surgeon more technolo-

gies 
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Amplification of physiologic 

tremors 

Hard to keep sterile 

Exposed to the radiation 

Hard to setup the system 

 

 For improving the performance of the Computer Assisted Surgery for ortho-

pedics, a primitive robotic arm was developed at the Department of Orthopedics 

&Traumatology, the Chinese University of Hong Kong. The robotic arm (Figure 1.1) 

is a passive robotic arm without joint motors, fully under the manipulation by surgeon. 

The robotic system was featured with simple but versatile design, six DoF movements 

and instant locking system by either pedal control or hand switch. The robot arm uses 

stainless steel as housing material for ease of sterilization. Exchangeable optical 

trackers are mounted on end-effector for different navigation systems. The secured 

electrical and mechanical safety measurement are designed for critical surgical re-

quirements[5]. 

 

Figure 1.1 Orthopedic surgical robot arm developed at the Chinese University of Hong Kong. 

 

 However, this robotic arm only serves surgical interns in the orthopedic sur-

gery. Because it has no actuator, surgeon has to manually adjust joint by joint when 

moving the robotic arm position. During the surgical process, it simply assists the 
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surgeon to hold the surgical tool, typically bone drilling, and acts as the guidance 

support. 

1.2 Technique Challenges 

 Bone drilling, milling and sawing are important processes during the orthope-

dic surgery. In traditional orthopedic surgery, these operations are conducted by sur-

geons under the fluoroscopy images, which cost surgeon long operation time and 

body energy without promising accurate positioning. 

 The minimally invasive penetrating way to get access to the target location 

can be through soft tissue, bony structure and the most critical issues are: 

 Risk of damage to critical tissue, especially the nerves and blood vessel. 

 limitation of human dexterity  

 Surgeon fatigue. 

 On those considerations, we intend to develop an interactive robotic assisted 

system for orthopedic surgery with cooperative control and motion constraint algo-

rithms based on force feedback. 

1.3 Contributions in this Dissertation 

 As original work approached, we setup a platform including industrial robot, 

optical tracking device, navigation system and force sensing device for orthopedic 

surgery. 

 Cooperative control algorithm is proposed based on virtual fixture concept, 

which can guide the operator to move along the desired paths while preventing the 

motion in undesired directions/regions of the working space. 

 An algorithm, based on wavelet transform for predicting drill bit break-

through while drilling bone, is proposed and tested with in vitro experiment. 

 3D simulation of drilling bone process with various surgical tools using finite 

element modeling and analysis is implemented. Finite element method provides a ver-

satile way for surgical tool design and surgery process analysis. The simulation give 

the visualization of drilling process and mechanical performance of the bone. The 

FEA results are compared with in vitro experimental test. 

1.4 Dissertation Organization  

 This dissertation is divided into six chapters. The brief contents of each chap-

ter are below: 

 Chapter 1: Introduction 
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 Introduction to background and motivation about this research and approaches. 

 Chapter 2: Research Survey 

 Description on the basic concept and process of the computer and robot assist-

ed orthopedic surgery. Survey and discussion on the classification and develop-

ment of the robot assisted surgery. 

 Chapter 3: System Architecture 

 Overview of the architecture of the robot assisted surgery system, including 

the system operating process, hardware and software architecture. The singulari-

ties of robotic movement and inverse Jacobian kinematics are discussed.  

 Chapter 4: Cooperative Control Algorithm Design 

 Simulations for cooperative control algorithm based on haptic assisted system, 

which is conducted to study the kinematics and trajectory of the robot, which 

takes response to the manipulation command of the operator. 

 Chapter 5: Force Sensing and Finite Element Analysis For Drilling 

Bone Process 

 Discussion on features of force information while drilling femur bone. Wave-

let based drill bit break-through algorithm is proposed. Simulation of drilling 

bone process based on finite element method with various surgical tools is im-

plemented and compared with in vitro experiment.  

 Chapter 6: Conclusion and Future Work 

 Conclusion and comment on this research work and address the possible fu-

ture work. 
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Chapter 2. Background and Research Survey 

2.1 Overview of CAOS (Computer Assisted Orthopedics Surgery) 

 In the broad sense, orthopedic practice can be grouped according to the joints 

and bones into: upper limb (shoulder, elbow, and wrist), spine (neck and back), pelvis 

and hip, knee, and foot and ankle. From the views of orthopedic surgeons, clinical 

conditions consist of congenital disorders (e.g. scoliosis), the various arthritis, bone 

and soft tissue cancers, and trauma[6].  

 In practice of orthopedic surgery, it can be classified according to the types of 

processes commonly performed. On February 2007, MedTechInsight Consulting 

Group analyzed the 32.7 million processes implemented in all surgical specialties in 

the United State, 2006. They categorized the subset of orthopedic processes into five 

main groups[7]: 

 Fracture repair (generally due to trauma)  

 Total joint arthroplasty (knee and hip)  

 Spine surgery  

 Disc replacement (discectomy, laminectomy, spinal fusion, and vertebroplasty) 

 Arthroscopy (knee, shoulder, and wrist)  

 Generally, the main procedures during CAOS can be divided into three 

steps[8]: 

1. Data Acquisition: Before the surgery, patient’s anatomy information can be ac-

quired in three different ways, fluoroscopic, guided by CT or magnetic resonance 

imaging (MRI), or imageless systems. These data are then used for registration 

and tracking  

2. Registration: Registration refers to the ability of binding multimodal images (e.g. 

X-rays, CT, MRI and patients’ 3D anatomy images) with the anatomical position 

in the surgical field. Registration techniques may require the placement of pins or 

“fiducial markers” in the target bone. A surface-matching technique is used to 

map the shapes of the bone surface model generated from pre-operative images to 

surface data points collected during surgery(Figure 2.1 (b) and (c)). 

3. Tracking: Tracking refers to that the sensors and measurement devices can pro-

vide the relevant orientation and position of tools to surgical objects during sur-

gery (Figure 2.1 (d)). 
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(a) 

 

(b) 

 

(c) 

 

(d) 

Figure 2.1 CAOS system: (a) System platform, computer and localizer camera[9]. (b) Related 

orientation and position between camera, surgical tool and anatomy coordinates system[10].(c) 

Point-cloud registration for knee joint implants. (d) Tracker is attached to the surgical tool, with 

position shown real-time on the monitor[9].  

 

 From the views of engineering, Kazanzides,et al [11], [12, 13] classify the 

CAS into four closed-loop processes with analogy to the concept of Computer Assist-

ed Design/ Manufacture (CAD/CAM): 

1. Constructing a patient-specific model and interventional surgical plan. (Pre-

operative) 

2. Registering the model and plan with the patient. (Intra-operative) 

3. Using multiple technologies to assist for implementing the surgical plan. (In-

tra-operative) 
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4. Assessing the result. (Post-operative) 

 

Figure 2.2 Architecture of a surgical CAD/CAM system [11]. 

 

2.2 Overview of RAS (Robot Assisted System) 

 As the pioneer of robotics in surgery, Lanfranco,et al [4], [14] perform the 

guidance of neurosurgical biopsy with greater precision using the 6-axis industrial ro-

bot arm Puma 560 to replace the stereotactic frame in 1985. Later in 1988, Davies [15] 

implemented a transurethral resection of the prostate using the Puma 560. This project 

finally was led to a well-developed RAS called PROBOT, which is designed specifi-

cally for transurethral resection of the prostate. Their works bridged the gap between 

robot and medicine, bringing about the rapid development of the RAS. 

2.2.1 Classification of RAS 

 Surgical robots can be categorized based on their different roles in the operat-

ing room (OR) [16].  

 Passive robots only serve as a tool holder once directed to the target position or 

provide the information to the surgeon.  

 Active robots perform the operation under the control of its computer program. 

(E.g. in compliant mode). Surgeons almost plan the surgery procedure, download 

the surgery control program to the controller and observe the whole execution 

conducted by robot autonomously. Surgeon, on the side of robot, will stop the ro-

botic system, if surgery plan is required to revise or emergency occurs (Figure 

2.3). 
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Figure 2.3. Active robot executes the process while surgeon observes or supervises [3]. 

 

 Interactive (or semi-active) robots are under computer control and act as mechan-

ical guides through direct cooperation with human. 

 

Figure 2.4. Interactive robot shares control with surgeon [3]. 

 

 Tele-operative robots perform remote interventions or haptic feedback with sur-

geon on other sites. In tele-operative systems, with an online input/output device 

that is a typical force feedback device (called master), the surgeon performs the 

surgical manipulations, and the surgical robot (called slave) precisely follows the 

motions of the surgeon through input device. Meanwhile, the surgeon can be in-

formed the surgery information feedback from the various sensors mounted on 

robot’s end or surgical tools. In tele-operative system, the robotic system is con-

sidered as the extension of the surgeon’s hand and sense.  
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Figure 2.5. Tele-operated robot system consists of master and slave parts. Surgeon controls the 

robot in real-time through the interface, such as haptic device or joy stick (as master). Robot (as 

slave) faithfully replicates the surgeon’s motions with the interface. 

 

 According to the different roles of the robots during the surgery process, Tay-

lor,et al [17] categorize the robots, by which surgeon can work cooperatively to surgi-

cal intervention , as: 

 Intern replacements: The robot performs the role of assistant to surgeon in the 

most surgical tasks instead of surgical interns and other people whose main job is 

to help the surgeon. 

 Tele-surgery systems: The robot’s motions are directed by the surgeon by means 

of a joy-stick, haptic device, or similar device from the remote districts, which is 

always called master-slave system. The robot acts as an extension of surgeon’s 

hands with direct manipulation capabilities. With such systems, it is possible for 

surgeon to access difficult reach parts of the body and to perform delicate micro-

surgical tasks without tremor.  

 Navigation aids: The objective of navigation is to provide the surgeon with accu-

rately relative position between the location of surgical instruments and the pa-

tient’s anatomy. These systems typically consist of a 3D localizing device such as 

an instrumented passive manipulator, ultrasound detector and 3D optical tracker, 

together with a computer graphic workstation for displaying position relative to 

volumetric medical images. 

 Position aids: The robot can support and guide a surgical tool along the desired 

path and orientation relative to the target anatomy. For safety considerations, the 

robot is often shut down during the actual instrument insertion. Although this re-
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duces the chance of unwanted motion at critical region, it does not address more 

crucial issue of mis-registration. 

 Path following systems: The robot is moved along a planned path to complete 

specific tasks, such as a precise neurosurgery using the robot to insert the needle. 

In other case, the robot control system keeps the surgeon’s operation from the 

critical surgical area. 

 

 Clinical doctor prefers to classify the robots through clinical applications[18, 

19]. A list of several clinical areas and the specific robotic projects applied is shown 

in Table 2–1. 

Table 2–1. Selected robotic projects according to the clinical area[1].  

Clinical Area Name Development 

team 

Institute/company Functions of the system 

Neurosurgery NEUROMATE[20] Renishaw, 

Inc. 

Renishaw, Inc. Guidance of a drill sleeve, 

6-DoF articulated arm for in-

dustrial deployment 

Neurosurgery PATHFINDER[21] Armstrong 

Healthcare 

Ltd 

Armstrong Healthcare 

Ltd. 

Move tools according to a pre-

operatively defined trajectory, 

based on a serial articulated 

kinematics 

Orthopedics ROBODOC[22] Curexo Tech-

nology Corp. 

Curexo Technology 

Corp. 

milling of the implant bed for 

hip arthroplasty based on 5-axis 

-SCARA for industrial deploy-

ment 

Orthopedics CASPAR[23] OrtoMaquet URS GmbH. Milling of the implant bed for 

hip and knee arthroplasty, cru-

ciform ligament replacement 

Orthopedics Galileo[24] Precsison Im-

plants 

Precision 

Impants AG. 

Guidance of sawbladed gauges 

for knee arthroplasty 

Orthopedics Renaissance 

/SpineAssist[25] 

Shoham, Ku-

nicher 

Technion- 

Israel Institute of 

Technology. 

Carrier system for the position-

ing of a drill for spinal surgery 

Orthopedics WATO I/II[26] Shi, Zhao Institute of 

Image Processing & 

Pattern Recognition, 

Shanghai Jiao Tong 

University. 

Total knee replacement sur-

gery. 

The cutting of the bone is done 

by the robot according to the 

intra-operatively decided im-

plant position 

Orthopedics RIO[27] MAKO Sur-

gical Sys-

tems. 

MAKO Surgical 

Corp. 

The HGS Haptic Guidance ro-

botic system for the implanta-

tion of unicondylar knee pros-
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thesis 

Ophthalmology MICRON[28] Riviere, 

Ang, Khosla 

Robotics Institute, 

Carnegie Mellon. 

Handheld tremor compensation 

for micro surgery 

Ophthalmology BioMicroRobot[29] Nelson Institute of Robotics 

and Intelligent Sys-

tems, ETH Zurich, 

CH. 

Micro-scale device controlled 

by changing external magnet 

fields and can travel through 

the patients bod 

General Sur-

gery 

ZEUS[30] Intuitive Sur-

gical Ltd. 

Intuitive Surgical Ltd. Laparoscopic interventions, 

tele-surgery, master-slave sys-

tem 

General Sur-

gery 

DaVinci[30] Intuitive Sur-

gical Ltd. 

Intuitive Surgical Ltd. The tele-surgical workstations 

consist of a cockpit unit with 

joysticks, imaging elements and 

a manipulator unit of which 

three arms control the instru-

ments and the endoscopic cam-

era. 

Percutaneous InnoMotion[31] Innomedic 

GmbH. 

Innomedic 

GmbH. 

Biopsy robot arm designed 

to operate within a CT/MRI 

machine 

Steerable Cath-

eters 

Sensei[32] Hansen Med-

ical. 

Hansen Medical. Tele-robotic system for catheter 

guidance during heart surgery 

Radiotherapy CyberKnife[33] Accuray Inc. Accuray Inc. Tumor irradiation, automatic 

alignment of the beam, deter-

mination of the tumor’s posi-

tion in x-ray pictures 

Radiotherapy Novalis 

[34, 35] 

Brainlab Inc. Brainlab Inc. Image-guided Stereotactic 

Body Radiotherapy including 

beam shaping and alignment. 

Emergency Re-

sponse 

AutoPulse Plus[36] Zoll Medical 

Corp. 

Zoll Medical Corp. Emergency cardiopulmonary 

resuscitation and the E Series 

monitor/defibrillator. 

Rehabilitation AutoAmbulator[37] Healthsouth 

Inc. 

Healthsouth Inc. Balance the neuro-disease pa-

tient’s weight and moves 

his/her lower limbs over the 

treadmill. 

Rehabilitation HAL[38] Suzuki Graduate School of 

Systems and infor-

mation Engineering, 

University of Tsuku-

ba. 

Exoskeleton devices for lower-

limb rehabilitation of paraple-

gic patients. 

 

2.3 Previous Works 
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 In this section, we will survey and describe the key technologies through some 

typical RAS based on their specific application and the degree of autonomy. 

2.3.1 Passive Systems 

iBlock 

 iBlock (Praxim Inc) is a compact automated cutting guide for total knee re-

placement. The robot is mounted directly to the bone, to position bone cutting guides 

in the appropriate planes surrounding the knee. Beyond the guiding function, the 

bond-mounted structure can prevent any relative motion between the robot and the 

bone (see Figure 2.6). 

 The robot architecture has 2 motorized degrees of freedom (DoF) whose axes 

of rotation are arranged in parallel and precisely aligned to the implant cutting planes 

with a 2 DoF adjustment mechanism[39]. 

  

Figure 2.6. iBlock as the bone-mounted guide. 

BRIGIT 

 The BRIGIT (Bone Resection Instrument Guidance by Intelligent Tele-

manipulator, developed by MedTech SA France), aims for easy installation and op-

eration in osteotomies and TKR (Total Knee Replacement) surgery. This robot can be 

used as a positioner of a guide providing a mechanical support during bone sawing or 

drilling without pre-operative imaging or a navigation system (see Figure 2.7). 

 The planned position of the guide is obtained after a registration process 

which collects anatomical landmarks on the surface of the patient's bone. This can be 

done in a interactive mode, by grabbing the tool tip, through an appropriate force con-

trol, or in a tele-operated mode via a master device[40]. 
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Figure 2.7. BRIGIT as a mechanical support and guidance for cutting[40].  

2.3.2 Active Systems 

RoboDoc 

 RoboDoc developed by Taylor and associates at IBM, was considered as the 

initial robot assistance for orthopedics[22]. This system, further commercialized for 

clinical application by Curexo Technology Corp, was first used in 1992 for total hip 

replacement (THR)[41]. RoboDoc has received a CE mark (1996), and FDA clear-

ance for total hip replacement (1998) and total knee replacement (2009)[42]. Ro-

boDoc consists of three main parts (see Figure 2.8): 

 OrthoDoc: It is surgery planner software displayed on the monitor, with which 

the surgeon plans bone milling based on pre-operative CT images. 

 A 5 DoF IBM SCARA robot: it does the cutting and milling operation. 

 A Center Control Cabinet: It guides and controls the robot in real-time. 

 

Figure 2.8. Architecture of the RoboDoc system[43]. 
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 Before using the RoboDoc surgical system, the surgeon is responsible for 

planning the surgery on the Orthodoc, importing pre-operative 3D image data from 

the CT scan on the patient. The surgeon then plans the optimal implant location and 

orientation (Figure 2.9 (a)). 

 In the beginning of surgery, patient’s leg is clamped to the robot’s pedestal. 

During the surgery, if the leg moves, a second clamp locating the femoral head was 

used to halt the robot automatically. The registration between the bone and the robot 

is implemented either by touching multiple points on the surface of the bone or by 

touching pre-implanted fiducial markers on the pre-operative CT images. 

 The robot is manually guided to an approximate initial position by surgeon us-

ing a 6-axis force sensor mounted at the robot’s wrist. Then RoboDoc performs the 

milling or drilling operation automatically in compliance with the surgical plan (see 

Figure 2.9 (b)). The autonomous operation as the characteristic technology of Ro-

boDoc, is designed for concerns with the doctor and patient’s safety. 

 

(a) Orthodoc 

 

(b) 

Figure 2.9. The RoboDoc system for orthopedic surgery. (a) Registration and surgical plan on 

Orthodoc. (b) Close-up of robotic milling of femur[44]. 

 

 The RoboDoc can achieve higher precision and sub-millimeter precision in 

bone milling[44]. The steady control of the surgical operation and boundary pro-

gramming can avoid accidental damage to surrounding areas. During the process, the 

surgeon is able to observe where the robot is milling in comparison to the initial 3D 

reconstructed bone anatomy on the Orthodoc software.  

 However, the complex fixation of the bone structure and system set-up cost 

much time for operation which may cause post-operative pain. In the other hand, for 

lack of the all field tracking system, if the bone shift is detected, the milling is inter-
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rupted and the registration process must be repeated. During the actual surgery, the 

surgeon is unable to intervene the operation especially in unpredictable circumstanc-

es[45]. 

CASPAR 

 As a directly competitive product to RoboDoc, CASPAR (Computer Assisted 

Surgical Planning and Robotics) was developed in 1997 by OrthoMaquet. The 

CASPAR was based on the industrial RX 90 which is 6 DoF clean room robot devel-

oped by Stӓubli. The principle of CASPAR appears like that of RoboDoc, which has 

been used automatically for hip and knee implantation surgery, as well as for anterior 

cruciate ligament reconstruction[46](see Figure 2.10 (a)).  

 The CASPAR surgery process consists of four step by step phases. First, sur-

geons insert rigid bodies, commonly pins, at different locations around the knee. The 

process requires local or total anesthesia, and a tibial pin is placed 8 to 10 cm above 

and below the knee joint. The aim of the first step is for registration and referencing. 

Second, CT-scan is performed to retrieve pre-operative data and images of the knee. 

Next, the surgeon can perform pre-operative planning with the data. It generally in-

volves measuring the femur and the tibia and planning the femur and tibia tunnels in a 

3D environment. Finally, the robotics can do the tunnel drillings automatically under 

surgeon’s supervision[47](see Figure 2.10 (b)). 

 

(a) 

 

(b) 

Figure 2.10. (a) Total knee replacement by CASPAR[47]. (b) Tunnel drilling[47].  

Arthrobot 

 To simplify robot assisted surgery, the Arthrobot (developed by Kaist, Korea) 

system registration process uses a reamer attached gauge and a femoral frame to de-

termine the position and orientation of the femur relative to the robot. 



34 

 The reamer-shaped gauge is mounted onto the patient’s femur as in a manual 

surgery then the manual broaching process is replaced by the robot. The reported ad-

vantage is the less complex registration process with limiting the reaming process to 

the metaphyseal region meanwhile leaving the diaphyseal hard bone untouched. In an 

experiment with composite and pig bones 93% of the gaps between the bon e and im-

plant surface were under the critical .25 mm[48]. 

 

(a) 

 

(b) 

Figure 2.11. (a) Efficient work space through gauge based registration. (b) Pig femur experiment. 

 

2.3.3 Interactive Systems 

Acrobot 

 Acrobot (developed by Davises, Imperial College London, UK) is designed 

for Total Knee Replacement. The hands-on robot, in which the surgeon and robot par-

ticipated in the process as a unit, was treated as an intelligent tool under the surgeon’s 

control [49]. 

 During the operation, the surgeon stays in control; the robot actively con-

strained the surgeon’s movements through haptic feedback to keep them within a safe 

predetermined region in the operative field. Acrobot allows the surgeon to remain in 

contact with the patient and move the robotic arm with his hand while controlling the 

cutting tool [50]. 
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(a) 

 

(b) 

Figure 2.12. (a) Acrobot for knee surgery. (b).Manipulation of the hands-on robot [50]. 

 

RIO 

 The RIO robotic arm(by MAKO Surgical Corp) was released in 2009 and re-

ceived FDA clearance[51]. With three components: robotic arm, optical camera and 

operator computer, the RIO offers the surgeon visual, auditory, and tactile feed-back 

in minimally invasive surgery for medial and lateral UKA components as well as pa-

tellofemoral arthroplasty (see Figure 2.13 (a)). 

 Different from the autonomous robot such as Robodoc, both the RIO and the 

surgeon simultaneously hold the surgical tool, manipulating the bone-removing burr 

within the intended volume but restricting motion beyond that predetermined volume. 

With the low friction and low inertia robotic arm, the surgeon can easily move the 

tool and back drive the robot’s joint motors in the process (see Figure 2.13 (b)). Dur-

ing milling process, the arm acts as a haptic device resisting motions outside of the 

planned cutting envelope by pushing back on the surgeon’s hand[52]. Different from 

other active or semi-active robot systems, during surgery process, the bone is not re-

quired to be fixed in place, RIO system relies on an optical camera system to track os-

seous reference markers’ position on the bone and tools and instantaneously register 

the planned cutting envelope to the patient in the operating room[52]. 
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(a) 

 
(b) 

 
(c) 

 
(d) 

Figure 2.13.(a) RIO robotic arm interactive orthopedic system (b)Joint motion of the RIO robot-

ic arm. (c) CT based patient specific pre-operative planning[52] (d) Total Hip Arthroplasty per-

formed by RIO. 

 

NeuroMate 

 The NeuroMate, now as the product of Renishaw (Wotton-under-Edge, UK), 

was the first neurosurgical robotic device to get a CE mark in Europe and FDA in 

USA. This robot was designed for neurosurgical process[53]. The 5 DoF robot pro-

vides an accurate and trusted assistance for supervised needle positioning and instru-

ment holding for brain biopsy (see Figure 2.14(a)). Besides biopsy, the system is also 

marketed for deep brain stimulation, transcranial magnetic stimulation, stereotactic 

electro encephalography, radiosurgery and neuroendoscopy[20]. 
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(a) 

 

(b) 

Figure 2.14. (a) Neuromate for brain biospys (courtesy of Renishaw plc). (b) Neuromate with 

force sensor for skull surgery[54]. 

 

 Xia,et al [54] developed an image-guided robotic system to provide mechani-

cal assistance for skull base drilling. This system comprises Stealthstation navigation 

system, a NeuroMate robotic arm with 6-axes force sensor, and the 3D Slicer visuali-

zation software. In this system, the robotic arm of NeuroMate is under cooperative 

control of the surgeon via handle with force sensor mounted (see Figure 2.14(b)). The 

concept of virtual fixtures was used to constrain the motion of the robot-held cutting 

tool, promising remained in the safe zone defined on a pre-operative CT scan[54]. 

 

2.3.4 Tele-operative Systems 

Zeus 

 The first generation commercial robotic system for laparoscopy is called 

AESOP, developed by Computer Motion. AESOP is designed for either holding en-

doscopes or moving the endoscope under voice control. In 1995, Computer Motion 

combined two tool-holding robot arms with AESOP to create the next generation 

product Zeus[55]. 

 Zeus has two main parts: a surgeon control console and 3 table-mounted ro-

botic arms (see Figure 3.12). The right and left robotic arms resemble that of the sur-

geon for doing surgery. The third arm is an AESOP voice-controlled robotic endo-

scope for visualization. In the Zeus system, The robotic arm s were tele-operated, fol-

lowing motions the surgeon made with instrument controls, and the surgeon is seated 

comfortably upright with the video monitor and instrument handles positioned ergo-

nomically to maximize dexterity and allow complete visualization of the OR envi-

ronment. The system uses both straight shafted endoscopic instruments similar to 



38 

conventional endoscopic instruments and jointed instruments with articulating end-

effectors and seven degrees of freedom[56]. 

 

Figure 2.15. Zeus tele-surgery system[55] 

 

 In September 2001, with Zeus system, Marescaux and his team implemented 

45-minute cholecystectomy surgery on a 68-year-old female patient between Stras-

bourg, France and New York, USA[56]. This so-called Lindbergh Operation was con-

sidered the first time in medical history that a technical solution proved capable of re-

ducing the time delay inherent to long distance transmissions sufficiently to make this 

type of process possible[57]. 

 

Figure 2.16. Configuration of Zeus system for Lindbergh Operation[58]  

da Vinci 
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 The da Vinci, developed by Intuitive Surgical Inc., is a tele-operated system 

like the Zeus. Because Zeus system is discontinued commercially, Zeus and da Vinci 

system represent the past and current versions of well-known commercially available 

robotic tele-surgery platforms[59]. 

 The console is suitable designed for surgeon ergonomics and incorporates a 

separate video screen to display 3D video from the 3D endoscope (see Figure 2.17(a)). 

During surgery, the ends of the tools replicate the motions of the surgeon’s hands, 

providing a more intuitive control rather than the “mirror-image” laparoscopic map-

ping (see Figure 2.17(b) (c)). The overall precision is improved by motion reduction 

scaling and by filtering involuntary motions caused by tremor[18]. 

 The da Vinci system has several technical advantages over the Zeus. The 

grasper tools have two degrees of freedom inside the patient; the most salient feature 

is a three-axis wrist called EndoWrist which mimics the motion freedoms of the hu-

man wrist (see Figure 2.17(d)). Through the use of a master-slave robotic system, 

surgeon motions are scaled down, allowing the doctor to make more natural move-

ments. By manipulating additional robotic arms, the surgeon can move the instru-

ments with the required precision[60]. 

 

(a) 

 

(b) 

 
(c)  

(d) 
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Figure 2.17. The da Vinci system. (a) Console part. (b) Surgeon’s view and intuitive tele-

manipulator (c) three robotic arms (d) comparison of EndoWrist and human wrist[55]. 

 

 The da Vinci, initially cleared by FDA for general laparoscopy, become com-

monly used for radical prostatectomy, and is now cleared for various surgery [61]. 

There are over 300 sites in the United States that are currently using the da Vinci sur-

gical system and the number of surgeries that it is being utilized for is growing. The 

use of robots has grown from 1,500 cases in 2000 to an estimated 20,000 cases in 

2004[62]. 

 However, The da Vinci system costs $1.4 million, and maintenance costs are 

$140,000 per year, the financial burden would increase by $2698 per patient, given an 

average of 126 cases per year [63]. The huge space needed for system setup and the 

significant amount of necessary training are also the limitation of da Vinci system[64]. 
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Chapter 3. System Architecture 

 Particularly for common robotic assisted orthopedic surgery, the surgical sys-

tem consists of guidance, navigation and robotic control systems. In pre-operative 

procedure, the surgical protocols are planned. Typically pre-operative scanned 3D 

CT/MRI images are obtained and then registered to the intra-operative instantaneous 

2D X-ray image by the C-arm. Optical tracking technique is more accurate and popu-

lar than other physical tracking means such as electromagnetic tracking and ultra-

sound tracking systems. In order to obtain aligned localization, the optical markers are 

fixed on the surgical tool, C-Arm, robotic arm and surgical object. With the obtained 

location and orientation information, the surgeons are able to guide or manipulate the 

robot arm to perform the pre-designed surgery plan (see Figure 3.1). 

 

Figure 3.1. Scenario of the CAOS system in operating room. (1) Robot control system. (2) Optical 

tracking system. (3) Navigation system. (4) Tele-operation and haptic control system. In addition, 

there are C-arm and other necessary devices in the operating room. 

 

3.1 The Integrated System 

 In the next section, we will give details about the main four parts of this sys-

tem. 

3.1.1 Robot Control System 

 Although there are some customized or dedicated surgical robot commercial-

ized or under development in different institutes, we turn our view priory to the indus-
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trial robot because of the cost, fast design with environmental compatibility and new-

ly developed features of the industrial robot. 

 In contrast to industrial environment, the orthopedic surgery has specific re-

quirements; the most significant thing is the safety margin which should be less than 

2mm. The robot is expected to serve two basic surgeon-supervised working modes: 

Sleeve guiding and screw guiding. The first mode simply allows the robot to automat-

ically move the light-weight sleeve (around 0.5 Kg) to pre-planned position with ap-

propriate orientation. Then the surgeons perform drilling through the holding sleeve 

with screw driver by surgeon’s hands. The second mode expects the robot arm to di-

rectly manipulate the screw driver to the desired position along the pre-planned path. 

In the actual surgery, the payload is as high as 70N measured by force gauge, because 

of the weight of screw driver and resistance from surgical object, such as bone. In-

deed, both modes allow surgeons to intervene immediately whenever necessary [65]. 

 Another critical point is that the operation room should be extremely clean and 

sterilized during surgery. Though not approved by FDA, series of industrial robots 

had been designed for using in hyper-clean room. 

 Considering above specific issues, the Stӓubli six DoF robot TX60-SCR, de-

signed for super clean room standard and hydrogen peroxide sterile, is a good choice. 

The robot is featured with 0.02mm repeatability, 9kg payload and 670mm reachability. 

 During the surgical process, the TX60-SCR, equipped with surgical tool and 

optical tracking markers, is controlled by surgeons via the robot controller. The force 

sensor, integrated on the robot wrist, can sample the environment contact force and 

manipulator's force. These force information, together with surgical plan provided by 

the navigation system, are taken as the input of the motion control algorithm. The 

output is the robustness desired robot motion (position or velocity) (see Figure 3.2(1)). 

 The low level control of the robot arm is implemented through the low level 

Interface called Real Time Robot Controller Abstraction Layer (RTRCAL) embedded 

in Stӓubli CS8C robot controller [66]. With the RTRCAL, the control algorithm can 

directly get the feedback data including position, velocity, torque and position error, 

which represents the status of the robot. As the output result of the control law, com-

mands, including position, velocity, anticipation velocity and anticipation torque, are 

sent to the robot in real-time to serve in the surgery. 

3.1.2 Optical Tracking System 
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 In the CAOS, the spatial location system, which is always considered as part 

of the navigation system, plays an important role by providing the relative positions 

and orientations among the surgical instruments, surgical objects and medical image 

scanners (e.g. CT, MRI and C-Arm) after registration [67]. Since orthopedic surgery 

is an exposure operation, the optical tracking system (NDI Polaris Hybrid Spectra) is 

introduced in our system which can implement the accurate position tracking in sub-

millimeter (see Figure 3.2(2)). 

 For the fast and easy development, we applied the Image-Guided Surgery 

Toolkit (IGSTK) as the middleware to communicate with the tracking device. The 

IGSTK is a high-level, component-based framework integrated with low-level open 

source libraries and application programming interfaces (API) from hardware vendors 

[68]. With this toolkit, engineers can easily capture the position of multiple objects, 

besides this, the toolkit can provide some basic but versatile functionalities and pro-

cess, such as the calibration and registration, for the image-guided surgery applica-

tions [69]. 

3.1.3 Navigation System 

 As significant part of the CAOS system, navigation system provides the com-

plete visualization of the surgical process for surgeons. It should provide the follow-

ing basic functions:  

1) presenting virtual representations of the operated anatomy and the performed sur-

gical action; 

2) matching the replayed scene with what is performed at the surgical situation, by 

linking this virtual model to the operated patient; 

3) visualizing the spatial relationship between multiple tracked objects; 

4) incorporating other physical modalities such as acting force or torque of surgical 

tools [67]. 

 We propose using 3D slicer as the navigation system. Initially, 3D Slicer is 

designed as a free, open source software package for visualization and image analysis 

(see Figure 3.2(3)). With the quadrant-view display and interactive GUI, 3D Slicer 

can be used as useful tool for medical image processing, analysis, visualization and 

fast 3D reconstruction. Since 3D Slicer supports extensive functional modules, it can 

be used to construct and visualize the patient’s anatomy from multimodal images 

(CT/MRI) which are collected pre-operative or intra-operative. Through those pro-



44 

cesses, surgeons can do the surgical planning or observe relative position and move-

ment between planned regions and surgical tools [70]. 

 OpenIGTLink, which can serve as an external module of 3D slicer, provides a 

simple but extensible data format to transfer various types of data among software and 

devices used in image-guided therapy (IGT) scenario, e.g. surgical navigation soft-

ware, tracking device, robotic device and imaging scanner. The protocol can handle 

image, tracking data, transformation, device control and monitoring command, and 

other user-defined data types [71]. In the proposed system, OpenIGTLink could act as 

the communication protocol for data transmission among the robot control system, 

tracking system, navigation system and medical imaging instruments. 

3.1.4 Tele-operation and Haptic Control System 

 In almost cases of orthopedic surgery, the surgeons always work under the 

hazardous radiation device, such as X-ray, during the entire surgical process[72]. To 

prevent surgeons from the damage of radiation, the tele-operation control of the robot 

will be also explored in our research.  

 For this purpose, we use the Omega.6 (Force Dimension, Inc.) as the tele-

operation and haptic device for our robotic surgery system (see Figure 3.2(4)). With 

high-precision, 6 DoF, pen-shaped end-effector to accurately, omega.6 can capture 

the position and orientation of the operator's hand. With a perfect counter-balanced 

kinematic design around each joint, the pen combines performance, dexterity and ele-

gance into one of the most accomplished haptic interfaces. This highly ergonomic 

end-effector makes the omega.6 better choice for surgery training, medical robotics 

which require operating robots remotely [73]. 

 Force Dimension provides haptic CHAI3D framework[74] compatible to this 

haptic device, we are able to import 3D reconstructed medical model based on VTK. 

With advanced force-feedback rendering capabilities, these applications are perfect 

for medical simulating and training. 
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Figure 3.2. Architecture of proposed robot assisted surgery system. 
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3.2 Motion Analysis of Surgical Robot 

 In consideration for the working space of the surgery and the available space 

in the operating room, the TX60 robot arm is adopted in this system. TX60 is an in-

dustrial robot with six degrees of freedom, as shown in Figure 3.3. Within its working 

space, the robot can move to the desired position and orientation along pre-planned 

trajectory. 

 

(a) 

 

(b) 

Figure 3.3. (a) Six main parts of the robot arm are: the base (A), the shoulder (B), the arm (C), 

the elbow (D), the forearm (E) and the wrist (F). (b) Dimension of each part of the robot arm. 

 According to the Craig’s book[75], we can use the modified Denavit-

Hartenberg(MDH) parameters to describe the link of revolute or prismatic joints (see 

Figure 3.4). 

 

Figure 3.4. The modified Denavit-Hartenberg notation for link i-1 and link i [76]. 
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Frame { }i  is attached rigidly to link i   

ˆ
iZ is the Z-axis of the frame { }i  coincident with the joint axis i . 

1
ˆ
iX axis is located along the common normal between 1

ˆ
iZ and ˆiZ  axes. 

The origin of frame is at the intersection of the X̂  and Ẑ . 

ia : the distance from ˆiZ to 1
ˆ
iZ  measured along ˆiX . 

i : the angle from ˆiZ  to 1
ˆ
iZ  measured along ˆiX . 

id : the distance from 1
ˆ
iX  to ˆiX  measured along ˆiZ . 

i : the angle from 1
ˆ
iX  to ˆiX  measured along ˆiZ . 

Table 3–1.Modified DH parameters of TX60 

i  1i  1ia  id  i  

1 0
 

0 0 1  

2 
2

 0 0 2  

3 0 2a  3d  3  

4 
2

 0 4d  4  

5 
2

 0 0 5  

6 
2

 0 6d  
6  

 

 Table 3–1 lists the modified DH parameters for TX60, 2 290a mm ,

3 20d mm , 4 310d mm  and 6 70d mm . 

3.2.1 Forward Kinematics of TX60 

 We set frame {0}  as the base frame and 1i
iT  as the transformation between 

the adjacent { }i  and { 1}i frame. 1i
iT  is 4 4  homogeneous matrix including ro-

tation and translation parts: 
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1

1 1 1 11

1 1 1 1

cos sin 0

sin cos cos cos sin sin

sin sin cos sin cos cos

0 0 0 1

i i i

i i i i i i ii
i

i i i i i i i

a

d
T

d
 (3-1) 

 

 TX-60 is a six serial chain joints robotic arm, therefore the forward kinematic 

of the end-effector is 

 0 0 1 2 3 4 5
6 1 2 3 4 5 6T T T T T T T   (3-2) 

 We can derive 0
6T  step by step with result as 

 
0
6

0 0 0 1

x x x x

y y y y

z z z z

n o a p

n o a p
T

n o a p
 (3-3)

 

where 

1 23 4 5 6 4 6 23 5 6 1 4 5 6 4 6

1 23 4 5 6 4 6 23 5 6 1 4 5 6 4 6

23 4 5 6 4 6 23 5 6

( )

( )
x

y

z

n c c c c c s s s s c s s c c c s

n s c c c c s s s s c c s c c c s

n s c c c s s c s c

 

1 23 4 5 6 4 6 23 5 6 1 4 6 4 5 6

1 23 4 5 6 4 6 23 5 6 1 4 6 4 5 6

23 4 5 6 4 6 23 5 6

( )

( )
x

y

z

o c c c c c s c s s s s c c s c s

o s c c c c s c s s c c c c s c s

o s c c s s c c s s

 

1 23 4 5 23 5 1 4 5

1 23 4 5 23 5 1 4 5

23 4 5 23 5

x

y

z

a c c c s s c s s s

a s c c s s c c s s

a s c s c c

 

2 1 2 3 1 6 5 1 4 1 4 23 1 5 23 4 1 23

2 1 2 3 1 6 5 1 4 1 4 23 1 5 23 4 1 23

6 23 4 5 23 5 4 23 2 2

[ ( ) ]

[ ( ) ]

[ ]

x

y

z

p a c c d s d s s s c c c c c s d c s

p a s c d c d s c s s c c s c s d s s

p d s c s c c d c a s

 

is : sin( )i , ic : cos( )i , ijs : sin( )i j , ijc : cos( )i j  

 With above formulas, we can get the direct movement workspace of robotic 

arm. The position of all the links of a manipulator of n  degrees of freedom can be 

specified with a set of n  joint variables, referred to 1n  joint vector. We can com-

pute the position in Cartesian space from the knowledge of the joint space[76]. Con-
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versely, the inverse kinematics is to get the joint space description from the Cartesian 

space information (see Figure 3.5). 

Actuator

space

Joint

space

Cartesian

space

 

Figure 3.5. Mappings among different kinematic space. 

 

3.2.2 Singularity Analysis 

 For static case, the Cartesian space and joint space can be formed by 

 ( )p T   (3-4) 

1 2[ , , , ]n  is the joint rotation vector (n  is the joint number of the robotic 

arm), p is the position in the Cartesian space. [ , , , , , ]Tp x y z ,x ,y ,z are transla-

tion in position coordinates, the , ,  are Euler angle in orientation coordinates.  

 For movement of robotic arm, Jacobian matrix can be used to describe joint 

velocities with Cartesian velocities at the end-effector of the arm 

 ( )p J   (3-5) 

where is the joint velocities vector, p is the Cartesian velocities vector. [ , ]Tp v , 

v is the linear velocities vector for translation, and is the angular velocities vector 

for rotation. ( )J  can be taken as the first derivative of ( )T . ( )J is a nonlinear ma-

trix function of instant , in many cases, ( )J  is not full rank, thus to directly get 

joint velocities 1( )J p  is an illness inverse problem, called singularity prob-

lem. 

 There are various methods to handle the singularity problem, starting from the 

simple approach of switching into joint space control[77].Others developed tech-

niques to make manipulator to avoid the singularities[78, 79].In this section, we dis-

cuss on the real-time singularity analysis and robust control methods, if the reference 

trajectory is not known a priori and the robot is non-redundant. 

 For the convenient analysis of the singularity of robotic arm, first we put the 

frame{4} , {5}and{6}  together as the wrist frame (see Figure 3.6). 
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Y4 

Z5 

X4 

Z4 

Y5 

X5 

Y6 

Z6 

X6 
0{wrist frame}

 

Figure 3.6. Wrist frame of TX60 

 In this case, we consider the wrist as a sphere (frame{4} , {5}and{6}  share 

the same origin), which has only rotation and no translation. Since ( )J is the first par-

tial derivative of ( )T and ( )T is formulated in section 3.2.1, we can get the wrist 

frame Jacobian matrix as 

 

0
11 3 30

0 0
21 22

0
W

J
J

J J
 (3-6) 

W  means wrist, thus 0 0 0
11 22WJ J J and the determinant of Jacobian matrix 

0
WJ  is independent of reference frames. 

 Now the Cartesian movement can partitioned to translation and rotation parts: 

 
0

w
W A

W
W W

V
p J   (3-7) 

1 2 3[ ]TA are the forearm joints, 4 5 6[ ]TW are the wrist joints. 

 The translation of the Cartesian movement is only related to the first three 

joints: 

 

0
11

0 0
21 22

W A

W A W

V J

J J
  (3-8) 

where WV  is the translation part, W is the rotation part. Substitute with the modified 

DH parameters, we can get 
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1 4 23 2 2 3 1 1 4 23 2 2 4 1 23
0

11 1 4 23 2 2 3 1 1 4 23 2 2 4 1 23

4 23 2 2 4 23

( ) ( )

( ) ( )

0

s d s a c d c c d c a s d c c

J c d s a c d s s d c a s d s c

d s a c d s

  

 

1 1
0

21 1 1

0

0

1 0 0

s s

J c c   

 

1 23 1 4 1 23 4 1 4 5 1 23 5 1 23 4 5
0

22 1 23 1 4 1 23 4 1 4 5 1 23 5 1 23 4 5

23 23 4 23 4 5 23 5

c s s c c c s s s s c s c c c c s

J s s c c s c s c s s s s c s c c s

c s s s c s c c

  

 

thus 0
2 4 3 4 23 2 2( )WJ a d c d s a c . 

 Similarly, we can derive the wrist Jacobian matrix in the wrist frame 

 
11 3 3

21 22

0W
W

W W

J
J

J J
  (3-9) 

thus 5
WJ s . 

 From equations (3-6) and(3-9), there are two type of singularity problem: 

forearm singularity and wrist singularity. Furthermore, the forearm singularity can be 

classified as boundary singularity and interior singularity: 

 Forearm singularity: 0
2 4 3 4 23 2 2( ) 0WJ a d c d s a c   

1) Boundary singularity(Elbow lock): 3 0c   
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标题

Z1

Y1

3 0 

X1
 

Figure 3.7. Boundary singularity case. 

 

2) Interior singularity(Head lock): 4 23 2 2 0d s a c   

 When only interior singularity occurs, wrist frame locates at the Y1-Z1 plane 

(see Figure 3.8): 
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Z1
Y1

Y1

X1

Y1-Z1 

plane
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Figure 3.8. Interior singularity case. 

 

 In this case, the Jacobian matrices have the following forms: 

3
11

* * *

* * *

0 0 0

J  ,
2

11

* * *

* * *

0 0 0

J  ,
1

11

* * *

0 0 0

* * *

J  ,
0

11

* * *

0 0 0

* * *

J   

 Translations along the Z3 axis in frame {3}, Z2 axis in frame {2}, Y1 axis in 

frame {1} and Y0 axis in frame {0} are singular.(*  is any number rather than zero) 

3) When both boundary and interior singularity occur: 3 0c  and 4 23 2 2 0d s a c , 

for modified DH parameter: 3 2
 and 2 2

. 

 In this case, the Jacobian matrices have the following forms: 

3
11 0 0 0

0 0 0

J  , 2
11

0 0 0

0 0 0

J  ,1 11 0 0 0

0 0 0

J  , 0
11 0 0 0

0 0 0

J   
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 Translations along the Y3 and Z3axis in frame {3}, X1 and Z2 axis in frame {2}, 

Y1 and Z1 axis in frame {1} and Y0 or Z0 axis in frame {0} are singular.( is any num-

ber rather than zero). 

 Wrist singularity : 5 0WJ s  

 When 5 0 , wrist singularity occurs and Z4 and Z6 axis are collinear, the 

singular direction is the rotation around the X4 axis in {4} frame, but the movement of 

the first three joints can change the position of the wrist. 

3.2.3 Damped Least Squares (DLS): 

 To avoid illness Jacobian matrix J  when robotic manipulator enters the sin-

gularity region, the actual joints velocities have to be adjusted. There is a traditional 

method to avoid singularity called Damped Least Squares (DLS). 

 To solve the solution  of the equation(3-5) as 

 ( )X J  (3-10) 

 We can change it to the following optimization issue 

 

2

min max

min :

s.t.

J x
 (3-11) 

 Buss [80] introduced the damping factor , the objective is to minimize  

 
2 22J x  (3-12) 

 This is equivalent to the minimizing the quantity 

 

2

0

J x

I
 (3-13) 

The corresponding normal equation is 

 
0

T T
J J J x

I I I
 (3-14) 

Then we can get the solution as 

 2 1( )T T
d J J I J x  (3-15) 

 The damping factor can be assigned to make 2( )TJ J I  non-singular. 
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TJ J n n , where n  is the DoF of robot arm. Using the equivalent formula

2 1 2 1( ) ( )T T T TJ J I J J JJ I  to simplify d  as 

 2 1( )T T
d J JJ I x  (3-16) 

 Because TJJ m m (m is the dimension of the space of end-effector posi-

tion, m is often much less than n , however for TX60, 6n m ,

[ , , , , , ]Tp x y z ). 

Singular Value Decomposition (SVD): 

 Singular value decomposition (SVD) method is always used to analyze the 

pseudo inverse of Jacobian and implement the algorithm of DLS. 

 TJ U V  (3-17)

 
 If m nJ , then m mU  and n nV (U ,V are orthogonal matrices), 

m n is diagonal matrix. The only non-zero entries in the matrix  are the val-

ues i  (if we assumem n , 1 2 0m , then i  is the singular value 

of J ). In fact, if the rank of J  is r , then 1 1 0r r m , if we express 

U and V in the form of column vectors, 1 2[u ,u ,u ],u m
m iU  and 

1 2[v ,v ,v ],v n
n iV . The vectors 1v , ,vr n  are an orthonormal basis for 

the null-space ofJ .  

Then J  can be written in the form 

 

1 1

u v u v
m r

T T
i i i i i i

i i

J  (3-18) 

Through the SVD decomposition 

2 2 2( )( ) ( )T T T T T TJJ I U V V U I U I U  

2 1 2 1

2 1

2 1

( ) ( ) ( ( ) )

( ) ( )

( )

T T T T T T

T T T T

T T T

T

J JJ I V U U I U

V U U I U

V I U

V U

 

where 1
2 2 2 2
1

( , , )m

m

diag , then we get 
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2 1

2 2
1

( ) v u

i

m
T T Ti

i i
i

J JJ I  (3-19) 

Then the objective solution is 
2 2

1

v u

i

m
Ti

d i i
i

x . 

 We can choose another strategy to damp the smaller singular values rather 

than the larger ones as 

 
2 2

1 1

v u v u

j

k m
jT T

d i i j j
i j k

x  (3-20) 

where the damped factor  is only applied on smaller singular value. 

 Nakamura [81] suggested the damping factor  can be chosen through the 

manipulability w  defined as 

 det( )Tw JJ  (3-21) 

 

2
0 0

0

(1 )

0

w
w w

w
otherwise

 (3-22) 

 Equation (3-22) is the piecewise function of , where 0 is the scale factor at 

singular points and 0w is an experienced chosen threshold. Therefore, no damping is 

applied when the value of w is greater than 0w  until the  reaches the maximum val-

ue 0 when 0w (singular case). (However 0  and 0w  are needed to be pre-

assigned). 

 Through the properties of piecewise function, it will create discontinuities 

when go through non-singularity region to singularity region. 

 In practice, the damped factor can be simply chosen through the SVD as 

 

2
0 0

0

(1 ) ,

0

min
min

otherwise
 (3-23) 

min  is the minimum singular value [81]. 
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 When 0 , then 2 1( )T TJ JJ I 1( )T TJ JJ J , where J  is 

the pseudo-inverse of Jacobian matrix. 

 

3.2.4 Singularity Separation Damped Reciprocal (SSDR): 

 Different from the DLS method, this method using the specific separable 

properties of Jacobian matrix in the wrist frame, and do not need the SVD. 

 From equation(3-8), the translation of the Cartesian movement is only related 

to the first three joints 

 

0 0
11

0 0 0
21 22

W A

W A W

V J

J J
 (3-24) 

 Substitute the modified DH parameters of TX60, we can get 
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0
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 The joint velocity of the first three joints 1 2 3[ ]TA can be resolved 

as 

 0 1 0
11( )A WJ V  (3-25) 

 According to the coordinate transformation 0 0 3
11 3 11J R J , equation (3-25) 

can be written relative to {3} frame, then we can get  

 

0 1 0
11

0 1 0 3
11 3

0 3 1 0 3
3 11 3

3 1 3
11

( )

( ) ( )

( ) ( )

( ) ( )

A W

W

W

W

J V

J R V

R J R V

J V
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 To do the frame transformation is that 3
11J has a special property, we can de-

rive 3
11J  as 

 

3 23 2 3 4 4
3

11 3 23 2 3

4 23 2 2

0

( ) 0 0

d c a s d d

J d s a c

d s a c

 (3-26) 

3
11J  is left upper-triangle matrix. Then the inverse of 3

11J  can be easily calculated as 

 

4 23 2 2

3 1 3 23
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2 3 2 3 4 23 2 2

2 3 4 3

4 2 4 3 2 4 3

1

3 23

2 2 2 2 1

2 3 4 3
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0 0
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( ) 0
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1
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d s a c
d s

J
a c a c d s a c

a s d d

d a d c a d c

k
d s

a k a k k
a s d d

d a d k a d k

 (3-27) 

 

where 1 4 23 2 2 0k d s a c is the head lock singularity, and 2 3 0k c  is the el-

bow singularity. 

 

3

3 1
1

3 1 3 3 33 23
2 11

2 2 2 13
3

3 3 32 3 4 3
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1

1 1 1
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1 1
( )

Z
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Y Y Z

Z

X Y Z

W

W

W W W

W

W W W

V
kV
d s

J V V V
k a a k

V a s d d
V V V

d k a d a d

(3-28)

 

 When encountering the head lock singularity and elbow singularity, the 

damped factor 1 and 2  are involved to diminish the effect of these two singularities. 

However, these two singularities could not concur. Therefore, the estimated forearm 

joints velocities A  can be written as 
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31
2 2
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d a d a dk

 (3-29) 

the forearm joints velocities A  are only related to the translation velocities. 

 Through equation(3-30), the joint velocities of the wrist joints can be resolved 

as 

 0 1 0 0
22 21( ) ( )W W AJ J  (3-31) 

where A  has been estimated as 
A

 from (3-29). Using the frame transformation

0 0 5
22 5 22J R J , we can get a simpler form of 5

22J  
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Then the inverse of matrix has a simpler expression 
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where 3 5 0k s  is the wrist singularity. Thus 

 
0 1 0 0 5 1 5

22 21 22( ) ( ) ( )W W A WJ J J  (3-33) 

therefore from equation (3-24) 

 5 5 0 0 0 0 0
0 21 5 21( ) ( ) ( )T

W W A W AR J R J  (3-34) 

The estimated wrist joint velocity vector W is 
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the wrist joints velocities W  are derived from rotation velocities and damped A , 

this will cause the error accumulation. 

 The damped factor i  ( 1,2,3i ) can be chosen with respect to the three 

types of singularity 

 

2 2
2 0 (1 ) 0 , 1,2,3

0

i
i i

i i

k
k w i

w
otherwise

 (3-36)

 

where 0  and iw are fixed empirical value in the actual control computation. 

3.2.5 Error Analysis 

 When the movement of the robotic arm encounters the singularity, the damped 

factors are applied. We have to evaluate the error between desired Cartesian velocities 

and computed joint velocities. 

3.2.5.1 For Damped Least Square Method 

 The estimated Cartesian velocity x  is 
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 (3-37) 

The error between the actual and estimated translation velocity is 

 

2

2 2
1

u u

i

r
T

d i i
i

e x x x J x  (3-38) 

If x  is projected to the U  space, x  can be expressed through the basis 1, , nu u as 

1

u
m

i i
i

x  
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Then 
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i i
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e . 

3.2.5.2 For Singularity Separation Damped Reciprocal Method 

 From equation (3-29) and(3-31), the estimated translation velocities 3
WV  are 

 

3
13 23 2 3 4 4

3
3 23 2 3 2

3
4 23 2 2 3

2 2
3 33 2 23 1 2 2 1

2 2 2 2
2 1 1 2 2

2 2
32 3 23 1 2

2 2 2 2
2 2 1 1

0

( ) 0 0

( )

( )( )

( ) ( )(

X

Y

Z

X Z

Y

W

W

W

W W

W

V d c a s d d

V d s a c

d s a cV

d a c k k
V V

a k k

k d s k
V

k k
3

2 2
2 2

2
31

2 2
1 1

)

( )

Z

Z

W

W

V
k

k
V

k

 (3-39) 

The translation velocity errors are 
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Similarly from equation(3-35), the estimated rotation velocities 5
W are 
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The rotation velocity errors are 
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5 5 5 0
Z Z ZW W We  

When 1 0k , 2 0 , the translation velocity errors are 
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When 2 0k , 1 0 , this is the Type I singularity. As previous description, the 

rotation velocity errors are 
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3.2.5.3 Results and Discussion 

 In simulation for these two numerical methods, the first case of movement of 

the end-effector was the translation along Y axis at 0.25 m/s, the second case of 

movement of the end-effector was the rotation around X axis at 0.25 rad/s. The initial 

robot arm joint position was [ /6, /4,0, /4,0, /2]  and the damping factors 

were selected as 0 0.1 and .0 1w . The error of the Cartesian velocity is defined 

as 

 
2

2

e p p

p J
 (3-41) 

where Cartesian position of end-effector is [ , , , , , ]p x y z  and the Cartesian ve-

locity is [ , , , , , ] [ , , , , , ]x y zp x y z x y z . 
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Figure 3.9.Error comparison of DLS and SSDR method by translation along Y axis at 0.25 m/s. 
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(a) Cartesian velocity with DLS 
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(b) Cartesian velocity with SSDR 
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(c) Joint velocity with DLS 
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(d) Joint velocity with SSDR 

Figure 3.10.Cartesian velocity and joint velocity of robot arm of DLS ((a) and (c)) and SSDR ((b) 

and (d)) methods with translation along Y axis at 0.25 m/s. 
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Figure 3.11. Error comparison of DLS and SSDR methods by rotation along X axis at 0.25 rad/s. 
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(a) Cartesian velocity with DLS  
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(b) Cartesian velocity with SSDR 
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(c) Joint velocity with DLS 
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(d) Joint velocity with SSDR 

Figure 3.12.Cartesian velocity and joint velocity of robot arm of DLS((a) and (c)) and SSDR((b) 

and (d) ) methods with rotation along X axis at 0.25 rad/s. 

 

 The DLS method uses the global damping factor  to damp the Jacobian ma-

trix when solving inverse problem. However, the DLS needs the inverse operation 

and decomposition of Jacobian matrix. By contrast, the SSDR method uses different 

strategies to damp different parts of Jacobian matrix and gives explicit expression. 

From the results of simulation, not only could this method improve the accuracy, but 

also it was appropriate for real-time computation. From Figure 3.9 to Figure 3.12, 

SSDR method generated fluctuation on Cartesian and joint velocity in the singularity 

region. However, the error reduced quickly when leaving this region, because wrist 

joints solution 
W

 were derived from the estimated forearm joints solution 
A

 which 

would cause error accumulation. 
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Chapter 4. Cooperative Control Algorithm Design 

4.1 Introduction 

 Because of the advanced technology used, the actions of robot are considered 

more precise and dexterous than of human. However, in the unstructured environ-

ments, when implementing the complex task, the robots are restricted because of the 

limitations of artificial intelligence. In this case, the control law should involve the 

human’s intervention, and the control is shared by the robot and human operator. Dur-

ing the execution of task, this shared-control concept defines the human-machine col-

laborative system with human “in the control loop”. However, the control strategy 

with human in loop produces additional problems that the tremor and fatigue may 

greatly affect the accuracy and completion time. 

tarT

｛Base｝

 

 

Figure 4.1. Demonstration of the human-machine collaborative system, 3 links robot is equipped 

with force/torque sensor which can be applied force and torque by user, the curve is the desired 

trajectory and tarT is the target. 

 As illustrated in the Figure 4.1, when the user applies force/torque on the end-

effector of the robot, the critical control problem is to guide the robot to move along 

the desired path while preventing the motion in undesired directions and regions in 

the workspace. In recent research, the concept of virtual fixture, which is the program 

generated motion guidance and constraint method, was widely explored and applied 

in the robotic assisted surgery. Virtual fixture was presented by Rosenberg[82] for the 

first time with analogy to a ruler as a physical fixture to help user drawing a straight 

line faster and more accurately, meanwhile leaving the user with the freedom to over-

ride the assistance if desired. In the tele-robotic system, Rosenberg implemented vir-

tual fixtures like impedance surface on the master to assist in peg-in-hole tasks[82]. 
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 Based on JHU Steady-Hand Robot, a 7 DoF robot equipped with a force sens-

ing handle at the endpoint, Funda,et al [83]defined basic classes of virtual fixtures 

from desired motion in any number of coordinate frames relevant to the task, and op-

tionally subject to additional linear constraints in each of the frames for redundant and 

deficient robots. Li,et al [84]extended Funda’s work[83] to define a library of virtual 

fixtures for real-time obstacle avoidance, and simultaneously assist the surgeon to 

perform tool movement along desired trajectory by using an optimization-based ap-

proach.  

 In Li’s work [84], the movement of the end-effector of a robot is under the po-

sition control and the desired joint angle solution should be solved through the com-

plex second order cone program online, therefore, this algorithm costs much more 

computation. From another viewpoint, similarly based on the Steady-Hand Robot, 

Bettini,et al [85] and Marayong,et al [86] extended the general admittance control law 

to develop guidance virtual fixtures to assist the surgeons in order to move the surgi-

cal instruments along the desired direction. Their work was focused on 2D geometric 

guidance motion of the tool tip based on vision information, the robot is under the ve-

locity control and less computation is obtained in real-time. 

 In this chapter, we propose a scheme and simulation system which can be used 

to evaluate the effect of guidance virtual fixture based on the haptic device (Phantom 

Desktop™) and virtual robot model in the MATLAB environment.  

4.2 Mathematic Description of Virtual Fixtures 

4.2.1 Virtual Fixture Control Law 

 In the Cartesian coordinate, for rigid robot system, the desired end-effector ve-

locity is [ , ]v p r 6 , where [ , , ]p x y z is the position and [ , , ]r is the ori-

entation of end-effector in the robot’s base frame. From the general admittance con-

trol law 

 opv c v  (4-1) 

where opv is the input velocity of operator. If the input of operator is in other form 

such as a force or position, it has to be converted to velocity as input, by linear scaling 

the force or making differentiation of the position. The scalar 0c is the coefficient 

for the isotropic compliance along all dimensions of thev . If the anisotropic compli-

ance for the different dimensions needed, the diagonal matrix C should be involved. 
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Then the end-effector of robot will follow the user’s input action, meanwhile it per-

form different compliance in 3D translation and 3D orientation. However, owing to 

tremor, fatigue and unskillful operation of the user, the motion under general admit-

tance control as equation (1) will not always follow the user’s intention but with dis-

turbance and offset. We call the user’s desired intention as the preferred direction 

with high compliance and the remaining as the non-preferred direction. 

  

4.2.2 Guidance Virtual Fixture (GVF) 

 If Cartesian coordinate is specified, all directions or geometry constraints 

could be divided to two parts: translation part 3[ , , ]p x y z  and rotation part

3[ , , ]r . Therefore, virtual fixture along the preferred direction can be 

separated into two parts: translation and rotation. A subspaceU , containing all pre-

ferred directions for both translation and rotation, can be defined. Let 
p rS and S be 

two subsets of 3 comprising the linear independent set of vectors that span U  for 

translation and rotation respectively. 

 1, ,p
kS p p   (4-2) 

 1, ,r
lS r r   (4-3) 

where the ( 1 )ip i k  is the unit vector along the specific direction, pS  is the trans-

lation part, ( 1 )ir i l  is the specific unit rotation axis and rS  is the rotation part of 

the preferred direction. Since three linear independent vectors can span the whole 3

space with , 3k l . Then a time-varying matrix ( )D D t can be used to indicate the 

instantaneous preferred direction at timet . Matrix D  comprises the subsets pS  and 

rS as 

 
3 1 3

3 13

0 ( , , ) 0

0 ( , , )0

p
l k l
r

k lk

S p p
D

r rS
 (4-4) 

where 6( ) ,0 6nD t n [87]. Different to Marayong’s work[86], the transla-

tion and rotation parts are decoupled. If we only consider the translation part, when 

n=1, the Dmeans the preferred direction along a curve in 6 ; when n=2, the D indi-
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cates the directions that span a surface; when n=3, theDmeans the free translation in 

the 6 space. From the matrixD , two projection operators can be defined[86] as 

 †( ) ( )T TSpan D D D D D D  (4-5) 

 ( )Kernel D D I D  (4-6) 

where D  and D are the span and kernel projection through the column space. 

 For the general cases, the D does not have full column rank and the span can-

not be calculated, thus in equation (4-7) the pseudo-inverse †( )TD D was intro-

duced[86]. The orthogonal projection [ ]D  acts as the identity of U , i.e. any vector x  

in this subspaces has[ ]D x x . Otherwise, there exists an orthogonal complementary 

subspace V that contains all the non-preferred direction. Each vector x  in V  has

[ ] 0D x . V is null space equivalent to kernel of the projection. More detail proper-

ties of the operators [ ]D and D are described in Ref.[86]. 

 Then the user’s input velocity opv  
can be decomposed into two components as 

 ,U op V opv D v v D v  (4-8) 

 Thus equation (4-1) could be rewritten as 

 ( )op U Vv c v c v v  (4-9) 

where Uv is along the preferred direction (in the U subspace), and Vv  is along the 

non-preferred direction (in the V  subspace). Vv is usually considered as the disturb-

ance from the preferred direction and should be eliminated. So the equation (4-9) 

should be changed to 

 ( ) ( )d U D V U V opv c v c v c D c D v  (4-10) 

where , [0,1]U Vc c  are the admittance coefficients, Uc  is as same as c in the equa-

tion (1) and Vc attenuates the non-preferred component of the user’s input velocity. 

With the new expression of dv , virtual fixtures will generate guidance effect that helps 

the user to move the end-effector along a desired path or surface defined by U . These 

virtual fixtures are called guidance virtual fixtures (GVF). If 0vc , the motion in 

subspace V is completely eliminated, i.e. a hard guidance level only along U  is pre-

sent. If 1Vc , it assumes that there is no distinction between preferred and non-
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preferred directions. Therefore, no guidance and constraint are present. If 

0 1Vc , there will generate the effect called ‘soft guidance’. 

4.2.3 Guidance Virtual Fixture Generation 

 For constraining the motion to a given subspace, continuous time-varying 

( )pS t  and ( )rS t  should be provided and then equation (4-9) is applied to yield the 

motion within that subspace. 

 For moving the end-effector towards a target pose 6
tarx  by using a con-

trol law ( , )taru f x x  such that by setting the control input equal to u , the pose of 

end-effector will eventually converge to the target pose 

 lim ( ) tar
t
x t x  (4-11) 

 By choosing ( )D t u and applying equation(4-9), the control system will 

guide the user to the given desired pose.  

4.3 Configuration of Simulation for GVF 

4.3.1 Haptic Interface 

 In our simulation system, Phantom Desktop is used as the haptic device, 

which could sense the user-hand’s 6 DoF input including 3 DoF translational and 3 

DoF rotational motions. Meanwhile, 3 DoF translational force feedback is supported. 

 

z

x Y

Kinematic and dynamic Model

Position(x,y,z,α,β,γ )

Force feedback(    ，   ，  )xF yF zF

Robot model

Stylus mapped to end-effector

Stylus

 

Figure 4.2. Haptic interface with robot model based on the Robotic Toolbox under MATLAB®. 

 Conventionally, development of virtual reality application with haptic device 

is always based on C++ or Java on computer; it is a complex task and needs a long 

time to implement even a simple algorithm. In our work, thanks to the ProkPhantom 

component[88], which is a .NET component designed as a middleware between 
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MATLAB software platform and Sensable Phantom® hardware platform. With this 

middleware, program to manipulate haptic device can be developed under MATLAB. 

Through ProkPhantom, the program can read the position of the haptic device or the 

force applied by haptic device in the sampling frequency (default 1 KHz), and send 

the target position and force command to the haptic device. 

4.3.2 Virtual Robot Modeling 

 In this work, the Phantom Desktop acts as a master and we build a virtual 

slave robot through the Robotics Toolbox for MATLAB[89]. The toolbox provides 

many useful functions for robotic computation such as forward kinematics/inverse 

kinematics, dynamics/inverse dynamics and trajectory generation. Robotics Toolbox 

is useful for simulation as well as verifying results of experiment with real serial-link 

manipulators. In addition, the toolbox provides mathematical functions for vectors, 

homogeneous transformations matrix and unit-quaternions which are necessary to 

represent 3D position and orientation. 

 In Figure 4.2, a six DoF serial link robot is modeled in the toolbox based on 

the Stӓubli TX60. Table 4–1 lists the modified Denavit-Hartenber parameters(MDH) 

[76]of the TX60. 

Table 4–1. MDH parameters of TX60 

i  1i  1ia  id  i  

1 0
 

0 0 1  

2 
2

 0 0 2  

3 0 2a  3d  3  

4 
2

 0 4d  4  

5 
2

 0 0 5  

6 
2

 0 6d  
6  

 

 With the given forward kinematic functions provided by Robotics Toolbox, 

we can get the position (x ) and velocity (x ) of the end-effector in the Cartesian space 

from the pre-planned joint space: 
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(1) joint angle: 1 2[ , , , ]n  (n  is the joint number of the robotic arm)  

(2) joint angle velocity : 1 2[ , , , ]n  

 Similar with the inverse kinematic functions, we can get the and from the 

given position (x ) and velocity (x ) of the end-effector. More details about the pro-

gramming using Robotics Toolbox[89]. 

 Through the ProkPhantom middleware, the position and force of the haptic 

device can be obtained by MATLAB program. Thus, we can manipulate the virtual 

robot through haptic device. In the meantime, the trajectory following the movement 

of the operation can be displayed in the MATLAB by animation command. 

 

 

Figure 4.3. (a): MATLAB graphics coordinate. (b):Phantom Desktop coordinate 

 

 However, the position data read from ProkPhantom is the physical position of 

the haptic device (for Phantom Desktop, the workspace is 160 W×120 H×120 D 

mm)[90]. Besides, the coordinate of the haptic device is different from the coordinate 

of the MATLAB as shown in Figure 4.3. Thus we have to map the position of the 

haptic stylus from the coordinate of the haptic device to that of the MATLAB through  

 vir hapticp T p  (4-12) 

as registration, where the hapticp is the position of the haptic stylus, T is the 4 4  

homogeneous transformation matrix, is the scale factor to balance the manipulation 

space between the workspace of haptic device and TX60 robot model in order not to 

excess the space limitation of the robot. 

 In Figure 4.4, the flow chart shows how to use the ProkPhantom to read from 

and write commands to the Phantom Desktop, the codes in the flow chart are 

MATLAB commands provided by the ProkPhantom. Initially, a handle pointed to the 

haptic device is created for writing command and reading status. When the “connect” 

(a) (b) 



74 

between middleware and haptic device is established, the program can communicate 

with the haptic device in MATLAB. The registration maps the physical position of 

the haptic device to the workspace of the robot. 

h = server('Prokopenko.Phantom')

h.connect

Registration

pos = h.position

force = h.force
h.write_force(data)

h.write_target(data)

Stop movement?

h.disconnect

read from haptic device write command to haptic device

No No

Yes

 

Figure 4.4. Flow chart of programming the haptic interface with the MATLAB®. 

 

4.3.3 Force Feedback with GVF 

 Impedance force impF  feedback to haptic device for user’s guidance between 

virtual fixture and actual trajectory can be modeled as 

 ( ) ( )imp d d v dF k x x k x x  (4-13) 

dx is the position of virtual fixture, x is the position of the end-effector transformed 

from the coordinate of the haptic device. To apply guidance virtual fixture, the user’s 

input velocity in (4-13), which can be force, position or velocity, should be trans-

formed to the desired velocity opv . In practice, opv is set to dx which is the differential 

of position computed in real-time. 

 

4.4 Results and Discussion on Simulation 

 In the simulation, we tested two basic cases of the guidance virtual fixture: (1) 

move the end-effector along a line, (2) move the end-effector in specific plane. We 

compared the results of movement with and free of GVF.  
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4.4.1 Case 1: Move along a Line (One DoF) 

 A virtual fixture is created to move the end-effector along Z-axis while keep-

ing the orientation constant. In this case, the definition of virtual fixture is

1 [0,0,1]Tp , 1{ }pS p , {0}rS  and [0,0,1,0,0,0]TD .The admittance coeffi-

cients are 1Uc and 0.1Vc , different Uc and Vc will affect the compliance but not 

significant in this experiment. 
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Figure 4.5. (a) X, Y and Z position of end-effector in Cartesian space. (b) Position error com-

pared with and without GVF 

 

 The ideal path should be a line along Z-axis, thus when moving the end-

effector, the x coordinate and y coordinate should not change, while the z coordinate 

should follow the movement. From the compared results in Figure 4.5, it is clearly 

found that the GVF guide the motion along the desired direction and the maximum 

position error 
2de x x is less than 0.74 mm. 

 When the user moves haptic device, the movement of the robot arm could be 

displayed in the screen and the joint angle and joint angle velocity could also be com-

puted through the Robotics Toolbox. The result of the robot parameters is not given in 

this paper. 

4.4.2 Case 2: Move in Plane (Two DoF) 

 The end-effector in the X-Y plane was moved along fold lines parallel to X 

and Y axes (the blue solid lines in Figure 4.7). When there is no disturbance, the 

movement along Z axis should not change while following the X and Y axis (shown 

in Figure 4.6.(a) and Figure 4.7). The definition of the virtual fixture for a plane in the 

U subspace is more complicate, but the definition of the V subspace is easier. For 

each plane, it has an unique norm vector n which is the orthogonal complementary of 

this plane[91], thus the equation (5) and (6) can be changed to 

 †( )T T
V V V VD D D D D  (4-14) 

 D I D  (4-15) 

where [ ,0,0,0]TVD n , for the X-Y plane, [0,0,1]Tn is the norm vector. 
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(a) 

 

(b) 

Figure 4.6.(a)X, Y and Z position of end-effector in Cartesian space. (b) Position error compared 

with and without GVF.
 

 

 In Figure 4.6 (b) and Figure 4.7, the red line is the motion applied GVF and 

the blue one is free of GVF. From these two figures, the movement applied GVF is 

constrained in the X-Y plane with the maximum position error less than 1.45 mm. 
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Figure 4.7. End-effector trajectory. Blue line is the ideal path; red circle is the movement without 

GVF, green line is the path applied GVF. 
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Chapter 5. Force Sensing and Finite Element Analysis for Bone 

Drilling Process 

5.1 Introduction 

 In modern orthopedic surgery, before using nails, plates and screws for frac-

ture fixation and joint replacement, various bone machining operations, e.g. drilling, 

milling and cutting, are required. Development of suitable surgical tools for reducing 

damage on the bone is significant[92, 93]. 

 For surgical drilling on bone, whatever semi-automatic or manual operation, 

measurement of drilling force and torque are critical requirements for safety en-

hancement. The key point is detection of drill bit break-through to protect soft tissue 

and nerves surrounding the drilling hole. For this purpose, in this chapter, we discuss 

some techniques for force sensing in the robotic assisted orthopedic surgery system. 

This chapter includes two parts: 

1. In section 5.4, we recorded the force/torque information of drilling bone and 

implement the real-time detection of drill bit break-through based on discrete 

wavelet transform. 

2. In section 5.5, besides the signal processing techniques, drilling bone process 

was simulated based on 3-dimension finite element modeling (FEM) and analy-

sis (FEA). Not only do FEM and FEA evaluate force and temperature distribu-

tion on the surgical tool and bone, but the methods provide the direct visual dis-

play of surgical drilling process. 

5.2 Force Profile of Bone Drilling 

 Human’s bones are rigid organs that form parts of the endoskeleton. Bones 

can support and protect the organs of the body, produce red and white blood cells and 

store minerals. Bone tissue is dense connective tissue, which is lightweight but strong 

and hard, with a variety of shapes and complex structure. Main ingredient of bone is 

the mineralized osseous tissue which makes bone rigid and a coral-like three-

dimensional internal structure which makes bone porous. Other types of tissue found 

in bones include marrow, nerves, blood vessels, endosteum, periosteum and carti-

lage[94]. The anatomical structure of femur bone is shown in Figure 5.1. 
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cortical bonefront wall back wall

cancellous bone

 

(a) femur shaft (b) slices of femur 

Figure 5.1. Femur shaft and slices. The interior of a typical long bone showing the growing prox-

imal end with a growth plate and a distal end with the epiphysis fused to the metaphysis[95]. 

 

 While drilling bone, the thrust force 
tF  exerted by the twist drill bit on the 

bone can simply be modeled as[96] 

 sin
2 2t s
D

F K a  (5-1) 

where sK  is the total energy per unit volume required to cut the material, a  is the 

feed rate expressed in unit length/revolution,D  is the diameter of the drill bit, and  

is the convex angle between the main cutting lips(see Figure 5.2.(a) ). 

 The feed rate can be expressed as a function of the rotational speed  of the 

drill bit and the feed rate fv  as 

 2 fva  (5-2) 
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(a) (b) 

Figure 5.2. (a) Twist drill geometry (b) Drilling process of twist drill bit in single material layer. 

 When the drill bit penetrated into the material (see Figure 5.2. (b)), tF  could 

be considered as constant. While the drill bit was about to break through the material, 

the contact area between drill bit and material would decrease thus making tF  de-

crease as well. 

 Owing to the hollow structure of femur, the drilling process consists of three 

successive stages: (1). Penetration the front wall of cortical wall, (2). Penetration into 

the yellow marrow, (3). Break through the back wall of cortical wall. Detection of 

break-through and stop drilling during the stage 3 is to prevent damage for further 

penetration. Figure 5.3 shows above three stages and the drilling force profile under

fv =1.25 mm/s, =60 mm/min with D =3.2 mm and = 120  of twist drill bit. The 

sudden fall of force can be considered as the break-through. Ong,et al [97] reported 

that because the compliance of the fixation on the distal femur and the flexibility of 

long bone, the recorded drilling force would perform low-stiffness of bone which was 

called “spring-back” effect. However, in our experiment, we found that the low-

stiffness effect was trivial and could be ignored. 
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Figure 5.3. Process of drilling through a porcine femoral shaft. Stage 1 is drilling through the 

front cortical wall. Stage 2 is penetration into the yellow marrow. Stage 3 is drilling through the 

back cortical wall. 

 Different force measurements were recorded in Figure 5.4 under fv =1.2 mm/s 

and 12.5 mm/s with = 600 rpm and diameter 3.2mm of twist drill bit. The magni-

tudes of those two force profiles show the approximate linearity on the feed rate 

through equation(5-1). 
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(a) Feed rate = 12.5 mm/s, rotation speed = 600 rpm 
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(b) Feed rate = 1.25 mm/s, rotation speed = 600 rpm 

Figure 5.4. Profile of drilling force under different feed rate and fixed rotation speed. 
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5.3 Force Sensing Experiment 

ATI NetBox

Robot Control Box

Ethernet(TCP/IP)

Control PC

 Control cable

FT sensor cable

Bench Vices with 

fixed porcine femur 

FT sensor

Surgical drill

Drilling guide plate

Z

Figure 5.5. Force sensing experiment setup based on the robotic assisted orthopedic surgery sys-

tem. 

 A six DoF robot arm (Stӓubli TX60) for hyper-clean application is adopted in 

this system. The robot can approach 0.1mm accuracy along 3 dimensions of transla-

tion and rotation[98]. The movement of robot can be controlled by VAL3 program 

loaded in the Robot Control Box which can get command and feedback robot’s status 

with remote computer via Ethernet[99]. ATI F/T transducer mini85 is mounted on the 

end-effector of robot arm for measuring multi-axis Force/Torque while drilling. The 

ATI NetBox is a portable device used to process and communicate the transducer’s 

force and torque readings to the user’s computer via Ethernet[100]. The NetBox can 

get power supply and implement data communication through one piece of LAN ca-

ble, thus it is convenient for various applications. Clinical surgical drill, which can be 

sterilized by hydrogen peroxide and provide high rotation power with fixed rotation 

speed 600 rpm, is used for drilling bone. The weight of surgical drill is removed 

through Bias function of F/T transducer before measuring, the drill bit moves along Z 

direction with one DoF. Two pieces of fresh porcine femur, with muscle and fat re-

moved, are tested as surgical objects in the experiment. 

5.4 Wavelet-based Real-time Detection of Drill Bit Break-

through 

 For detection of break-through, Brett,et al [101] used sample window, which 

identified persistent increment in the torque over six sample periods while the force 

decreased. Colla,et al [102] used the wavelet transform of the drilling force and se-
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lected the wavelet coefficients on specific scale for threshold classification. However, 

the complex structure and geometry of the femur bone will cause disturbance on the 

signal. Therefore, to reduce the disturbance interference, in this research, search of 

maxima modulus on different wavelet transformation scales is adopted for break-

through detection. 

5.4.1.1 Wavelet Transform 

 Wavelet transform (WT) is known as a useful tool for non-stationary and 

time-frequency signal processing. WT is a linear operator which can decompose the 

signal ( )f t  into components with different resolutions [103, 104]. 

 2( ) ( )t L  is wavelet function if and only if its fourier transform (̂ )  

satisfies 

 

2
(̂ )
d  (5-3) 

 This admissibility condition implies that ( )t  has zero average as 

 ( ) 0t dt   (5-4) 

 A cluster wavelet function , ( )u s t  can be generated through dilation and shift 

of ( )t  as form of  

 ,
1

( ) ( )u s
t u

t
ss

  (5-5) 

where u  is time shift and 0s  is dilation scale factor. The factor1 S  is used to 

make the energy of , ( )u s t  normalized. 

 The wavelet transform of a function 2( ) ( )f t L  at scale s and time shift u  

is given by 

 

*

, ,

1
( , ) ( ) ( )

( ) ( ) ( ), ( )u s u s

t u
W f u s f t dt

ss

f t t dt f t t

 (5-6) 
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where , ( )u s t  is the complex conjugate of , ( )u s t . ,( ), ( )u sf t t is the inner product 

of ( )f t  and , ( )u s t , ( , )W f u s  is the smooth of ( )f t  with , ( )u s t  at different scale 

and time shift. The frequency response of , ( )u s t  has multiple frequency resolution in 

the frequency domain, thus ( , )W f u s  reflects different frequency and time resolution. 

Because u  and s is continuous variable, expression (5-6) is called Continuous Wave-

let Transform (CWT). 

 For digital signal processing (DSP) application, CWT needs discretization. 

Mallat [104] described a dyadic discretization method as 2ju  and 2js k , the 

discrete wavelet functions are defined as 

 2
, ( ) 2 (2 )

j
j

j k t t k  (5-7) 

 Thus the Dyadic Discrete Wavelet Transform can be defined as 

 *
, ,( ) ( )j k j kd f t t dt   (5-8) 

 Besides wavelet function, Mallat[104] introduced the scaling function 

 2
, 2 (2 )

j
j

j k t k   (5-9) 

which is orthogonal to discrete wavelet , ( )j k t , together with 

 *
, ,( ) ( )j k j ka f t t dt   (5-10) 

where ,j ka  is called the scaling coefficients as the sampled signal ( )f t . 

 For a fast numerical computation, Mallat [104] proposed multi-resolution 

analysis , DWT was transcribed into a filtering process through a pair of quadrature 

mirror filters defined from the wavelet function ( )t  and scaling function ( )t .This is 

the well-known multi-resolution pyramid algorithm 

 

,

,

[ ] [ 2 ]

[ ] [ 2 ]

j
j k j

n
j

j k j
n

a f n g n k

d f n h n k
  (5-11) 

where [ ]f n  is a discrete time sequence of ( )f t , [ 2 ]jjg n k  is the scaling sequence 

equivalent to , ( )j k t and [ 2 ]jjh n k  is called the discrete wavelets equivalent to
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, ( )j k t . ,j ka  and ,j kd  present the approximation and details of signal ( )f t  at the jth  

resolution (scale or level). At the resolution 1j , the scaling coefficients and the 

wavelet coefficients are 

 
1, 1 ,

1, 1 ,

[ 2 ]

[ 2 ]

j
j k j j k

n
j

j k j j k
n

a g n k a

d h n k a
 (5-12) 

where 1[ ]jg n  and 1[ ]jh n  are 

 

1

1

[ ] [ ] [ 2 ]

[ ] [ ] [ 2 ]

j j j
k

j j j
k

g n g k h n k

h n h k g n k
 (5-13) 

which present the dyadic down-sample operation. [ ]jg n and [ ]jh n  corresponds to a 

pair of orthogonal low-pass filter and high-pass filter, the DWT can be implemented 

by low-high pass filter banks decomposition recursively. Because of dyadic down 

sampling with increment of level j , the band width of the filter will shrink, represent-

ing multi-resolution. The complete process is demonstrated in Figure 5.6. 
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Figure 5.6. Mallat pyramid decomposition algorithm 

 

0( ) [ , , ]nH n h h are the high-pass filter coefficients, 0( ) [ , , ]mG n g g  are low-

pass filter coefficients. 

[ ]jd n  are wavelet coefficients at thj  scale which present detail of signal [ ]f n , corre-

sponding to the high-frequency component. 

[ ]ja n  are scaling coefficients at thj  scale which present approximation of signal 

[ ]f n ,corresponding to the low-frequency component. 
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2  is the dyadic down-sampling. 

 The relationship of signal and decomposed components at different levels is 

shown in Figure 5.7. 

S

1d1a

2d2a

3d3a

...

3 3 2 1S a d d d   

 

Figure 5.7. Signal and signal decomposition. S  is the original signal. ja  and jd  are approxima-

tion and detail of the signal at the thj  level. 

5.4.1.2 Real-time Wavelet Transform 

 Figure 5.6 shows how to implement DWT by filter banks. In practical applica-

tion, detecting the singularity or sudden change of the signal needs to calculate DWT 

through current sample ix  and previous samples 1 2[ , , ]i ix x . In fact, the ( )H n  and 

( )G n  con be considered as Finite Impulse Response(FIR) filter, the real-time compu-

tation can be structured as in Figure 5.8[105]: 

X X X

+ + +

……

……

ix 1ix  1i Kx  

0h 1h 1Kh 

iy
 

Figure 5.8. Block diagram of real-time K-tap FIR filter. Previous N input samples and output 

sample are in stored. 

 0 1, , Kh h  are K -tap FIR filter coefficients, ix  is the current sample with 

previous samples 1 2 1, , ,i K i N ix x x . ( )H n and ( )G n  FIR filter are repeatedly 

used to implement the high and low pass for wavelet decomposition as in Figure 5.6. 

 However, this lattice FIR filter module will cause      time delay, where    

is the sample period[105]. Table 5–1 shows the computational time delays (    ) at 
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different scales with various wavelet functions. More details of wavelet families and 

filter banks can be found in MATLAB Wavelet Toolbox[106]. 

Table 5–1.Time delays of wavelet coefficients at different scales  

Scale (2i ) Haar ( iK ) Db4 ( iK ) Db8 ( iK ) Coif1 ( iK ) 

12  2 8 16 6 

22  4 22 46 16 

32  8 50 106 36 

42  16 106 226 76 

52  32 218 466 156 

 

 As shown in Figure 5.9, at larger scale decomposition, the time delay will in-

crease with respect to the K  increment of ( )H n  and ( )G n . 
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Figure 5.9. Time delays of wavelet coefficients at different scales. (a) Original drilling force 

through two layers of porcine femur at fv =12.5mm/s andw =600 rpm (b) Wavelet coefficients at 

scale = 12 , (c) Wavelet coefficients at scale= 32 , (d) Wavelet coefficients at scale= 52 . Blue solid 

line is the real-time computation value. Red dash line is the theoretical value. ‘Haar’ wavelet was 

chosen. 
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 In practical computation, K is always chosen in form of 2j , e.g. in our appli-

cation, 64K . 

5.4.1.3 Modulus Maxima of Wavelet coefficients  

 Mallat,et al [107], [108, 109] proposed the wavelet transform as an efficient 

tool for detecting and characterizing signal singularity. The singular signal can be 

simply considered as addition of a stationary signal and step signal ( )s t , which pre-

sents the signal edge, or addition of a stationary signal and pulse signal ( )t , which 

presents the sudden change of signal. The singularity of signal is characterized by 

wavelet vanishing moments, and converge wavelet modulus maxima across scales. 

Wavelet transform with   vanishing moments can be interpreted as a differential op-

erator of thn order of the smoothed signal. For the dyadic DWT, at each scale 2js , 

the modulus maxima are defined as a set of wavelet coefficients which are locally 

maximum at 0u u
 
as  

 0( ,2 )
0

jW f u

u
  (5-14) 

 For numerical computation, equation (5-14) can be expressed as 

 0 0 0 0{ ( ,2 ) | ( ,2 ) ( ,2 ) , [ , ]}j j jW f u W f u W f u u u u  (5-15) 

where u belongs to the left and right neighborhood of 0u . If the wavelet function 

,2
( )ju
t  has one vanishing moment, the modulus maxima correspond to signal discon-

tinuities. If 
,2

( )ju
t  has two vanishing moments, the modulus maxima correspond to 

discontinuities on the derivative of signal smoothed. When the wavelet transform has 

no modulus maxima at fine scales, the signal is locally regular. Mallat,et al [107] 

pointed out that singularity could be detected by finding abscissa where the wavelet 

modulus maxima converged at fine scales, in other words, the modulus maxima pre-

served the characteristic of singularity along different scales by which some “pseudo 

singularity” caused by interference or noise could be identified and removed. Hence, 

the localization of wavelet transform modulus maxima at different scale can be used 

to detect the signal singularity. Figure 5.10 and Figure 5.11 show different types of 

singularities such as step and pulse signal, with different wavelet functions, the modu-

lus maxima performed different shapes.  
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Figure 5.10. Different types of singularities and modulus maxima with ‘db2’ wavelet at scales 12  

and 22 . Minima, maxima and zero-crossing indicate the ‘step type’ signal. 
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Figure 5.11. Different types of singularities and modulus maxima with ‘haar’ wavelet at scales 12  

and 22 . Minima, maxima and zero-crossing indicate the pulse type signal. 
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 To improve the accuracy and anti-interference, maxima, minima and zero-

crossing were suggested for singularity detection with specific wavelet function[108]. 

 

5.4.1.4 Break-through Detection Algorithm 

Step 1: Compute wavelet coefficients ( )jd n  

a) Apply real-time DWT to force signal ( )Fz n  for sequence of wavelet coeffi-

cients ( )jd n  at 2j  scale. 1,2,3,4,5j , 1, ,n N   

b) Shift ( )jd n with filter length jK  at 2j  scale for alignment. 

Step 2: Find modulus maxima at different scales 

Step (1): Find minima j
kNM  and maxima j

kPM  at 2j  scale. k is the position 

recorded in sequence of ( )jd n . 

Step (2): Repeat Step (1) from j = 5 to 2, in other words, from large to fine 

scale. If the position k preserve the modulus maxima at different scales, 

j
kNM  and j

kPM  should be kept with respect tok . 

Step (3): Compute the threshold from stage 1 of drilling penetration. 

a) If the
1

( ) maximum of recorded ( )
3z zF n F n , this can be considered 

as break-through of front cortical wall by drill bit. 

b) Find maximum of j
kNM  and j

kPM  as jNTh  and jPTh  at 2j  scale. 

Step (4): Prediction of the break-through of front cortical wall. 

a) Repeat Step (1) to Step (3) until 
1

2
j
k jNM NTh  with successive 

1

2
j
k jPM PTh  occurs from scale 5 to 2j , this moment can be 

considered as break-through of back cortical wall by drill bit. 

b) Send ‘STOP’ command to robot. 
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Figure 5.12. (a) ( )f t  is force signal. (b) to (f) Blue solid lines are wavelet coefficients at different 

scales, red dash lines are the modulus maxima at different scales. 

 

 In the above steps, the search for modulus maxima is from larger scale to finer 

scale. This search method can reduce the effect of high-frequency disturbance which 

is always presented more in the lower scales, and red dash lines in Figure.5.12.(b) to 

(f) indicate of smaller number of modulus maxima ( j
kNM and j

kPM ) in larger scales 

with smaller number of search. 

 

5.4.1.5 Result and Discussion 

 The results of detection algorithm are shown in Figure 5.13 (a). On the stage 1 

of drilling penetration, the found positive and negative thresholds provide the refer-

ence for detection on stage 3. Figure 5.13 (b) shows two break-through stops com-

pared with three complete penetrated holes on porcine femur segment. 
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Figure 5.13. (a). Normalized force signal with found threshold position. The final PTh  indicates 

the break-through point of back cortical wall. (b). Comparison of break-through stop and com-

plete penetration on porcine femur. 
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 However, because the composition and geometry of bone are complex and 

various, the force signal of drilling sometimes is mixed with high unknown disturb-

ance, by which the maxima modulus search will fail for break-through detection. 
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5.5 3D Finite Element Analysis of Drilling Bone in Relation to Or-

thopedic Surgery 

5.5.1 Motivation 

 In orthopedic surgery, bone machining operations such as drilling, milling and 

sawing are similar to the industrial manufacturing application. However, because of 

requirements by safety, low damage, minimal invasion and saving surgery time, vari-

ous novel design and functionality of surgical tool have been introduced in the ortho-

pedic surgery, neuro-surgery, and dental implant surgery. Engineer and doctor have 

kept investigation on instrument design, static or dynamic operation intro-/post- oper-

ative processes. 

 The finite element analysis (FEA) has been widely used for medical instru-

ment design, evaluation of tissue biomechanics and various surgery processes, as pos-

sible substitute for high-cost and complex experimental work, especially as useful 

tool for validation of experimental or analytical results. 

 In maxillofacial surgery, three-dimensional finite element analysis is used to 

evaluate post-operative stress distribution in the fixation plates and screws in the sur-

rounding bone and the complex biomechanical behavior. Vertical, horizontal and 

oblique external load are applied on implant [110-112]. 

 In oral surgery, FEA has been extensively used as a tool of functional assess-

ments for values or gradient distribution of stress and strain in the field of oral osse-

ointegration [113]. 

 In orthopedic surgery, Battula [114] utilize 3D finite element model to exam-

ine the effect of axial push-out and pull-out of self-tapping cortical bone screws in-

serted to different depths in normal and osteoporosis bone materials. 

 Keyak,et al [115], [116] apply and compare linear and nonlinear finite element 

models to identify proximal femoral fracture load. For the linear and non-linear model, 

finite element model of femur is considered as elastic and elastic-plastic material. 

Static load is applied to the model with fracture criterion derived from the in vitro ex-

periment. 

 However, the above research focused on tiny deformation of bone with static 

external load. Elastic property is usually adopted for bone material. The biomechanics 

of bone performed elastic under small strain and plastic under large strain. When the 
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stress applied on bone beyond ultimate stress, fracture will generate. For machining 

bone operation, such as high speed and high load cutting or milling, the surgical re-

gion of bone performs large deformation, local fracture and heat increase with chip 

separation. 

 Tu,et al [117] use elastic FE model to simulate the process of temperature 

change for kirschner pin drilling through the bone. The phantom experiment which 

adopted bone-like substitute provided by Sawbones was tested for the simulation. 

 Paszenda,et al [118] give 3D FE model in ANSYS workbench to simulate the 

stress distribution on the drill bit during femur drilling process. The objective of simu-

lation was to evaluate the effect of different drill bit geometries for optimizing the 

medical instrument design. Because the FE model is based on elastic model, the simu-

lation process is far from the real process.  

 Alam,et al [119] apply plastic property of bone on FEM for plane cutting sim-

ulation. Since the proposed FE model is based on two-dimension, the drilling process 

has to be approximated to the orthogonal plane cutting. Chip generation, temperature 

and stress distribution of simulation are given and verified with the cutting experi-

ment on frozen and dry bovine bone. 

 In our research, we proposed a versatile 3D finite element rigid-plastic and 

elasto-plastic model to predict the biomechanical performance and the stress states for 

drilling bone process. Mechanical analysis is conducted by applying parameters cor-

responding to specific porcine bone and drill bit. For the plastic model, material con-

stitutive equation is based on stress-strain-strain rate curve. FEA shows complete 

drilling penetration of bone and display visualized drilling force and stress distribu-

tion during the robotic assisted orthopedic surgery. Experiment of drilling porcine 

femur was implemented for confirmation of the FEA results. 

 

5.5.2 Methods and Material 

5.5.2.1 Basic Principle of Mechanics and Finite Element Method 

 Under tiny deformation, elastic solid material is one that returns to its original 

unloaded shape upon the removal of applied forces. A homogeneous material is one 

that possesses the same material properties at all points. An isotropic material has the 

same material properties in all directions. 
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Figure 5.14. Normal stress and shear stress on tetrahedral element of solid object. 1, , nF F  are 

external forces on surface FS , 1, , nU U are deformation velocity on surface US  . dS andS  are 

the internal surfaces. n is the normal vector on surface of S . V is the volume of solid object.  

 As shown in Figure 5.14, x , y and z represent the stresses acting on a plane 

normal to axis X, Y and Z. xy , xz , yx , yz , zx and zy  represent shear stresses act-

ing on a plane normal to axes X, Y and Z. According to Hooke’s law, the stress and 

strain function can be written as 
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 (5-16) 

where x , y , z and xy , xz , yz  are linear and shear strains, E  is Young’s modulus 

and  is Poisson’s ratio. 

 Equation (5-16) can be written as matrix form 

 { } [ ] { }C   (5-17) 

where [ ]C  refers to elastic stiffness matrix. 

 Considering the strain change due to the thermal effect, equation (5-17) can be 

written in differential form as 
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 { } [ ] { } [ ] { }thd C d C dT   (5-18) 

 where { }d is the stress increment matrix,[ ]thC  is the thermal stiffness matrix, { }  

is the thermal expansion coefficient matrix, dT  is the temperature increment. 

 Under large deformation, plastic material is one that generates permanent de-

formation upon the removal of applied forces. Stress under plastic deformation is 

highly non-linear function of strain and temperature. For elasto-plastic material, stress 

equation can be expanded to 

 { } ([ ] [ ]) { } [ ]{ }e p thd C C d C dT  (5-19) 

where, [ ]eC  is the elastic stiffness matrix, [ ]pC  is the plastic stiffness matrix, { }d is 

the stress increment, { }d  is the total strain increment, { } { }thd dT is thermal 

strain increment due to temperature increment dT  for elastic deformation. 

 For finite element based simulation, flow formulation can be derived using 

following weak variational form of equilibrium equation (potential energy principle) 

expressed in terms of arbitrary variation in velocity field [120]  

 0
F

ij V V i iV V S
dV K dV F v dS  (5-20) 

with boundary conditions:  

 i iv U  on US   

 ij j in F  on FS   

where V ii ( , ,i x y z ) is the volumetric strain-rate, iv is the deformation veloci-

ty of element. iF  is the force on boundary surface of FS  and iU  is the deformation 

velocity on boundary surface of US . V  and S  are volume and surface of the object. 

The penalty constant K  should be a large positive constant for incompressibility[120, 

121]. 

 Based on the flow formulation approach, finite element code always adopts it-

erative Lagrangian process. The finite element solving engine uses a direct iteration 

method and Newton–Raphson method to solve the non-linear equations. During solu-

tion process, the direct iteration method generates the initial estimate for the Newton–

Raphson method, which is then used to obtain a rapid final convergence. The conver-
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gence criteria for iteration process are based on the velocity norm error ratio 

v v  and force norm error ratio F F . v  is 2L norm 1/2( )Tv v [122]. 

 As shown in Figure 5.15, to solve a problem using finite element method, the 

following basic steps are made: 

1) Identify problem, sketch the structure and constitutive equation. 

2) Create the object geometry by CAD/CAM system. 

3) Mesh the model.  

4) Apply boundary conditions (constraints, movement, load and initialization) on 

the model. 

5) Solve numerical equations iteratively (remeshing and interpolation). 

6) Analyze the results (for understanding, evaluation, and making a decision). 

 Steps 1), 2), 3) and 4) are known as a preprocessor, 5) is a processor and 6) is 

a postprocessor (Figure 5.15). 

CAD/CAM

Mesh 

generation

Constitutive

model

Simulator and solver

(remeshing and interpolation)

Boundary

condition

State variable analysis

Pre-

processor

Post-

processor

Processor

Initialization

 

Figure 5.15. Solving process of finite element method 

5.5.2.2 Mechanical Property of Bone 

 The main function of bones is to support and protect other types of tissue 

found in bones include marrow, nerves, blood vessels, endosteum, periosteum and 

cartilage[94]. 
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 Stress-strain curve is used to describe the whole mechanical property of com-

pact bone (Figure 5.16). Stress is considered as the intensity of the load per unit area 

that applied on a plane surface. Strain is the deformation that responses to externally 

applied loads. In elastic region, external load does not cause permanent deformation, 

but once the yield point (point A in Figure 5.16) is exceeded, some deformation is 

permanent. For describing the elastic property, Young’s modulus 

 E  (5-21) 

is defined as slope of the stress-strain curve before yield point A. E represents stiff-

ness of the material [94]. 
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Figure 5.16. Strain-strain curve for a cortical bone sample in tension 

 After yield point is reached, bone exhibits extensive unrecovered deformation 

before failing, as indicated by the plastic region on the stress-strain curve. Stress-

strain curve of bone is similar to of metal, but with much less in plastic region When 

ultimate failure point B is reached along the plastic curve, the bone will get broken.  

 Besides stress and strain, bone’s biomechanical behavior varies with the rate 

at which it is loaded. This is called visco-plasticity which is stiffer and sustains a 

higher load to failure when loads are applied at higher strain rates ( d dt ).rates 

( d dt ). Melnis,et al [123] measured the mechanical property of human compact 

bone and measured the tensile stress with strain deformation from 0~0.025 at five 

fixed strain rates (10-5, 10-3, 10-2, 10-1 and 1      ) as shown in Figure 5.17. 



102 

0 0.005 0.01 0.015 0.02 0.025
0

20

40

60

80

100

120

140

160

180

 

 

1 s-1

10-1 s-1

10-2 s-1

10-3 s-1

10-5 s-1

T
e

n
s

il
e

 s
tr

e
s

s
 (

M
P

a
)

Strain (mm/mm)

Strain rate

 

Figure 5.17. Tensile stress( )–strain( ) curves for human femoral cortical bone as a function of 

strain rate( )(reprinted from [123]). 

 When strain  is less than 0.006, cortical bone undergoes linear elastic defor-

mation. When strain  is larger than 0.006 with yield stress y (80~100 MPa), corti-

cal bone undergoes non-linear plastic deformation. When  exceeds 0.025 and

ult (160~180 MPa), the cortical bone fracture will occurs[94].  

 In linear elastic region, basic mechanical parameters of drill bit and femur are 

listed in Table 5–2. 

Table 5–2. Elastic and thermal parameters of drill bit and human femur cortical bone. 

 Drill bit[124] Femur cortical bone 

[123, 125, 126] 

Density ( -3kg m ) 7840 2100 

Young’s modulus (GPa ) 
220 17 

Poisson’s ratio 
0.3 0.35 

Yielding strength (MPa ) 
608 110 

Tension strength (MPa ) 
1000 148 

Specific Heat (J (kg C)) 490 1260 

Thermal expansion ( 1C ) 6.3×10
-06

 2.75×10
-05

 

Conductivity( W (m C) ) 16 0.38 
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 In non-linear plastic region, the stress-strain curve with strain rate can be ex-

pressed as implicit function 

 ( , , )p p T  (5-22) 

 Empirical power law curve as 

 
0

( , , )= ( )n m r
p p p p

T
T c y

T
 (5-23) 

is adopted to estimate the stress-strain curve, where p is plastic strain, p is plastic 

strain rate, T is temperature and 0T  is the reference room temperature. c ,n ,m ,r  and 

y  are constant coefficients[122]. However, the thermal effect is omitted for plastic 

region. 

 Using the simplex method, fitted parameters are calculated as 408.796c ,

0.0629271m , 0.305785n  and 32.7191y (see Figure 5.18). 

0.006 0.01 0.014 0.018 0.022 0.025
0

20

40

60

80

100

120

140

160

180

 

 

1 s
-1

10
-1

 s
-1

10
-2

 s
-1

10
-3

 s
-1

10
-5

 s
-1

Te
n

si
le

 s
tr

e
ss

 (
M

P
a)

Strain (mm/mm)

Strain rate

 

Figure 5.18. Fitted curve and the reported experimental data in plastic region. Solid lines are fit-

ted curve, dot lines are experimental data from[123]. 

 The FEM and FEA are implemented through DEFORM-3D™ software which 

is a powerful finite element simulation system. DEFORM-3D™
 
is designed to ana-

lyze three-dimensional deformation and heat treatment process used by metal forming 

and related manufacturing processes, such as forging, cutting and cogging. The FE 

software provides conjugate-gradient or sparse solvers with direct or Newton-

Raphson iteration method. The drilling bone process can be approximate to similar 

deformation process of metal. DEFORM-3D™ provides four basic type materials: 

app:ds:empirical
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rigid, elastic, plastic, and elasto-plastic materials with stress-strain curves shown in 

Figure 5.19: 
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Figure 5.19. Stress-strain curves of rigid, elastic, plastic and elasto-plastic material in DEFORM-

3D™. 

 In finite element simulation, the drill bit is set as rigid object which has no de-

formation under external load.  

 Rigid-plastic objects are modeled depending on the plastic material character-

istic which assumes that stress ( ) increases with strain rate ( ) until a threshold 

strain rate beyond which the objects deform plastically. For rigid-plastic object, the 

plastic stress-strain curve is needed. The rigid-plastic model provides good simulation 

of real material behavior and response of the strain rate sensitivity. 

 Elasto-plastic objects are treated as elastic objects until the yield point is 

reached. Any portions of the object that reach the yield point are treated as plastic, 

while the remainder of the object is treated as elastic. The total strain ( total ) in the 

object is a combination of elastic strain ( e ) and plastic strain ( p ) as 

 total e p   (5-24) 

 Elasto-plastic model provides a realistic simulation of elastic recovery and 

strains due to thermal expansion. However, the simulation of elasto-plastic object al-

ways takes extremely long solution time and is difficult for convergence.  
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 For elasto-plastic object in DEFORM-3D™, in addition to the stress-strain da-

ta, the material is also required to have Young’s modulus (E ), Poisson’s ratio (v ) 

and Thermal expansion coefficient ( ) which are parameters for elastic deformation. 

The bone model is set as plastic and elasto-plastic object for comparison. 

5.5.2.3 Geometry Modeling, Mesh Generation and Boundary Condition 

 The twist drill bit is commonly used for orthopedic surgery (Figure 5.20 (b)). 

The hollow drill bit (Figure 5.20 (a)) is particularly used to remove a bone block or to 

take bone core samples in post-surgical process [127] or in vitro experiment [128]. In 

the experiment and FEM, the diameter and lips angle of twist drill bit are 3.2 mm and 

120 . The hollow drill bit consists of three cutting blades with flutes and inner cored 

grinder with diameter of 3.2 mm. 

 

(a) 

 

(b) 

(c) (d) 

Figure 5.20. (a) and (b) are hollow bit and twist bit. (c) and (d) are CAD models in SolidWorks®. 
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 The process of drilling bone by a twist bit can be approximated to orthogonal 

cutting operation (see Figure.21). The feed rate and rotation speed are decomposed in-

to cutting speed cV . 
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Figure.21. Mechanism of orthogonal cutting. (a) is isotropic view and (b) is side view. Region 1 

and 2 are the primary and second shear zone[129]. 

 Different from the twist bit, the process of drilling bone by hollow bit consists 

of cutting, milling and punching operation. It is difficult to setup analytical analysis of 

the complex tool, but FEM is a sufficient tool instead. The effects of these two type 

drill bits are evaluated in FEM and in vitro experiment. 

simplification

 

Figure 5.22. Geometry model of porcine femur for plastic object as hollow cylinder. 

 A segment of porcine femur is modeled as hollow cylinder (see Figure 5.23). 

Since the thickness of the fresh porcine femur samples varied from 1 mm to 5 mm, 
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the thickness of the drilling area on 3D model is set as 2 mm for trade-off between ac-

curacy and feasibility. Material of the model is assumed as homogenous and isotropic. 

20 mm

7mm

2mm

10mm

 

Figure 5.23. Simplified femur bone as hollow cylinder with side view and isotropic view: length = 

20mm, inner diameter = 7 mm, outer diameter = 10 mm, thickness = 2 mm. 

 To shorten the simulation time for solving the elasto-plastic model, the bone is 

modeled as thin piece of disc with 2 mm height and 8 mm diameter (see Figure 5.24). 

8 mm

2 mm

 

Figure 5.24. Geometry model of femur bone for elasto-plastic object as thin cylinder. 

 Tetra elements with four nodes are used for meshing the drill bit and piece. 

DEFORM-3D™ provides dual mesh density technology for improving accuracy and 

saving computation time. The finer the mesh grid is defined, the more number of ele-

ments are generated. Finer mesh density is applied on the drilling regions in order to 

predict where steep stress or temperature gradient arises, and coarser mesh density is 

chosen for the regions with low stress gradient, the regions away from the drilling re-

gion. The length of element edge is set to 0.08mm for finer mesh grid, and 0.8mm for 

coarser mesh grid. 

 The feed rate and rotation velocity of drill bit are set as 12.5 mm/s and 600 

rpm respectively. The bone model is fixed during the simulation of drilling process, 
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thus on the configuration of boundary condition, the distal edge of the object is fixed 

along the X, Y and Z axes (see Figure 5.25 and Figure 5.26). 
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Figure 5.25. Bone is modeled as hollow cylinder with plastic material. (a) and (b) show the 

movement of twist- and hollow-bit tip and boundary configuration on distal end of bone model. 
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(a) (b) 

Figure 5.26. Bone is modeled as piece of cylinder with plastic material. (a) and (b) show the 

movement of twist- and hollow-bit and boundary configuration on circle edge of bone model. 

 During drilling process, the friction between drill bit and bone can be modeled 

as the shear friction with simply linear relation as 

 sf m k   (5-25) 
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where sf  is the frictional stress, k is the shear yield stress and m  is the friction factor. 

In the finite element simulation, the friction factor is set as constant value 0.3.

 Nalla,et al [130] reported that mechanistic fracture of human cortical bone was 

consistent with strain-controlled failure which could be taken as ductile damage. The 

normalized Cockroft and Latham fracture criterion is adopted to predict and deter-

mine the time and site of ductile damage initiation and propagation according to the 

accumulation law 

 
eff max

0
eff

( )fD d  (5-26) 

where fD  is the damage value of the material, eff  is the effective stress, max is 

maximum stress, ffe  is effective strain of fracture andd is effective strain increment. 

Fracture factor depends on deformation and tensile stress and describes accumulated 

equivalent strain modified by maximum principal stress which is normalized by effec-

tive stress[131]. 

 According to criterion(5-26), when the damage value fD  reaches the critical 

value, the material failure occurs which causes element deletion and separation from 

the object in the simulation, then chip will generate while drilling. 

 

5.5.2.4 Experiment Setup for Drilling bone 

 The mechanical property of bone is dependent on its composition and geome-

try, as well as size and shape of the test specimens. In validation experiment, we 

choose porcine femur specimens for study. Since Aerssens,et al [132] reported that 

porcine bone best resembled human’s bone on density, geometry size, and biome-

chanics from in vitro experiment. As can be seen from Table 5–3, porcine bone shows 

a good likeness with of human. The detail mechanical properties of human, horse, bo-

vine, and porcine femur cortical bone are listed in Table 5–3 [126]. 

Table 5–3. List of mechanical property of human, equine, bovine, and porcine femur cortical 

bone. 

 Specimens 

Mechanical Property Human Horse Cattle Pig 

Ultimate tensile strength (MPa) 124 121 113 88 
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Ultimate extension (%) 1.41 0.75 0.88 0.68 

Elastic modulus in tension (GPa) 17.6 25.5 25 14.9 

Ultimate compressive strength (MPa) 170 145 147 100 

Ultimate contraction (%) 1.85 2.4 1.7 1.9 

Ultimate shear strength (MPa) 54 99 91 65 

Elastic modulus in torsion (GPa) 3.2 16.3 16.8 13.5 

 

 Figure 5.27 shows experimental setup for surgical drilling on porcine femur. 

Before experiment, muscle and fat of the femurs are cleaned off, and then 12 holes are 

drilled on the femurs. 

Force/torque sensor

Bone drill

Robot arm
Z direction

Bench vices

Fresh porcine femur

Drill bit

 

Figure 5.27. Experiment setup for drilling porcine femur. 



111 

5.5.2.5 Evaluation of results from experiment and FEA 

 Because it is difficult to place strain gauges either inside the drilled object or 

on the surface of drill bit, that is a hard task to directly measure the dynamic stress 

distribution through experiment. 

 In addition, the magnitude and dynamic variation of drilling force are the prin-

ciple information during bone surgery. For finite element analysis, the drilling force is 

the volume integral of shear stress between drill bit and bone. The drilling force from 

FEA was compared with the experimental measurement. 

 Mean stress (or hydrostatic stress) mean , responsible for volumetric changes, 

is also evaluated for the mechanical performance from FEA. The mean  
indicates 

negative value of the compressive stress and positive value of tensile stress. 

5.5.3 Results and Discussion 

5.5.3.1 Simulation with Rigid-Plastic Bone Model 

 When bone is set as rigid-plastic material, the number of tetrahedral elements 

on bone model after mesh generation is 273,374. 

 Figure 5.28 shows the three-dimensional twist-bit tip drilling result while pen-

etrating into the bone model. The chip generation is shown in Figure 5.28 (a). Be-

cause the twist bit drilling is equivalent to orthogonal cutting, the main stress distribu-

tion is inside and around drilled hole. From Figure 5.25 (b), the largest stress distrib-

utes on the contact surface between drill-bit tip and bone. 

Z

Y
X

 

(a) Chip generation of drilling in simulation 
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(b) Stress distribution inside and around the drilled hole from the 

top view, negative value on the color bar indicates compressive 

stress and positive value indicates tensile stress. 

Z
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X

 

(c) Stress distribution on twist-bit tip 

Figure 5.28. Chip generation and stress distribution of twist-bit tip drilling simulation from FEA. 

The feed rate is 12.5 mm/s and rotation speed is 600 rpm. 

 The stress distribution (shown in Figure 5.28) is the mean stress (or hydrostat-

ic stress) mean  defined as 

 mean
1
( )

3 x y z  (5-27) 
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which is responsible for volumetric changes. The negative value of mean  indicates 

the compressive stress and positive value indicates tensile stress. 

 In Figure 5.28 (c), the main stress of the twist-bit tip distributes on the cutting 

lip and chisel edge with range from -110 to 230 MPa. 

 Figure 5.29 and Figure 5.30 (a) illustrate the recorded drilling force on twist-

bit tip in vitro experiment, while Figure 5.29 and Figure 5.30 (b) show force on the 

twist-bit tip from FEA result under feed rate 12.5 mm/s and 1.25 mm/s with rotation 

speed 600 rpm. The FEA result shows the load increased while contact and penetra-

tion and decreased while break-through. The maximum experimental drilling force on 

twist-bit tip is 220±30N, while maximum forces of FEA are 150 to 170 N with 12.5 

mm/s feed rate. The maximum experimental drilling force by twist-bit tip is 20±5N, 

while maximum forces of FEA are 15 to 20 N with 1.25 mm/s feed rate. The fluctua-

tions on force profile of FEA results are caused by remeshing and interpolation by fi-

nite element solver. 
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(a) Recorded drilling force data on twist bit along Z axis in exper-

iment (enlarged time axis). 
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(b) Drilling force on twist-bit tip along Z axis from FEA 

Figure 5.29. Comparison of recorded drilling force and FEA result with feed rate = 12.5 mm/s, 

rotation speed = 600 rpm. 
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(a) Recorded drilling force data on twist bit along Z axis in exper-

iment (enlarged time axis). 
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(b) Drilling force on twist-bit tip along Z axis from FEA 

Figure 5.30. Comparison of recorded drilling force and FEA result with feed rate = 1.25 mm/s, 

rotation speed = 600 rpm. 

 

 Figure 5.31 shows three-dimensional hollow-bit tip drilling while penetrating 

into the bone model. The chip generation is shown in Figure 5.31 (a). Because the 

hollow-bit tip drilling process consists of cutting, milling and punching operation, the 

main stress distributes not only inside the drilled hole but on the surface of the bone 

segment with a range from -2620 to 11700 MPa. The green stress on surface is tensile 

stress while the light blue stress is compressive stress. The differential stress distribu-

tion can cause the “bending” effect on the distal fixed hollow beam-like object. 
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(a) Chip generation of drilling in simulation 
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(b) Stress distribution inside and around the drilled hole from the 

top view, negative value on the color bar indicates compressive 

stress and positive value indicates tensile stress. 
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(c) Stress distribution on hollow-bit tip 

Figure 5.31. Chip generation and stress distribution of hollow-bit tip drilling in FEA with feed 

rate = 1.25 mm/s and rotation speed = 600 rpm. 

 

 Figure 5.32 (a) shows the recorded drilling force on hollow-bit tip in vitro ex-

periment, while Figure 5.32 (b) shows force on the hollow-bit tip from FEA result 

under feed rate 12.5 mm/s with rotation speed 600 rpm. Because hollow-bit tip has 

much more contact area with bone, the magnitude of force profile of hollow-bit tip is 

much larger than of twist-bit tip. The maximum experimental drilling force by hol-



117 

low-bit tip is 420±40N, while maximum forces of the FEA are 500 to 550 N with 12.5 

mm/s feed rate.  
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(a) Recorded drilling force data on hollow bit along Z axis in ex-

periment (enlarged time axis). 
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(b) Drilling force on hollow-bit tip along Z axis from FEA 

Figure 5.32. Comparison of measured force and FEA result, feed rate = 12.5 mm/s, rotation 

speed = 600 rpm. 

 

5.5.3.2 Simulation with Elasto-Plastic Bone Model 

 When the bone model is set as elasto-plastic material, the number of tetrahe-

dral elements on bone model after mesh generation is 25,407. 
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 Figure 5.33 shows three-dimensional twist-bit tip drilling result. The chip gen-

eration is shown in Figure 5.33 (a). From Figure 5.25 and Figure 5.33 (b), the main 

stress distributions are similar for two types of material. 
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(a) Chip generation of twist-bit drilling in simulation 
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(b) Stress distribution inside and around the drilled hole from the 

top view, negative value on the color bar indicates compressive 

stress and positive value indicates tensile stress. 
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(c) Stress distribution on twist-bit tip 

Figure 5.33. Chip generation and stress distribution of twist-bit tip drilling simulation from FEA 

with feed rate = 12.5 mm/s and rotation speed = 600 rpm. 

 

 Figure 5.34 shows force profile on the twist-bit tip from FEA result under feed 

rate 12.5 mm/s and rotation speed 600 rpm. In the beginning of drilling, the bone un-

dergoes elastic deformation with smooth force curve. While the bone undergoes plas-

tic deformation, large force fluctuations are caused by remeshing and interpolation. 
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Figure 5.34. Drilling force on twist-bit tip along Z axis from FEA. 

 Figure 5.35 shows the three-dimensional hollow-bit tip drilling result. The 

chip generation is shown in Figure 5.35 (a). Figure 5.36 shows force on the hollow-bit 

tip from FEA result under feed rate 12.5 mm/s and rotation speed 600 rpm. For elasto-

plastic model, sparse solver engine is always applied for FEM formulation to improve 
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solving speed and accordingly the simulation process is more sensitive to time-step. 

The entire simulation requires extreme long time and large memory allocation for 

remeshing and interpolation. Figure 5.36 shows highly frequent remeshing with small 

time-step while the hollow-bit penetrates more deeply into the bone model. 
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(a) Chip generation of hollow-bit drilling in simulation 
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(b) Stress distribution inside and around the drilled hole from the 

top view, negative value on the color bar indicates compressive 

stress and positive value indicates tensile stress. 
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(c) Stress distribution on hollow-bit tip 

Figure 5.35. Chip generation and stress distribution of hollow-bit tip drilling simulation from 

FEA with feed rate = 12.5 mm/s and rotation speed = 600 rpm. 
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Figure 5.36. Drilling force on hollow-bit tip along Z axis from FEA. 
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Chapter 6. Conclusion and Future Work 

 In this dissertation, a robotic assisted cooperative system for orthopedic sur-

gery is described. The robot is manipulated by surgeon manually as so-called human-

robot cooperative system. The robot conducts the pre-planned surgical task with hold-

ing the surgical tool under the direct control of the surgeon. That will improve the ac-

curate positioning due to the precise control system of the robot. Through the force 

amplification control, the surgeon can move the robot easily with low physical energy. 

 Force/torque sensor is mounted on the end-effector of robot arm to transfer the 

guiding force to the control system. To simulate such cooperative manipulation, con-

trol strategy based on virtual fixture for admittance control was discussed. This con-

trol strategy was designed to make robot’s movement under direct manipulation by 

surgeon, meanwhile improving the accuracy and safety of operation. Analytical form 

of dynamic inverse Jacobian issue for manipulating robot was also derived for low-

level control. However, this work is implemented on the haptic device. Control algo-

rithm implementation on robotic arm for real-time application is the future work. 

 Force information of drilling bone is assistive for surgeon’s sense. Detection 

algorithm of drill bit break-through femur was designed based on wavelet theory, be-

cause of complexity of bone structure, drilling force performed many disturbance 

which will cause fault detection only by signal processing method. However, addi-

tional sensors can be involved for more information, such as navigation system which 

can track the trajectory of drill bit. Multi-sensor fusion technology can be used to im-

prove the accuracy of detection. 

 Finite element based simulation of drilling on femur under different surgical 

tools was implemented in DEFORM-3D™ software. In finite element model, material 

of bone is considered as plastic and elasto-plastic, the geometry of bone is simplified 

as hollow cylinder. Simulation gives the visual display of stress and strain distribution 

of the drilling process. Forces on drill bit from FEA are compared with results in vitro 

experiment to verify the FE method. The FEM provides versatile method for instru-

ment design and process analysis as substitute of complex analytical computation. 

  In current work, bone is assumed as homogenous and isotropic material for 

modeling, besides, the thermal effect is omitted. However in practice, bone structure 

consists of multi-layer osseous tissue such as cortical bone and cancellous bone, the 
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actual stress distribution of bone varies along different directions. The micro-structure 

of bone performs porous property which is compressible rigid-viscoplastic.  

 In future work, complex model with thermal effect should be considered for 

simulation of the real process. This work will cost huge computation time and more 

experiment verification by phantom material. Phantom material, taken as the substi-

tute of bone with similar biomechanical properties, can be machined and shaped 

through computer-aided manufacturing (CAM). Using phantom material will set up 

an ideal experiment environment for verification with FEA model. Compare with in 

vitro experiment, it will remove extra interference in the phantom test. 

 



 

APPENDICES 

A. Inverse Kinematics of Stäubli TX60 robot 

 In the last section of Chapter 3, we derive the forward kinematics of the 

Stäubli TX60 as 
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where the entries of the matrix are 
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 Thus, variable separation method is used to get 
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1 1( )T  is orthogonal matrix which is 0 1
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 23s  and 2c  are eliminated from (A-6) through 1 1x ys p c p  substitution, then 

we can get 

1 1 3x ys p c p d  

 Therefore, 1  can be easily derived as 
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 Because 2( )atan x y [ , ] , then 1  has two possible solutions. 

 From equation(A-6), we can get 
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 Then 3  can be derived as 
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 Because 1( )sin x [ / 2, / 2], 3  has two possible solutions 
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where the K  is 
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 During the solving 1  and 3 , there exist two conditions to determine whether 

the robot approaches outside of the workspace: 

1) From equation(A-7), 2 2 2
3 ( ) 0x yd p p  has to be satisfied. 

2) From equation(A-10), 
2 2 2 2 2 2

2 3 4 4 22 0x y zp p p a d d d a  

has to be satisfied. 

 Since 1  and 3  are solved, then we can get 
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 Then 2 23 3 . 

 Because of multiple solutions of 1  and 3 , 2  has four possible solutions. 
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 If 5 0 , the wrist singularity occurs. 4  can be arbitrarily chosen, and 6  

can be chosen due to the value of 4 , where 1A  and 1B  are 
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 Considering the wrist’s flip, there will be other equivalent solutions. 
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 For the real robot joint angle 

1 1r , 2 2 2r , 3 3 2r , 4 4r , 5 5r , 6 6r  

 

Singularity Cases through Inverse Kinematics Solution 

 In the regular case, the Stäubli TX60 has eight solutions for the inverse kine-

matics. By examining the inverse kinematics solutions of the Stäubli TX60, it can be 

observed that the robot has the following singularity positions: 

 Shoulder singularity: this occurs when the intersection of joint 4, 5 and 6 lies on 

the Z-axis of the base frame. In this case, 4 2 3 2 2sin( ) sin( ) 0r r rd a . 

If 4 2 3 2 2sin( ) sin( ) 0r r rd a , the shoulder configuration is called 

‘righty’, otherwise for 4 2 3 2 2sin( ) sin( ) 0r r rd a  called ‘lefty’. 

 Elbow singularity: this occurs when 3 0c . If the shoulder configuration is 

‘righty’ and 3 0r or if the shoulder configuration is ‘lefty’ and 3 0r , the 

elbow configuration is called ‘above’. Otherwise, the elbow configuration is 

called ‘below’. 



 

 Wrist singularity: this occurs when 5 0r . The wrist configuration is called 

‘negative’, if 5 0r , otherwise if 5 0r , it is called ‘positive’. 

 In practice of resolving inverse kinematics, appropriate one in the eight possi-

ble solutions can be chosen according to above cases for a specific robot arm 

configuration. Therefore, for the TX60 robot, there are maximum eight solutions for 

the inverse kinematics problem. 

 

B. Force Guidance 
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Figure B.1. Base frame of TX60 and 3-axis force and torque in sensor frame 

B.1 Type 1: Force Guidance in Base Frame 
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where {S} is sensor frame, {B} is base frame. 
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[ , ]TS S SF f : force Sf  and torque S  directly measured in sensor frame,  

[ , ]TB B BF f : SF  transformed in base frame 

B.2 Type 2: Force Guidance in Sensor Frame 



 

 
3 3

B
S

B SB B B
S S S

R 0
F F

P R R
 (B-3) 

 
3 3

B
B S S

B B B
B SS S S

f R 0 f

P R R
  (B-4) 

 This is called Pluecker Transform, Sf will affect B in the base frame. 
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