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supervisor, Prof. Dr. Jens Krüger, who has not only guided me patiently through the pitfalls of

economic research but also created a working atmosphere that was both inspiring and focusing.

I am also grateful to Prof. Dr. Michael Neugart, my second supervisor, for helping me to finish

my doctoral studies successfully. Moreover, I thank Prof. Dr. Volker Caspari for chairing the

examination committee as well as Prof. Dr. Ruth Stock-Homburg and Prof. Dr. Dirk Schiereck

for providing the view of business administration at my doctoral defense.

At Darmstadt University of Technology many people have provided scientific and moral support.

I am especially grateful to Vanessa Belew for proof-reading the various rough drafts of this

dissertation. Furthermore, I would also like to thank my former and current colleagues at the

chair for empirical economics: Dr. Andreas Dietrich, Dr. Nicolas Gatzke, Stephan Hitzschke,

Julian Hoss, Clemens Otte and Maike Schmitt. For supporting me during my tasks as a teaching

assistant I am also grateful to Dr. Sabine Eschenhof-Kammer.

During my dissertation research I benefited much from discussions with other researchers at

workshops and conferences. I appreciate the valuable comments I received from the participants

of the III and IV Halle Workshop on Efficiency and Productivity Analysis (HAWEPA), the XII

European Workshop on Efficiency and Productivity Analysis (EWEPA), the DEA Symposium

2012 and the workshops of the Center for Statistics and the Research Group on Innovation and

Growth of the TU Darmstadt. Many thanks also to Dr. Heike Wetzel for comments on my work

and the opportunity to present parts of this dissertation at the EWI in Cologne.

Of course, this dissertation could not have been written without the continuous support of my

friends and my family. I am especially grateful to my parents for supporting me in my studies

of economics and for accompanying me during this journey.



Contents

Contents

List of tables III

List of figures IV

List of abbreviations V

1 Introduction 1

1.1 Environmental pollution and climate change . . . . . . . . . . . . . . . . . . . . . 1

1.2 The measurement of efficiency . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3

1.3 Efficiency and environmental factors . . . . . . . . . . . . . . . . . . . . . . . . . 7

1.4 Overview of the dissertation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9

2 General concepts 11

2.1 Modeling the production technology . . . . . . . . . . . . . . . . . . . . . . . . . 11

2.2 Distance functions and efficiency evaluation . . . . . . . . . . . . . . . . . . . . . 15

2.3 Dynamic analysis of efficiency and productivity . . . . . . . . . . . . . . . . . . . 18

3 Technical efficiency of automobiles 22

3.1 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22

3.2 Theoretical concepts for the analysis of automobiles . . . . . . . . . . . . . . . . 23

3.2.1 The frontier separation approach . . . . . . . . . . . . . . . . . . . . . . . 23

3.2.2 Testing for stochastic dominance . . . . . . . . . . . . . . . . . . . . . . . 25

3.2.3 Bootstrapping the efficiency scores . . . . . . . . . . . . . . . . . . . . . . 28

3.3 Efficiency analysis of the automobiles . . . . . . . . . . . . . . . . . . . . . . . . . 29

3.3.1 Data of the automobiles . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29

3.3.2 Measures to evaluate the efficiency of automobiles . . . . . . . . . . . . . 31

3.3.3 Results for the overall sample of automobiles . . . . . . . . . . . . . . . . 32

3.3.4 Results for different groups of automobiles . . . . . . . . . . . . . . . . . . 35

3.4 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43

4 Separating environmental efficiency into production and abatement efficiency 44

4.1 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44

4.2 Modeling the production and abatement technologies . . . . . . . . . . . . . . . . 45

4.3 Measuring and separating environmental efficiency . . . . . . . . . . . . . . . . . 49

4.3.1 Analysis under constant returns to scale . . . . . . . . . . . . . . . . . . . 49

4.3.2 Analysis under variable returns to scale . . . . . . . . . . . . . . . . . . . 56

4.3.3 The role of the aggregation weights . . . . . . . . . . . . . . . . . . . . . . 58

4.3.4 Comparison to existing network models . . . . . . . . . . . . . . . . . . . 59

4.4 Application to U.S. power plants . . . . . . . . . . . . . . . . . . . . . . . . . . . 61

4.4.1 Constructing the dataset of U.S. power plants . . . . . . . . . . . . . . . . 61

4.4.2 Results of the analysis of U.S. power plants . . . . . . . . . . . . . . . . . 64

4.5 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68

I



Contents

5 Optimal directions for directional distance functions 69

5.1 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69

5.2 Deriving optimal directions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70

5.2.1 Static approaches to optimal directions . . . . . . . . . . . . . . . . . . . 70

5.2.2 A dynamic approach to optimal directions . . . . . . . . . . . . . . . . . . 72

5.3 Analysis of major GHG emitting countries . . . . . . . . . . . . . . . . . . . . . . 76

5.3.1 Data of the analyzed countries . . . . . . . . . . . . . . . . . . . . . . . . 76

5.3.2 Results of the analysis using fixed directions . . . . . . . . . . . . . . . . . 78

5.3.3 Results of the analysis using optimal directions . . . . . . . . . . . . . . . 81

5.4 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86

6 Macroeconomic productivity and the Kyoto Protocol 88

6.1 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88

6.2 Theoretical concepts for the analysis of European countries . . . . . . . . . . . . 89

6.2.1 Contemporaneous and sequential output sets . . . . . . . . . . . . . . . . 89

6.2.2 Bootstrapping the indices . . . . . . . . . . . . . . . . . . . . . . . . . . . 91

6.2.3 A statistical test for the comparison of productivity results . . . . . . . . 93

6.3 Productivity analysis of European countries . . . . . . . . . . . . . . . . . . . . . 96

6.3.1 Data of the analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96

6.3.2 Results of the analysis of European countries . . . . . . . . . . . . . . . . 98

6.4 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 105

7 Conclusion 106

References 110

Appendix A 124

Appendix B 128

Appendix C 131

Appendix D 137

Affidavit 141

II



List of tables

List of tables

Table 3.1: Descriptive statistics of the automobile data . . . . . . . . . . . . . . . . . . . 31

Table 3.2: Descriptive statistics of the efficiency measures (overall sample) . . . . . . . . 33

Table 3.3: Tests of first-order stochastic dominance (overall dataset) . . . . . . . . . . . 34

Table 3.4: Descriptive statistics of the efficiency measures (engine types) . . . . . . . . . 37

Table 3.5: Descriptive statistics of the efficiency measures (car classes) . . . . . . . . . . 41

Table 3.6: Descriptive statistics of the efficiency measures (SUVs) . . . . . . . . . . . . . 42

Table 4.1: Input-output structure of 3 DMUs . . . . . . . . . . . . . . . . . . . . . . . . 54

Table 4.2: Descriptive statistics of the power plant data . . . . . . . . . . . . . . . . . . 64

Table 4.3: Descriptive statistics of the power plant efficiency results (CRS) . . . . . . . . 65

Table 4.4: Descriptive statistics of the power plant efficiency results (VRS) . . . . . . . . 67

Table 5.1: Descriptive statics of the data (62 major emitting countries) . . . . . . . . . . 77

Table 5.2: Potentials to reduce GHG and increase GDP . . . . . . . . . . . . . . . . . . . 80

Table 5.3: Results of the efficiency analysis (Germany) . . . . . . . . . . . . . . . . . . . 82

Table 5.4: Results of the efficiency analysis (Peru) . . . . . . . . . . . . . . . . . . . . . . 82

Table 6.1: Descriptive statistics of the country data (1990-2007) . . . . . . . . . . . . . . 97

Table 6.2: Emission targets (EU15) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101

Table 6.3: p-values of the Li test comparing DC and NDC countries . . . . . . . . . . . . 101

Table A.1: Automobile terminologies . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 124

Table A.2: p-values of tests for first-order stochastic dominance (between engine types) . 124

Table A.3: p-values of tests for first-order stochastic dominance (within engine types) . . 125

Table A.4: p-values of tests for first-order stochastic dominance (within car classes) . . . 126

Table A.5: p-values of tests for first-order stochastic dominance (within SUVs) . . . . . . 126

Table A.6: p-values of tests for first-order stochastic dominance (between car classes) . . 127

Table B.1: Efficiency types, abbreviations and formal definitions . . . . . . . . . . . . . . 128

Table B.2: Power plant results of the efficiency analysis (CRS) . . . . . . . . . . . . . . . 129

Table B.3: Power plant results of the efficiency analysis (VRS) . . . . . . . . . . . . . . . 130

Table C.1: Country results of the efficiency analysis . . . . . . . . . . . . . . . . . . . . . 136

Table D.1: Median Malmquist index results for European countries (1990-2007) . . . . . 137

Table D.2: Median Malmquist-Luenberger index results for European countries (1990-2007)137

Table D.3: Innovating countries (Malmquist index) . . . . . . . . . . . . . . . . . . . . . 138

Table D.4: Innovating countries (Malmquist-Luenberger index) . . . . . . . . . . . . . . . 138

Table D.5: p-values of the Li test (excluding Luxembourg) . . . . . . . . . . . . . . . . . 139

III



List of figures

List of figures

Figure 1.1: Historical trends in CO2 emissions . . . . . . . . . . . . . . . . . . . . . . . . 2

Figure 1.2: Overview of methods for efficiency analysis . . . . . . . . . . . . . . . . . . . . 5

Figure 2.1: Strong and weak disposable output sets . . . . . . . . . . . . . . . . . . . . . 15

Figure 2.2: Productivity, efficiency and technical change . . . . . . . . . . . . . . . . . . . 19

Figure 3.1: Weak disposable output set with two groups of DMUs . . . . . . . . . . . . . 23

Figure 3.2: Frontier separation approach . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24

Figure 3.3: Examples of first- and second-order stochastic dominance . . . . . . . . . . . 26

Figure 3.4: Structure of the test by Barrett and Donald (2003) . . . . . . . . . . . . . . . 28

Figure 3.5: Density functions of the efficiency measures (overall sample) . . . . . . . . . . 32

Figure 3.6: Boxplots of efficiency results (overall dataset and engine types) . . . . . . . . 36

Figure 3.7: Boxplots of efficiency results (car classes and SUVs) . . . . . . . . . . . . . . 40

Figure 4.1: Environmental “black box” . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44

Figure 4.2: Structure of the two-stage production process . . . . . . . . . . . . . . . . . . 46

Figure 4.3: Example of the environmental efficiency analysis (CRS) . . . . . . . . . . . . 55

Figure 4.4: Efficiency analysis of the abatement stage (VRS) . . . . . . . . . . . . . . . . 57

Figure 4.5: Boxplots of the power plant efficiency results . . . . . . . . . . . . . . . . . . . 65

Figure 5.1: Example of a frontier shift . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73

Figure 5.2: Effects of influential observations . . . . . . . . . . . . . . . . . . . . . . . . . 77

Figure 5.3: Histograms of optimal weights . . . . . . . . . . . . . . . . . . . . . . . . . . . 85

Figure 5.4: Comparison of results using optimized and non-optimized weights . . . . . . . 85

Figure 6.1: Example of contemporaneous and sequential output sets . . . . . . . . . . . . 90

Figure 6.2: Trends in CO2 and GDP . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98

Figure 6.3: Median productivity, efficiency and technical change for the EU15 . . . . . . . 99

Figure 6.4: Density plots of productivity change of EU15 countries . . . . . . . . . . . . . 102

Figure 6.5: Density plots of efficiency change of EU15 countries . . . . . . . . . . . . . . . 102

Figure 6.6: Density plots of technical change of EU15 countries . . . . . . . . . . . . . . . 103

Figure D.1: Density plots of productivity change of EU15 countries (excluding Luxembourg)139

Figure D.2: Density plots of efficiency change of EU15 countries (excluding Luxembourg) 140

Figure D.3: Density plots of technical change of EU15 countries (excluding Luxembourg) . 140

IV



List of abbreviations

List of abbreviations

AE Abatement efficiency

CDF Cumulative distribution function

CNLS Convex Nonparametric Least Squares

CO2 Carbon dioxide

COLS Corrected Ordinary Least Squares

CRS Constant returns to scale

DDF Directional distance function

DEA Data Envelopment Analysis

DGP Data generating process

DMU Decision making unit

EAE Environmental allocative efficiency

EDF Empirical distribution function

EEM Environmental efficiency measure

EIA U.S. Energy Information Administration

EPA U.S. Environmental Protection Agency

EU-BSA European Burden Sharing Agreement

FDH Free Disposal Hull

FERC Federal Energy Regulatory Commission

FGD Flue gas desulfurization unit

FSD First-order stochastic dominance

GHG Greenhouse gas emissions

GWh Gigawatt hours

HW Handy-Whitman index

MBC Materials balance condition

ML Malmquist-Luenberger index

NDRS Non-decreasing returns to scale

NGE Natural gas engine

NIRS Non-increasing returns to scale

PE Production efficiency

SBM Slacks-based measure

SE Stage efficiency

SFA Stochastic Frontier Analysis

SO2 Sulfur dioxide

SSD Second-order stochastic dominance

StoNED Stochastic Non-smooth Envelopment of Data

SUV Sports Utility Vehicle

VRS Variable returns to scale

V



1 Introduction

1 Introduction

1.1 Environmental pollution and climate change

“There is still time to avoid the worst impacts of climate change, if we take strong action

now.” (Stern (2007, p. vi)). With this statement, Nicholas Stern summarizes the main results

of his review on the economic consequences of changes in the global climate due to human

activities.1 He essentially captures the consensus of a majority of climate researchers (see e.g.

Oreskes (2004)) by emphasizing that climate change is an inevitable phenomenon which at this

stage can not be completely prevented anymore. Most researchers also agree (see Brekke and

Johansson-Stenman (2008)) that it is caused by mankind through the increase of greenhouse gas

emissions (GHG) to the atmosphere. Crowley (2000) uses historic data to decompose the effects

of different sources (e.g. solar irradiance, volcanic activity) on changes in global temperature. He

shows that the increase in temperature due to greenhouse gas emissions since the beginning of the

industrialization can not be explained within the natural variability observed in the preceding

1000 years. Therefore, the anthropogenic contribution to greenhouse gas emissions significantly

increases global temperature. To visualize the trend of global pollution in the second half of

the 20th century and the beginning of the 21st century, figure 1.1 shows the evolution of the

global emissions of carbon dioxide (CO2) between 1950 and 2008. While CO2 is not the main

driver of the natural greenhouse effect it is the most significant contributor to anthropogenic

greenhouse gas emissions (see Davison (2007)).2 The data on carbon dioxide have been obtained

from Boden et al. (2010) and account for the carbon dioxide production from fossil-fuel burning,

cement manufacture and gas flaring.

Emissions increased from 5.98 billion tons in 1950 to 32.08 billion tons in 2008 with 40% of

the emissions in 2008 being produced by the two largest polluting countries, China (7.04 billion

tons) and the United States (5.68 billion tons). It is also visible that the growth rate of emissions

has seriously increased since the year 2000. This is very notable given the rising awareness of

the problems associated with climate change and the increased political actions like the Kyoto

Protocol to limit carbon dioxide emissions. Canadell et al. (2007) have identified three sources for

the development of emissions since the year 2000. It is driven by an increase in global economic

growth combined with an increase of carbon dioxide intensity (measured in kilogramm CO2 per

Dollar of gross world product). While this intensity declined on average by 1.3% per year between

1970 and 2000 it has since then increased by 0.3% per year. Besides this increased production

of CO2, Canadell et al. (2007) also find that the efficiency of the natural sinks that absorbe

carbon dioxide has declined. An example for these natural sinks are the oceans which according

to Raven et al. (2005) show increasing acidification because of the increase in anthropogenic

CO2 emissions. Due to this acidification the ability to absorbe emissions detoriates. Hence,

the increased production in emissions leads to a decreased absorbence of emissions and thus the

visible increase in growth of CO2.

1 See Pielke (2005) for a critical discussion of whether the term “climate change” should include natural effects
or focus solely on the effect of man on climate.

2 Karl and Trenberth (2003) provide an overview of the relationship between greenhouse gases, natural and
anthropogenic greenhouse effects and climate change.
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Figure 1.1: Historical trends in CO2 emissions

Regarding the consequences of this increase of anthropogenic emissions Stern (2007, p. vi)

estimates that the global temperature will rise by more than 2◦C by 2035 given that the emission

of greenhouse gases will increase as before (the “business-as-usual” scenario). This increase in

temperature will result in severe global problems including rising sea levels associated with

coastal flooding (see Nicholls and Cazenave (2010)), longer periods of drought (see Dai (2011))

which are affecting agriculture (see Cline (2007)) and risks to human health by the increased

spreading of infectious diseases (see McMichael et al. (2006)). According to Stern (2007, p.

143) the costs of these effects resulting in the “business-as-usual” scenario will be between 5%

and 10% of the global GDP by the end of this century and hence he recommends significant

political actions to limit the increase of emissions. In contrast to the discussion of the existence

and the causes of climate change there is less agreement between researchers on the impacts

of it. Many authors like Mendelsohn (2006), Nordhaus (2007) and Tol (2006) criticize that

Stern overestimates the costs associated with climate change and underestimates the costs of

abatement activities (see Dietz and Stern (2008) for a reply to the critics). The estimation

of the costs is difficult due to the uncertainties about climate change (see Tol (2003)) and

the sensitivity of the results to the assumed discount rate (see Quiggin (2008)) as well as the

used damage function (see Botzen and van den Bergh (2012)). Therefore, it is still an ongoing

discussion how large the costs of climate change are and which political actions are appropriate

to encounter it.

In contrast, less controversial results in the literature are the distributional aspects of climate

change. Most of the studies on the costs of climate change summarized in Tol (2009) estimate

the largest costs (in terms of percentage decrease of GDP) will result for the African countries.

Therefore, the distributional problem arises that countries which have contributed the least to

2
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climate change will face the largest impacts (see Tol et al. (2004) for a detailed analysis of the

distributional aspects of climate change). This consequence of climate change shows the severe

problem of external effects through environmental pollution. External effects (or externalities)

result if economic activities do not only affect the subjects that are directly engaged in it but

also affect third parties without the market being a mediating mechanism (see Endres (2011, p.

326)). The effects of damages to the environment are an example of negative external effects

while positive externalities are, for example, given by spillovers from research and development

between companies. Given the existence of external effects through pollution a decrease in the

production of emissions does not only lead to benefits for the subject that reduces emissions but

also for third parties.3

The costs associated with climate change as well as the distributional issues underline the impor-

tance of accounting for environmental factors in economic analyses. With regard to production

economics two strings of environmental research can be distinguished. One part of the economic

literature focuses on innovations regarding new technologies and products that are less emission-

intensive (see Jaffe et al. (2003) and Popp et al. (2010) for surveys on environmental aspects of

technical change). A second part is concerned with the efficient use of existing technologies to

reduce the production of emissions (see Tyteca (1996) for an overview). This dissertation links

to both parts of the literature. The focus is on the measurement of efficiency of decision making

units (DMUs) in the presence of environmental factors.4 Technical change is addressed when

analyzing dynamic changes in the productivity of DMUs.

In the following we present a short overview of different methods to estimate the efficiency

of DMUs. The section highlights the advantages and disadvantages of these approaches and

discusses their applicability to account for environmental factors.

1.2 The measurement of efficiency

Following Fried et al. (2008, pp. 7-8) the productivity of a DMU can be defined as the ratio

of its output to its input. In the case of multiple outputs and/or multiple inputs aggregation

weights are needed to render both, the numerator and the denominator, a scalar. Efficiency is

defined in a technical sense as a comparison of observed outputs to optimal outputs for given

inputs or as a comparison of observed inputs to optimal inputs for given outputs. Economic

efficiency extends this concept to quantities like costs or revenues. In the above given definition

of efficiency we purposely did not replace “optimal outputs” by “maximal outputs” and “optimal

inputs” by “minimal inputs” because in the presence of environmental factors optimality is not

that simply defined as will be shown in the following of this introduction and the subsequent

chapters.

To estimate the efficiency of DMUs various methods have been proposed in production economics

(see Murillo-Zamorano (2004) for an overview). One possibility to divide them into groups of

3 Of course, the unequal distribution of costs and benefits of the reduction of emissions creates additional
problems. For example, with regard to the implementation of a stable international environmental agreement
(see Wagner (2002)).

4 In the literature on efficiency and productivity analysis “decision making unit” is a general term for an economic
subject, e.g. a firm or a country.
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similar approaches is to classify them as parametric, semi-parametric and nonparametric models.

The parametric and the nonparametric models can be further divided into deterministic and

stochastic approaches. Figure 1.2 provides an overview of this structure and presents examples

for each class.

Parametric models assume a specific functional form of the production function to evaluate the

efficiency of DMUs. Aigner and Chu (1968) propose a deterministic approach which estimates a

production function using linear and quadratic programming techniques subject to the constraint

that all data points have to lie on or below the estimated frontier. Given the estimated function

all deviation from it is attributed to inefficiency. Hence, this approach does not account for

any random effects which in usual regression analysis are captured in the error term. A similar

approach is the “Corrected Ordinary Least Squares” (COLS) method first discussed by Winsten

(1957). This model consists of two steps. In the first step the parameters of the production

function are estimated using all data points. In a second step the estimated function is shifted

so that all data points lie on or below the frontier similar to the approach by Aigner and Chu

(1968). Again, this model does not account for any random error.

This drawback of the deterministic parametric approach is encountered by the “Stochastic Fron-

tier Analysis” (SFA) proposed by Aigner et al. (1977) and Meeusen and van den Broeck (1977)

which is also a parametric approach but allows for disturbance in the estimation of the frontier

function via a two-part error term. This error term consists of a noise term that accounts for

deviation from the frontier due to measurement error and an efficiency term which captures de-

viations due to inefficiency of the DMUs. However, the performance of this method to analyze

efficiency depends like all parametric approaches on whether the appropriate functional form is

defined by the researcher. Moreover, it depends on the correct assumption of the distribution of

the inefficiency term which is commonly assumed to be half-normal or exponentially distributed

(see Kumbhakar and Lovell (2000)). The analysis of environmental aspects of efficiency is very

limited in the literature of SFA due to the need for a specific functional form. The existing

literature provides only basic incorporations of environmental aspects. They are limited to the

inclusion of emissions as inputs (see e.g. Reinhard et al. (2000)) which results in a production

theoretically questionable model as will be discussed in the subsequent chapters.

The semi-parametric approach “Stochastic Non-smooth Envelopment of Data” (StoNED) by

Kuosmanen and Kortelainen (2012) addresses the problem of dependency on the correct func-

tional form. In this approach, efficiency is estimated using a two-step procedure. In the first

step the frontier of the technology is estimated using a nonparametric estimation technique

(“Convex Nonparametric Least Squares” (CNLS)) that does not rely on any assumption on the

functional form of the production function. In a second step the residuals of this estimation are

used to estimate the efficiency of the DMUs. Similar to the SFA approach it is assumed that

these residuals are a combination of random error and the inefficiency of the DMUs. Hence, this

step exhibits the same problem as the SFA model because specific distributional assumptions

regarding the error term have to be imposed rendering this step parametric. Since the model

combines a nonparametric and a parametric step it is labeled “semi-parametric”. A serious

disadvantage of this method is given by its inability to include multiple outputs in the analysis.

Hence, it is not suitable for environmental analyses which in general include at least one good
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1 Introduction

and one bad output. Moreover, since this method is rather new its performance compared to

existing approaches is still an open question. First results of Monte-Carlo studies (see Andor

and Hesse (2012)) do not show a generally better performance.

In contrast to parametric and semi-parametric models, nonparametric approaches do not rely on

the choice of a specific functional form of the production function nor do they impose distribu-

tional assumptions on the efficiency term. The deterministic nonparametric “Data Envelopment

Analysis” (DEA) was proposed by Charnes et al. (1978). In this paper the authors address the

problem of estimating the productivity of a DMU measured as the weighted amount of outputs

divided by the weighted amount of inputs if no weights are exogenously given. An example for

exogenously given weights are prices for the inputs and outputs which, for example, are not

obtainable for non-market goods. Using the ideas by Charnes and Cooper (1962) to transform

fractional programs into linear models Charnes et al. (1978) show how the aggregation weights

can be endogenously determined by solving a linear programming problem. The solution to this

problem also provides a measure of the efficiency of a DMU. This so-called “multiplier form”

of the DEA has a dual which is referred to as “envelopment form”.5 This form connects the

approach of Charnes et al. (1978) to earlier published literature on production technologies and

efficiency analysis.6 The approach to model a technology by linear combinations of observa-

tions has been established as “activity analysis” in Koopmans (1951). Farrell (1957) proposed

to measure the efficiency of a DMU as the distance of the DMU to the frontier of a technol-

ogy. Shephard (1970) provided a set of mathematically and economically reasonable axioms

on production technologies.7 Given these axioms it is possible to estimate a technology and a

frontier function by using empirical data without knowing the functional form of the frontier

function. One possibility to estimate this frontier function is the “envelopment form” of DEA

which constructs a piecewise linear envelopment of the data.8 Observations in a dataset may be

located on this frontier, hence can be identified as efficient, or in the interior of the technology

and thus can be identified as inefficient. The Farrell (1957) measure of technical efficiency or the

Shephard (1970) distance function which is the reciprocal of the Farrell measure can be applied

to estimate the distance of a point in the technology to the frontier.9 Both measures are radial

which means that depending on the chosen direction of the efficiency analysis (input or output

orientation) all inputs or all outputs are scaled by the same proportion. They can be obtained

as the solution to the linear programming problem of the “envelopment form” of DEA. Since

the seminal paper by Charnes et al. (1978) a large amount of papers presenting both empir-

ical applications as well as theoretical extensions to DEA have been published. For example,

the bibliography by Emrouznejad et al. (2008) lists more than 4000 publications and Liu et al.

(2013) conduct a survey that identifies the most important (in terms of citation) papers in the

field.

5 See e.g. Luenberger and Ye (2008) for an introduction to duality in linear programming.
6 For a more detailed historical overview of the main ideas of data envelopment analysis and especially the

authors involved in it see Førsund and Sarafoglu (2002).
7 These axioms are discussed in detail in the following chapter. Hence, they are not presented here.
8 Since this approach is analogous to the approach of “activity analysis” the DEA technology estimation is

sometimes also referred to as “activity analysis model” (see e.g. Färe et al. (2001, p. 388)).
9 Some authors also call this measure “Debreu-Farrell measure of technical efficiency” referencing the work by

Debreu (1951). However, ten Raa (2008) notes that the “Farrell measure of technical efficiency” and Debreus’s
“coefficient of resource utilization” do not measure the same type of efficiency.
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From a statistical point of view one of the most important extensions to the literature on DEA is

given by the analysis of both the constructed technology as well as the efficiency measures as es-

timators of the true but unknown quantities (see Daraio and Simar (2007) for an introduction to

the statistical foundation of nonparametric efficiency analysis). Kneip et al. (1998) have proven

that under variable returns to scale of the technology the DEA efficiency scores converge with

rate n2/(m+s+1) to the true but unknown quantities where n denotes the number of observations

and m (s) denotes the number of inputs (outputs) used in the analysis. For the case of constant

returns to scale Park et al. (2010) have proven that the rate is n2/(m+s). Comparing this rate

with the convergence rate of most parametric estimators like OLS which is n1/2 (see e.g. Greene

(2008)) shows that DEA suffers from the “curse of dimensionality”, hence the precision of the

estimates declines if the number of inputs and/or outputs is increased. Moreover, DEA is a

biased estimator but Simar and Wilson (1998) have developed bootstrap techniques to correct

the results for this bias. Besides the “curse of dimensionality” and the bias, DEA estimates are

also sensitive to outliers since the DEA technology envelopes all data points of a sample and

hence also the outliers. Several methods to detect outliers in nonparametric technologies have

been proposed (see Wilson (1993, 1995) and Simar (2003)).

To overcome these problems, stochastic nonparametric models have been developed. The order-

m approach by Cazals et al. (2002) and the order-α approach by Aragon et al. (2005) only

partially envelop the data and therefore are more robust against outliers in the sample. More-

over, the efficiency measures converge with rate n1/2 and hence do not suffer from the “curse

of dimensionality”. However, despite their theoretical advantages they also show several dis-

advantages compared to DEA. Krüger (2012) shows using Monte-Carlo simulations that these

estimators are only superior to traditional methods if outliers are a severe problem in the dataset.

They perform worse than DEA and SFA if outliers are absent or only present to a small extend.

Furthermore, while the literature on DEA provides various extensions that allow for detailed

analyses of inefficiency, e.g. network models, the literature on order-m and order-α is limited

on basic models of radial efficiency. Finally, the DEA estimations allow for an intuitive inter-

pretation making them very suitable for practical applications. For example, DEA and SFA

are applied by many countries for an incentive-based regulation of the energy sector (see Ja-

masb and Pollitt (2001)). In contrast, the interpretation of order-m and order-α results is more

complex. Due to these drawbacks of the stochastic nonparametric approaches this dissertation

relies on DEA and its extensions for environmental analyses. Of course, the problems of DEA,

in particular the bias of the estimates, are addressed in detail in the subsequent chapters.

1.3 Efficiency and environmental factors

Combining the fields of environmental economics and nonparametric efficiency analysis leads to

questions which provide challenges for both theoretical and applied research.
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• Should environmental factors be included in efficiency analysis?

• How can environmental factors be included in efficiency analysis?

• How can efficiency be measured in the presence of environmental factors?

The first question aims at the relevance of environmental aspects for efficiency analysis. The

valuation of whether a certain pollutant is relevant in terms of damaging the environment is

usually left to researchers in natural science. An example of such a debate is the question

whether global warming potentials are an adequate measure to aggregate greenhouse gases (see

O’Neill (2000) for a summary). For economists it is of interest whether the implications of an

efficiency analysis for decision making units change if emissions are included (see e.g. Färe et al.

(2012)). For example, a DMU might be found to be efficient in an analysis ignoring emissions

but very inefficient if emissions are accounted for.

If one decides to include emissions in the analysis the second question becomes important. Ap-

propriate ways to include emissions are proposed in numerous publications (see Scheel (2001),

Zhou et al. (2008a) and Liu et al. (2010) for surveys on this topic). This still ongoing discussion

results from the critical view of production economists on the way environmental economists

model production processes including environmental factors. In standard environmental eco-

nomic production models (see e.g. Cropper and Oates (1992)) emissions are included as an

additional input. This follows, because similar to an analysis of conventional inputs (e.g. capi-

tal) it is regarded as an improvement in the production process if emissions are reduced holding

all other factors constant. However, this treatment of emissions although sometimes also used

in nonparametric efficiency analysis (see e.g. Hailu and Veeman (2001)) is criticized by produc-

tion economists (see Färe and Grosskopf (2003)). They focus on modeling emissions in a way

that reflects the true production process while respecting physical limitations of the technology.

Both points are violated when including emissions as inputs. The first one because emissions

are the results of a production process. The second point is violated because treating emis-

sions as inputs and imposing the axioms by Shephard (1970) allows for implausible substitution

possibilities and physically impossible input-output combinations.10 The intention to conduct

efficiency analysis without violating basic physical laws connects this literature not only with

natural science but also to the economic discussion of physical limits to growth (see e.g. the

discussion between Daly (1997) and Solow (1997)).

If emissions are included in the analysis in a suitable way the third question becomes relevant.

As presented above efficiency in nonparametric models is often measured by using radial distance

functions. However, these distance functions were proposed at a time when environmental factors

were not an aspect of economic research. Since they are very inflexible in the way efficiency

is measured (all inputs or outputs are scaled equiproportional), they are not easily applied in

the case of environmental efficiency analysis. Therefore, more general measures of efficiency are

needed which are introduced in the next chapter.

10 These points will be discussed in more detail in the following chapters.
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1.4 Overview of the dissertation

The above stated questions form the basis of the research conducted in this dissertation which

comprises four pieces of economic analysis. In these studies empirical and theoretical questions,

both micro- and macroeconomically oriented, regarding the analysis of efficiency of decision

making units in the presence of undesirable outputs are addressed.

The production theoretical background of these analyses is discussed in the following chapter 2.

In this chapter we present formal descriptions of the production technologies as well as static

measures of efficiency and show how they can be estimated using nonparametric techniques.

Furthermore, dynamic approaches to analyze the productivity changes of DMUs allowing to

decompose efficiency and technical changes are introduced. The focus of this chapter lies on the

discussion of possibilities to extend methods applied to conventional inputs and outputs to the

analysis incorporating environmental factors.

Chapter 3 presents a study on the technical efficiency of automobiles which analyzes whether

the inclusion of carbon dioxide emissions has a significant effect on the efficiency of automobiles.

This inclusion is of particular importance because the emissions of automobiles have recently

gained large interest in the public debate regarding the limitation of carbon dioxide emissions.

Our analysis is conducted for an overall sample of 3961 cars. Dividing the sample into several

groups of cars (e.g. SUVs) and comparing the results for these groups we gain insights into their

relative performance and evaluate whether this changes if emissions are incorporated. Using

a separation approach allows us to decompose inefficiencies into group specific and individual

effects. By including emissions the analysis extents the existing literature on nonparametric

efficiency analysis of cars which does not account for them. Furthermore, we extend previous

research by correcting for the bias in nonparametric efficiency results and show that the previ-

ously obtained results tend to underestimate inefficiencies by focusing solely on special groups

of cars.

The fourth chapter presents a new approach to estimate environmental efficiency of DMUs in a

network DEA model. The proposed network technology consists of two stages, a production and

an abatement stage, with the emissions that result from the production of good outputs in the

production stage being reduced in the abatement stage. The inclusion of a physical constraint

on the technology, the so-called “materials balance condition” enables the analysis of this model

even if no data on the emissions before abatement are available. Moreover, a new measure for

environmental efficiency is proposed which can be used together with the two-stage model to

decompose environmental efficiency into efficiency of the production and the abatement stage.

Furthermore, inefficiencies due to network and stage effects can be distinguished. We also show

how this new measure is related to an existing approach to environmental efficiency which does

not account for network technologies or abatement activities. A comparison of our approach

to similar network models shows that they exhibit several drawbacks in the way the abatement

technology is modeled and the efficiency of the stages is measured. The applicability of this

new model is demonstrated by an analysis of coal-fired power plants in the United States with

regard to their emissions of sulfur dioxide (SO2).

Chapter 5 presents and compares different methods to obtain optimal directions for efficiency
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analyses. In contrast to the above mentioned radial distance functions, the directional distance

function (DDF) allows to specify a direction of the efficiency measurement separately for each

input and/or output by incorporating a directional vector. However, this vector has to be chosen

by the researcher and hence gives room for a large extend of subjectivity. In this study we mod-

ify an existing static approach to obtain directional vectors endogenously for an environmental

efficiency analysis. Moreover, we propose an extension to an analysis in a dynamic setting. Ap-

plying these methods to an efficiency evaluation of the major greenhouse gas emitting countries,

we explore reduction potentials for greenhouse gases due to existing inefficiencies and moreover

discuss how these potentials vary with the method to obtain the directional vectors.

Chapter 6 analyzes the influence of the Kyoto Protocol on the macroeconomic productivity

of European countries. Critics of the protocol argue that it allows for a “business-as-usual”

strategy to achieve the reduction targets and hence the countries do not face significant costs

associated with signing the protocol. In this chapter we address this critique by comparing

the productivity patterns of European countries. The European implementation of the Kyoto

Protocol, the EU Burden Sharing Agreement (EU-BSA), allows to differentiate two groups

of European countries with regard to whether they are assigned reduction targets or not. A

comparison of the productivity patterns for the groups before and after the signing of the

agreement is used to identify effects of the Kyoto Protocol. By focusing on the EU15 countries

this study addresses a shortcoming of previously conducted analyses which find statistically

significant differences in productivity growth due to the Kyoto Protocol. However, since these

works are based on very heterogeneous groups of countries we evaluate whether this finding

pertains in the more homogeneous group of European countries.

These four chapters all address unique research questions with regard to the efficiency of DMUs

in the presence of environmental factors. The analyses share a common methodological basis

which uses nonparametric techniques to estimate the production technologies and the efficiency

respectively productivity measures. Moreover, while the focus of all studies is concentrated

on environmental pollution they address this pollution as one part of a production process that

accounts for multiple inputs and outputs. Finally, the included pollutants are all associated with

pollution of the atmosphere. Therefore, all studies are related to the phenomenon of climate

change discussed above.11

11 In chapters 3, 5 and 6 greenhouse gases and carbon dioxide emissions are analyzed. In chapter 4 the empirical
example includes sulfur dioxide emissions which do not only cause acid rain but also contribute to climate
change (see Ward (2009)).
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2 General concepts

In this section we present the theoretical foundations and the methodology of nonparametric

efficiency analysis. We start by defining the conventional and the environmental production

technologies and show how they can be constructed using nonparametric techniques. After-

wards we present measures that can be used together with the nonparametric technologies to

estimate the efficiency of DMUs. Furthermore, we present methods for dynamic analyses of

efficiency and productivity. Our following presentation only gives a short summary of the most

important concepts. For more detailed discussions there exists a large amount of literature on

the microeconomic foundation of nonparametric efficiency analysis. Coelli et al. (2005) presents

an introductory treatment, while Färe et al. (1985) provides a more thorough presentation of

the theoretical concepts. Hackman (2008) combines theoretical discussions with examples from

engineering. The following presentation gears to Hackman (2008) regarding the production

theoretical methods and to Simar and Wilson (2008) for the nonparametric estimations.

2.1 Modeling the production technology

Consider a production process where m inputs x ∈ Rm+ are used to produce s outputs y ∈ Rs+.

The technology set of this process T ⊂ Rm+s
+ is the set of all feasible input-output combinations

(x,y) and can be defined as

T = {(x,y) ∈ Rm+s
+ : x can produce y}. (2.1)

This technology can be equivalently represented by the input correspondence L : Rs+ → 2R
m
+

with images

L (y) =
{
x ∈ Rm+ : (x,y) ∈ T

}
(2.2)

and the output correspondence P : Rm+ → 2R
s
+ with images

P (x) = {y ∈ Rs+ : (x,y) ∈ T}. (2.3)

The images of the input correspondence, L (y), are referred to as input requirement sets. They

contain all input combinations which are capable of producing the output vector y. Analogously,

the images of the output correspondence, P (x), are called output sets. An output set comprises

all output vectors y which can be produced from a given input vector x.

The technology set is assumed to satisfy the following axioms (see Färe and Primont (1995) for

a discussion of these axioms):

1. No free lunch: (x,y) 6∈ T if x = 0 ∧ y ≥ 0.

It is not possible to produce positive amounts of any output without using positive amounts

of at least one input.12

12 Note that here and in the following “≥” means that at least one element of the vector satisfies strict inequality
while “=” means that all elements of the vector can satisfy equality.
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2. Strong disposability of inputs: If (x,y) ∈ T and x′ = x then (x′,y) ∈ T .

For any given combination (x,y) the same amount of output is attainable by using more

inputs.

3. Strong disposability of outputs: If (x,y) ∈ T and y′ 5 y then (x,y′) ∈ T .

For any given combination of (x,y) it is possible to produce less output holding x constant.

4. Convexity: T is convex.

Convex combinations of observations are attainable, e.g. if (x1,y1) and (x2,y2) ∈ T then

(αx1, αy1) + ((1− α)x2, (1− α)y2) ∈ T ∀α ∈ [0, 1].

5. Closeness: T is a closed set.

The boundary of T is also part of the technology set.

For evaluating the efficiency of a DMU the upper boundary of the technology is of special

interest. It can be defined as

∂T = {(x,y) ∈ Rm+s
+ : (δx,y) /∈ T ∀ 0 5 δ < 1 ∧ (x, γy) /∈ T ∀ γ > 1}. (2.4)

This upper boundary is also called the frontier of the technology.

To estimate this technology nonparametric methods namely Data Envelopment Analysis can be

applied. Given a sample of n DMUs with input-output combinations

Xn = {(xi,yi) , i = 1, . . . , n} (2.5)

the DEA estimation of the technology set satisfying the axioms stated above reads as

T̂ =
{

(x,y) ∈ Rm+s
+ : x =Xλ,y 5 Y λ,λ = 0

}
. (2.6)

In this formulation X represents the m× n matrix of inputs and Y represents the s× n matrix

of outputs. λ denotes a n×1 vector of weight factors with λ positive but otherwise unrestricted

implying constant returns to scale (CRS) of the production process. To model variable returns

to scale (VRS) of the production technology the additional restriction 1Tλ = 1 needs to be

imposed on the estimation. Moreover, non-decreasing returns to scale (NDRS) may be imposed

by assuming 1Tλ = 1 and non-increasing returns to scale (NIRS) by imposing 1Tλ 5 1 (see

Banker et al. (1984)).13

The above defined technology describes a production process which transforms conventional

inputs into conventional outputs. However, in the case of an environmental efficiency analysis

the technology must also comprise the (unintended) production of factors which are damaging

the environment. In the following we refer to these factors as bad (or undesirable) outputs.

Consider the case in which the production process is associated with the emission of r pol-

lutants u ∈ Rr+, e.g. carbon dioxide. These bad outputs can not be simply incorporated as

another conventional output. The assumption of strong disposability of all outputs implies that

13 If the assumption of convexity of the technology set is removed, the DEA model collapses to the Free Disposal
Hull (FDH) model by Deprins et al. (1984).
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if (x,y,u) ∈ T then (x,y,0) ∈ T and hence the resulting technology would allow to produce

good outputs without producing any bad outputs. The possibility of complete abatement of

emissions without any costs is very unrealistic raising the question why emissions are observed

anyway. To exclude this possibility environmental economists often treat emissions as an addi-

tional input (see Cropper and Oates (1992)). As Färe and Grosskopf (2003) note, this leads to

a physically impossible technology. Given a fixed amount of conventional inputs and good out-

puts the assumption of strong disposability of inputs would allow to increase emissions without

limits. This, for example, would imply that a given amount of coal could be used to produce

infinite amounts of carbon dioxide. Moreover, as noted by Førsund (2009) the assumption of

strong disposability of inputs allows for substitution possibilities between conventional inputs

and emissions which are modeled as inputs. However, the possibility to increase the use of coal

while decreasing carbon dioxide emissions seems implausible.14

To overcome this problem different ways to incorporate emissions have been developed (see e.g.

Scheel (2001) for a summary). These can be roughly divided into methods transforming the

data and methods transforming the technology. The approaches that transform the data aim at

incorporating emissions in a way that the standard axioms on the technology presented above

not need to be modified. For example, Lovell et al. (1995) include the inverse of the emissions

as a conventional output. However, a more convenient way to model emissions transforms

the technology by introducing new axioms suitable to allow the technology to incorporate bad

outputs.

The environmental production technology TEnv ⊂ Rm+s+r
+ that accounts for the production of

undesirable outputs contains all feasible combinations of (x,y,u) and therefore can be defined

as

TEnv =
{

(x,y,u) ∈ Rm+s+r
+ : x can produce (y,u)

}
(2.7)

with input requirement sets

L (y)Env =
{
x ∈ Rm+ : (x,y,u) ∈ TEnv

}
(2.8)

and output sets

P (x)Env =
{

(y,u) ∈ Rs+r+ : (x,y,u) ∈ TEnv
}
. (2.9)

Shephard (1970) introduces the axiom of weak disposability of outputs. This axiom can be used

(see e.g. Färe and Grosskopf (1983)) to include bad outputs into the production technology.

8. Weak disposability of undesirable outputs:

If (x,y,u) ∈ TEnv and ηu 5 u with 0 5 η 5 1 then (x, ηy, ηu) ∈ TEnv.

Given the weak disposability assumption it is only possible to produce less of the undesirable

outputs if the amount of desirable outputs is decreased by the same proportion. Therefore, the

reduction of emissions is costly.

14 In the subsequent analysis including abatement processes in a network model we will show that such substitution
possibilities can exist indirectly.
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Together with the assumption of weak disposability of bad outputs, the good and bad outputs

are assumed to be null-joint:

9. Null-jointness: If (x,y,u) ∈ TEnv and u = 0 then y = 0.

The null-jointness assumption simply states that it is impossible to produce positive amounts

of desirable outputs without producing any undesirable outputs.

Given a sample of n DMUs with data on inputs, good outputs and bad outputs

XEnv
n = {(xi,yi,ui) , i = 1, . . . , n} (2.10)

the DEA technology considering emissions as undesirable outputs can be estimated as

T̂Env =
{

(x,y,u) ∈ Rm+s+r
+ : x =Xλ,y 5 Y λ,u = Uλ,λ = 0

}
(2.11)

where U is the r×n matrix of undesirable outputs with the equality constraint indicating weak

disposability. Assuming constant returns to scale allows to set the scaling factor η to 1 (see Färe

and Grosskopf (2003)). For a discussion of environmental DEA technologies assuming weak

disposability and variable returns to scale see Färe and Grosskopf (2009).

The above defined DEA technology exhibits null-jointness of good and bad outputs if the dataset

fulfills the conditions by Kemeny et al. (1956) applied to bad outputs (see Färe and Grosskopf

(2004)). These conditions are given by

U j.1 > 0 j = 1, . . . , r

1TU .i > 0 i = 1, . . . , n
(2.12)

with 1 denoting a r × 1 vector of ones. The first condition states that every bad output needs

to be to be produced by at least one DMU. The second condition states that every DMU has to

produce at least one bad output. To see that this assures null-jointness assume ũ = 0. Since by

the above given conditions each row and each column of U exhibits at least one strict positive

element the only feasible solution for the λ-values given ũ is 0.15 Therefore, y = Y λ = 0 as

well. Whether these conditions are met by the dataset can be simply checked by inspecting the

rows and columns of U (see Färe (2010)).

To illustrate the difference between the strong disposability and the weak disposability approach,

figure 2.1 depicts 3 DMUs (A,B,C). These DMUs are producing one good (y) and one bad

(u) output. Furthermore, it is assumed that all DMUs are using the same amounts of inputs.

Therefore, they can be included in one output set. Assuming strong disposability of both

outputs, the boundary of the output set is given by the horizontal and vertical extension through

point B and the output set itself is in the south-west direction of this boundary. Under weak

disposability of the undesirable output the boundary is given by 0AB and the vertical extension

to B.

15 This holds for the case of constant returns to scale. Given variable returns to scale the scaling parameter η
has to be set equal to zero.
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Figure 2.1: Strong and weak disposable output sets

2.2 Distance functions and efficiency evaluation

In contrast to neoclassical theory (see e.g the growth accounting approach to productivity mea-

surement) the above provided definition and estimation of the production technology does not

assume that all observed DMUs are located on the frontier of the technology. For example, in

the graphical example DMU C is located within the output set and hence can be regarded as

inefficient because given inputs more good outputs could be produced without increasing the

amount of bad outputs. DMU A is located on the frontier if the assumption of weak disposabil-

ity of bad outputs is imposed and therefore operates efficiently. Given the assumption of strong

disposability of bad outputs DMU A is located inside the technology and therefore operates

inefficiently.

To measure the efficiency of DMUs given a nonparametric technology various measures have

been proposed (see e.g. Cook and Seiford (2009) for an overview). One of the most frequently

applied measures given conventional nonparametric technologies are the radial Shephard distance

functions (see Shephard (1970)) which are the inverse of the the Farrell measures of technical

efficiency (see Farrell (1957)). The Shephard input distance function and the Farrell input

measure of technical efficiency can be defined as

1

DI (x,y)
= θ (x,y) = inf {θ : (θx,y) ∈ T} . (2.13)

Similarly, the Shephard output distance function and the Farrell measure of output efficiency
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can be defined as

1

DO (x,y)
= φ (x,y) = sup {φ : (x, φy) ∈ T} (2.14)

where DI (x,y) (DO (x,y)) denotes the Shephard input (output) distance function while θ (x,y)

(φ (x,y)) denotes the Farrell input (output) measure of technical efficiency.

These functions measure efficiency radially. Hence, given input orientation all inputs are re-

duced equiproportional until the frontier is reached. Similar, in the case of an output-oriented

measurement all outputs are increased equiproportional. A point in the technology is considered

input efficient (inefficient) if θ (x,y) = 1 (< 1) and output efficient (inefficient) if φ (x,y) = 1

(> 1). Moreover, assuming constant returns to scale of the technology

θ (x,y) =
1

φ (x,y)
(2.15)

holds (see Färe and Lovell (1978)).

Note that this definition of technical efficiency relies on the definition by Farrell (1957). Hence,

a DMU is efficient if no radial increases of outputs or decreases of inputs are possible. However,

a Farrell efficient point may not be efficient in the terms of Pareto (1909) and Koopmans (1951).

Given their definition a DMU is technical efficient if

{
(x,y) ∈ T ∧

(
x′,y

)
/∈ T ∀x′ ≤ x ∧

(
x,y′

)
/∈ T ∀y′ ≥ y

}
(2.16)

holds. In the literature of efficiency analysis the first concept is often referred to as weak efficiency

while the second is referred to as strong efficiency (see e.g. Briec (2000)). The differences in

inputs or outputs of a weak efficient point to a strong efficient point in the technology are called

slacks. They are addressed in non-radial models like the slacks-based measure (SBM) by Tone

(2001).

The distance functions specified above can be estimated using parametric and nonparametric

methods. For a comparison of these approaches see e.g. Coelli and Perelman (1999). The DEA

estimate of the Farrell output measure of technical efficiency φ̂ (xi,yi) for DMU i ∈ Xn can be

obtained by solving the linear programming problem

max
φ,λ

φ

s.t. xi = Xλ

φyi 5 Y λ

λ = 0

φ = 0.

(2.17)

Analogously, the DEA estimate of the Farrell input measure of technical efficiency θ̂ (xi,yi) can

be calculated as
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min
θ,λ

θ

s.t. θxi = Xλ

yi 5 Y λ

λ = 0

θ = 0.

(2.18)

Given that the observations in Xn fulfill the conditions by Kemeny et al. (1956) for all inputs

and outputs both linear programming problems are well-behaved and can be solved with the

conventional simplex algorithm.

The above defined distance functions can be used to evaluate efficiency in the case of conventional

inputs and outputs. In contrast, for measuring the efficiency in the presence of undesirable

outputs these methods are less suitable. To see this consider figure 2.1. Given that the efficiency

of DMU C is measured output-oriented a radial measure projects the DMU on point C ′ on the

frontier of the output set. This point is associated with a larger amount of good outputs but

also with more bad outputs. Therefore, if environmental aspects are taken into account reaching

this point does not indicate an efficiency enhancement.

A more flexible approach that allows to measure technical jointly with environmental efficiency

is the directional distance function (DDF) which has been proposed by Chambers et al. (1996)

based on the work by Luenberger (1992). While in Chambers et al. (1996) the DDF is presented

for an input-oriented measurement of efficiency, Chung et al. (1997) have extended it to an

output-oriented analysis including undesirable outputs. In this specification a vector

g =

(
gy

gu

)
∈ Rs+r (2.19)

is introduced that defines the direction of the efficiency measurement. Using this directional

vector the directional distance function is defined as

β (x,y,u; g) = ~DO (x,y,u; g) = sup
{
β :
(
x,y + βgy,u− βgu

)
∈ T

}
. (2.20)

where β is the efficiency measure stating by how much the desirable outputs can be increased in

the direction gy and simultaneously the undesirable outputs (e.g. emissions) can be decreased

in the direction gu, holding inputs constant, in order to reach the frontier. A DMU can be

classified as efficient if ~DO (x,y,u; g) = 0 and inefficient if ~DO (x,y,u; g) > 0. Given that bad

outputs are ignored and the direction of measurement is chosen as gy = y it can be shown (see

Chung et al. (1997)) that

~DO (x,y;y) =
1

DO (x,y)
− 1. (2.21)

Therefore, it can be also concluded that

1 + ~DO (x,y;y) = φ (x,y) . (2.22)
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For a DMU i ∈ XEnv
n the DEA estimate β̂ (xi,yi,ui; g) of the directional distance function can

be computed by solving the linear programming problem

max
β,λ

β

s.t. xi = Xλ

yi + βgy 5 Y λ

ui − βgu = Uλ

λ = 0

β = 0.

(2.23)

The directional vectors gy and gu are not predetermined but have to be chosen by the researcher.

In most application of the environmental directional distance function the used vectors are

gy = yi and gu = ui. Thus, the directional vectors for DMU i are given by the observed

amounts of good and bad outputs of this DMU. Therefore, all good and bad outputs are assigned

the same weight for the efficiency analysis and the reduction of bad outputs is regarded as an

equally important target as the increase of good outputs.

To illustrate the directional distance function consider again figure 2.1. As mentioned above

DMU C is located in the interior of the technology and therefore classified as inefficient. Using

directions gy = yC and gu = uC the reference point for DMU C is C ′′. Hence, to become efficient

C has to increase y and decrease u until the frontier point C ′′ is reached.

2.3 Dynamic analysis of efficiency and productivity

In the last section we have presented the nonparametric analysis given a sample of n DMUs

observed at one point in time. Dynamic approaches use panel data to estimate and analyze

changes in the productivity of DMUs over time. These changes may occur because DMUs

exhibit differences in their efficiency and/or the frontier of the technology has shifted.

To visualize this situation figure 2.2 depicts three DMUs (A,B,C) for two periods t and t + 1

that produce two good outputs y1 and y2. To keep the example as simple as possible it is

again assumed that all DMUs use the same amounts of inputs and in addition it is assumed

that no changes in the inputs have occurred between the two periods. Note that since we

visualize the production of two good outputs both outputs are assumed to be strong disposable.

Analyzing DMU C we observe that the productivity increased from period t to t + 1 because

in period t+ 1 the DMU produces a larger amount of both outputs given a constant amount of

inputs. Moreover, we find that the frontier has shifted outwards and hence technical progress

has occurred. Changes in the relative position of C to the frontiers indicate changes in the

efficiency.
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Figure 2.2: Productivity, efficiency and technical change

To analyze productivity changes and their sources using distance functions Caves et al. (1982)

have proposed the Malmquist index which name refers to earlier works on index numbers by

Malmquist (1953). Caves et al. (1982) developed two different versions of the index to measure

changes in the productivity by comparing the distance of a DMU to the frontier functions of two

periods (t and t + 1). The two versions of the index differ with regard to whether the frontier

of period t or the frontier of period t + 1 is used as the benchmark to analyze productivity

changes. The first version of the Malmquist index uses the technology of period t to construct

the reference frontier and can be defined as

Mt
(
xt,yt,xt+1,yt+1

)
=
Dt
O

(
xt+1,yt+1

)
Dt
O (xt,yt)

. (2.24)

In this notation the superscript for the index and the distance functions refers to the time period

of the reference technology while the subscripts for the inputs and outputs refer to the time

period of the analyzed input-output combination. Therefore, a mixed-period distance function

is, for example, given by Dt
O

(
xt+1,yt+1

)
. The index exhibits values larger (less) than 1 if the

productivity has increased (decreased) between two periods. In the above depicted example for

DMU C this index can be calculated as

Mt
(
xt,C ,yt,C ,xt+1,C ,yt+1,C

)
=

>1︷ ︸︸ ︷
0Ct+1/0c

0Ct/0a︸ ︷︷ ︸
<1

> 1. (2.25)

The second version of the Malmquist index uses the technology of period t+ 1 to construct the
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frontier. This Malmquist index can be defined as

Mt+1
(
xt,yt,xt+1,yt+1

)
=
Dt+1
O

(
xt+1,yt+1

)
Dt+1
O (xt,yt)

. (2.26)

For DMU C in the above depicted example this index can be calculated as

Mt+1
(
xt,C ,yt,C ,xt+1,C ,yt+1,C

)
=

<1︷ ︸︸ ︷
0Ct+1/0d

0Ct/0b︸ ︷︷ ︸
<1

> 1. (2.27)

Since the distance of point Ct+1 to the frontier of period t + 1 is smaller than the distance of

point Ct the ratio of the distance functions is larger than one.16

The two versions of the Malmquist index do not necessarily provide the same results and it is

not clear which frontier function is relevant for the analysis. Therefore, Färe et al. (1992) have

proposed to use the geometric mean of the two indices (similar to the Fisher (1922) ideal index)

to measure productivity changes. This version of the Malmquist index reads as:

Mt,t+1
(
xt,yt,xt+1,yt+1

)
=

[
Dt
O

(
xt+1,yt+1

)
Dt
O (xt,yt)

·
Dt+1
O

(
xt+1,yt+1

)
Dt+1
O (xt,yt)

]1/2
(2.28)

Färe et al. (1992) also provide a decomposition of this index into technical change

MTecht,t+1 =

[
Dt
O (xt,yt)

Dt+1
O (xt,yt)

·
Dt
O

(
xt+1,yt+1

)
Dt+1
O

(
xt+1,yt+1

)]1/2 (2.29)

which captures shifts in the frontier and efficiency change

MEfft,t+1 =
Dt+1
O

(
xt+1,yt+1

)
Dt
O (xt,yt)

. (2.30)

which captures changes of the relative position to the frontier. Improvement of efficiency and

technical progress are indicated by values larger than one of the associated measures while values

lower than one indicate efficiency decrease and technical regress. For DMU C this decomposition

would read

Mt,t+1
(
xt,C ,yt,C ,xt+1,C ,yt+1,C

)
=

[
0Ct/0a

0Ct/0b
· 0Ct+1/Oc

0Ct+1/0d

]1/2
︸ ︷︷ ︸

>1

· 0Ct+1/0d

0Ct/0a︸ ︷︷ ︸
<1

> 1. (2.31)

The productivity of DMU C has increased although its efficiency declined because technical

progress overcompensated the efficiency decrease.

Given the assumption of variable returns to scale several further decompositions of the Malmquist

16 In terms of the Shephard output distance function a smaller distance leads to a larger value which is closer to
one.
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index are possible (see Grosskopf (2003) for an overview). However, in this case the mixed-period

distance functions may not have a solution and hence the Malmquist index may not be com-

putable.

For a dynamic analysis of productivity in the the presence of undesirable outputs Chung et al.

(1997) have proposed an extension of the conventional Malmquist index and named it Malmquist-

Luenberger index. This index is based on the directional distance function presented above and

can be defined as

MLt,t+1 =

[
1 + ~Dt

O (xt,yt,ut; gt)

1 + ~Dt
O

(
xt+1,yt+1,ut+1; gt+1

) · 1 + ~Dt+1
O (xt,yt,ut; gt)

1 + ~Dt+1
O

(
xt+1,yt+1,ut+1; gt+1

)]1/2 . (2.32)

Similar to the Malmquist index it can be decomposed into technical change

MLTecht,t+1 =

[
1 + ~Dt+1

O (xt,yt,ut; gt)

1 + ~Dt
O (xt,yt,ut; gt)

·
1 + ~Dt+1

O

(
xt+1,yt+1,ut+1; gt+1

)
1 + ~Dt

O

(
xt+1,yt+1,ut+1; gt+1

) ]1/2 (2.33)

and efficiency change

MLEfft,t+1 =
1 + ~Dt

O (xt,yt,ut; gt)

1 + ~Dt+1
O

(
xt+1,yt+1,ut+1; gt+1

) . (2.34)

In order to shorten the notation, the arguments of the ML index and its components(
xt,yt,ut,xt+1,yt+1,ut+1; gt, gt+1

)
are suppressed in these expressions.

Depending on the specified directional vector the directional distance function may not have a

solution (see e.g. Briec and Kerstens (2009)). Hence, in contrast to the Malmquist index the

Malmquist-Luenberger index may not be computable even if the technology exhibits constant

returns to scale. Estimations of both indices can be obtained by replacing the distance functions

with their nonparametric estimators.
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3 Technical efficiency of automobiles†

3.1 Motivation

The problem of global warming due to anthropogenic emissions of greenhouse gases as presented

in the introduction of this dissertation has gained large public attention in recent years leading

to a thrust in political activities to set environmental targets. Sustaining leadership in environ-

mental standards, the European Commission started a program to limit average emissions of

carbon dioxide of new cars to 130 g/km (Commission of the European Communities (2007)).

This program recognizes the important contribution of the transport sector to the overall emis-

sions of greenhouse gases. According to the European Environment Agency (2011b) 17.5% of

all greenhouse gas emissions in Europe in 2010 were caused by road transportation. In partic-

ular, the use of passenger cars contributes to 12% of the overall carbon dioxide emissions (see

Commission of the European Countries (2007, p. 2)). Moreover, from a dynamic point of view

the development of emissions is very problematic. While the CO2 emissions of other sectors like

energy production or manufacturing have decreased in Europe since 1990 (see Krautzberger and

Wetzel (2012)) emissions of road transportation increased by 23% between 1990 and 2009 (see

European Environment Agency (2011b)).

These numbers show the importance of accounting for the emission of carbon dioxide when

evaluating and comparing the efficiency of automobiles. However, when analyzing the efficiency

of different cars the literature often presents comparisons of ratios of the emitted amount of

CO2 to a single specific car characteristic. For example, Sullivan et al. (2004) use the ratio

of carbon dioxide to the weight of the car to compare gasoline and diesel automobiles. Zervas

(2009) presents an analysis of CO2 and various car characteristics but again different cars are

only compared with regard to the ratios of the emissions to each of the characteristics. This

approach therefore does not present an analysis of the overall efficiency of automobiles when

accounting for the emission of CO2.

In contrast, nonparametric efficiency analysis allows to evaluate the performance of different

cars accounting for multiple inputs and outputs. Papahristodoulou (1997), Fernandez-Castro

and Smith (2002), Staat et al. (2002), Oh et al. (2010) and Cantner et al. (2012) provide analyses

of car efficiency but limit their focus on conventional inputs (e.g. fuel consumption, price etc.)

and outputs (e.g. top speed, engine power etc.).17 Environmental factors are included in the

nonparametric analyses of sport utility vehicles (SUVs) by Kortelainen and Kuosmanen (2007)

and Kuosmanen and Kortelainen (2007). However, both studies focus solely on environmental

efficiency and do not present an analysis of technical efficiency. Los and Verspagen (2009) present

a dynamic analysis of cars in the United Kingdom including carbon dioxide but due to data

limitations they include only a single technical feature (engine capacity) of the cars. González

et al. (2012) use DEA to analyze automobiles in Spain including carbon dioxide emissions. They

aim at finding the lowest price given the technical characteristics of the car under evaluation.

Hence, this analysis is conducted focusing solely on the market performance of cars.

† This chapter is based on Hampf and Krüger (2010).
17 Studies that conduct nonparametric analyses of other vehicle types also ignore emissions. See Odeck and

Hjalmarsson (1996) for an efficiency analysis of trucks and Stokes and Claar (2004) for an analysis of tractors.
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In this study we follow the previous literature by conducting a nonparametric analysis of the

efficiency of automobiles incorporating multiple inputs and outputs. However, our approach

differs in several important aspects. Firstly, we estimate the efficiency including carbon dioxide

emissions as a weak disposable output as discussed in the previous chapter. This allows to

measure efficiency taking account of both technical as well as environmental targets and thereby

obtaining a more differentiated view of the efficiency of cars. Secondly, we use bootstrapping

methods to correct for the bias in nonparametric efficiency estimates (see Simar and Wilson

(1998)) and we show that ignoring this bias as done in the existing literature leads to an under-

estimation of the inefficiency of cars. Thirdly, to gain more insights into the relative performance

of specific groups of cars which differ with regard to certain characteristics e.g. with respect

to the engine type (gasoline, diesel or natural gas) we apply the frontier separation approach

first introduced by Charnes et al. (1981). This approach allows to disentangle group specific and

individual specific inefficiencies while comparing groups of automobiles.

In the following section we present the theoretical background of our analysis. This section

extends the discussion of the general concepts in the previous chapter by introducing the frontier

separation approach, a test to compare the group results and the bootstrapping methodology

to correct the bias in nonparametric efficiency estimates.

3.2 Theoretical concepts for the analysis of automobiles

3.2.1 The frontier separation approach

One possibility to rank the efficiency of different groups of observations is to use the efficiency

results obtained by an analysis of the overall dataset and compare them across groups or alter-

natively between a group and the remaining observations. A drawback of this approach is that

the results of the analysis can be due to either within-group or between-group differences.

u

y

A

B

0

Figure 3.1: Weak disposable output set with two groups of DMUs

To illustrate this point, figure 3.1 shows a weak disposable output set that consists of two

groups of observations (group 1 denoted by ◦ and group 2 denoted by •). Since the frontier
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is constructed only by observations from group 2 (the points A and B) one could characterize

group 2 as being more efficient than group 1. But if one compares the overall efficiency measures

this result might be overruled since several observations from group 2 are located far below the

frontier while the observations of group 1 lie close to the boundary. Hence, although no DMU

of group 1 is classified as efficient this group might be indicated as more efficient.

To evaluate whether differences in the performance of a group depend on group or individual

aspects we apply the frontier separation approach of Charnes et al. (1981) in a variant proposed

by Portela and Thanassoulis (2001). In this approach, the overall efficiency score of a DMU

estimated using the whole dataset is split into two components, the managerial efficiency and

the program efficiency. While the managerial efficiency indicates the inefficiency of a DMU

relative to its group frontier (the individual inefficiency), the program efficiency indicates the

difference between the group frontier and the overall frontier (the group specific inefficiency).18

The efficiency scores of the DMUs can therefore be decomposed as

φ(x,y)Ov = φ(x,y)Ma · φ(x,y)Pr (3.1)

1 + β(x,y,u; g)Ov = (1 + β(x,y,u; g)Ma) · (1 + β(x,y,u; g)Pr) (3.2)

where the subscripts “Ov”, “Ma” and “Pr” denote the overall, managerial and program efficiency.

Note that we have presented the decomposition for the Farrell output measure of technical

efficiency and the directional output distance function because these functions will be applied

in the subsequent analysis. The addition of unity to the directional distance function serves

to make the results comparable with those of the Farrell measure (see the chapter on general

concepts).

u

y
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B

0

C

D

C′

C′′

a

Figure 3.2: Frontier separation approach

To illustrate this approach figure 3.2 shows the weak disposable output set of figure 3.1. The

depicted analysis includes an undesirable output u therefore the efficiency is measured using

18 We use the terminology of managerial and program efficiency because it is common in the literature of the
frontier separation approach (see Thanassoulis et al. (2008)) although it does not completely apply to the
analysis of cars.
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the directional distance function. The arrows indicate that the efficiency is measured using the

direction gy = y and gu = 0. The boundary of the overall output set is given by 0AB and the

vertical extension to B. Thus, the overall efficiency result of C is aC′′

aC
. If C is compared only to

its own program, the DMUs belonging to group 1 become irrelevant and the boundary is given

by 0D and the vertical extension to D. The efficiency score for C is then given by aC′

aC
. This is

called the managerial efficiency since it expresses all inefficiency that is not based on program

differences. The program efficiency is given by the difference between the two boundaries and

can be estimated as the residual of the overall and the managerial efficiency, aC′′

aC
· aC
aC′

= aC′′

aC′
.

The above presented decomposition of the efficiency results allows for a more detailed comparison

of the different groups of automobiles. To evaluate whether potential differences are statistically

significant we apply a test for stochastic dominance which is presented in the next section.

3.2.2 Testing for stochastic dominance

The statistical literature provides numerous tests for group comparison e.g. parametric ones

like the standard t-test or nonparametric ones like the Wilcoxon ranksum test (see e.g. Sheskin

(2007) for an overview). Usually, the efficiency estimates are non-normally distributed since

e.g. the Farrell efficiency measures are bounded at unity and a spurious mass of observations

can be found at this boundary. Therefore, the standard t-test can not be applied validly to

nonparametric efficiency estimates. Other authors (e.g. Brockett and Golany (1996)) apply

nonparametric, rank-based tests for the comparison. The use of these tests in the context of

nonparametric efficiency analysis is criticized by Simpson (2005, 2007). Simar and Zelenyuk

(2006) propose an application of the test by Li (1996) to a DEA analysis but this test does only

compare whether two distributions are equal or not. It does not provide evidence whether the

efficiency scores for one group are larger or lower than the results of another group. Therefore,

we apply a test of stochastic dominance proposed by Barrett and Donald (2003) which is not

rank-based, does not impose distributional assumptions on the efficiency estimates and allows

to analyze groups in terms of lower or larger efficiency results.

Stochastic dominance plays an important role in risk and decision theory but is of general appli-

cability for one-sided comparisons of random variables. Several notions of stochastic dominance

can be distinguished (see Levy (1992)). Here, we rely on the concepts of first-order stochas-

tic dominance (FSD) and second-order stochastic dominance (SSD). According to first-order

stochastic dominance a (real-valued) random variable V stochastically dominates another ran-

dom variable W if the cumulative distribution function (CDF) of V is completely below that of

W over the whole support. Formally, V �FSD W if FV (z) ≤ FW (z) at all points z in the common

support of V and W with strict inequality for some z. Second-order stochastic dominance is less

strict in relying on the area below the CDF of V (up to a certain upper bound t) being smaller

than the area below the CDF of W (up to the same t). If this requirement is satisfied for all t

in the common support of V and W then we say that V second-order stochastically dominates

W . Formally, V �SSD W if
∫ t
−∞ FV (z)dz ≤

∫ t
−∞ FW (z)dz for all t ∈ R and strict inequality for

some t.
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From these definitions it is clear that FSD implies SSD but not vice versa. Since FSD is a very

demanding concept it is important to have a less demanding one such as SSD.19 Examples of

first- and second-order stochastic dominance are given in figure 3.3. In the left graph V �FSD W

because FV (z) lies completely below FW (z). In the right graph V �SSD W because the area in

which FV (z) lies above FW (z) is smaller than the area in which FV (z) lies below FW (z).
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Figure 3.3: Examples of first- and second-order stochastic dominance

For taking these concepts to the data, we rely on statistical measures and the bootstrapping pro-

cedure proposed by Barrett and Donald (2003). We suppose to have two samples of observations

for V (vi with i = 1, . . . , nV ) and W (wi with i = 1, . . . , nW ). In our specific application these

are, for example, the efficiency measures of the cars pertaining to different groups. Testing FSD

requires estimating the CDFs by their corresponding empirical distribution functions (EDF)

F̂V (z) = n−1V

nV∑
i=1

I(vi ≤ z) and F̂W (z) = n−1W

nW∑
i=1

I(wi ≤ z) (3.3)

with I(.) denoting the usual indicator function and using the Kolmogorov-Smirnov-type test

statistic

D̂FSD = max
z
{F̂V (z)− F̂W (z)} (3.4)

19 In a productivity context Delgado et al. (2002) as well as Fariñas and Ruano (2005) use first-order stochastic
dominance to compare productivity distributions of Spanish manufacturing firms. Second-order stochastic
dominance is not applied in that context as far as we are aware of.

26



3 Technical efficiency of automobiles

to test the null hypothesis H0 : V �FSD W against the alternative H1 : W �FSD V . In our

implementation this statistic is evaluated over an equally spaced grid of 100 points for z spanning

the whole range of all observations. The null hypothesis is rejected in favor of the alternative for

large values of the test statistic. We compute the p-values from the finite sample distribution

approximated by B = 2000 bootstrap replications.20 The application of the bootstrap here

amounts to resample B times with replacement from the joint sample (v1, . . . , vnV
, w1, . . . , wnW

)

and then to compute the test statistic repeatedly, resulting in D∗FSD,1, ..., D
∗
FSD,B. Resampling

from the joint sample simulates the test statistics under the equality of the distributions. As

Abadie (2002, p. 287) notes, this mimics the least favorable case for the null hypothesis stated

above. The p-value of the test is subsequently computed as the fraction of the bootstrap statistics

exceeding the statistic D̂FSD computed from the original samples, i.e. by the formula

p =
1

B

B∑
b=1

I(D∗FSD,b > D̂FSD). (3.5)

Note that not rejecting the null hypothesis does not reveal whether the distributions are equal

or V �FSD W . Therefore, one has to test whether the converse hypothesis is rejected. If this is

the case then V �FSD W . Otherwise, FV (z) = FW (z). Moreover, rejecting the null hypothesis

does not allow to conclude W �FSD V because when the distributions cross the null hypothesis

would be also rejected. Only if the converse null hypothesis is not rejected we can conclude

W �FSD V . If this test also rejects the null hypothesis then the distributions cross and a test

for second-order stochastic dominance needs to be applied. Figure 3.4 presents an overview of

the testing procedure and possible results of the test for first-order stochastic dominance.

Testing SSD affords the computation of the empirical analogs of the integrals appearing in the

definition. Subjecting these integrals to partial integration we get∫ t

−∞
FV (z)dz =

∫ t

−∞
(t− z)dFV (z) and

∫ t

−∞
FW (z)dz =

∫ t

−∞
(t− z)dFW (z) (3.6)

with the empirical analogs

ĜV (z) = n−1V

nV∑
i=1

(z − vi)I(vi ≤ z) and ĜW (z) = n−1W

nW∑
i=1

(z − wi)I(wi ≤ z). (3.7)

As a test statistic for testing the null hypothesis H0 : V �SSD W against the alternative

H1 : W �SSD V we now compute

D̂SSD = max
z
{ĜV (z)− ĜW (z)} (3.8)

and reject the null hypothesis for large values of the test statistic. Again 2000 bootstrap repli-

cations are computed according the procedure outlined above and the p-value is computed

analogous to (3.5).

20 For applied references on bootstrapping see Davison and Hinkley (1997) or Efron and Tibshirani (1993).
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H0 : V �FSD W
H1 : W �FSD V

H0 : W �FSD V
H1 : V �FSD W

FV (z) and FW (z)
cross

H0 rejected H0 rejected

W �FSD V
H0 not rejected

H0 : W �FSD V
H1 : V �FSD W

V �FSD W

H0 not rejected

H0 rejected

FV (z) = FW (z)
H0 not rejected

Figure 3.4: Structure of the test by Barrett and Donald (2003)

3.2.3 Bootstrapping the efficiency scores

By construction the technology set estimated by nonparametric methods is a subset of the true

but unknown technology. Therefore, the obtained output-oriented efficiency measures are biased

downwards (see Simar and Wilson (2000) for an overview of this problem). Simar and Wilson

(1998) propose a bootstrap algorithm to estimate the bias and to correct the efficiency results.

This approach simulates the data generating process (DGP) by first using the distance function

estimates to place all observations on the frontier. Random deviations from the frontier are then

used to generate bootstrap samples. For each observation in the original sample the distance

to the original frontier and to the frontiers of each of the bootstrap samples is calculated. The

average difference in the distance to the bootstrapped frontiers and to the original frontier is

used as an estimation of the bias in the efficiency score. In the following we present this approach

in more detail. Our description of the algorithm for the directional distance function results is

geared to the presentation in Simar and Wilson (2008, p. 462). It can be analogously applied

to the Farrell output measure of technical efficiency. The algorithm can be summarized by the

following steps:

1. Estimate the directional distance functions using the original data set XEnv
n resulting in

β̂i = β̂(xi,yi,ui; g) ≥ 0 for i = 1, . . . , n.

2. Select the bandwidth parameter h by cross validation (i.e. by the function eff.bw() from

the FEAR package for R applied to β̂i + 1 , i = 1, . . . , n).21

3. Draw δ∗1 , . . . , δ
∗
n with replacement from the set

{
β̂1, . . . , β̂n,−β̂1, . . . ,−β̂n

}
imposing the

21 See Wilson (2008) for the documentation of the package.
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reflection around the boundary of zero here.

4. Draw ε∗1, ..., ε
∗
n as independent standard normal variates and compute δ∗∗i = δ∗i + hε∗i for

i = 1, . . . , n.

5. Compute δ∗∗∗i = δ̄∗ + (1 + h2σ̂−2δ )−1/2 · (δ∗∗i − δ̄∗) with δ̄∗ = n−1
∑n

i=1 δ
∗
i and σ̂2δ = (n −

1)−1
∑n

i=1(δ
∗
i − δ̄∗)2. Then compute β∗i = |δ∗∗∗i | for i = 1, . . . , n to remove the reflection.

6. Create the bootstrap sample XEnv∗
n = {(xi,y∗i ,u∗i ), i = 1, . . . , n} with y∗i = (1+β̂igy)/(1+

β∗i gy) · yi and u∗i = (1− β̂igu)/(1− β∗i gu) · ui for i = 1, . . . , n.

7. Compute the DDF efficiency measures β̂∗i = β̂∗i (xi,yi,ui; g) for the data point (xi,yi,ui),

i = 1, . . . , n, and the reference set XEnv∗
n .

8. Repeat steps 3 to 7 B times to obtain the bootstrap estimates
{
β̂∗bi, b = 1, . . . , B

}
.

These bootstrap estimates can be used to calculate the bias of the efficiency estimate for an

observation i as

b̂iasB

(
β̂i

)
=

1

B

B∑
b=1

[
β̂∗bi − β̂i

]
. (3.9)

The bias corrected estimate then reads as

β̂BC
i = β̂i − b̂iasB

(
β̂i

)
(3.10)

However, since the bias correction leads to additional noise we correct for it only if∣∣∣b̂iasB

(
β̂i

)∣∣∣
σ̂
β̂∗bi

>
1√
3

(3.11)

holds where σ̂
β̂∗bi

is the estimated standard deviation of the bootstrap estimates of the directional

distance function.22 Furthermore, when applying the frontier separation approach we correct

the results for the managerial efficiency only if the bias corrected managerial efficiency result

is lower than the overall efficiency results. Otherwise, we would obtain a program efficiency

smaller than one and thus the theoretically implausible result that the group frontier would be

located above the overall frontier.

In the following section we present the efficiency analysis of the automobiles. After discussing

the data used in the study and the applied efficiency measures we will present the results for

both the overall sample as well as the different groups analyzed.

3.3 Efficiency analysis of the automobiles

3.3.1 Data of the automobiles

The data for the automobiles including the emissions of carbon dioxide are collected from the

“ADAC Autokatalog 2010” (ADAC (2010)) which is an continuously updated database published

22 See Efron and Tibshirani (1993) for a discussion of the additional noise problem and the threshold 1√
3
.
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online by the German automobile club ADAC. It contains data for 55 car producers with 403

product lines and 9256 model variants that are sold in Germany.23 Since many of these variants

only differ in aspects that are not relevant for our analysis (e.g. optional equipment like airbags)

we eliminate these duplets resulting in 3961 remaining observations. These cars have been

divided into 7 vehicle classes according to some of their characteristics (e.g size, price etc., see

ADAC (2009)).24 Since some of these classes only contain very few observations we aggregate

them to 3 main classes:

• Compact class (combining “Microwagen”, “Kleinstwagen” and “Kleinwagen”)

• Middle class (combining “Untere Mittelklasse” and “Mittelklasse”)

• Upper class (combining “Obere Mittelklasse” and “Oberklasse”).

These three classes refer to the general structure of the automobile market and we will use

the frontier separation approach to compare the performance of cars belonging to the different

classes. We expect the compact cars to be more efficient as the middle and upper class vehicles

because we assume that the additional luxury equipment lowers the technical and environmental

performance hence resulting in a trade-off.

Beside the car classes we also analyze the following groups:25

• Engine type (differentiating cars with gasoline, diesel and natural gas engines)

• Sport utility vehicles (SUVs).

The analysis of engine types is interesting because diesel and natural gas engines cars are often

found to produce less emissions compared to gasoline cars (see Eberle (2008)). In our analysis we

will check whether this leads to increased efficiency if multiple inputs and outputs are accounted

for. We do not analyze hybrid cars separately because there is only a very small number of

observations (14) present in our dataset (see Choi and Oh (2010) for an analysis of hybrid cars).

The SUVs are of special interest since their market share in Europe increased during the last

years (see Zervas (2010)) while their environmental performance is questionable (see Plotkin

(2004)).

The literature on nonparametric efficiency analysis of automobiles is very heterogeneous in terms

of the analyzed datasets and the included variables. To determine which inputs and outputs

we use in our analysis we consider a highly stylized conception of a car which orients at Pa-

pahristodoulou (1997). We assume that the car is bought (input variable: price) to transport a

load (output variable: payload) which in combination with the engine power (output variable:

engine power) and the weight (input variable: net weight) leads to the acceleration (input vari-

able: acceleration) and the final top speed (output: top speed) of the car.26 This transportation

process requires fuel (input variable: fuel consumption) and produces carbon dioxide emissions

23 In this study we use the same terminology as in Cantner et al. (2012) (see table A.1 in appendix A for an
example).

24 These classes are: Microwagen, Kleinstwagen, Kleinwagen, Untere Mittelklasse, Mittelklasse, Obere Mittel-
klasse and Oberklasse.

25 Note that the groups are not disjoint, e.g. cars with gasoline engines also belong to one of the car classes.
26 Acceleration is included as an input because it is measured in seconds needed to accelerate the car from 0 to

100 km/h. Hence, a lower value of the variable is associated with a larger acceleration.
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(undesirable output variable: CO2). We limit our research focus on this technical view of an

automobile as plainly providing transportation services and ignore variables like luxury equip-

ment (e.g air conditioner) because the incorporation of qualitative variables in DEA or DDF

analyses is problematic (see e.g. Dyson et al. (2001)) and the input variable price captures these

features. Table 3.1 contains some descriptive statistics of the variables used in our study.

Table 3.1: Descriptive statistics of the automobile data

Min. 1. Qu. Median Mean 3. Qu. Max. SD

Inputs

Price [e] 6990 20890 28860 36871 39990 523838 36812.72
Fuel consumption [l/km] 3.3 5.9 7.1 7.53 8.6 21.3 2.40
Net weight [kg] 825 1355 1545 1562 1730 2855 312.56
Acceleration [s] 3.2 8.1 10.2 10.29 12.2 23.6 3.14

Outputs

Engine power [PS] 52 109 145 172.4 200 670 95.59
Top speed [km/h] 135 180 200 204 226 340 33.39
Payload [kg] 115 425 484 496.4 547 1160 127.60

Undesirable output

CO2 [g/km] 87 147 172 183 205 495 53.74

It is evident from the descriptive statistics that our dataset covers a wide range of different

car types comprising low-budget cars and luxury vehicles (price varying from 6990e (Dacia

Sandero) to 523838e (Maybach)) as well as small city cars and SUVs (payload varying from 115

kg (Daihatsu Copen) to 1160 kg (Ford Ranger)). Interestingly, less than 25% of the cars achieve

the emission target set by the European Union which limits CO2 emissions to 130 g/km.

3.3.2 Measures to evaluate the efficiency of automobiles

In our subsequent analysis we will evaluate the efficiency of automobiles applying three different

measures. To compare our results to the previous literature we start by conducting an analysis

ignoring the carbon dioxide emissions. In this case we will use the Farrell output measure of

technical efficiency (φ(x,y)) to estimate the efficiency. We apply an output-oriented measure

to make the results comparable to those obtained using a directional distance function when

emissions are included as the single bad (weak disposable) output. We apply the directional

vector

gO =

[
y

0

]
(3.12)

to measure the efficiency in the presence of the additional constraint of the undesirable output.

Comparing the results to φ(x,y) allows to measure the influence of the undesirable outputs on
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the efficiency results. Finally, a second directional vector

gUO =

[
y

u

]
(3.13)

is used to measure the efficiency of cars if the reduction of emissions is regarded as an equally

important target as the increase of conventional outputs. This measure can be compared to

the results obtained with the vector gO to evaluate whether a trade-off between technical and

environmental targets exists.

3.3.3 Results for the overall sample of automobiles

In this section we present and discuss the results for the three efficiency measures presented

for the overall sample of 3961 automobiles. Descriptive statistics for the results can be found

in table 3.2 and density plots which provide a graphical visualization of the results can be

found in figure 3.5. To shorten the notation in the tables and figures we have abbreviated the

bias corrected distance estimates as ρ̂ for the Farrell output measure of technical efficiency, β̂O

for the directional distance function using vector gO and by β̂UO for the directional distance

function using vector gUO. To make the results for the Farrell measure and the directional

distance function comparable we present the latter with an added value of one (see the chapter

on general concepts for the relationship between Farrell measures, Shephard distance functions

and the directional distance function).
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Figure 3.5: Density functions of the efficiency measures (overall sample)
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Table 3.2: Descriptive statistics of the efficiency measures (overall sample)

Efficiency measure Min. 1. Qu. Median Mean 3. Qu. Max. SD

ρ̂ 1.0093 1.1294 1.2081 1.2354 1.3052 2.1201 0.1473

1 + β̂O 1.0135 1.1207 1.1959 1.2240 1.2921 2.0129 0.1411

1 + β̂UO 1.0136 1.0918 1.1345 1.1449 1.1873 1.4589 0.0690

The results for the analysis excluding the carbon dioxide emissions show that the inefficiency of

cars ranges from 0.93% (VW Polo 1.2 TSI Comfortline) to 112.01% (Nissan Patrol 3.0 Di SE

Automatik) with the average inefficiency being 23.54%. Hence, the average car has to increase

all its outputs by 23.54% holding inputs constant to become efficient. Due to the bias correction

of the efficiency scores no car is indicated as fully efficient (ρ̂ = 1). The bias corrected efficiency

estimates are on the average 2.9% larger than the non-corrected efficiency scores. This shows

that not accounting for the bias leads to a non-neglible underestimation of the inefficiency of

the cars. However, comparing the bias with the descriptive statistics we find that while the

magnitude is non-neglible the results are not crucially driven by the bias.

Comparing our findings with the results obtained in previous studies is somewhat difficult since

the literature mentioned in the introduction of this study is very heterogeneous in terms of ana-

lyzed datasets, selected variables and applied efficiency measures. The two most related studies

are Papahristodoulou (1997) and Cantner et al. (2012). Both studies analyze cars using German

data. Papahristodoulou (1997) uses data obtained from the automobile magazine “Auto, Mo-

tor und Sport” applying an input-oriented DEA analysis while Cantner et al. (2012) focus on

compact class cars using the order-m method to analyze data from the “ADAC”, the same data

source as in our analysis. Comparing our results with the results of these two studies we find

substantially larger inefficiencies.27 Papahristodoulou (1997) finds that the minimal efficiency

in his analysis is 85%. Hence, the maximal inefficiency is 15%. In our analysis the inefficiency

is at the average 23.54%. Cantner et al. (2012) obtain a mean technical inefficiency of 6.6%

for the year 2005. Comparing these differences with the magnitude of the bias in our study

shows that the bias correction alone can not explain the large differences. Moreover, the bias

correction is only a difference to the approach by Papahristodoulou (1997) since the order-m

approach applied in Cantner et al. (2012) does not lead to biased results. To compare whether

our results are due to a different model specification we also reestimated the efficiency using

the specification in Cantner et al. (2012). The inefficiencies obtained in this analysis were even

larger than those obtained in our model.28 To explain the differences in the efficiency results we

emphasize the significant larger number of observations included in our dataset. This follows

for two reasons. Firstly, Cantner et al. (2012) focus on compact class cars and exclude all other

types of cars. However, as we will show below focusing on compact class cars also reveals large

inefficiencies. Moreover, the group efficiency of the compact class cars is very high. Therefore,

27 Note that this also holds if we compare our results with those of less comparable studies like Oh et al. (2010).
28 We also estimated our specification using the order-m method and also found larger inefficiencies. Moreover,

Cantner et al. (2012) find that the inefficiency of cars in the German market is very stable over different
time periods. Therefore, the different year for which the analysis was conducted can not explain the large
differences.
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the additionally covered car classes do not largely effect the results. Secondly, we only exclude

dupletts that do not differ with respect to variables not included in the analysis. In Cantner

et al. (2012) the cars are aggregated on the “car model” level. Hence, efficiency differences due

to differences in model variants are not included in this analysis and the amount of observations

in the compact class is about two thirds of our number. The large difference in the inefficiency

shows that this aggregation of the data leads to an analysis that does not reveal all possibilities

to increase the efficiency of the cars.

Table 3.3: Tests of first-order stochastic dominance (overall dataset)

H0 p-value

ρ̂ �FSD 1 + β̂O 0.999

1 + β̂O �FSD ρ̂ 0.003

ρ̂ �FSD 1 + β̂UO 0.824

1 + β̂UO �FSD ρ̂ 0.000

1 + β̂O �FSD 1 + β̂UO 0.647

1 + β̂UO �FSD 1 + β̂O 0.000

The effect of including carbon dioxide emissions on the efficiency results for the automobiles can

be analyzed by comparing the results for ρ̂ and 1 + β̂O. Table 3.3 shows the related p-values of

the tests for stochastic dominance between the efficiency measures for the overall dataset.

We find that including the emissions lowers the inefficiency of the cars. This follows naturally

from the estimation of the efficiency scores. Since the optimal value of the linear programming

problem can not increase if an additional restriction is incorporated the results for 1 + β̂O have

to be lower or equal to the results for ρ̂. Using the test for stochastic dominance we find that

the results for ρ̂ dominate stochastically those of 1 + β̂O and therefore the inefficiency measured

by the latter is lower. However, comparing the magnitude of the inefficiency we find that these

significant differences are rather small. The inefficiency measured by 1 + β̂O ranges from 1.35%

to 101.29% and the average value being 22.4% which is approximately 1% less than the analysis

excluding them. While the most efficient car changes if emissions are included (Audi A5 Coupe

2.0 TFSI) the most inefficient car remains the same (Nissan Patrol 3.0 Di SE).

To explain this relatively small difference note that we have incorporated the fuel consumption

as an input in the car model. Moreover, we find that the fuel consumption and the carbon

dioxide emissions are highly correlated (correlation coefficient: 0.95).29 This follows because of

the close technical relationship of fuel consumption and carbon dioxide emissions (see Schäfer

and Basshuysen (1995)). The small difference in the efficiency results indicates that the factors

beside the fuel consumption that influence carbon dioxide emissions (see e.g. the overview by

Zervas and Diamantopoulos (2009)) that are incorporated in the analysis by adding the amount

of produced emissions do not largely influence the results of the efficiency analysis. Hence,

we can conclude that ignoring carbon dioxide leads to an overestimation of the inefficiency of

automobiles but only to a small extent if the fuel consumption is included as a variable.

29 Note that a high correlation among variables itself does not indicate whether the inclusion of a variable leads
to significant changes in the efficiency results or not (see Nunamaker (1985)).
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Measuring efficiency by simultaneously increasing the good outputs while emissions are reduced

leads to results that are both statistically and economically significant lower than those obtained

by the other measures. The reduced inefficiencies, ranging from 1.36% to 45% with an average of

14.49%, show that the cars are more inefficient with regard to the technical output characteristics

than they are with regard to the production of emissions. Moreover, the reduced inefficiency can

be also interpreted as reduced possibilities to increase technical features of the cars. Therefore,

the analysis shows the trade-off between environmental and technical performance. However,

the results may be driven by the correlation between fuel consumption and carbon dioxide

emissions. For example, a car may be compared to a reference car that uses the same amount

of all inputs except the fuel consumption and uses less fuel than the DMU under evaluation

leading to a slack with regard to this input. Moreover, since it uses less fuel it produces less

emissions. In this case the efficiency measure would indicate a reduction possibility for carbon

dioxide emissions that is due to decreased fuel consumption. In the given analysis we would

therefore indirectly measure fuel consumption in the efficiency analysis. To check wether the

results are driven by this possibility we reestimated the results introducing an equality constraint

for the fuel consumption input in the linear programming problem. The results of this analysis

do not show economically significant differences from the results assuming strong disposability of

inputs. Therefore, the results are not driven by the correlation of fuel consumption and carbon

dioxide emissions.

The results in this section are based on a very large dataset including various types of automo-

biles. Other studies like Kortelainen and Kuosmanen (2007) and Cantner et al. (2012) focus

solely on a particular group of cars (SUVs, compact class cars etc.). In the following section we

will present the analysis of different groups of cars and we will compare their relative perfor-

mance. The decomposition into managerial and program efficiency is of particular interest since

studies that focus solely on one group eliminate the effect of program inefficiencies from their

analysis.

3.3.4 Results for different groups of automobiles

We start our discussion with a comparison of the efficiency of different engine types (gasoline,

diesel and natural gas). The following figure 3.6 presents the boxplots of the group results. To

visualize whether the groups show different efficiency patterns than the overall dataset we have

also included the boxplots for the analysis of the total sample in this figure. A boxplot can

be read as follows. The box shows the interquartile range of the efficiency estimates with the

lower end indicating the first quartile and the upper end indicating the third quartile. The bold

horizontal line within the box shows the median value. The whiskers span to the most extreme

observations that lie within 1.5 times the interquartile range. The remaining observations are

indicated by a circle.

The descriptive statistics of the results for each engine and efficiency type can be found in table

3.4. Table A.2 in appendix A presents the p-values for the tests comparing the efficiency scores

between different engine types. Moreover, the p-values for the tests of stochastic dominance

comparing different efficiency measures for each engine type can be found in table A.3.
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Figure 3.6: Boxplots of efficiency results (overall dataset and engine types)

The results for the overall efficiency of the gasoline cars are very similar to the results obtained

for the overall dataset. With average inefficiencies of 22.6%, 21.7% and 14.5% for the three

efficiency measures ρ̂, 1 + β̂O and 1 + β̂UO the difference to the total sample is within 1%.

Comparing the median results the difference is even smaller. Moreover, we again find only small

effects of the incorporation of emissions on the efficiency results while the accounting for the

reduction of emissions has a larger effect.

The decomposition of the overall inefficiencies into car specific (managerial) and group specific

(program) inefficiencies shows that the results are largely due to managerial inefficiencies for all

three efficiency measures. This indicates that the group frontier of the gasoline cars is located

close to the overall frontier. This result is of particular interest because car analyses that focus

on a one-dimensional comparison of carbon dioxide efficiency with regard to a particular car

characteristic (see e.g. Sullivan et al. (2004) with regard to the weight of the car) find that diesel
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3 Technical efficiency of automobiles

cars are considerably more efficient than gasoline cars. In our analysis accounting for multiple

inputs and outputs such a dominance would imply that the overall frontier is constructed solely

by diesel cars and hence the program inefficiencies should be large for the gasoline cars. However,

our analysis does not show large group inefficiencies for the gasoline cars. Therefore, the group

of gasoline cars can not be regarded as a generally very less efficient group of cars even if the

efficiency evaluation accounts for carbon dioxide emissions.

For the diesel cars we find results that are very similar to those of the gasoline cars and therefore

to the overall dataset. Again, the boxplots show that the incorporation of emissions has no large

effect. Indeed, in this case the test for stochastic dominance can not reject the hypothesis of

equal distributions for the results for ρ̂ and 1 + β̂O for both the overall and the managerial

efficiency. Moreover, we find that the overall inefficiencies are based on managerial inefficiencies

while the program efficiency is quite high.

Comparing the group efficiency between the diesel and the gasoline cars (see the p-values com-

paring the program efficiency in table A.2) we find that gasoline cars dominate diesel cars for

all three efficiency measures. Since domination implies larger inefficiency this indicates that

the frontier of diesel cars is located closer to the overall frontier than the group frontier of the

gasoline cars. However, while this difference is statistically significant the magnitude of the dif-

ference is very small ranging from 0.2% for the averages of ρ̂ to 1% for the averages of 1 + β̂UO.

Furthermore, as shown above the effect of the program inefficiency on the overall inefficiency

is very small. Therefore, the statistical significant difference in the program efficiency does not

lead to a significant difference in the overall efficiency for the measures ρ̂ and 1 + β̂O. With

regard to the results of 1 + β̂UO we find that the overall efficiency differs significantly between

the groups. However, the magnitude of the difference (at the average 0.4%) is again very small.

This result again shows that a general favorization of the diesel over the gasoline cars can not

be supported in our analysis, neither if emissions are incorporated in the efficiency analysis nor

if they are excluded.

In contrast to the very homogeneous results for the gasoline and diesel cars we find that cars

with natural gas engines (NGEs) show very different results. Compared to the findings for the

analysis of the total sample the overall inefficiency of the NGEs is far higher. The estimated

average inefficiencies obtained by the three efficiency measures ρ̂, 1 + β̂O and 1 + β̂UO are 35.6%,

29.6% and 18.2%. However, we observe that the differences in the average results for the NGEs

and the overall sample decline significantly in the chosen efficiency measure. With regard to

ρ̂ the difference is approximately 12% while it lowers to approximately 7% using 1 + β̂O and

to approximately 4% using 1 + β̂UO. This indicates that accounting for the production and

reduction of carbon dioxide enhances the relative performance of the NGEs compared to the

total sample. In particular the increased efficiency if emissions are incorporated in the analysis

is clearly visible from the boxplots for the overall efficiency. While the boxes for ρ̂ and 1+ β̂O are

nearly the same for the overall dataset as well as the gasoline and diesel cars, we observe that

the box for 1 + β̂O is located considerably lower than the box for ρ̂ for the NGEs. The difference

in these measures is therefore both economically and statistically (see the p-values in table A.3)

significant. Hence, combining these findings with the results for the gasoline and diesel cars

shows that while the efficiency of cars with conventional engines accounting for the emissions of
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3 Technical efficiency of automobiles

carbon dioxide can be estimated relatively precisely by incorporating the fuel consumption of

the cars we observe that this is not the case for cars with natural gas engines.

Another difference to the cars with conventional engines can be found with regard to the sources

of the inefficiencies. The decomposition shows that group specific inefficiencies contribute more

to the overall inefficiencies than the individual specific inefficiencies for the measures ρ̂ and

1+ β̂O. In contrast, for the measure 1+ β̂UO we find that the individual effects contribute slightly

more than the group effects. This shows that the group inefficiency reduces if the reduction of

emissions is incorporated in the analysis. But comparing the overall efficiency scores for the

gasoline and diesel cars with those of the NGEs (see table A.2 for the p-values) we find that

gasoline and diesel cars show a statistically and economically larger efficiency than the NGEs

irrespective of which of the three efficiency measures is applied in the analysis. The source

for this larger efficiency can be clearly identified as group specific aspects while the managerial

efficiency of the NGEs is higher than that of the gasoline and diesel cars. Combining both

findings indicates that NGEs are located more closely to their group frontier than diesel or

gasoline cars are to theirs. In contrast, the group frontier of the NGEs is located further away

from the overall frontier. This latter effect dominates and therefore the overall efficiency of the

NGEs is lower than the overall efficiency of the cars with conventional engines. The differences

in the group frontiers become obvious when comparing the minimal program inefficiencies for

the different engine types. For both, diesel and gasoline cars, we find for all efficiency measures

minimal scores of one which indicates that at least one car of the respective group is located

on the overall frontier. In contrast, the minimal program efficiency score for the NGEs is for

all efficiency measure larger than one indicating that no car of this group belongs to the overall

frontier.

These findings again underline the importance of accounting for multiple inputs and outputs

when analyzing the efficiency of automobiles. In contrast to other studies which do not incor-

porate these inputs and outputs (see e.g. MacLean and Lave (2000)) we find that natural gas

cars show significantly larger inefficiencies. Including the reduction of emissions in the analysis

enhances their relative performance, but they are still found to be less efficient than cars with

conventional engines.

We now turn to the results for the car classes and the SUVs. The following figure 3.7 presents

the boxplots of the efficiency results for both groups. The related summary statistics can be

found in tables 3.5 and 3.6. Tables A.4, A.5 and A.6 in appendix A present the results of the

tests for stochastic dominance.

The boxplots for the different classes of automobiles show that the patterns we observed for

the conventional engine types can be found again when analyzing compact, middle and upper

class cars. The overall efficiency results for all three classes are largely influenced by individual

inefficiencies rather than by group specific inefficiencies. This result is of importance because it

shows that analyzing a larger dataset than in the previous literature capturing various types of

automobiles does not necessarily lead to results only driven by a special group of automobiles.

Therefore, the restriction of analyses to relatively small samples seems questionable given that

they fail to reveal all inefficiencies as shown above. The results also show that focusing solely
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Figure 3.7: Boxplots of efficiency results (car classes and SUVs)

on one particular class of automobiles like it is done e.g. in Oh et al. (2010) and Cantner et al.

(2012) leads to an underestimation of the inefficiency because the group inefficiencies are not

captured. However, since we find only small effects of group inefficiencies we can conclude that

the underestimation is not a severe problem.

Analyzing the results for the car classes we find again that the inclusion of carbon dioxide does

only lead to small changes in the efficiency results. These changes are not significant for the

upper class cars and only weakly significant for the compact class cars (see the results of the test

for stochastic dominance in table A.4). But we again find a large decrease in the inefficiency if

the reduction of emissions is included in the efficiency analysis indicating that the cars are more

efficient with regard to the emission of CO2 than with regard to the conventional outputs. This

holds for all three car classes.

Comparing the results between the car classes (see the p-values in table A.6) we observe that
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3 Technical efficiency of automobiles

with regard to the overall efficiency the compact class cars are more efficient than both middle

and upper class cars for all three efficiency measures. The differences in the class efficiency are

also economically significant (see the descriptive statistics in table 3.5). The differences to the

middle class cars are largely due to differences in the managerial efficiency. Disparities in the

group frontiers are not statistically significant for ρ̂ and significant but with a small magnitude

for 1+ β̂O and 1+ β̂UO (see the descriptive statistics). Compared to upper class cars we find that

compact class cars are statistically significantly more efficient for all efficiency measures and

types. However, while the differences in group specific inefficiencies are larger than those found

from a comparison of the compact cars to middle class cars the magnitude of the differences

in managerial inefficiencies is still much larger. This result is quite surprising. Given that

we do not account for the additional luxury equipment included in upper class cars we would

have expected very large group inefficiencies because the price of the car is a variable in the

analysis. Obviously, this is not the case in our analysis indicating that differences in the luxury

equipment do only account for small efficiency differences if multiple technical characteristics

are incorporated.

The last group to be analyzed are the sport utility vehicles (SUVs). The boxplots of the results

can be found in figure 3.7 while the descriptive statistics are presented in table 3.6. The p-values

of the test for stochastic dominance comparing the results for different efficiency measures can

be found in table A.5 in the appendix.

Table 3.6: Descriptive statistics of the efficiency measures (SUVs)

Efficiency measure Efficiency type Min. 1. Qu. Median Mean 3. Qu. Max. SD

ρ̂
Overall 1.028 1.247 1.342 1.362 1.466 2.120 0.170
Managerial 1.000 1.088 1.147 1.175 1.228 1.802 0.122
Program 1.002 1.092 1.150 1.160 1.219 1.454 0.090

1 + β̂O

Overall 1.032 1.235 1.324 1.341 1.440 2.013 0.160
Managerial 1.000 1.066 1.108 1.133 1.172 1.590 0.095
Program 1.001 1.108 1.178 1.184 1.251 1.558 0.102

1 + β̂UO

Overall 1.054 1.153 1.204 1.208 1.259 1.459 0.077
Managerial 1.000 1.076 1.125 1.132 1.176 1.452 0.075
Program 1.000 1.035 1.060 1.068 1.091 1.292 0.047

Regarding the overall efficiency results we find that with average inefficiencies of 36.2%, 34.1%

and 20.8% for the three measures SUVs are very inefficient compared to the total sample.

Comparing the maximal inefficiencies for the overall sample (see table 3.2) and the SUVs we

observe that the most inefficient car in the dataset belongs to the group of SUVs irrespective of

which efficiency measure is used. These findings are interesting because they show that SUVs

are very inefficient compared to other cars even if an analysis accounts for features of cars (e.g.

engine power) that favor SUVs.

The decomposition of the overall efficiency (see the related boxplots in figure 3.7) ignoring carbon

dioxide emissions shows that individual and group specific inefficiencies contribute nearly equally

to the overall efficiency results. Therefore, the distance between the SUVs to their group frontier
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3 Technical efficiency of automobiles

and the distance of the group frontier to the overall frontier are of comparable magnitude. This

result changes if carbon dioxide emissions are incorporated in the analysis. From the tests of

stochastic dominance (see table A.5) we find that there is no statistically significant effect of the

inclusion of emissions on the overall efficiency. However, from the boxplots and the descriptive

statistics we observe that the decomposition of the inefficiencies changes. In contrast to the

analysis ignoring emissions, where the effects of managerial and program inefficiencies were

equally large, the inclusion of emissions lowers the managerial inefficiency and increases the

program inefficiency. This indicates that incorporating the emissions shifts the group frontier

of the SUVs farther away from the overall frontier. Since this new group frontier lies closer to

the SUV observations the managerial efficiency increases. However, since the relative position

of the SUVs to the overall frontier remains unchanged the overall efficiency results are not

affected by the incorporation of emissions. Comparing this result with the findings for other

groups we observe again that including the fuel consumption leads to an efficiency measurement

that also accounts for environmental aspects. But our results for the SUVs using the frontier

separation approach indicate that the decomposition into group and individual effects may

change significantly if emissions are additionally included in the analysis.

3.4 Summary

In this study we have presented a nonparametric analysis of automobiles sold in Germany in

2010. Focusing on the role of carbon dioxide emissions we found that the mere inclusion of the

emissions does have a statistically significant yet not economically large effect on the estimated

efficiency. This result is due to the simultaneous inclusion of the fuel consumption of cars which

is highly correlated with the carbon dioxide emissions. This shows that existing studies on the

efficiency of automobiles implicitly account for environmental aspects when incorporating the

fuel consumption as a variable. Nonetheless, including the reduction of emissions in the effi-

ciency analysis we still find significant reduction potentials even if the fuel consumption remains

unchanged. In general our findings showed larger inefficiencies compared to previous studies

which results because of the use of less aggregated data. These data were capable to reveal

larger possibilities to enhance the performance of the cars. Our analysis of the performance of

different groups of automobiles using a frontier separation approach showed that in an analysis

incorporating multiple inputs and outputs some clear dominance relations obtained in previous

studies (e.g. the significantly better performance of diesel compared to gasoline cars) can not

be uphold. Only for SUVs and cars with natural gas engine we find economically and statis-

tically significant group inefficiencies. While these findings strengthen previous results on the

inefficiency of SUVs they also question previously conducted analyses that find large efficiency

advantages of cars with natural gas engines. We want to emphasize, that this result does not

automatically imply the bold conclusion that the technology of natural gas engines is inferior to

standard engines but that it also could be due to the fact that the cars that are currently soled are

in an early stage of the technological development and many potential efficiency improvements

appear to be unexploited yet.
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4 Separating environmental efficiency into production and abatement efficiency

4 Separating environmental efficiency into production and abatement

efficiency

4.1 Motivation

In the chapter on general concepts we have presented an environmental DEA technology (T̂ Env)

to estimate the efficiency of DMUs. In this technology environmental factors are modeled as weak

disposable outputs. As we have noted there, the literature provides various other theoretical

approaches to model emissions like the incorporation of the inverse of the emissions (see Lovell

et al. (1995)) or the translation approach where the undesirable outputs are subtracted from a

sufficient large positive number (see Seiford and Zhu (2002)).

These models have in common that they treat the DMUs as “black boxes” (see figure 4.1)

which use inputs (x) and produce desirable (y) as well as undesirable outputs (u) (e.g. power

plants using coal and producing electricity and SO2 emissions). Environmental efficiency is

analyzed without taking into account that the DMUs produce desirable outputs and try to

abate undesirable outputs in different stages, which is the basic idea behind classic end-of-pipe

abatement technologies (e.g. scrubber technologies).30 Moreover, these approaches have in

common that they neither formulate an explicit production nor an abatement process of the

undesirable outputs (see Førsund (2009) for critical remarks).

Production

&

Abatement

x

y

u

Figure 4.1: Environmental “black box”

As a result, little research has been conducted to reveal sources of possible inefficiencies with

regard to the emission of pollutants. For instance a DMU might be inefficient because it uses

too much of a polluting input in the production stage or the amount of emissions which are

abated using an abatement technology is too low.

The existing literature which presents more detailed analyses of environmental efficiency also has

some drawbacks. Hua and Bian (2008) propose a network based efficiency measure incorporating

undesirable outputs but no production theoretical background of this measure is presented. Yang

et al. (2008) propose an analysis with both a production and an abatement stage, but they do

not separate the efficiencies of these stages. Coelli et al. (2007) suggest an approach where

technical and environmental allocative efficiency is analyzed. However, abatement efficiency is

only shortly noted and not included in their analysis. Färe et al. (forthcoming) and Murty

et al. (2012) provide models which account for abatement activities in a network setting. As

30 See Zotter (2004) for an applied analysis of an end-of-pipe technology.
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discussed in more detail below the model by Färe et al. (forthcoming) is very inflexible in the

way efficiency is measured while Murty et al. (2012) rely on implausible assumptions regarding

the abatement technology.

In the following study we propose a new model to evaluate the environmental efficiency of

DMUs and to separate it into production and abatement efficiency. In contrast to the existing

literature, we explicitly formulate a production theoretical model of production and pollution

abatement activities. Furthermore, an environmental efficiency measure is proposed which can

be decomposed into the effects of production and abatement inefficiencies on environmental

efficiency and we show how nonparametric methods can be used to estimate this measure and

its components. To show the empirical applicability of our new approach, we analyze the

environmental efficiency of U.S. coal-fired power plants in the year 2009 with regard to sulfur

dioxide emissions.

4.2 Modeling the production and abatement technologies

In our model we assume that the production process of a DMU can be divided into two stages,

the production stage with technology T1 and the abatement stage with technology T2. In the

first stage, the DMUs use inputs xF1 , xP and xS1 to produce outputs y. xF1 denotes pollution

free (or non-polluting) inputs, which means that the use of these inputs does not lead to any

pollution (e.g. labor), while pollution containing (or polluting) inputs are denoted by xP (e.g.

coal).31 xS1 denotes the amount of shared inputs xS used in the production stage. In contrast

to the other inputs the shared inputs are used by both stages. Hence, it is possible to reallocate

these inputs between the two stages to increase efficiency. Our approach to shared inputs follows

Färe et al. (1997) but without the assumption that the overall amount of shared inputs is fixed.

Alternative approaches to shared inputs like Cook et al. (2000) could be also included in the

analysis. The desirable outputs of the DMUs consist of final outputs yf and intermediate

inputs y2 (see Färe and Grosskopf (1996b)) which are inputs of the abatement stage. The use

of the pollution containing inputs xP to produce outputs y = yf + y2 leads to a production

of undesirable outputs u′ (e.g. carbon dioxide emissions).32 These undesirable outputs are

inputs of the abatement process (e.g. scrubbers) where they are reduced to the final amount

of undesirable outputs u′′ which are emitted to the environment by using non-polluting inputs

xF2 , the amount xS2 of the shared inputs and the intermediate inputs y2 . The structure of this

production process is depicted in figure 4.2.

31 Since we assume that polluting inputs are only used in the first stage, they do not have subscripts.
32 Note that we assume that neither y2 nor xS contain any pollution, so that no additional pollution can be

created at the abatement stage.
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Production
technology

T1

Abatement
technology

T2

xF1

xP

xF2

yf

y2

u′ u′′

xS

xS1 xS2

Figure 4.2: Structure of the two-stage production process

To formally define the technology consider n DMUs that are using m inputs x ∈ Rm+ which can

be split into mF pollution free, mP pollution containing and mS shared inputs to produce s

desirable outputs y ∈ Rs+. mF
1 non-polluting inputs are used in the production stage and mF

2

are used in the abatement stage. As a result of the use of polluting inputs to produce y in the

first stage, r undesirable outputs u′ ∈ Rr+ are produced. They are reduced to u′′ ∈ Rr+ in the

abatement process. We further define l = u′ − u′′ ∈ Rr+ as the amount of abated pollution.

Given the definitions above the first stage of the overall technology, the production technology

T1, can be defined as

T1 =
{(
xF1 ,x

P ,xS1 ,y,u
′) ∈ Rm

F
1 +mP+mS+s+r

+ :
(
xF1 ,x

P ,xS1
)

can produce
(
y,u′

)}
. (4.1)

In our model we treat the pollutants u′ as the residuals of the production stage.33 A practical

problem arises from the fact that in general u′ is not observable for the researcher. To overcome

this problem we assume that no abatement activities are conducted in the production stage.

Therefore, the amount of undesirable outputs which are the inputs of the abatement stage can

be derived from the materials balance condition (MBC).34 This concept, introduced by Ayers and

Kneese (1969), can be simplified as “what goes in must come out”. It is based on fundamental

physical laws and states that the amount of materials bound in the inputs must be equal to

those that are bound in the desirable and undesirable outputs.35 Therefore, we can estimate

33 See Pethig (2006) for microeconomic foundations of the residual generation in production processes.
34 Of course, the MBC also holds if abatement activities are introduced in the production stage. But in this case

the amount of abatement would have to be considered in the MBC resulting in an equivalent data problem.
35 See Lauwers (2009) for a discussion and Coelli et al. (2007) for an application of the MBC in nonparametric
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the amount of pollutants resulting from the first stage by the equality

u′ = ΠxP −Ψyf (4.2)

where Π is a r ×mP matrix of factors that indicate the amount of undesirable outputs bound

in the polluting inputs and Ψ is a r× s matrix of factors that indicate the amount of pollutants

bound in the final outputs.36 Note that the matrices Π and Ψ can differ among the DMUs since

the inputs and outputs might not be completely homogeneous e.g. the quality of coal and hence

the sulfur content of it may differ among power plants.

Since we assume that the amount of u′ follows this equality as a residual of the production we

can split the production technology in two parts.37 The production of the desirable outputs y

T y1 =
{(
xF1 ,x

P ,xS1 ,y
)
∈ Rm

F
1 +mP+mS+s

+ :
(
xF1 ,x

P ,xS1
)

can produce y
}

(4.3)

and the resulting pollution according to the MBC

Tu
′

1 =
{(
xP ,yf ,u′

)
∈ Rm

P+s+r
+ : u′ = ΠxP −Ψyf

}
. (4.4)

We assume that the technology T y1 satisfies the standard axioms for nonparametric technology

sets (e.g. strong disposability of in- and outputs, convexity) as proposed by Shephard (1970)

(see the discussion in the chapter “General concepts”).

Given the observed combinations
(
xF1i,x

P
i ,x

S
1i,y

f
i ,y

2
i

)
for i = 1, . . . , n the DEA estimation of

the technology T y1 reads as

T̂ y1 =
{(
xF1 ,x

P ,xS1 ,y
)
∈ Rm

F
1 +mP+mS+s

+ : xF1 =XF
1 λ,x

P =XPλ,xS1 =XS
1λ,

yf + y2 5
(
Y f + Y 2

)
λ,λ = 0

} (4.5)

where XF
1 represents the mF

1 × n matrix of non-polluting inputs, XP represents the mP × n
matrix of polluting inputs, XS

1 denotes the mS×n matrix of the amount of shared inputs in the

production stage. The outputs consist of a s× n matrix Y f of final outputs and a s× n matrix

Y 2 of intermediate inputs. Note that only for notational convenience the matrices Y f and Y 2

have the same dimensions. If not all final outputs are also intermediate inputs, the matrix Y 2

contains rows of zeros for these outputs. λ denotes a n× 1 vector of weight factors, with λ = 0

indicating constant returns to scale. However, the technology can also be modified to exhibit

variable returns to scale by adding the additional restriction 1Tλ = 1.

In the second stage an abatement technology is used to reduce the undesirable outputs which

are residuals of the use of polluting inputs and the production of final outputs according to Tu
′

1 .

efficiency analysis.
36 By assumption, the intermediate inputs do not contain any pollution.
37 For a detailed discussion of the splitting of a technology into the production of good output and the residual

generation see Murty et al. (2012).
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The abatement technology T2 can be defined as

T2 =
{(
xF2 ,x

S
2 ,y

2,u′, l
)
∈ Rm

F
2 +mS+s+2r

+ :
(
xF2 ,x

S
2 ,y

2,u′
)

can produce l
}

(4.6)

where l = u′ − u′′ and hence has the same dimension as the r undesirable outputs. We use l

as the output of the abatement stage since in contrast to u′′ it is a desirable output (see Coelli

et al. (2007, p. 9)). Like the production technology this technology is assumed to satisfy the

Shephard (1970) axioms. In particular:

• Strong disposability of inputs:

If
(
xF2 ,x

S
2 ,y

2,u′, l
)
∈ T2 and

(
x̃F2 , x̃

S
2 , ỹ

2, ũ′
)
=
(
xF2 ,x

S
2 ,y

2,u′
)

then
(
x̃F2 , x̃

S
2 , ỹ

2, ũ′, l
)
∈

T2.

Strong disposability of u′ means that an increase of the emissions that are an input to

the abatement stage results in an equal increase in u′′, such that none of the additional

emissions are abated.

• Strong disposability of outputs:

If
(
xF2 ,x

S
2 ,y

2,u′, l
)
∈ T2 and l̃ 5 l then

(
xF2 ,x

S
2 ,y

2,u′, l̃
)
∈ T2.

It is possible to increase the amount of emissions u′′ until they are equal to u′. This

boundary follows from the non-negativity of l.

These standard assumptions are explicitly mentioned because they allow to differentiate our

model from existing approaches which rely on non-standard assumptions to model abatement

processes and will be discussed below.

The DEA estimation of this technology is created using observations of
(
xF2i,x

S
2i,y

2
i ,u

′′
i

)
and

estimations of u′i and li by the MBC for i = 1, . . . , n and reads as

T̂2 =
{(
xF2 ,x

S
2 ,y

2,u′, l
)
∈ Rm

F
2 +mS+s+2r

+ : xF2 =XF
2 z,x

S
2 =XS

2 z,y
2 = Y 2z,

u′ = U ′z, l 5 Lz, z = 0
} (4.7)

where XF
2 denotes the mF

2 ×n matrix of non-polluting inputs, XS
2 represents the mS×n matrix

of shared inputs used in the abatement stage, U ′ denotes the r×n matrix of undesirable outputs

and L represents the r×n matrix of abated undesirable outputs, hence L = U ′−U ′′. z denotes

the n × 1 vector of weight factors. Note that these weight factors do not have to equal the

λ-values of the first stage. Hence, the reference observations may differ. Again, the technology

may be modified to exhibit variable returns to scale by adding the constraint 1Tz = 1.

The overall technology of the two-stage production process TN is constructed by combining all

three subtechnologies
(
T y1 , T

u′
1 and T2

)
to one network technology and can be estimated as
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T̂N =
{(
xP ,xF1 ,x

S
1 ,x

F
2 ,x

S
2 ,x

S ,yf ,y2,u′,u′′
)
∈ RmP+mF

1 +mS+mF
2 +2mS+2s+2r :

xP = XPλ

xF1 = XF
1 λ

xS1 = XS
1λ

yf + y2 5
(
Y f + Y 2

)
λ

λ = 0

u′ = ΠxP −Ψyf

y2 = Y 2z

xF2 = XF
2 z

xS2 = XS
2 z

u′ = U ′z
u′ − u′′ 5 (U ′ −U ′′) z

z = 0

xS1 + xS2 5 xS
}
.

(4.8)

In addition to the three subtechnologies the last inequality is included which states that the

sum of shared inputs used in both stages can not exceed an exogenous total amount of shared

inputs. Our technology is similar to the one presented in Färe and Grosskopf (1996a) which also

contains shared and intermediate inputs but is not constructed for the analysis of environmental

efficiency.

4.3 Measuring and separating environmental efficiency

4.3.1 Analysis under constant returns to scale

In this section we present a new possibility to evaluate the environmental efficiency of the DMUs

given the network technology defined in the last section and to decompose it into production

and abatement efficiency. Moreover, we show how the stage and the network efficiency can

be separated providing more detailed insights in the measurement of environmental efficiency.

As described above, we assume that the production process has a two-stage structure with the

production of desirable outputs in the first stage and the reduction of the undesirable outputs,

which are the residuals of the output production, in the second stage.

In the literature of environmental economics different measures for environmental efficiency

have been proposed (see e.g. Tyteca (1996) for an overview). For a nonparametric analysis

of environmental efficiency incorporating undesirable outputs as weak disposable outputs Färe

et al. (2004) have developed an index that is based on the ratio of good to bad outputs. An

index which is defined as the value added over the weighted amount of emissions has been

proposed by Kuosmanen and Kortelainen (2005). In their model the weights are endogenously

determined by using DEA in the multiplier form. For a network application Murty et al. (2012)

have developed an efficiency measure that is based on the Russell measure of technical efficiency

(see Färe and Lovell (1978)). However, with exception of the measure proposed by Murty et al.
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(2012) these measures are not able to separate production from abatement inefficiencies when

evaluating environmental efficiency. Moreover, the measure by Murty et al. (2012) relies on very

restrictive assumption with regard to the structure of the technologies to be able to differentiate

production and abatement efficiency.38 Therefore, we propose a new environmental efficiency

measure (EEM) which is defined as

ωTu′′∗

ωTu′′
=
ωTu′∗

ωTu′︸ ︷︷ ︸
PE

· ω
Tu′′∗

ωTu′∗
·
[
ωTu′′

ωTu′

]−1
︸ ︷︷ ︸

AE

. (4.9)

This measure is given by the ratio of the weighted minimal amount of emissions
(
ωTu′′∗

)
released

to the environment to the equally weighted actual observed amount of emissions
(
ωTu′′

)
of the

DMU with a value less than one indicating environmental inefficiency. ωT denotes the transpose

of the r× 1 vector of aggregation weights for the emissions.39 In case of a single pollutant ω can

be set to one.

The environmental efficiency measure can be decomposed into the product of the efficiencies of

two sources. The first term
(
ωTu′∗/ωTu′

)
captures the effect of production efficiency (PE) on

the environmental efficiency. It measures how much the weighted optimal amount of produced

emissions ωTu′∗ differs from the weighted actual amount of produced emissions ωTu′. The

second term measures the effect of abatement efficiency (AE) on environmental efficiency and is

the quotient of two ratios: the first measuring the ratio of weighted minimal emissions released to

the environment
(
ωTu′′∗

)
to the weighted optimal amount of produced emissions

(
ωTu′∗

)
while

the second measures the initial ratio of weighted emission released to the environment
(
ωTu′′

)
to

the weighted produced emissions
(
ωTu′

)
. For an intuition of this measure assume that only one

pollutant exists. In this case the denominator measures how much of a pollutant is emitted to

the environment per unit of produced pollutant. If the abatement process is operated efficiently

then the same rate of emissions should be emitted even if the amount of pollution produced in

the production stage decreases. Hence, if u′ is decreased to u′∗ and the rate of pollution released

to the environment is kept constant, then u′′ is reduced to u′′∗ and the measure of abatement

efficiency equals one. If there are no abatement activities present the environmental efficiency

measure equals the measure of the production efficiency.

Both parts of the environmental efficiency measure can be further decomposed to differentiate

stage from network inefficiencies. The measure for production efficiency can be decomposed into

ωTu′∗

ωTu′
=
ωTu′ Prod

ωTu′
· ωTu′∗

ωTu′ Prod
(4.10)

where ωTu′Prod indicates the amount of weighted emissions if the efficiency of the production

stage is evaluated using only technology T1, hence ignoring the network structure. ωTu′∗/ωTu′Prod

represents the effect of the network analysis. This second term is an environmental equivalent

to the “black box” bias measure which Fukuyama and Matousek (2011) have proposed for a

38 This point will be presented in more detail when our new model is compared to this approach.
39 We will discuss the role of these weights in more detail below.
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network analysis of cost efficiency.40

This measure is important for our analysis because it allows to explore several aspects of envi-

ronmental efficiency which only result in the network approach. For example, assume that the

efficiency of the productions stage is measured input-oriented and the two stages are connected

by u′ and xS . Even if the stage analysis indicates that the production stage is efficient this may

not hold in the network analysis. This follows from the possibility to reallocate of xS . Given

substitution possibilities of xP and xS it may be environmentally efficient to increase xP (and

therefore u′) and decrease xS1 to reallocate the shared input to the abatement stage where it

is used to decrease the final emissions. Hence, while the stage efficiency measure always takes

values less or equal to one the “black box” bias measure can also exhibit values larger than

one. Whether the measure of production efficiency in the network ωTu′∗/ωTu′ takes a value

less or larger than one depends on which of the two effects dominates. In the discussion of

variable returns to scale the measure of the bias becomes even more important because it allows

to analyze situations in which an inefficient production stage may be environmentally efficient.

Similar to the measure for the production efficiency the measure for abatement efficiency also

can be decomposed into a stage efficiency and a network efficiency component:

ωTu′′∗

ωTu′∗
·
[
ωTu′′

ωTu′

]−1
=
ωTu′′Abat

ωTu′
·
[
ωTu′′

ωTu′

]−1
· ω

Tu′′∗

ωTu′∗
·
[
ωTu′′Abat

ωTu′

]−1
(4.11)

where ωTu′′Abat is obtained by analyzing the abatement efficiency using only technology T2 and

therefore ignoring the network structure. As in the case of the production stage the network

measure may be larger than one. This would indicate that in a network analysis it is efficient

to release more emissions to the environment per unit of emissions generated at the production

stage compared to the minimal emission rate of an efficient abatement stage. This follows

because the reduction of ωTu′ through reallocating the shared inputs to the production stage

can overcompensate this effect.

In our definition of the environmental efficiency measure we have not specified an orientation

of the measurement beside the minimization of u′′. Therefore, the production stage can be

measured either in input or output orientation. Thus, the environmental efficiency of DMUs

is evaluated given a fixed amount of outputs or inputs. To show how our model is connected

with the previous literature on environmental efficiency we will focus our discussion on an input-

oriented analysis of the production stage. The direction of the measurement of the abatement

efficiency is predetermined by the minimization of u′′ which is a part of the output of that stage.

Assuming an input-oriented evaluation of the efficiency of the production stage the environmen-

tal efficiency measure can be obtained by solving the following linear programming problem:

40 Kao (2009) also presents models to separate efficiency in network models using the multiplier form of DEA.
However, the models rely on measuring the efficiency of all stages in the same orientation which is not the
case in our model.
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min
xP ,xF

1 ,x
S
1 ,x

S
2 ,u
′,u′′,λ,z

ωTu′′

s.t. xP = XPλ

xF1 = XF
1 λ

xS1 = XS
1λ

yfi + y2i 5
(
Y f + Y 2

)
λ

λ = 0

u′ = ΠxP −Ψyfi

y2i = Y 2z

xF2i = XF
2 z

xS2 = XS
2 z

u′ = U ′z
u′ − u′′ 5 (U ′ −U ′′) z
u′ − u′′ = 0

u′′ = 0
z = 0

xS1 + xS2 5 xSi .

(4.12)

In this program the weighted emissions released to the environment are minimized over the

inputs of the production stage.41 Since the pollution containing inputs are linked to u′ by

the materials balance condition the optimization also includes u′. Furthermore, the shared

inputs allowing for a reallocation between the two stages and the intensity variables λ and z

are included in the optimization. Since we measure the production efficiency input-oriented

the intermediate inputs y2 remain unchanged. In addition to the network technology we have

included two constraints (u′ − u′′ = 0 and u′′ = 0) which restrict the estimated optimal values

of l and u′′ to be non-negative. The estimated minimal amount of weighted emissions released

to the environment
(
ωT û′′∗

)
is used together with the estimated minimal amount of emissions

generated in the production stage
(
ωT û′∗

)
to evaluate the environmental efficiency as well as to

decompose it into the components of production and abatement efficiency as described above.

To further differentiate the two efficiency components into stage and network inefficiencies the

efficiency of both the production and the abatement stage need to be calculated ignoring the

network structure of the overall technology. Therefore, the stage efficiency of the production

stage
(
ωTu′Prod/ωTu′

)
is estimated by minimizing ωTu′ using the technology T1. In case of an

input-oriented measurement of the stage efficiency the corresponding linear program reads as

41 In this formulation we assume that all inputs of the production stage are variable. However, if some inputs
are fixed the approach by Banker and Morey (1986) can also be applied.
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min
xP ,xF

1 ,u
′,λ,

ωTu′

s.t. xP = XPλ

xF1 = XF
1 λ

xS1i = XS
1λ

yfi + y2i 5
(
Y f + Y 2

)
λ

u′ = ΠxP −Ψyfi
λ = 0.

(4.13)

Note that since the network structure is ignored in this analysis the efficiency is evaluated

without optimizing over the shared inputs.

Our approach to the efficiency of the production stage ignoring the network technology is similar

to the approach by Coelli et al. (2007) which presents an analysis of environmental efficiency

without incorporating abatement activities. The proposed model minimizes the amount of a

single pollutant by applying the MBC. Their environmental efficiency measure and its decom-

position read as42

ΠxP∗

ΠxP
=

ΠxP,Tech

ΠxP
· ΠxP∗

ΠxP,Tech
(4.14)

where xP∗ is the environmentally efficient amount of inputs given a fixed amount of outputs

and xP,Tech is the technical efficient amount. The latter is obtained by applying a radial Farrell

input measure of technical efficiency. Therefore, the above expression can be reformulated as

ΠxP∗

ΠxP
=

Πθ (x,y)xP

ΠxP
· ΠxP∗

Πθ (x,y)xP
= θ (x,y) · ΠxP∗

Πθ (x,y)xP
(4.15)

where θ (x,y) denotes the Farrell input measure of technical efficiency. The second term repre-

sents a measure of environmental allocative efficiency.

Our measure of the stage efficiency can be seen as a generalization of this approach to a situation

with more than one pollutant. As mentioned above we denote by ωTu′Prod the amount of

produced emissions given the production stage operates environmentally efficient. Moreover, let

ωTu′Tech denote the technical efficient amount of produced emissions.43 Hence, our measure of

the stage efficiency can be decomposed similar to Coelli et al. (2007) as:

ωTu′Prod

ωTu′
=
ωTu′Tech

ωTu′
· ω

Tu′Prod

ωTu′Tech
(4.16)

where the first term on the right hand side represents the generalized measure of technical

efficiency while the second term presents a generalized measure of allocative environmental

efficiency. Note that the decomposition into a radial input efficiency measure and an allocative

42 To avoid notational confusion we use our notation instead of the notation of Coelli et al. (2007).
43 See table B.1 in appendix B for an overview of the used measures, their abbreviations and the formal definitions.

53



4 Separating environmental efficiency into production and abatement efficiency

efficiency term is only possible if Ψ = 0. Otherwise,

ωTu′Tech

ωTu′
=
ωT
(
Πθ (x,y)xP −Ψyf

)
ωT (ΠxP −Ψyf )

6= θ (x,y) . (4.17)

However, in this case it is still possible to differentiate the technical and the allocative efficiency

but the technical efficiency can not be represented by a radial input efficiency measure.

The stage efficiency of the abatement stage can be calculated by minimizing ωTu′′ using only T2.

Hence, by again ignoring the network structure of the production process. The corresponding

linear programming problem reads as

min
u′′,z

ωTu′′

s.t. y2i = Y 2z

xF2i = XF
2 z

xS2i = XS
2 z

u′i = U ′z
u′i − u′′ 5 (U ′ −U ′′) z
u′i − u′′ = 0

u′′ = 0
z = 0.

(4.18)

When evaluating solely the efficiency of the abatement stage u′ is not an optimization variable

since it is given from the production stage. Moreover, analogously to the analysis of the pro-

duction stage xS2 is not an optimization variable because of ignoring the network structure. The

obtained estimation ωT û′′Abat can be used to estimate the stage efficiency. The stage efficiency

can be used together with the abatement efficiency obtained from an analysis using the network

technology to estimate the “black box” bias measure.

In the following we present a numerical example to show how our model works. As described

above we measure the efficiency of the production stage input-oriented and the efficiency of the

abatement stage with regard to minimal emissions released to the environment. Consider the

following input-output structure of the 3 DMUs A, B and C which is graphically presented in

figure 4.3.

Table 4.1: Input-output structure of 3 DMUs

DMU xP yf xF2 l

A 1 1 1 1
B 4 4 1 4
C 4 2 1 1

In this graph the upper right quadrant shows the production stage where the DMUs use a

single polluting input xP to produce a single desirable output y. The production frontier is

constructed by DMUs A and B which therefore are production efficient. In contrast, C is

production inefficient since it lies in the interior of the production technology. In the lower
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Figure 4.3: Example of the environmental efficiency analysis (CRS)

right quadrant the amount of the single pollutant u′ given xP is obtained by applying the

materials balance condition. We assume that no emissions are bound in the output, hence

Ψ = 0 and u′ = ΠxP . In our example Π = 2 for all DMUs. The lower left quadrant depicts the

abatement technology where l is “produced” using u′ and a single non-polluting input xF2 . For

the graphical representation it is assumed that xF2 = 1 for all DMUs. The dotted line in this

quadrant represents all points for which l = u′ and hence u′′ = 0 holds. Since we assume that

u′′ = 0 no point left of this line can exist. Again, A and B are classified efficient, while C is not.

The environmental efficiency analysis of C can be visualized by following the dashed line in the

plot. In the production stage C has to reduce its use of xP from 4 to 2 units holding y constant

to become efficient. From the MBC it follows that this equals 4 units of emissions. Hence, the

production efficiency is estimated as

û′∗C
u′C

=
4

8
= 0.5. (4.19)
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The amount of emissions released to the environment (u′′) associated with a point of interest

in the abatement quadrant can be obtained by drawing a line with slope equal to one through

this point. The intersection of this line with the u′-axis denotes the associated amount of u′′.

For DMU C we therefore obtain an initial amount of emissions released to the environment of

u′′C = 7. Given û′∗C = 4 the maximal amount of abatement is l̂∗C = 2 and thus û′′∗C = 2. Therefore,

the abatement efficiency of DMU C in the above presented example is estimated as

û′′∗C
û′∗C
·
[
u′′C
u′C

]−1
=

2

4
·
[

7

8

]−1
≈ 0.571. (4.20)

Since the environmental efficiency is the product of the production and the abatement efficiency

it is calculated as 0.5 · 0.571 ≈ 0.286. This indicates that DMU C could reduce its amount of

emissions released to the environment to 28.6% given that the production and the abatement

stage would operate efficiently.

Note that this numerical example is kept as simple as possible to be able to present the efficiency

analysis in a graphical visualization. Due to this limitation not all details of the proposed model

can be included in this example. Most important, assuming that no shared or intermediate

inputs exist leads to a special case of the analysis where the network environmental efficiency

measure is equal the product of the stage efficiencies. Therefore, the “black box” bias measure

equals one for both stages. Moreover, since we assume that only one input is used in the

production stage the environmental allocative efficiency of the production stage is equal to one

for each DMU and the whole inefficiency of the production stage is due to technical inefficiencies.

However, in contrast to this limited graphical example our application of the model to power

plants will include all the presented details of this new model. Furthermore, in the case of

variable returns to scale it is possible that even without shared or intermediate inputs the

network analysis can lead to different results than the analysis ignoring the network structure.

This will be discussed in the next section.

4.3.2 Analysis under variable returns to scale

As mentioned when presenting the modeling of the technologies the efficiency analysis can be

extended to the case of variable returns to scale by adding the constraints 1Tλ = 1 and 1Tz = 1

to the nonparametric technology estimations.

To show how the assumption of variable returns to scale may lead to different results of the stage

and the network analysis even without the assumption of shared and intermediate inputs we

present a slightly modified version of our numerical example under constant returns to scale. To

visualize our argument figure 4.4 represents the analysis of the abatement stage under variable

returns to scale.

In this graph the observations A, B and C remain unchanged but we add an additional obser-

vation D with u′D = 3 and lD = 2.5. From the graph we can see that D is located on the frontier

of the abatement stage. To keep the example as simple as possible we assume that D is also

production efficient. However, the inclusion of D has an effect on the efficiency analysis of A.
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Figure 4.4: Efficiency analysis of the abatement stage (VRS)

Measuring the efficiency of A separately for each stage would render A efficient in both cases

because it is located on both frontiers.44 But in the network analysis this result does not prevail.

From figure 4.4 it appears that D uses more u′ but produces less u′′ than A. Hence, from an

environmental network perspective it would be more efficient if A moves to point D. Since we

measure the production stage input-oriented, this implies that A should increase its use of xP to

produce more u′ holding all other factors constant. Therefore, the network approach reveals that

from an environmental view an inefficient production stage of A could be more environmentally

efficient than an efficient stage.

Given the network analysis under variable returns to scale the environmental efficiency of A is

thus estimated as

û′′∗A
u′′A

=
u′′D
u′′A

=
0.5

1
= 0.5. (4.21)

The decomposition of the production efficiency

û′∗A
u′A

=
û′ProdA

u′A
·
û′∗A
û′ProdA

=
2

2
· 3

2
= 1.5 (4.22)

and the abatement efficiency

û′′∗A
û′∗A
·
[
u′′A
u′A

]−1
=
û′′Abat
A

u′A
·
[
u′′A
u′A

]−1
·
û′′∗A
û′∗A
·
[
û′′Abat
A

u′A

]−1
=

1

2
·
[

1

2

]−1
· 0.5

3
·
[

1

2

]−1
=

1

3
(4.23)

into the stage efficiency and the “black box” bias measure shows that the whole inefficiency

of DMU A obtained in the network analysis can be explained by network effects. This follows

because in both decompositions the stage efficiency term equals one.

44 Since A uses the smallest amount of xP in the production stage it is under VRS production efficient irrespective
of how much output it produces.
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Note that the above presented result occurs because the slope of the frontier connecting A and

D is larger than one. Since the frontier under CRS has to exhibit a slope smaller than one (it

lies below the l = u′ line), increasing returns to scale of the abatement process are a necessary

but not a sufficient condition to observe such a situation.45

4.3.3 The role of the aggregation weights

In the above presented numerical example we have assumed that only a single pollutant results

from the production of the good output. However, for more general applications our model

allows to incorporate multiple pollutants. In this case our measure of environmental efficiency

is based on the use of different weights which are exogenously given to aggregate emissions in

the index. We therefore differentiate from approaches which weight different pollutants equally

(see e.g. Pasurka (2006)). The use of weighted emissions leads to several advantages.

It allows the index to be modified to analyze efficiency to a specific issue, e.g. global warming, for

which possible choices of the weights are given by global warming potentials to convert different

emissions into CO2 equivalents. For example, the global warming potential of methane (CH4)

is 25 (see Forster et al. (2007)). This means, if the DMU emits 1 ton of CO2 and 1 ton of

CH4 our efficiency measure aggregates the pollutants to 26 tons of CO2. As another example

it is also possible to measure efficiency in a monetary setting. In this case environmental taxes

or emission allowance prices can be used as the aggregation weights. Olsthoorn et al. (2001)

summarize that the view on environmental indicators depends on the user of the indicator. For

example, the question how important different emissions are and hence how much they should

influence a measure of environmental efficiency may be answered differently from economists,

managers or national authorities. In this sense, the introduction of different weights allows for

a very flexible approach to environmental efficiency. Furthermore, not weighting all pollutants

equally incorporates the possibility to improve efficiency not only by reducing pollutants but

also by substituting among different pollutants. For example, regulated emissions which are

taxed may be substituted through non-taxed emissions (see Färe et al. (2012) for an analysis of

the substitution among different pollutants by U.S. power plants).

Beside these advantages, the use of exogenous weights also leads to several drawbacks. As

Kuosmanen and Kortelainen (2005) point out, the possibility to choose from different weights

leads to a source of subjectivity. For example, Toffel and Marshall (2004) analyze how different

weighting schemes influence the results of comparing the impact of different chemicals contained

in the Toxic Release Inventory by the U.S. Environmental Protection Agency. They find that

no optimal weighting scheme can be identified but that the appropriate scheme depends on the

target of the research, e.g. the impact on human health or the environment may be analyzed

using different weighting schemes. To overcome the subjectivity, Kuosmanen and Kortelainen

(2005) propose to use a multiplier form of DEA to estimate the weights of different pollutants.

But they note that this may lead to implausible results for the weights. Therefore they suggest to

use an assurance region approach to limit possible choices of the weights (see Pedraja-Chaparro

45 For empirical analyses on whether increasing returns to scale are present in abatement activities see Andreoni
and Levinson (2001) and Managi (2006).
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et al. (1997) for an overview of weight restriction in DEA models). In our model such bounds

may be needed if the aggregation weights are not known with certainty. E.g. the climate change

effects of different pollutants may not be known precisely (see Harvey (1993)). Kuosmanen and

Post (2001) and Camanho and Dyson (2005) present models to analyze cost efficiency if the price

data are uncertain. These models could be modified for an analysis of environmental efficiency

and incorporated in our model.

4.3.4 Comparison to existing network models

In the following we want to compare our model to two existing models which have a similar

structure and discuss some points which we consider as advantages of our approach.

Murty et al. (2012) and Färe et al. (forthcoming) both present models which aim at analyzing

the efficiency of DMUs with regard to environmental pollution in a more detailed technology

modeling than the standard “black box” models. Murty et al. (2012) discuss microeconomic

concepts and implications of modeling undesirable outputs as byproducts of the desirable outputs

and formulate an overall technology as the union of a production and an residual generation

technology which also allows to account for abatement activities. Their overall technology

(T̂MRL) reads as46

T̂MRL =
{(
xP ,xF1 ,y

f ,u′′
)
∈ Rm

P+mF+k+s : xP =XPλ,xF1 =XF
1 λ,y

f 5 Y fλ,

λ = 0,xP 5XPz,u′′ = U ′′z, z = 0
}
.

(4.24)

To account for abatement activities the authors propose to incorporate an abatement output

which is an output of the first stage and an input of the second stage. This abatement output

therefore is the same approach as our incorporation of intermediate inputs. In this modeling of

the residual generation process the authors do not model an explicit relation of the polluting

input and the emissions like the MBC but introduce the assumption of “costly disposability”

of xP and u′′. This assumption is represented by the restrictions xP 5 XPz and u′′ = U ′′z

in the technology T̂MR.47 Hence, modeling “costly disposability” leads to a formulation of the

residual generation where undesirable outputs are treated as inputs and polluting inputs are

treated as outputs. This formulation leads to a model that exhibits the technical possibility

to produce an infinite amount of emissions with a given amount of polluting inputs. This is

physically impossible and one of the arguments against modeling emissions as inputs in a “black

box” model (see the chapter on general concepts). In our model this problem is not present.

Furthermore, the costly disposability of polluting inputs is problematic if one considers the two

subtechnologies separately. In our model all subtechnologies T y1 , Tu
′

1 and T2 present plausible

models even if they are not combined in a network. In the above described model this is not

the case since the costly disposability of xP allows to produce positive amounts of emissions

without using any polluting input if the residual generation is analyzed separately. Again, this

problem is absent in our approach.

46 As before, our notation is applied.
47 In contrast, our model relies on standard disposability assumptions for the production and the abatement

stage.
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To measure the efficiency of DMUs given the above defined technology, Murty et al. (2012)

propose three different approaches which are all based on scaling both the desirable outputs and

the undesirable outputs. They apply the hyperbolic efficiency measure by Färe et al. (1989) and

the directional (output) distance function in an environmental setting. Moreover, they propose

an index which is based on the Russell measure of technical efficiency by Färe and Lovell (1978).

But the proposed decomposition of this index into a production and an emission efficiency index

relies on the independence of the abatement stage from the production of good outputs and

hence does not allow for a network application with multiple dependencies. In contrast, our

measure allows for a decomposition also in a general network setting.

The second model which we want to compare with our approach is the environmental network

DEA model by Färe et al. (forthcoming). Similar to ours the model consists of a production and

an abatement subtechnology. In this network emissions are modeled as a weak disposable output

of the first stage which is a strong disposable input in the second stage and undesirable outputs

released to the environment are a weak disposable output of the abatement stage. Färe et al.

(forthcoming) also include shared and intermediate inputs in their network model. To measure

technical efficiency a directional (output) distance function with directional vector g = (1, 1) is

applied.48 The linear programming problem to obtain the measure is given by

max
β,xS

1 ,x
S
2 ,y

2,u′,λ,z
β

s.t. xS1 = XS
1λ

y2 + (yfi + β) 5 Y λ

u′ = U ′λ

λ = 0

y2 = Y 2z

u′ = U ′z

xS2 = XS
2 z

u′′i − β = U ′′z

z = 0

xS1 + xS2 5 xSi

(4.25)

In this model Färe et al. (forthcoming) do not differentiate between polluting and non-polluting

inputs and all inputs are part of a common source. This assumption would imply in our model

that all inputs are shared between the stages.

As in case of the model of Murty et al. (2012) this approach is less flexible than ours regarding

the measurement of efficiency. To see this, consider the case that the DMUs are evaluated

without changing the production stage and emissions should be minimized by improving only

the efficiency of the abatement process. In our model this would imply an optimization over u′′

and z and in the model by Färe et al. (forthcoming) the efficiency measure would only scale u′′i .

Comparing the models we find that this leads to very different results. In the model by Färe

48 Note that in the paper by Färe et al. (forthcoming) only a single pollutant and a single good output is modeled
in the network setting.
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et al. (forthcoming) we obtain that ẑ = 0 is optimal for all DMUs. Hence, a positive output

production would lead to an optimal amount of zero undesirable output in the case of a single

pollutant. In contrast, in our model ẑ = 0 can not be optimal. This follows because evaluating

only the abatement stage remains u′i > 0 unchanged. Therefore, ẑ = 0 would imply l̂i = 0 and

û′′i = u′i. Thus, ẑ ≥ 0 and assuming that no observation abates all its emissions this implies

that û′′∗i > 0.

With regard to the above presented findings from a comparison of network models we argue that

our model which does not rely on non-standard disposability assumptions and leads to plausible

results even if the stages are evaluated separately provides clear advantages compared to the

existing approaches.

4.4 Application to U.S. power plants

For an empirical illustration we apply our model to an efficiency analysis of U.S. coal-fired power

plants in the year 2009. These plants have been addressed by several previous studies (e.g. Färe

et al. (2005), Färe et al. (2007), and Sueyoshi et al. (2010)) analyzing their environmental

efficiency as described in the motivation of this study. The amount of available data, especially

for abatement activities, has significantly increased in the last years enabling us to conduct a

detailed analysis of the potential sources of environmental inefficiency.

We analyze the environmental efficiency with regard to the sulfur dioxide (SO2) emissions of the

power plants. The reason for choosing SO2 emissions in our analysis is two folded. Firstly, coal

fired power plants contribute 73% of all SO2 emissions in the United States (EPA (2012)) and

therefore their efficiency has a significant influence on the total generation of SO2 emissions in

the United States. Secondly, the abatement of these emissions by flue gas desulfurization units

(FGDs) exists as an end-of-pipe technology and hence can be analyzed with our network model

(see Srivastava and Josewicz (2001) for a description of FGDs).

4.4.1 Constructing the dataset of U.S. power plants

The sources of the data used in our study are the files EIA-767, EIA-860 and EIA-923 of the

U.S. Energy Information Administration (EIA), where EIA-923 provides detailed information

on the inputs and outputs of the production stage of the power plants, whereas EIA-767 and

EIA-860 contain data on their abatement activities. These files present the data on boiler and

generator level (EIA-923), respectively on FGD unit level (EIA-767 and EIA-860). In addition to

the data from EIA we use the Clean Air Markets data from the U.S. Environmental Protection

Agency (EPA). These data provide information on the amount of SO2 emissions released to the

environment by each boiler of the plants. Finally, we include plant-level data on the structure

costs and labor input from Form 1 of the Federal Energy Regulatory Commission (FERC).

Since the data are reported on different levels we have to aggregate them to estimate plant-level

efficiency. This aggregation is done as follows: In the first step, we exclude all observations

(boilers, generators and FGDs) with missing data (see the paragraph below for a description

of the used inputs and outputs). We also exclude boilers for which coal contributes to less
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than 95% of the used heat content of the fuels and those for which fuels other than coal, oil

or gas contribute to more than 0.0001% of the used heat content.49 FGDs are excluded if they

are either non-operating or if the generators linked with these units have an installed capacity

that is lower than 100 megawatts. The last exclusion is due to previous studies (see Eastern

Research Group (2009)) which find that while medium (100− 500 MW) and large (> 500 MW)

FGDs are comparable e.g. with regard to capital cost per capacity, smaller (< 100 MW) FGDs

show significant differences to large and medium FGDs. To avoid this comparison we exclude

those observations. The remaining observations are checked whether all linked units are still

included in the data set (e.g. if all boilers that are linked to one generator are still part of the

data). If the data are complete we sum the single parts up to estimate the data on power plant

level. Otherwise, we do not include the data. As a result of this procedure, not necessarily

all generators, boilers and FGDs of a power plant are included in our analysis. However, we

prefer this method to simply summing up all boilers, generators and FGDs to one plant since

this would lead to more serious problems. For example, our approach avoids comparing the

environmental efficiency of boilers and generators without FGDs with those that are equipped

with FGDs using the same estimated technology set.

For our efficiency analysis we use the following input and output variables. In the production

stage we include the sum of the heat content (measured by British thermal units (BTUs)) of the

fuels used by the power plants (coal, oil and natural gas) as the pollution-containing input.50

We do not include the different fuels separately.51 Since our final sample only consists of 23

power plants we want to reduce the number of inputs. Therefore, we aggregate all used fuels

by multiplying the physical quantities of the fuels with their heat content (reported in the file

EIA-923) and sum up the results to one input (total heat content). The non-polluting input of

the production stage is given by the capital stock of the power plant which we estimate following

Pasurka (2006). The FERC Form 1 contains data on the cost of structures and equipment of the

power plants. Since no data on investment is available we assume that changes in these costs

represent net investments (NI). Using the Handy-Whitman index (HW) by Whitman, Requardt

& Associates (2009) to present it in 1970$ we estimate the capital stock (CS) by:

CST =
T∑
t=1

NIt
HWt

. (4.26)

Since the FERC data are publicly available only back to 1994 we assume that all previous

investments were done in the year the last unit (generator) of the plant was installed. Moreover,

since we do not include the whole plants due to missing data we estimate the partial capital stock

by multiplying the overall capital stock with the ratio of the generating capacity of the included

generators of the plant to the generating capacity of the overall power plant. The output of

the production stage, the produced amount of electricity, can be split up into two parts. The

first part, the net generation of electricity, is the amount (measured in gigawatt hours (GWh))

49 This step is done following the definition of a power plant as coal-fired by Färe et al. (2007).
50 A BTU is the amount of thermal energy needed to raise the temperature of one pound of water at 68◦F by

1◦F (Çengel (2008, p. 9)).
51 In our analysis coal consists of anthracite and bituminous (BIT), lignite (LIG) and subbituminous (SUB) coal.

Oil consists of distillate (DFO) and residual fuel (RFO) oil.
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of electricity produced by the plant excluding the amount of electricity used by the plant. The

second part is the amount of electricity used by the FGD units to abate SO2 emissions. Since

this electricity is both an output of the production stage and an input of the abatement stage,

it can be viewed as an intermediate input. To estimate the amount of SO2 emissions (in tons)

which are generated in the production stage we multiply the physical quantities of the used fuels

by their sulfur content and by the uncontrolled emission factors that are reported in appendix

A of the Electric Power Annual Report (EIA (2011)).

Beside these emissions and the electricity used by the FGD units, the capital stock of the

installed FGD structures is included as an input of the abatement stage. The capital stock is

obtained by again applying the methodology of Pasurka (2006) using the historical data on costs

of structures and equipment of the FGD units collected in the EIA file 767. They are reported

back to 1985 and we assume that all prior investments were done in the year the FGD unit went

into operation. The single output of the abatement stage is the amount of abated SO2 emissions

which we obtain by subtracting the amount of released SO2 emissions (given by the EPA data)

from the estimated amount of SO2 emissions produced in the first stage.

In addition to the inputs described above which are only used by either the production or

the abatement stage we also include one shared input, the number of employed workers. Two

problems arise from the fact that FERC data only report the overall number of workers employed

at the power plant. Firstly, our dataset does not necessarily cover the whole plants as explained

above. Therefore, we assume that the number of workers of the plants is proportional to the

plants capacity and hence the total amount of labor in our dataset is estimated by

Number of workers (total) = Number of workers (FERC) · MWData

MWTotal
(4.27)

where MWData is the capacity of the plant in our dataset and MWTotal is the total capacity of

the plant. Secondly, we have to attribute the total amount of workers to the production and

the abatement stage. To estimate the number of workers operating the FGD units we use two

power laws which were developed by Srivastava (2000) to estimate the cost of operating labor

for FGD units. For wet scrubbers the amount is estimated by

Number of workers (FGD) = 41.69041 ·MW−0.322307 · MW

100
(4.28)

and for dry scrubbers by

Number of workers (FGD) = (18.25− 2.278 · ln(MW)) · MW

100
(4.29)

where MW denotes the capacity of the generators linked to the FGD unit. The difference of

the estimated total number of workers and the estimated FGD operating labor is attributed

to the production stage. Table 4.2 presents the descriptive statistics for the data used in the

production and the abatement stage, respectively. The relatively small sample size (23 power

plants) is largely driven by the FERC data since for many power plants no labor and/or cost

data were available.
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Table 4.2: Descriptive statistics of the power plant data

n = 23 Power plants Min Mean Median Max SD

Production stage

Inputs
Total heat content (Bio. BTUs) 9049.93 54947.11 43108.64 127135.37 34595.67
Capital stock (1000$, 1970) 114038.54 321271.60 283597.19 773356.78 160345.37

Output
Net generation (GWh) 1108.39 5774.96 4278.05 14664.33 3819.71

Abatement stage

Inputs
SO2 3878.54 101553.51 54928.84 304364.04 96448.70
Capital stock (1000$, 1970) 10103.63 46316.15 31674.81 141685.67 34907.40

Output
Abated SO2 emissions (tons) 2102.27 94133.96 49150.88 280130.00 91300.74

Intermediate input

FGD electricity (GWh) 5.79 98.94 57.54 371.91 98.23

Shared input

Labor total (worker) 57.00 155.61 129.00 398.00 78.08
Labor production (worker) 25.00 102.26 88.00 330.00 65.65
Labor FGD (worker) 12.00 40.70 33.00 77.00 20.59

4.4.2 Results of the analysis of U.S. power plants

We estimate the environmental efficiency of the power plants by solving the linear programming

problem (4.12).52 In this network analysis we minimize the amount of final emissions (u′′) over

the inputs of the first stage (xF1 , xP1 ) as well as the shared inputs (xS1 , xS2 ) and the emission

input of the second stage (u′). Since we aim at estimating the efficiency of the production stage

input-oriented the final output as well as the intermediate input remain unchanged. Matrix Π

is estimated for each plant by dividing the initial amount of sulfur dioxide emissions (u′) by

the total heat content. Since the final output (net generation of electricity) does not contain

any pollution the analysis of power plants allows for a detailed decomposition of the production

stage efficiency into technical efficiency (measured by a radial Farrell input measure of technical

efficiency) and environmental allocative efficiency as proposed by Coelli et al. (2007) (see table

B.1 in appendix B for a summary of the decompositions). The analysis is conducted for both

constant and variable returns to scale. Detailed results of the environmental efficiency as well

as the decomposition into the different components for each plant can be found in tables B.2

and B.3 in appendix B.

52 To solve this programming problem we use the package “lpSolve” for the statistical software R.
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Table 4.3: Descriptive statistics of the power plant efficiency results (CRS)

Efficiency type Min. Mean Median Max. SD # Efficient

Network

Environmental 0.0200 0.2739 0.0861 0.9936 0.3089 0
Production 0.7719 0.8776 0.8758 1.0000 0.0677 1
Abatement 0.0223 0.3054 0.1017 1.0000 0.3374 1

Production stage

Stage efficiency 0.7705 0.8625 0.8478 1.0000 0.0629 1
Technical 0.8031 0.9012 0.8841 1.0000 0.0665 3

Allocative 0.8524 0.9575 0.9587 1.0000 0.0248 1
“Black box” bias 1.0000 1.0173 1.0169 1.0427 0.0142 5

Abatement stage

Stage efficiency 0.0223 0.3624 0.1017 1.0000 0.3999 5
“Black box” bias 0.5071 0.9282 1.0000 1.0000 0.1552 17
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Figure 4.5: Boxplots of the power plant efficiency results

65



4 Separating environmental efficiency into production and abatement efficiency

We start our discussion by presenting the results for the analysis under constant returns to scale.

Table 4.3 contains the descriptive statistics of the results and all decompositions while the left

graph in figure 4.5 contains boxplots for the results of the network analysis.

The results show that the power plants exhibit significant potentials to reduce their SO2 emis-

sions. The average environmental efficiency is 0.2739 which indicates that at the average the

power plants could reduce their emissions by about 73 % holding their electricity output con-

stant. This result becomes even more obvious when inspecting the median which shows that

50% of the power plants could reduce their emissions to less than 10% of the current level. One

plant of our dataset (Valmont) is production efficient, another one (East Bend) is abatement

efficient. Since no plant is both production and abatement efficient no plant can be identified

as environmentally efficient given the analysis under constant returns to scale.

The decomposition shows that the environmental inefficiency is largely driven by abatement

inefficiencies while the production efficiency is relatively high. This can be seen from both the

boxplots as well as the descriptive statistics which show that the average production efficiency

is 0.8776 while the average abatement efficiency is 0.3054. This indicates that at the average

the amount of emissions resulting in the production stage could be reduced by about 12% if the

power plants would operate their production stage efficiently. Moreover, the power plants could

on average reduce the amount of emissions released to the environment per unit of produced

emissions by approximately 69% if the abatement process would be conducted efficiently.

The results for the production stage ignoring the network structure show that stage inefficiencies

can be attributed to technical inefficiency while the allocative efficiency is quite high. This

indicates that the reduction of the emissions is largely obtained by proportionally scaling down

both the pollution-free as well as the polluting input. Not exploited substitution possibilities

between the two inputs do only contribute to a smaller extend to the overall production stage

efficiency. However, while three power plants are technical efficient only a single one is allocative

efficient. Therefore, only one plant (Valmont) is production stage efficient. The results for

the “black box” bias measure of the production stage show that the results for the production

efficiency of five plants are not changed if the analysis is conducted using the network technology.

The remaining observations exhibit values for the bias that are larger than one. These plants

substitute polluting inputs for shared inputs. Therefore, they do not have to reduce their

emissions as much as possible given the stage analysis and instead have to reallocate the shared

input from the production to the abatement stage to reduce the amount of emissions released

to the environment.

Regarding the efficiency of the abatement stage we find that five power plants are stage efficient.

The remaining observations are highly inefficient. The most stage inefficient plant (Valmont)

could reduce its amount of emissions released to the environment per unit of produced emis-

sions by approximately 98%. Since this plant is found to be production efficient the whole

environmental inefficiency is due to the large inefficiency of the abatement stage. For the other

abatement inefficient plants we also clearly observe from the boxplots that this inefficiency is

the main driver of the overall environmental inefficiency. The majority of 17 plants exhibits a

value for the “black box” bias measure equal to one showing that the abatement inefficiency is
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largely due to stage inefficiencies and not to inefficiencies caused by network effects.

To evaluate whether these large inefficiencies obtained from the analysis assuming constant

returns to scale are due to scale inefficiencies we have also estimated the environmental efficiency

measure and its decompositions assuming variable returns to scale. Table 4.4 contains the

descriptive statistics of the results while the right graph in figure 4.5 presents the boxplots.

Table 4.4: Descriptive statistics of the power plant efficiency results (VRS)

Efficiency type Min. Mean Median Max. SD # Efficient

Network

Environmental 0.0942 0.5965 0.5721 1.0000 0.3252 4
Production 0.7896 1.1886 0.9994 2.4456 0.5257 5
Abatement 0.0897 0.5854 0.5485 1.0566 0.3712 4

Production stage

Stage 0.7896 0.8922 0.8835 1.0000 0.0637 2
Technical 0.8065 0.9212 0.9103 1.0000 0.0660 6

Allocative 0.8461 0.9699 0.9898 1.0000 0.0491 5
“Black box” bias 1.0000 1.3423 1.0000 2.7128 0.6207 13

Abatement stage

Stage 0.1238 0.7227 1.0000 1.0000 0.3377 13
“Black Box” bias 0.3503 0.7609 0.8130 1.0566 0.2463 5

The results for the analysis under VRS show that the environmental efficiency increases largely

compared to the results assuming constant returns to scale. The average inefficiency decreases

from 73% to 40%. The results for the median are even larger with the inefficiency decreasing

from 91% to 43%. Moreover, we find that in addition to the plant Valmont three more plants

(Cope, Reid Gardner and Trimble County) are both production and abatement efficient and

hence environmentally efficient. The decomposition of the environmental efficiency shows that

in contrast to the analysis under CRS some plants exhibit a value for the production efficiency

larger than one indicating that in a network analysis these plants have to increase the emission of

pollutants in the production stage to become efficient. As discussed before, this follows because

shared inputs are reallocated to the abatement stage and, furthermore, increasing returns to

scale at the abatement stage can be exploited. The abatement efficiency shows significantly

larger values than under CRS indicating that the results are largely influenced by scale effects.

With regard to the stage analysis of the production stage we only find minor differences under

VRS compared to the results under CRS. Interestingly, the “black box” bias results show that

a majority of 13 plants does not exhibit different results for the production stage if the network

structure is taken into account under VRS. However, the remaining plants show very large

differences. This indicates that for a minor group of plants scale effects have a crucial influence

on the efficiency if they are evaluated using a network approach instead of a “black box” model.

The results for the abatement stage show that the inefficiency decreases largely if we exclude
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scale inefficiencies as it is done by assuming variable returns to scale. For example, the average

inefficiency decreases from 64% to 38% while the median inefficiency decreases from 90% to

0%. However, we find that accounting for the network structure renders less plants efficient

than under CRS. But the stage effect dominates and hence the overall abatement efficiency

increases largely. This indicates that the large environmental inefficiencies found in the analysis

under CRS are driven by scale inefficiencies of the abatement stage. But we have to emphasize

that our dataset only covers a small sample of plants. Moreover, due to the above presented

data limitations some plants are not completely included. Hence, the scale inefficiencies may be

influenced by the construction of the dataset. However, our findings of scale inefficiencies are in

line with findings in previous studies on the efficiency of power plants in the United States (e.g.

Yaisawarng and Klein (1994) and Zeitsch and Lawrence (1996)). However, our results suggest

that these inefficiencies are more important for the abatement process than for the production

process.

4.5 Summary

In this chapter we have presented a new approach to evaluate the environmental efficiency of

decision making units. Our model presents a network technology which consists of a production

and an abatement stage with the environmental efficiency being determined by the efficiency of

both stages. The proposed modeling of the two stages does not need special assumptions on

the disposability of in- and outputs and allows for an efficiency analysis of both stages ignoring

the network structure. Therefore, it addresses some of the shortcomings of previous approaches.

Building on this two-stage network we have proposed a new measure of environmental efficiency

which can be decomposed into the effects of production and abatement inefficiencies. Further

decompositions allow for an analysis of stage and network effects. The new measure and all its

components can be evaluated assuming both constant and variable returns to scale.

Our application of the model to a sample of U.S. power plants shows that there are significant

potentials to reduce SO2 emissions. While we found only minor inefficiencies with regard to

the production stage, large inefficiencies were found for the abatement activities. Since usual

“black box” models do not or only implicitly account for abatement processes, this finding

highlights the importance of a detailed analysis to reveal all environmental inefficiencies of the

DMUs. However, we have to emphasize again that the sample of our analysis covers only 23

power plants and is thus merely illustrative. Therefore, the results should not be overstressed

as providing information on the efficiency of the total power plant infrastructure in the United

States.
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5 Optimal directions for directional distance functions‡

5.1 Motivation

In the literature on nonparametric efficiency analysis of decision making units the directional

distance function which has been introduced in the chapter on general concepts is a frequently

used approach to measure efficiency in the presence of undesirable outputs. A microeconomic

analysis applying this function was conducted in chapter 3 of this dissertation. Examples of

macroeconomic applications of the DDF accounting for undesirable outputs are, among others,

Arcelus and Arocena (2005), Färe et al. (2001), Lozano and Gutiérrez (2008) and Picazo-Tadeo

et al. (2005). The main advantage of the DDF is the possibility to define a different direction

of measurement for each input or output. Therefore, it is possible to analyze the efficiency

by increasing good outputs while simultaneously decreasing bad outputs. However, the variety

of possible directions allows for a large extend of subjectivity regarding the importance of the

production of good and the abatement of bad outputs. Färe et al. (2011) propose a method

to endogenously determine the directions for a slacks-based directional measure. In this study

we modify their approach to the analysis using the environmental directional distance function

by Chung et al. (1997) and propose an alternative method to obtain optimal directions in a

dynamic setting.

We apply both methods to an efficiency analysis of the 62 countries which together produced

90% of the average total global emissions of greenhouse gases (GHG) of the years 2000 and

2005. Using the results of the analysis we calculate by how much the GHG emissions could

be reduced if countries would produce efficiently. This question is of great importance given

that anthropogenic GHG emissions are regarded as the main driver of climate change (see the

introduction to this dissertation). The literature about the economic effects of climate change is

summarized e.g. in the Stern Review (Stern (2007)) and subsequently by Tol (2009) and Aldy

et al. (2010). Aldy et al. (2010) argue that stabilizing global warming over pre-industrial levels at

2.9◦C (2.1◦C) requires a stabilization of CO2 equivalent greenhouse gas emissions concentration

in the atmosphere at 550 ppm (450 ppm).53 According to Stern (2007) this amounts to a

reduction of CO2 equivalent greenhouse gas emissions of 25-30 percent (70 percent) until 2050

relative to 2005. Likewise, the European Commission (2011) announces the commitment of

member states to a reduction of greenhouse gas emissions by 20 percent until 2020.

In this chapter we want to shed some light on the feasibility of these percentage reduction targets

from a production-economic perspective. In our analysis we compare the reduction potentials

obtained by the efficiency analysis with the necessary reductions to limit the effects of climate

change. We examine whether the targets can be achieved by reducing inefficiencies in the

production processes of the countries. In applying nonparametric methods to assess emissions

reduction targets our study is closely linked with Färe et al. (2012) who present results of the

optimal timing of greenhouse gas emissions reductions.

‡ This chapter is based on Hampf and Krüger (2012).
53 CO2 equivalent greenhouse gas emissions are the sum of CO2 emissions and several greenhouse effective gases,

denominated in equivalent tons of CO2. See the data description below. The abbreviation ppm stands for
parts per million.
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5 Optimal directions for directional distance functions

In the following section we discuss different approaches for computing optimal directional vectors

for the environmental directional distance function. We start by applying the model by Färe

et al. (2011) to the analysis of environmental efficiency. We then propose a novel approach based

on an extension to a dynamic nonparametric analysis.

5.2 Deriving optimal directions

5.2.1 Static approaches to optimal directions

In recent literature the question of how to obtain optimal directional vectors for directional

distance functions has received some attention. Peyrache and Daraio (2012) present an empir-

ical approach to investigate this question which is merely a robustness assessment while Färe

et al. (2011) present a theoretical model to calculate the directions endogenously. Their model

estimates the optimal directions by maximizing the inefficiency of the DMU under evaluation

over the directional vector. We follow Färe et al. (2011) and apply their model to an environ-

mental efficiency analysis. The original paper presents the model for the case of two DMUs and

two outputs and applies the slacks-based directional measure by Färe and Grosskopf (2010).

Extending their analysis we consider the case of multiple DMUs using multiple in- and outputs

in an environmental setting. We start the discussion by applying a distance function that scales

all outputs in weighted proportions. Then we will show how this approach is related to the

slacks-based measure applied by Färe et al. (2011).54

The first distance function has the advantage that it allows to connect the ideas of Färe et al.

(2011) with the literature of dynamic efficiency analysis as presented in the next section. It can

be calculated by solving the nonlinear programming problem

max
β,α,δ,λ

β

s.t. xi = Xλ

yi + βα� yi 5 Y λ

ui − βδ � ui = Uλ

1Tα+ 1Tδ = 1

β,α, δ,λ = 0.

(5.1)

The elements of the vectors α and δ represent the different weights of the good and bad out-

puts, while � denotes the Hadamard (or direct) product of two vectors. The fourth constraint

is a normalization constraint. The non-negativity assumption for α and δ implies that only

directions which do not increase bad outputs or decrease good outputs are selected. This model

maximizes the distance function and hence the inefficiency of a DMU by endogenously selecting

the optimal directional vector. This vector is optimal in the sense that it is directed to the

furthest feasible point on the frontier compared to the DMU under evaluation. The resulting

elements of the λ̂ vector identify the reference observations for the analyzed DMU. The resulting

54 In most applications slacks-based measures are compared to radial distance functions like the Shephard (1970)
output distance function. However, since we consider a weighted scaling as well as increasing good and
decreasing bad outputs the term “radial” is not appropriate in this analysis.
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efficiency measure of this program can be denoted as β̂ (xi,yi,ui). For notational simplification

we abbreviate this measure by β̂. The nonlinear programming problem can be transformed into

a linear one by dividing all constraints by β and introducing the new variables γ = 1/β and

µ = λ/β.55 The linear model then reads as

min
γ,α,δ,µ

γ

s.t. γxi = Xµ

γyi +α� yi 5 Y µ

γui − δ � ui = Uµ

1Tα+ 1Tδ = 1

γ,α, δ,µ = 0.

(5.2)

This program has no feasible solution if the DMU under evaluation lies on the strong efficient

part of the frontier because in this case β̂ = 0 and hence 1/β̂ is not defined. But this does not

lead to a problem for obtaining optimal vectors because Färe et al. (2011) argue that the vector

for efficient DMUs may be chosen arbitrarily. In this case they propose to use equal weights for

all outputs which in our application would imply that all elements of α and δ are set equal to

1/(s+ r).

As mentioned above, the original approach by Färe et al. (2011) is based on a slacks-based

distance measure. In the present setting the program to obtain this measure can be stated as

max
βy ,βu,λ

1Tβy + 1Tβu

s.t. xi = Xλ

yi + βy � ey 5 Y λ

ui − βu � eu = Uλ

βy,βu,λ = 0

(5.3)

where ey (eu) denotes a vector containing one unit of each good (bad) output to render βy (βu)

a vector of dimensionless measures that can be summed up. Modifying this model by dividing

each restriction on the good (bad) outputs by the amount of the associated good (bad) output

of DMU i the problem reads as

max
βy ,βu,λ

1Tβy + 1Tβu

s.t. xi = Xλ
yi
yi

+
βy

yi
5 Y λ

yi
ui
ui
− βu

ui
= Uλ

ui

βy,βu,λ = 0.

(5.4)

In this presentation of the model we slightly abuse the matrix notation. The fraction of two

vectors refers to an element-wise division (similar to the Hadamard product) and the fraction

of a matrix and a vector refers to an element-wise division of each column of the matrix by the

55 For a further discussion of linear and nonlinear environmental DEA models see Zhou et al. (2008b).
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vector. In the modified program the vectors ey and eu are replaced by 1
yi

and 1
ui

. Therefore,

βy and βu are again dimensionless. Denoting
βy

yi
= β̃y and βu

ui
= β̃u the model becomes

max
β̃y ,β̃u,λ

1T β̃y + 1T β̃u

s.t. xi = Xλ

1 + β̃y 5 Y λ
yi

1− β̃u = Uλ
ui

β̃y, β̃u,λ = 0.

(5.5)

This programming problem is linear, hence optimal values
̂̃
βy,

̂̃
βu and λ̂ can be calculated

without transformation using the conventional simplex algorithm. However, the optimal values

of (5.3) and (5.5) are not equal because (5.3) is not independent of the units in which the inputs

and outputs are measured and hence the transformation leading to (5.5) changes the results. In

contrast, the optimal values of the objective functions of programs (5.1) and (5.5) can be shown

to be equal. A proof of this equality can be found in appendix C. Therefore, β̂ = 1T
̂̃
βy + 1T

̂̃
βu

for a DMU under evaluation.

In the empirical part of this study we apply model (5.1) to an analysis of greenhouse gas emissions

and calculate potential reductions given the directional vectors obtained from it.

5.2.2 A dynamic approach to optimal directions

In the previous section we have presented an application of the static model by Färe et al. (2011).

Now we propose an extension of this model to a dynamic analysis. We propose that an optimal

vector can be derived as the direction in which innovating DMUs have shifted the frontier of a

technology between two periods. This dynamic approach can be summarized by three steps:

1. Calculate the direction of movement between periods t and t+ 1 for all DMUs.

2. Evaluate which of the DMUs is an innovator given the directions obtained in the first step.

3. Identify the reference innovator for each non-innovating DMU. Estimate the efficiency of

the DMUs by using the directional vector of the reference innovator.

This model is based on dynamic nonparametric productivity measures which we have introduced

in the chapter on general concepts. In particular, the Malmquist-Luenberger index proposed

by Chung et al. (1997) who estimate this index by assuming that the vector of the efficiency

analysis is given by equal weights for the good and bad outputs which in our model is the case

α = δ = 1/(r + s).

Other studies like Jeon and Sickles (2004) or Kumar (2006) follow this approach and also treat

the reduction of bad outputs and the increase of good outputs as equally important. This

is a very restrictive assumption and we propose to extend the above discussed approach of

endogenous directional vectors to a dynamic analysis. Our approach is based on the idea of

estimating the direction of shifts in the frontier. Färe et al. (2001) propose conditions to identify
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observations that shift the frontier and hence can be regarded as “innovators” of the technology.

An innovating DMU can be identified by checking whether it fulfills the following conditions:

M̂LTech
t,t+1

i > 1 (5.6)

β̂t
(
xt+1,i,yt+1,i,ut+1,i

)
< 0 (5.7)

β̂t+1
(
xt+1,i,yt+1,i,ut+1,i

)
= 0. (5.8)

The first condition states that technical progress must have occurred between two periods.

The second states that the input-output combination of DMU i in t + 1 must lie outside the

technology in t and the third condition states that DMU i must be part of the frontier in t+ 1.

If all conditions are met simultaneously then i is identified as an innovator or frontier-shifting

DMU between the periods t and t+ 1. In the previous literature the above stated conditions are

evaluated using the directional vectors specified earlier which assign all good and bad outputs

the same weight. This direction of the analysis may not be the direction of the movement of

the innovating DMUs. Hence, the direction of the shift of the frontier and the direction of the

measurement of technical change as well as efficiency change may be different. For a graphical

illustration of this argument consider figure 5.1 that depicts two DMUs (A and B) and the

technological frontier for two periods t and t+ 1.

y

u

At

Bt

At+1

Bt+1

Figure 5.1: Example of a frontier shift

In this example DMUs A and B are supposed to use one unit of an input x in period t and

t + 1 to produce a single good output y and a single bad output u with the quantities of both

outputs being indicated by the filled circles in the graph. Technical progress occurs between the

two periods because DMU A is able to produce less bad output in period t+ 1 compared to the

quantity in t holding input and good output constant. Hence, the direction which captures this

movement and therefore would provide a plausible direction of the measurement of technical

progress is given by (α = 0, δ = 1) or using the notation without weights (0,−u) as indicated

in figure 5.1 by the arrow associated with point At. However, in the standard Malmquist-

Luenberger index the direction is defined as (α = 0.5, δ = 0.5) or (y,−u) as indicated by the

arrow for observation Bt.
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To overcome this problem we propose to first determine the directional vectors of the DMUs in

a dataset by measuring the direction of their movement between two periods. More precisely,

the optimal directions are obtained by calculating changes in the output structure of the DMUs.

A problem arises in this analysis because in contrast to the figure presented above where it is

assumed that xt = xt+1 it is likely that the DMUs change their output as well as their input

quantity between two periods. In the existing literature different approaches to this problem

have been proposed. Färe and Grosskopf (2012) address technical change in a nonparametric

setting by using the idea of a technical change matrix developed by Simon (1951). To calculate

this matrix the technology matrices in t and t+1 need to be constructed. The technology matrix

in t contains the input-output structure of all DMUs and can be written as:56

T t =



−xt,11 . . . −xt,1n
...

...
...

−xt,m1 . . . −xt,mn
yt,11 . . . yt,1n

...
...

...

yt,s1 . . . yt,sn

−ut,11 . . . −ut,1n
...

...
...

−ut,r1 . . . −ut,rn



(5.9)

with each column referring to one DMU. Analogously the technology matrix in t+ 1, T t+1, can

be constructed by collecting the input-outputs structure of all DMUs in t + 1. Assuming that

the analyzed DMUs are the same in each period (e.g. no DMU shuts down operations between

the periods), the technological change matrix ∆T t,t+1 can be calculated as

∆T t,t+1 = T t+1 − T t. (5.10)

Inputs and undesirable outputs are included with a negative sign in the technology matrices

so that the technological change matrix contains positive elements for inputs and bad outputs

if they are reduced and for good outputs if they are increased between two periods. Färe and

Grosskopf (2012) propose to use only those DMUs as reference observations which exhibit non-

negative elements in their respective column of ∆T t,t+1. This is a very restrictive assumption.

For example, consider an observation that has reduced its input use and increased all but

one output which it has decreased between the periods. Given the above stated assumption

this DMU is excluded although it may have increased its productivity and hence may be an

innovator. Moreover, this assumption may lead to situations where no DMU can be identified

as a reference observation because none exhibits only non-negative elements.

In a different approach Otsuki (2012) proposes to measure the effect of different directional

vectors on technical change by fixing the input vector over the analyzed periods. However, this

56 In the original works by Simon (1951) and Färe and Grosskopf (2012) undesirable outputs are not incorporated.
To show the similarity to our approach we include them.
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vector is arbitrarily chosen and hence may not be related to the actual data situation.

In our model we build upon these ideas by proposing a dynamic approach that conducts an

output-oriented analysis and obtains appropriate directional vectors by analyzing changes in

the output structure of the innovating DMUs. The first step consists of identifying the optimal

directions for each DMU. In contrast to Otsuki (2012) we analyze changes in the output structure

by fixing the input vector of each DMU to the quantities actually used in period t. Hence, we first

derive the hypothetical output quantities of the DMU under evaluation in period t+ 1 given the

input vector of period t. This can be done by solving the following linear programming problem:

max
λ,y,u

λ

s.t. xt,i = xt+1λ

y 5 yt+1λ

u = ut+1λ

λ,y,u = 0.

(5.11)

The right hand side of the input output structure shows that the boundary of this technology is

given by the input-output combination of the DMU under evaluation in t+1 and all input-output

combinations that result from proportionally scaling the vectors by the scalar λ. This last part

follows because the technology is assumed to exhibit constant returns to scale. Maximizing λ

leads to ŷ and û values that are associated with at least one binding input constraint. Using

this result the above stated linear programming problem can be easily solved for a particular

DMU i by finding λ̂ such that

λ̂ = min
j

{
xt,ji
xt+1,ji

}
j = 1, . . . ,m. (5.12)

The quantities of good and bad outputs in period t + 1 given xt,i can then be calculated as

ŷ = yt+1,iλ̂ and û = ut+1,iλ̂. These output quantities are used to identify observations that

increased at least one good and/or decreased at least one bad output and hence are possible

innovators. This variant of choosing reference observations is less restrictive than Färe and

Grosskopf (2012) because it does not assume that all good and bad outputs have to change in

an appropriate direction. Moreover, since we are correcting for changes in the input structure

we may also consider observations which use more inputs in period t + 1 compared to t. The

optimal directional vectors α̂ and δ̂ can be obtained by first setting the α̂ and δ̂ values for

all good outputs which have been decreased and all bad outputs which have been increased to

zero. The directions for the remaining good and bad outputs are then calculated by solving the

nonlinear programming problem

min
β,αe,δe,λ

β

s.t. yt,ie + βαe � yt,ie = ŷe

ut,ie − βδe � ut,ie = ûe

1Tαe + 1Tδe = 1

β,αe, δe = 0

(5.13)
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which can be transformed into a linear programming problem similar to the model by Färe

et al. (2011). The subscript e indicates that this program calculates weights only for those good

and bad outputs which have changed between period t and t+ 1 with an appropriate direction.

The weights are optimal in the sense that they lead to a minimal distance between the values

of outputs obtained in t and those obtained in t + 1 using the input vector of period t. We

use these vectors to estimate the distance functions and the Malmquist-Luenberger index for

all observations which are included in the above discussed programming problem to identify

the innovators and hence the “innovating” directions which are the reference directions for all

non-innovating DMUs. To choose among this set of vectors we calculate the euclidean distance

between the innovating and the non-innovating DMUs. The closest innovator provides the

appropriate directional vector used to estimate the efficiency of a non-innovating DMU. Hence,

the chosen directional vector for a non-innovating DMU is the one for the closest innovating

DMU.

5.3 Analysis of major GHG emitting countries

5.3.1 Data of the analyzed countries

In this section we apply the methods described above to a sample of major emitting countries.

The data are obtained from two sources. World Bank (2011) provides data for total greenhouse

gas (GHG) emissions of the countries (measured in thousand metric tons) which are computed as

the sum of carbon dioxide (CO2) emissions and the CO2 equivalents of methane (CH4) emissions,

nitrous oxide (N2O) emissions and other greenhouse gas emissions (i.e. fluorinated gases like

hydrofluorocarbons, perfluorocarbons, and sulfur hexafluoride). We take the average of the data

for the years 2000 and 2005 which are available for most countries of the world.

Regarding the other data, we use the Penn World Table (PWT) (Heston et al. (2011)) which

provides national accounts data for the period 1950-2009 to compute real GDP as the desired

output, the number of workers as labor input and cumulated investment using the perpetual

inventory method as capital input. Actually used are the series real GDP per capita (rgdpl),

real GDP per worker (rgdpwok), population (pop) and the investment share (ki). From these

GDP is computed as rgdpl ·pop, labor input as rgdpl ·pop/rgdpwok and capital input from real

investment data (ki/100) · rgdpl · pop by the perpetual inventory method.57 Analogous to the

GHG emissions we average the annual values over the period 2000-2005. Descriptive statistics

of the data can be found in table 5.1.

We restrict the sample to those countries which are the largest emitters and together represent

90 percent of total world GHG emissions (in the average of 2000 and 2005). This leaves us

with a sample of 62 countries. These countries are listed in appendix A in the order of emission

volume.

57 For the perpetual inventory method the initial capital stock is calculated by the formula K0 = I0 ·(1+g)/(g+δ)
(see Park (1995)) where g is the average growth rate of investment over the first ten years for which investment
data are available (or five years if (g+ δ) < 0) and δ is the depreciation rate fixed at 0.05. Subsequent capital
stocks are calculated by the recursion Kt = Kt−1 · (1 − δ) + It with t = 1, 2, ...
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Table 5.1: Descriptive statics of the data (62 major emitting countries)

Min Median Mean Max SD

Labor (1000 workers) 1115.39 11948.86 40249.36 742462.65 106171.75
Capital stock (bio. $, 2005) 16.02 689.25 2200.93 28969.82 4560.95
GDP (bio. $, 2005) 7.27 246.04 785.36 11591.17 1678.75
GHG (mio. tons of CO2 eqv.) 64.79 181.99 548.36 7175.31 1210.00

To check whether our sample contains outliers we applied the method by Wilson (1995) to detect

influential observations. The results indicated that for directions associated with large weights

to the decrease of emissions Great Britain and Sweden are identified as influential observations.

To check whether these observations are outliers we estimated the value for the directional dis-

tance function using direction δ = 1 for the total sample and for the sample excluding these two

observations. Histograms of the results are presented in figure 5.2. We find that a non-negligible

share of countries exhibits only small inefficiencies (β̂ ≤ 0.1). Since this is observed irrespective

of whether the two observations are included or not, we do not consider Great Britain and Swe-

den to be outliers. Hence, we include them into the subsequent analysis.
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Figure 5.2: Effects of influential observations
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5.3.2 Results of the analysis using fixed directions

In the following we present the results of our efficiency analysis for 62 major greenhouse gas

emitting countries. We start by discussing the results for an analysis using a fixed grid of

directional vectors. Afterwards we compare the results for the different optimization approaches

presented in the last section.

In this analysis we estimate the efficiency of the countries using a grid of 11 different weights

δ = 0, 0.1, . . . , 1 for the reduction of the bad output (GHG).58 The corresponding weights for

the enhancement of the single good output (GDP) are then α = 1− δ. The reduction potentials

of GHG as well as the potentials to increase GDP associated with each weight obtained by an

analysis of the whole sample of countries can be found in columns two to five in the upper part

of table 5.2. The first column of the table shows the weight of GHG used for the analysis. The

second column represents the estimated absolute changes (in billions of international dollars of

the year 2005, the currency of the Penn World tables) of GDP given that all countries remove

their inefficiency, while column three shows the change relative to the current level of GDP.

Columns four and five present the absolute (measured in million tons of CO2 equivalents) and

relative reduction of greenhouse gas emissions associated with the chosen weight δ.

The polar cases of the efficiency analysis are given by the weights δ = 0 and δ = 1. In the

first case, efficiency is measured purely in terms of possible increases of GDP while the second

case measures efficiency only in terms of reductions of GHG. Given that efficiency is measured

with regard exclusively to increases of GDP the results show that the total GDP of the sample

countries could increase by about 12600 billions of international dollars. This is approximately

the GDP of the United States in the year 2005. In the opposite case, the GHG emissions could be

reduced by nearly 17 billion tons if the countries increase their efficiency by focusing exclusively

on the reduction of emissions. This amount of CO2 equivalents exceeds the combined production

of the two largest producers of carbon dioxide emissions, the United States and China. This

result shows that a significant reduction of greenhouse gas emissions can be achieved without the

invention of new technologies by just focusing on the reduction of inefficiencies in the abatement

of bad outputs oriented at the efficient peers and adopting their practice.

Comparing the relative results for the cases δ = 0 and δ = 1 we find that the relative increase

in GDP (≈ 26%) is much lower than the relative decrease of emissions (≈ 50%). This indicates

that the inefficiency in the direction of the reduction of emissions is much higher than the

inefficiency in the direction of the production of good outputs. However, these values do not

provide information on whether this result holds likewise for all countries or whether it is driven

by the efficiency of the largest countries. Therefore, table C.1 in appendix C contains the

efficiency results for each country for the analysis with weights δ = 0 and δ = 1. The columns

show that the inefficiency is larger for the majority of countries if the reduction of emissions is

addressed (δ = 1) compared to the case where efficiency is measured exclusively by potential

increases in GDP (δ = 0). Hence, we observe that the structure of the results for the larger

countries is quite similar to the results of the smaller countries and we find consistent evidence

of larger inefficiencies with regard to the abatement of bad outputs.

58 The results in the rows “static” and “dynamic” will be discussed later on.
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Supposing that the increase of good and the reduction of bad outputs are regarded as equally

important targets (δ = 0.5) we observe that GDP could be increased by more than 17% while

emissions are reduced by more than 23%. Note that the percentage changes are not the same

for GDP and GHG. This follows, because we present the aggregate changes and countries may

exhibit different values of inefficiency. Hence, while for each country the relative changes in good

and bad outputs are the same, on the aggregate level (which is also influenced by the size of the

countries) they do not have to be equal.

Admittedly, the above presented results have to be interpreted with caution because our focus

on the 62 major emitting countries leads to a very heterogeneous group of countries which is

compared using a constant returns to scale technology. Therefore we have tested for constant

returns to scale by the test procedure suggested by Simar and Wilson (2002). Regardless of

which weight we used in the test (optimized and non-optimized) we could not reject the null

hypothesis of constant returns to scale. The lowest p-value (0.163) was obtained by the test

using the weights obtained by applying the method by Färe et al. (2011). Another issue is that

the results may be driven by the heterogeneity of the countries. To examine the influence of

heterogeneity we repeat the analysis but divide the countries into three groups. In the efficiency

measurement a country in a specific group is only compared to peers out of this group. The

intention is that peers determined in this way are more similar and thus more relevant for the

country under evaluation.

To obtain groups of similar countries we separate them regarding to income per capita as well

as regarding to the level of development measured by the human development index (HDI).

The HDI is a composite index used for ranking countries and also reflects dimensions of human

well-being beyond just income per capita. It is published in the annual Human Development

Reports of the United Nations Development Programme (UNDP) and can be accessed by the

website http://hdr.undp.org/en/statistics/. For both indicators we divide the countries

in three groups pertaining to the lower, middle and upper terciles of the indicator. The results

for the analysis using income terciles as well as the results using terciles of the HDI can also be

found in table 5.2.

Comparing the results for the two methods to obtain the groups we observe that they do not

differ significantly. In both cases the maximum reduction of emissions is about 12 bio. tons and

the maximum increase in GDP is about 9 billions of international dollars. In contrast, comparing

the results to the overall sample analysis we find that the numbers differ. The absolute values of

reduction potentials of greenhouse gas emissions as well as potential increase in GDP are larger

in the overall analysis indicating that the heterogeneity of countries influences the results. Peers

are more similar to the countries in the respective groups analysis and this drives the smaller

inefficiencies. However, even if we account for the heterogeneity by using the group analysis,

the reduction potential for GHG emissions remains striking. Moreover, the difference between

the maximum increase of GDP and the maximum decrease of GHG is also visible in the group

analysis confirming larger inefficiencies with regard to the abatement of GHG.

To show in more detail how the choice of peers influences the results of the efficiency analysis

and the implications for politics the results of the efficiency analysis using a grid of weights for
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5 Optimal directions for directional distance functions

Germany (as an example of a highly developed country) are presented in table 5.3. For Peru, a

less developed country, the results are presented in table 5.4. For the analysis using the whole

sample of 62 countries we observe that the inefficiency of Germany increases with the weight

associated with the reduction of emissions. Therefore, Germany is less efficient with regard

to the abatement of bad output than it is with the production of good outputs. Regarding

the peers that are used to evaluate the efficiency of Germany we find that they change with

the direction of measurement. Given that the efficiency is measured only with regard to the

increase of GDP (δ = 0) we find that peers for Germany are the United States, Great Britain

and Austria.59 If the reduction of emissions is assigned a large weight the United States and

Great Britain are no longer peers for Germany and also the importance of Austria declines.

In contrast, Sweden becomes a peer and thus if Germany aims at reducing its inefficiency with

regard to the abatement of emissions it should focus on Sweden’s technology. Since the reference

countries for Germany are very similar in terms of per capita income and HDI the peers and the

results for Germany do not change if the analysis is restricted to groups of similar countries.

The opposite is the case for Peru. Given the analysis using the whole sample of countries we find

that the inefficiency of Peru is high regardless of which direction of the measurement is chosen.

The peers for Peru are the United States and Sweden. Both countries are neither in terms of

per capita income nor in terms of the HDI similar to Peru. Hence, the results of the efficiency

analysis change largely if the reference group is restricted to more similar countries. Comparing

Peru to countries which are similar with regard to the HDI we find that instead of the United

States and Sweden, Turkey and Portugal are reference observations and compared with these

more homogeneous peers Peru is found to be more efficient than in the analysis using the whole

sample of countries. Even more striking, we find that given a comparison with countries that

are similar in terms of per capita income Peru is classified as efficient and hence λ̂-PER (which

due to space limitations is not included in table 5.4) is equal to one for all directions.

To gain more insights in the structure of the inefficiencies the next section presents the results

for the analysis with directions computed with the different methods which have been explained

in the previous section.

5.3.3 Results of the analysis using optimal directions

We first look at the δ values calculated with the two approaches outlined above. Histograms

of the weights can be found in figure 5.3. For each of the reference groups (the total sample,

the income groups and the HDI groups) a histogram of the weights (referred to as “Static”)

obtained by an application of the method by Färe et al. (2011) is presented. The histogram

entitled “Dynamic” refers to the weights obtained by our novel dynamic approach. Note that the

histograms do not include the results for the DMUs classified as efficient because as explained

above the weights for these DMUs can not be uniquely determined and have been arbitrarily

set equal to 0.5.

59 Note that since the size of the peers differ, the λ-values can not be compared in terms of more or less important
peers.
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5 Optimal directions for directional distance functions

The histograms for the static approach show that independent of which group is used as a

reference most countries are assigned a weight for the reduction of bad outputs (δ) that is larger

than 0.5 with an obvious peak for weights in the interval 0.9 to 1.60 This confirms our findings

from the analysis using a grid of weights. Given that we optimize the directions to maximize

the inefficiency of the countries we find that most countries are assigned a direction that gives

the reduction of greenhouse gas emissions a higher weight than the increase of GDP. Therefore,

most countries show significant larger inefficiencies with regard to the reduction of emissions.

However, for the analysis using the HDI groups we also find a smaller peak of weights lying

between 0 and 0.1. Hence, for a minority of countries we find that accounting for differences in

development may lower the inefficiency with regard to the abatement of emissions.

The results obtained by our dynamic model are shown in the upper right graph of figure 5.3.

Note that the directions of the innovators have only been calculated for the analysis of the

whole sample of countries. This has been done because innovators are assumed to shift the

overall frontier. Shifts of the group frontier may not be due to the innovation of a country

in this group but to shifts of the overall frontier. The intervals with density larger than zero

indicate that the innovators have shifted the frontier in directions that lead to weights between

0 and 0.1 as well as 0.6 and 1. However, the graph shows that the vast majority of countries get

assigned weights that are either near to 0 or near to 1. This indicates that the innovators which

are more similar to the majority of non-innovating countries have predominantly focused on

technical progress for either the reduction of bad or the increase of good outputs. This follows

because in the dynamic approach the nearest innovator is chosen to calculate the direction of

the efficiency measurement. The small number of countries that are assigned a direction that

combines enhancement with regard to both the production of good and the abatement of bad

outputs indicate that the countries that innovated in this direction are rather different compared

to the remaining countries in the sample.

The aggregated potentials for reducing greenhouse gas emissions as well as increasing the pro-

duction of GDP associated with the optimized weights can be found in the lower two lines of

table 5.2. For visualizing the differences in the results of the efficiency measurement given the

different directions, figure 5.4 shows the potentials changes in GDP and emissions for each of

the chosen weights as well as for each type of reference groups. The effect of the optimization

by maximizing the inefficiency for the directional distance function (the “static” approach) is

clearly visible in figure 5.4 independent of the chosen reference group. Compared to the results

for the grid analysis with fixed values of δ which are the same for all countries, the combination

of GDP increase and decrease of GHG is located further to the right. This indicates that the

optimization finds larger potentials to enhance efficiency than the non-optimizing approaches.

Given the analysis of the whole sample of countries (depicted in the left graph of figure 5.4) we

observe the static approach leads to a far larger decrease of emissions compared to the increase

of GDP. This again confirms our previous findings that the largest inefficiencies are associated

with the abatement of emissions. However, the results change if we account for the heterogeneity

by restricting the reference groups. The results in table 5.2 show that the potentials to increase

60 Note that the mean for the weights obtained by the “static” approach using the overall sample is 0.683 and
the median is 0.714.
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5 Optimal directions for directional distance functions

GDP are very constant about 12% and not influenced by the choosen reference group of coun-

tries. This is also visible from the plots in figure 5.4.61 In contrast, we find large differences in the

potentials to reduce emissions. The analysis using the whole sample of countries find the largest

potentials of 39%, this number is lowered to 19% if countries are compared with regard to their

per capita income and to 23% in the HDI group analysis. This shows that the heterogeneity of

countries does not affect the efficiency measurement in terms of GDP enhancement but exerts

significant effects on the reduction potentials of GHG emissions. The finding that the emission

efficiency depends on the income group is in line with findings by Taskin and Zaim (2000). Note

that this result is not driven by significant changes in the weights for the directional vectors as

indicated by the relatively small differences in the histograms for the three groups. Combining

this finding with the result that changing the reference group has a large effect on the potential

decrease of emissions and nearly no effect on the potential decrease of emissions shows that the

group specific frontier differs largely from the overall frontier with regard to the abatement of

emissions. The maximal production of good output given inputs is not affected by the change

of the frontier.

The results for the dynamic analysis show that in contrast to the static approach no maximiza-

tion of the inefficiency is targeted. From figure 5.4 we find the combination of GDP increase and

GHG decrease is for all groups in line with the results of the grid analysis using δ = 0.7. Similar

to the results of the static approach we find (see the last row of table 5.2) that the potentials to

decrease emissions vary largely with the reference group used in the analysis. Moreover, for the

analysis using HDI groups we observe that the potential change is close to the result obtained

by the analysis of the overall sample. A difference can be found by comparing the results for the

income groups. In this case the potential to decrease emissions lowers to 19% like in the static

analysis but the potential to increase GDP also lowers to 7% which nearly half the potential

obtained from the analysis using the whole sample.

Combining the results of large inefficiencies with regard to the emissions and smaller inefficien-

cies with regard to the production of good outputs with the direction of the movement of the

innovators leads to an interesting conclusion. For most non-innovating countries the technical

progress of the most similar (in terms of input and outputs quantities) innovator was oriented

either only at the production of good outputs or at the abatement of bad outputs. Therefore

the large difference in the efficiency results for good and bad outputs may indicate that the

countries were more capable to follow technical progress with regard to the production of good

outputs than with regard to the abatement of bad outputs. This can be interpreted as support-

ing the importance for technology transfers between countries in order to reduce the generation

of emissions.

61 Note that the scaling of the axis of each graph differ.
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Figure 5.3: Histograms of optimal weights
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Figure 5.4: Comparison of results using optimized and non-optimized weights

85



5 Optimal directions for directional distance functions

The above discussed findings show sizable potentials for emission reduction expressed in absolute

or in percentage terms. Permitting the selection of efficient peers from the whole sample these

are nearly 40% for the static approach to determine the optimal directions and about 32% for

the dynamic approach. When restricting the choice of efficient peers to the respective income

or HDI groups potential emission reductions amount to roughly 20%.

How can these numbers be put into perspective? According to the results summarized in Aldy

et al. (2010) a stabilization of the temperature increase of pre-industrial levels at about 2◦C

(resp. 3◦C) requires a stabilization of CO2 equivalents at a concentration of 450 ppm (resp. 550

ppm). According to the Stern (2007) review (see table 8.2) it would require emission reductions

of about 70% of global emissions of the year 2005 until 2050 to reach the 2◦C target and emission

reductions of 25− 30% to reach the 3◦C target. The latter target is thus not too far away from

the reduction potentials we have calculated in this study. It is also a compromise since part of

the inefficiency may be simultaneously realized in the form of increasing output by more than

10%.

The central question is how this numbers are to be assessed. They are, of course, rough esti-

mates that are associated with measurement error. Furthermore, they are also biased estimates,

although it is not a priori clear in which direction. On the one hand, the numbers are an

underestimation of the reduction potentials since the distances measured with the directional

distance function are downward biased estimates of the true but unknown values. Moreover, it

is assumed that no emission reduction is possible for the frontier countries which are defining

the best-practices (e.g. the US or Russia for most choices of δ). It is of course unrealistic that no

emission reduction at all is feasible in these countries. As a consequence we are also faced with

an underestimation for all other countries which are compared with these best practices. On the

other hand, the numbers can be viewed as an overestimation of the reduction potentials since it

is debatable whether the indicated best-practices can be adopted in reality. This is surely not

reachable in the short run, but may also not be easily achieved in the longer run.

Nevertheless, the current analysis offers some quantitative orientation about potential emission

reductions which could be realized by adopting best-practices and varying degrees of foregoing

possible output enhancements.

5.4 Summary

In this study we have addressed the problem of endogenously determining the directions for di-

rectional distance functions. Modifying the approach by Färe et al. (2011) we demonstrated how

optimal directions can be obtained in a static analysis of environmental efficiency. Moreover,

we have proposed a new method to derive the directions in a dynamic setting. The directions

obtained by this model estimate the movement of the frontier, hence the direction of technical

change. With these methods we provide a solution to the practical issue that efficiency re-

sults depend on the directions chosen by the researcher. Therefore, endogenizing the directions

eliminates this source of subjectivity.

That different directions indeed have a significant influence on the efficiency estimates was shown

for an analysis of 62 major emitting countries. Using a grid of directions we found that the
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efficiency increases if the reduction of emissions is assigned a large weight. Moreover, applying

the optimization approaches to calculate directions we found that large potentials to reduce

greenhouse gases exist. While these potentials decrease if we account for the heterogeneity

among the countries in our sample, they nonetheless provide an important possibility to limit

climate change.

87



6 Macroeconomic productivity and the Kyoto Protocol

6 Macroeconomic productivity and the Kyoto Protocol

6.1 Motivation

In 1997 the Kyoto Protocol, the first international treaty setting legally binding reduction

goals on greenhouse gas emissions (GHG), was signed. In a debate which followed the sign-

ing economists discussed whether the protocol would lead to significant macroeconomic costs

associated with the reduction of emissions. Studies like Barrett (1998) and Nordhaus and Boyer

(1999) which were conducted shortly after the Kyoto Protocol was signed argue that the proto-

col is likely to fail due to large costs which it burdens on countries which have to decrease their

emissions significantly. In contrast, Böhringer and Vogt (2003, 2004) argue that the protocol

and especially several changes in it (e.g. increased allowability of sinks) allow a “business as

usual” strategy and therefore are not likely to induce significant costs. Macroeconomic costs

arise if countries need to reallocate inputs from the production of good outputs (like GDP) to

the abatement of bad outputs in order to decrease their emissions. Therefore, the amounts of

produced desirable outputs are reduced.

In the literature on nonparametric analysis two different methods to account for the effect of en-

vironmental regulation have been applied. Färe et al. (1989) analyze efficiency of Swedish paper

mills incorporating bad outputs alternatively as weak or strong disposable outputs. The differ-

ence in the efficiency results are interpreted as effects of regulation. This approach is criticized

by Førsund (2009) for using an implausible assumption on bad outputs (strong disposability) to

derive the measure. Alternatively, in a dynamic setting the effect of regulation can be analyzed

by comparing the Malmquist and the Malmquist-Luenberger index which have been presented in

the previous chapter on general concepts. Since shifts of inputs to abatement activities are not

captured by the conventional Malmquist index but incorporated in the Malmquist-Luenberger

index, comparing those indices allows to analyze whether significant reallocations have occurred

(see e.g. Weber and Domazlicky (2001) and Jeon and Sickles (2004) for previous studies that

compare these indices).

An empirical problem arises from the question whether potential differences in the productivity

patterns are due to environmental regulations. Previous cross-country studies analyzing effects of

the Kyoto Protocol (e.g. Yörük and Zaim (2005) and Kumar (2006)) use panel data regression

models and compare regulated and unregulated countries. But this approach is problematic

because it separates very heterogeneous groups of countries.62 For example, Kumar (2006)

compares Annex-I and Non-Annex-I countries of the Kyoto Protocol to account for regulations.

Annex-I of the Kyoto Protocol covers those countries which have to reduce their production

of carbon dioxide emissions. This approach is similar to separating industrialized and non-

industrialized countries and therefore the results of the regressions are questionable given that

only few control variables are included and the R2-values are often low. Moreover, Simar and

Wilson (2007) have shown that the application of simple regression models to explain efficiency

and productivity differences leads to a severe problem of endogeneity and thus to invalid results.

62 For example, in the last chapter we have shown how heterogeneity influences the results of macroeconomic
efficiency analyses.
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In contrast to previous studies we use an approach which is analogous to the difference-in-

differences methods in regression analysis (see e.g. Wooldridge (2010)). We compare produc-

tivity changes between two groups of countries before and after regulations were implemented.

More precisely, we focus on the EU15 countries which under the Kyoto Protocol have to reduce

their emissions by 8% during the commitment period 2008-2012 compared to their emissions

in 1990 (UNFCCC (2008)). In 1998 these countries have introduced the EU Burden Sharing

Agreement (EU-BSA) which reallocated the overall reduction target among the countries. We

use this program to analyze two groups of countries, those who are supposed to actually reduce

their emissions and those who are allowed to increase emissions or hold them constant. Since

the EU15 is a more homogenous group of countries to be compared than the groups exploited

in the previous literature we argue that this is a more convincing way of estimating whether the

Kyoto Protocol had an effect on macroeconomic productivity.

In the following section we present the theoretical background of the analysis of European

countries. This section extends the introduction of dynamic methods in the chapter on general

concepts.

6.2 Theoretical concepts for the analysis of European countries

6.2.1 Contemporaneous and sequential output sets

In the discussion of the general concepts we presented the DEA estimation of output sets in

a static setting. Estimating the distance functions for the Malmquist and the Malmquist-

Luenberger index makes it necessary to estimate these output sets given several time periods. In

most dynamic analyses the output set for a period t (t = 1, . . . , T ) is constructed using only ob-

servations of period t. These output sets are called “contemporaneous” (see Shestalova (2003)).

Given a sample of observed input-output combinations
(
xt,i,yt,i,ut,i

)
with i = 1, . . . , n the DEA

estimation of the contemporaneous environmental output sets of period t reads as

P̂Env
t (xt) =

{
(yt,ut) ∈ Rs+r+ : xt =Xtλt,yt 5 Y tλt,ut = U tλt,λt = 0

}
(6.1)

where Xt denotes the m × n matrix of inputs, Y t denotes the s × n matrix of good outputs

and U t denotes the r × n matrix of undesirable outputs of period t. λt is a vector of weight

factors with λt = 0 indicating constant returns to scale. The output sets not accounting for the

production of bad outputs
(
P̂t (xt)

)
can be constructed by eliminating the constraint for ut.

In contrast, “sequential” output sets for t are constructed by using observations from period t

and all previous time periods (see Tulkens and Vanden Eeckaut (1995)). Formally, the sequential

output sets are given by:63

P̃Env
t (xt) = convex

{
PEnv
1 (xt) ∪ PEnv

2 (xt) ∪ · · · ∪ PEnv
t (xt)

}
(6.2)

Hence, the sequential output sets in t are the convex unions of all contemporaneous output sets

63 The operator “convex” means that the union set also contains all convex combinations of the sets. This
operator is needed because the union of convex sets is not necessarily a convex set.
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from period 1 up to period t given xt.

The DEA estimation of the sequential environmental output sets reads as

̂̃PEnv

t (xt) =
{

(yt,ut) ∈ Rs+r
+ : xt = X̃tλ̃t,yt 5 Ỹ tλ̃t,ut = Ũ tλ̃t, λ̃t = 0

}
. (6.3)

Here, X̃t denotes the m× (n · t) matrix of inputs, Ỹ t represents the s× (n · t) matrix of good

outputs and Ũ t denotes the r × (n · t) matrix of bad outputs from period 1 to t. λ̃t represents

the (n · t) × 1 vector of weight factors. To simplify the notation we assume that the dataset

is a balanced panel. Hence, in each period n columns are attached to the matrices. As in the

case of contemporaneous output sets the output sets ignoring pollution can be constructed by

eliminating the constraint for ut.

To visualize the difference of contemporaneous and sequential output sets the following figure 6.1

presents a contemporaneous output set for periods t and t+ 1 as well as the resulting sequential

output set for period t+ 1.

u

y

At

Bt

At+1

Bt+1

0

Figure 6.1: Example of contemporaneous and sequential output sets

The frontier of the contemporaneous output set for period t (t+ 1) is given by 0AtBt
(
0At+1Bt+1

)
and the vertical extension to Bt (Bt+1). The frontier of the sequential output set for period t+1

is constructed by 0AtBt+1 and the vertical extension to Bt+1.

In the following analysis we will apply the Malmquist and the Malmquist-Luenberger index

introduced in the chapter on general concepts. Shestalova (2003) has shown that the Malmquist

index captures effects of business cycles on productivity in the technical change component, e.g.

a recession is indicated as technical regress, if it is computed based on contemporaneous output

sets. Using sequential output sets this effect is captured in the efficiency change component. To

exclude the effect of business cycles on productivity measurement we calculate pure technical

change by applying the decomposition proposed by Färe et al. (1992) and the sequential output

sets.64 In contrast to this, we use contemporaneous output sets to calculate pure efficiency

64 The use of sequential output sets excludes the possibility of technological regress by construction. While
this may be problematic for an industry-level analysis (e.g. Shestalova (2003) provides the example of the
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change. The productivity change adjusted for business cycles is then obtained by multiplying

pure technical and pure efficiency change.65 Excluding the effects of business cycles prevents the

comparison of different groups of countries from being biased by different industry structures

of the countries. For example, energy-intensive industries react very sensitive to business cycles

(see Moomaw (1996)). When including emissions into the analysis the same methodology is

used for the Malmquist-Luenberger index for which a sequential model has been developed by

Oh and Heshmati (2010).

6.2.2 Bootstrapping the indices

The Malmquist index as well as the Malmquist-Luenberger index are constructed using ratios

of distance functions. Since the nonparametric technology estimation and resulting the dis-

tance functions are biased estimators the indices are biased, too. Simar and Wilson (1999)

provide a method for correcting the bias of the Malmquist index. They take into account the

intertemporal dependencies between the distance functions and hence create bootstrap sam-

ples simultaneously for two periods. This method has also been extended to the analysis of

the Malmquist-Luenberger index (see e.g. Jeon and Sickles (2004)). The algorithm to obtain

bootstrap samples to correct the bias of the indices can be summarized by the following steps:66

1. Estimate the directional distance functions β̂t
(
xt,i,yt,i,ut,i; gt

)
= β̂ti (t) and

β̂t+1
(
xt+1,i,yt+1,i,ut+1,i; gt+1

)
= β̂t+1

i (t+ 1) for i = 1, . . . , n. Denote

A =
[
1 + β̂t1 (t) , . . . , 1 + β̂tn (t)

]T
(6.4)

and

B =
[
1 + β̂t+1

1 (t+ 1) , . . . , 1 + β̂t+1
n (t+ 1)

]T
(6.5)

with the elements of A and B being bounded from below at unity.

2. Calculate the matrix of reflected values as

∆ =


A B

2−A B

2−A 2−B
A 2−B

 (6.6)

where 2 denotes a n× 1 vector of twos.

mining industry where regress may be observable) technological regress seems unlikely to be observed on a
macroeconomic level of industrialized countries.

65 Note that in general the results of the index are not the same using sequential and contemporaneous outputs
sets. Hence, it is not possible to uniquely calculate the effect of business cycles. However, it is possible to
exclude these effects as explained above.

66 In this presentation we follow Jeon and Sickles (2004, pp. 588 - 589) but we are using our own definition of
the variables. Moreover, we adapt the approach to the Malmquist-Luenberger index while Jeon and Sickles
(2004) present it for the Malmquist index.
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3. Estimate the covariance matrix V̂ of the columns of
[
A B

]
and the covariance matrix

V̂ R of the columns of
[
2−A B

]
.67

4. Draw with replacement n rows from ∆ and denote the resulting n×2 matrix ∆∗. Moreover,

denote the elements of ∆∗ as δij with i = 1, . . . , n and j = 1, 2. The mean values of the

columns of ∆∗ are given by δ̄j = 1
n

∑n
i=1 δij .

5. Calculate the lower triangular matrix of a cholesky decomposition of the covariance matrix

V̂ and denote the result

L =

[
l1 0

l2 l3

]
. (6.7)

6. Draw 2n times form a standard normal distribution and form n pairs (z1, z2).

7. Construct the n × 2 matrix E which ith row consists of (l1z1, l2z1 + l3z2) if the cor-

responding row of the n × 2 matrix ∆∗ was drawn from
[
A B

]
or
[
2−A 2−B

]
and of (l1z1,−l2z1 + l3z2) if the corresponding row of ∆∗ was drawn from

[
2−A B

]
or[

A 2−B
]
. The rows of E simulate draws from bivariate normal distributions N

(
0, V̂

)
and N

(
0, V̂ R

)
.

8. Calculate the n× 2 matrix Γ as

Γ =
(
1 + h2

)−1/2(
∆∗ + hE −C

[
δ̄1 0

0 δ̄2

])
+C

[
δ̄1 0

0 δ̄2

]
(6.8)

whereC denotes a n×2 matrix of ones and the bandwidth h is equal to
(

4
5n

)1/6
. This band-

width is chosen by Simar and Wilson (1999) following suggestions by Silverman (1986).

9. To remove the reflection around unity denote the elements of Γ as γij and set γ∗ij = γij if

γij = 1 and γ∗ij = 2− γij otherwise. Denote the simulated deviations from the frontier as

βt∗i (t) = γ∗i1 − 1 and βt+1∗
i (t+ 1) = γ∗i2 − 1.68

10. Use the simulated distance functions to construct a bootstrap sample
(
x∗t,i,y

∗
t,i,u

∗
t,i

)
with

i = 1, . . . , n as

x∗t,i = xt,i (6.9)

y∗t,i =
(

1 + β̂ti (t)
)
/
(
1 + βt∗i (t)

)
· yt,i (6.10)

u∗t,i =
(

1− β̂ti (t)
)
/
(
1− βt∗i (t)

)
· ut,i (6.11)

67 Note that the covariance matrix V̂ of the columns of
[
A B

]
and the covariance matrix of the columns of[

2 −A 2 −B
]

are equal. The same holds for V̂ R and
[
A 2 −B

]
.

68 Note that γij is not bounded above by 2. Hence, the resulting simulated distance function may become larger
than one resulting in negative values of the simulated amounts of undesirable outputs. This problem is not
addressed in the previous literature but occurs in our application. To overcome this problem and to avoid a
spurious mass of observations at 2 which would result if all values larger than 2 are set equal to 2 we replace
these values by draws from a U (min (γi1) , 2) or U (min (γi2) , 2) distribution. The choice of the distribution
depends on whether the value that should be replaced is part of the first or the second column of Γ.
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and for period t+ 1 as

x∗t+1,i = xt+1,i (6.12)

y∗t+1,i =
(

1 + β̂t+1
i (t+ 1)

)
/
(
1 + βt+1∗

i (t+ 1)
)
· yt+1,i (6.13)

u∗t+1,i =
(

1− β̂t+1
i (t+ 1)

)
/
(
1− βt+1∗

i (t+ 1)
)
· ut+1,i (6.14)

11. Repeat steps 4 to 10B times to generateB bootstrap samples. Use these bootstrap samples

to estimate the bootstrap Malmquist-Luenberger indices M̂L
t,t+1

bi and their components

M̂LEff
t,t+1

bi and M̂LTech
t,t+1

bi .

The obtained values can be used to estimate the bias of the Malmquist-Luenberger index as69

B̂iasB

(
M̂L

t,t+1

i

)
=

1

B

B∑
b=1

[
M̂L

t,t+1

bi − M̂L
t,t+1

i

]
(6.15)

The index is corrected for the bias as

M̂L
t,t+1,BC

i = M̂L
t,t+1

i − B̂iasB

(
M̂L

t,t+1

i

)
(6.16)

if ∣∣∣B̂iasB

(
M̂L

t,t+1

i

)∣∣∣
σ
M̂L

t,t+1

bi

≥ 1√
3

(6.17)

where σ
M̂L

t,t+1

bi

denotes the standard deviation of the bootstrapped values of the index.70

In our analysis we correct the bias using B = 2000 bootstrap replications. Note that in the

case of the technical change component of the sequential index we only correct for the bias if

the above condition holds and if the resulting bias corrected technical change component is not

smaller than unity to exclude technical regress as it is the case in the theoretical construction

of this index.

6.2.3 A statistical test for the comparison of productivity results

Our following analysis of European countries evaluates whether there is an effect of the Kyoto

Protocol on the productivity by comparing two groups of countries before and after the protocol

was signed. This leads to a difficulty regarding an appropriate test to compare the groups.

Compared to microeconomic applications (see e.g. the chapter on an efficiency analysis of

automobiles) the number of observations is considerably smaller. This makes it necessary to find

a test that performs well even in relatively small samples. A test accounting for this problem

is given by the test by Li (1996) which has been adapted to the context of nonparametric

69 For the components of the indices the method can be applied analogously.
70 This threshold is introduced because the bias corrected indices may have a larger mean square error than the

original indices. Therefore, Simar and Wilson (1999) follow Efron and Tibshirani (1993) and correct only if
the bias is large compared to the standard deviation of the bootstrap indices.
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estimates by Simar and Zelenyuk (2006).71 However, the application of this tests also leads to a

problem because while other tests analyze shifts in the distributions (like the Wilcoxon ranksum

test) or dominance relations (see the test for stochastic dominance applied in chapter 3 of this

dissertation) this test does only analyze whether two distributions are equal or not. Hence, to

derive more detailed results we analyze density plots in combination with the test results. In

the following we describe this test and its application to the analysis of productivity changes.

Consider two random variables V and W for which random samples (vi with i = 1, . . . , nV and

wi with i = 1, . . . , nW ) are available. In our analysis these samples are the productivity (or

efficiency and technical) changes of two different groups of European countries. Let fl with

l = V,W denote the density functions of the random variables, then the null and the alternative

hypothesis of the test are given by

H0 : fV (z) = fW (z)

H1 : fV (z) 6= fW (z).
(6.18)

These hypotheses are tested by considering the integrated squared difference of the density

functions

T =

∫
(fV (z)− fW (z))2 dz =

∫
f2V (z)dz +

∫
f2W (z)dz − 2

∫
fV (z)fW (z)dz

=

∫
fV (z)dFV (z) +

∫
fW (z)dFW (z)−

∫
fV (z)dFW (z)−

∫
fW (z)dFV (z).

(6.19)

Li (1996) showed that a consistent estimation of this statistic can be obtained by replacing the

unknown distribution functions by the empirical distribution functions and the density functions

by kernel density estimators. The estimation of the test statistic then reads as

T̂ =

{
1

hnV (nV − 1)

nV∑
j=1

nV∑
k 6=j,k=1

K

(
vj − vk
h

)

+
1

hnW (nW − 1)

nW∑
j=1

nW∑
k 6=j,k=1

K

(
wj − wk

h

)

− 1

hnV (nW − 1)

nW∑
j=1

nV∑
k 6=j,k=1

K

(
wj − vk

h

)

− 1

hnW (nV − 1)

nV∑
j=1

nW∑
k 6=j,k=1

K

(
vj − wk

h

)}
(6.20)

where K(.) denotes the kernel function and h the bandwidth of the kernel estimation. In our

application we follow Simar and Zelenyuk (2006) and use a Gaussian kernel function. Moreover,

the rule-of-thumb by Silverman (1986) is used to estimate the optimal bandwidth.72 In the

test statistic the center term (k = j) is removed because Li (1996) showed that this estimation

71 For macroeconomic applications of the test see e.g. Kumar and Russell (2002) and Henderson and Zelenyuk
(2007).

72 We apply this method because the Monte-Carlo simulations of the test’s performance are based on it as well.
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performs better using Monte-Carlo simulations. Moreover, he proved that

Ĵ =
nV h

1/2T̂

σ̂

d→ N(0, 1) (6.21)

Here,

σ̂2T = 2

{
1

hn2V

nV∑
j=1

nV∑
k=1

K

(
vj − vk
h

)
+

λ2

hn2W

nW∑
k=1

nW∑
j=1

K

(
wj − wk

h

)

− λ

hnV nW

nW∑
j=1

nV∑
k=1

K

(
wj − vk

h

)
− λ

hnV nW

nV∑
j=1

nW∑
k=1

K

(
vj − wk

h

)}

×
∫
K2(u)du,

(6.22)

with λ = nV
nW

.

In our application we use a gaussian kernel function to estimate the density functions. Therefore,

the last term in the expression for σ̂2T ,
∫
K2(u)du, is given by 1

2
√
π

= 0.2821 (see Pagan and

Ullah (1999, p. 73)).

Simar and Zelenyuk (2006) have proposed a bootstrap algorithm based on Li (1999) to estimate

the p-value of the above defined test. This bootstrapping is necessary because the standard

normal distribution of the test statistic is only an asymptotic result with little relevance for

practical implementations. Since our study aims at comparing the bias corrected productivity,

efficiency and technical changes we adapt their algorithm to our analysis. In the following we

present the different steps to bootstrap the p-value of the test for a comparison of two groups

with regard to their technical change. The same procedure can be applied to the productivity

and efficiency change. However, in this case step 1b.) is not needed because it addresses the

problem of a boundary at unity which does only occur for the technical change component. The

steps of the bootstrapping procedure are:

1.) For each observation (i = 1, . . . , n) estimate the technical change. Denote the results as

M̂LTech
t,t+1,BC

i .

1b.) Smooth the estimated values of M̂LTech
t,t+1,BC

i according to the following procedure

M̂LTech
t,t+1,BC∗
i =

M̂LTech
t,t+1,BC

i + εi if M̂LTech
t,t+1,BC

i = 1

M̂LTech
t,t+1,BC

i otherwise
(6.23)

with εi ∼ U(0, a−1) where a is the 5%-quantile of the empirical distribution function of all

observations exhibiting M̂LTech
t,t+1,BC

i > 1. In Simar and Zelenyuk (2006) this procedure

is called “algorithm 2”. It accounts for the problem of a spurious mass of observations

at the boundary of one. Another approach, called “algorithm 1”, simply removes all

observations with M̂LTech
t,t+1,BC

i = 1 from the sample.73

73 In our application we estimate p-values for both methods.
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2.) Form subsamples V and W of the M̂LTech
t,t+1,BC∗
i values. These are the groups which

shall be compared with regard to the equality of their distributions.

3.) Estimate the statistic Ĵ using V and W and the bandwidth h = min (hV , hW ). The

bandwidth for both groups is obtained by using the rule-of-thumb by Silverman (1986).

4.) Draw nV and nW observations with replacement from the larger one of the two subsamples

V and W and denote the new subsamples V ∗ and W ∗.74

5.) Estimate the statistic Ĵ∗ using the new subsamples. The bandwidth is given by h∗ =

min (hV ∗ , hW ∗) using the same rule as in step 3.

6.) Repeat steps 4.) and 5.) B times to obtain Ĵ∗b (b = 1, . . . , B) estimates.

7.) Calculate the bootstrapped p-value as

p =
1

B

B∑
b=1

I(Ĵ∗b > Ĵ) (6.24)

where I denotes the indicator function which takes the value 1 if Ĵ∗b > Ĵ and 0 otherwise.

In our study we estimate the p-values using B = 2000 replications. The calculation of the test

is done using our own programming for the statistical software R.

6.3 Productivity analysis of European countries

6.3.1 Data of the analysis

Our sample consists of 30 OECD countries and covers the years 1990 to 2007. Although the focus

lies on the EU15 countries we analyze them as a part of the joint sample of OECD countries.

Since DEA estimations of the technology suffer from the “curse of dimensionality” (see e.g.

Simar (2007)) the increased number of observations allows for more precise estimations. As

a rule-of-thumb the number of observations should be larger than three times the number of

inputs and outputs (see e.g. Fernandes and Pacheco (2002)). In our analysis we include 3 inputs

and 2 outputs, hence more than 15 observations should be included. To meet this requirement

we estimate the productivity using the sample of 30 OECD countries.

We include in our analysis three inputs. To estimate the amount of labor and the capital stock

data from the Penn World Table (PWT) by Heston et al. (2009) are used. The capital stock

is estimated by applying the perpetual inventory method (PIM) where the initial capital stock

K0 and the following capital stocks Kt+1 are calculated by the following equations (see Park

(1995)):

K0 = I0 ·
(1 + g)

g + δ
(6.25)

74 This procedure mimics a draw under the null hypothesis. It is also possible to mimic the null hypothesis by
drawing from the joint sample, but Li (1999) shows that the resampling from one of the subsamples performs
better in Monte-Carlo simulations.
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Kt+1 = It+1 +Kt · (1− δ) (6.26)

Here, I0 denotes investments in the initial period while It+1 denotes investments in period t+ 1.

g represents the growth rate of investments and δ symbolizes the rate of depreciation. In our

analysis we assume a depreciation rate of δ = 0.05 which is in line with common assumptions

in empirical analyses of the OECD countries (see e.g. Nonneman and Vanhoudt (1996)).75 The

third input, obtained from the Worldbank database, is given by the energy consumption of the

countries. The Worldbank also provides data on the single bad output CO2. For the years

1990 and 1991 the Worldbank is lacking data for the Slovak Republic and for the year 1990

the amount of emissions is missing for Germany. For these observations we use data from the

European Environment Agency (EEA) instead. The single good output GDP is obtained from

the PWT. Table 6.1 presents some descriptive statistics of our sample.

Table 6.1: Descriptive statistics of the country data (1990-2007)

Min Median Mean Max SD

Inputs
Capital (bio. $, 2005) 28.01 1025.31 3356.96 42112.60 6252.15
Labor (1000 employees) 128.26 5175.12 17572.69 153197.49 27260.07
Energy (kt. oil eq.) 2034.00 51324.00 168139.75 2336546.00 387219.53

Output
GDP (bio. $, 2005) 6.40 274.05 952.69 12921.00 1917.12

Undesirable output
CO2 (kt.) 1892.17 119404.85 408786.20 5595357.96 956947.33

Our dataset covers a broad range of countries with the United States being the largest producer

of CO2 (in 2005) and the country with the highest GDP (in 2007). The observation with the

lowest emissions and GDP is Iceland in 1992. Regarding our inputs and outputs we find a high

correlation (0.9978) between the energy consumption and the carbon dioxide emissions which is

in line with the results of previous studies (see Oh and Heshmati (2010)).

Figure 6.2 shows the time series of the aggregate CO2 emissions and the GDP for the EU15

countries as well as the OECD countries which are not part of the EU15. The graphs show that

GDP has grown for both groups over the sample period. In contrast, while the emissions of the

EU15 have slightly decreased (from 3.31 billion tons to 3.28 billion tons) the emissions of the

remaining sample have increased (from 8.19 billion tons to 9.64 billion tons). But we do not

observe a clear change in the trend after the signing of the Kyoto Protocol in 1997 in this graph

(indicated by the vertical line).

75 We have also conducted the analysis using depreciation rates of 3% and 8%. However, these depreciation rates
lead to similar results.
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Figure 6.2: Trends in CO2 and GDP

6.3.2 Results of the analysis of European countries

The median results of the bias-corrected Malmquist and Malmquist-Luenberger index as well as

its decomposition can be found for each of the EU15 countries in the tables D.1 and D.2 in ap-

pendix D. As explained in the chapter on general concepts a value larger than one for the indices

and/or its components indicates progress while a value less than one indicates regress. Moreover,

100 ·
(

M̂alm
t,t+1,BC

i − 1

)
can be interpreted as the percentage change in productivity.76

As a concrete example for the interpretation of the results consider the case of Austria for which

results are presented in the first row of tables D.1 and D.2. According to the Malmquist index

the median productivity increase was 1.48% per year. This increase resulted from a combination

of a slight decrease in efficiency (−0.47%) and a larger effect of technical progress (2.35%). The

Malmquist-Luenberger index indicates a smaller increase in productivity if the reduction of

carbon dioxide emissions is accounted for. In this case the median increase of the productivity

was 0.59%. While the efficiency of Austria remained unchanged the driver of this increase was

technical progress (0.59%).

A result which is particular different compared to the findings for the remaining countries can

76 Note that in case the ML index was not computable we included neither the Malmquist nor the ML index
result for an observation. This is done to avoid comparing different observations in the subsequent analysis.
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be observed for Luxembourg. While the Malmquist index shows an increase of productivity

by 2.96% the Malmquist-Luenberger index indicates an increase by 10.1% which is far above

the results for the other countries. Hence, the results for the very small country Luxembourg

may be outliers detering the results for our analysis of the Kyoto Protocol. Therefore, we have

also conducted the following analysis excluding the results for Luxembourg (see appendix D

for the graphs and test results). However, we decided not to exclude Luxembourg from our

sample. Firstly, the related literature on nonparametric productivity analysis also contains this

observation (see e.g. Kumar (2006)). Secondly, we applied the testing procedure by Wilson

(1995) to detect influential observations in our dataset. The results showed that Luxembourg is

indeed influential but very similar results were obtained for Ireland and the United Kingdom,

two countries which do not show unusual patterns in their productivity results. Hence, we do

not consider Luxembourg as an outlier.

For an overview of the development of the productivity in the EU15 countries, figure 6.3 presents

the time series of the median productivity change and its decomposition into efficiency and

technical change as measured by both the Malmquist index and the Malmquist-Luenberger

(ML) index. More detailed density plots of the results will be presented in the subsequent group

analysis.
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Figure 6.3: Median productivity, efficiency and technical change for the EU15
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For both indices we find that the median productivity has increased in the majority of years.

This is largely due to technical progress while efficiency improvements are small and in some

years we even find efficiency regress. Note that due to the use of sequential output sets technical

regress is excluded by construction. Moreover, we find that productivity growth significantly

slowed down in Europe after the year 2000 which is in line with the findings of the literature that

measures productivity not using nonparametric frontier methods (see van Ark et al. (2008)).

To analyze which countries have induced the technical progress which has driven productivity

growth tables D.3 and D.4 in the appendix contain the innovating countries for each period. An

“innovator” is a country which fulfills the following conditions (see the previous chapter for a

further discussion of innovators in nonparametric models):

M̂LTech
t,t+1

i > 1 (6.27)

β̂t
(
xt+1,i,yt+1,i,ut+1,i; gt+1

)
< 0 (6.28)

β̂t+1
(
xt+1,i,yt+1,i,ut+1,i; gt+1

)
= 0. (6.29)

The results show that members of the EU15 were constantly among those countries which shifted

the frontier irrespective of whether the production of carbon dioxide emissions is included in the

analysis. In contrast, non-European countries (e.g. the United States) are among the innovators

only in a few periods. This analysis also reveals why Ireland, Luxembourg and the United

Kingdom are indicated as influential observations. The results show that these countries were

among those who shifted the frontier for many years. With regard to differences between the

Malmquist and the Malmquist-Luenberger index we find that when accounting for the reduction

of emissions more countries can be identified as innovators. In particular, Sweden, Norway and

Switzerland become important observations with this regard.

In the following we analyze whether the hypothesis by Böhringer and Vogt (2003, 2004) that

the Kyoto Protocol has not led to significant changes in the countries efforts to reduce emissions

and therefore did not induce significant macroeconomic costs on them is justified. To evaluate

the hypothesis for the EU15 countries we divide the countries into those which according to

the EU-BSA have to decrease their emissions and those which are allowed to increase their

emissions or hold them constant. EU15 countries which have to decrease emissions (referred to

as DC countries) are Austria, Belgium, Denmark, Germany, Italy, Luxembourg, the Netherlands

and the United Kingdom while Finland, France, Greece, Ireland, Portugal, Spain, and Sweden

have not to decrease emissions (referred to as NDC countries). Table 6.2 contains the emission

targets of all EU15 countries for the commitment period 2008-2012 compared to the emission

level in the base year 1990 (see European Environment Agency (2011a)). The targets show that

the EU-BSA aims at shifting the overall reduction target of the Kyoto Protocol from the poorer

cohesion countries like Spain and Portugal to the richer European countries like Germany or

Denmark.
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Table 6.2: Emission targets (EU15)

Country Emission target

Austria -13%
Belgium -7.5%
Denmark -21%
Finland 0%
France 0%
Germany -21%
Greece 25%
Ireland 13%
Italy -6.5%
Luxembourg -28%
Netherlands -6%
Portugal 27%
Spain 15%
Sweden 4%
United Kingdom -8%

Figures 6.4, 6.5 and 6.6 show the density plots of the productivity changes and their decomposi-

tions for the two groups of EU countries before and after the EU Burden Sharing Agreement was

implemented. As noted before, the results excluding Luxembourg can be found in the appendix.

The density plots of the technical changes were obtained using the function show.dens() from

the package “FEAR” by Wilson (2008) for the statistical software R. This function estimates

the density of estimates bounded at unity using the reflection method by Boneva et al. (1971)

discussed in Silverman (1986). Table 6.3 presents the bootstrapped p-values of the Li (1996) test

adapted by Simar and Zelenyuk (2006) which tests the null hypothesis of equal distributions for

both groups. The row “Technical change 1” refers to algorithm 1 in the paper by Simar and

Zelenyuk (2006) while “Technical change 2” refers to algorithm 2 (see the description of the test

above for more details on the algorithms).

Table 6.3: p-values of the Li test comparing DC and NDC countries

Malmquist index ML index
Before EU-BSA After EU-BSA Before EU-BSA After EU-BSA

Productivity change 0.472 0.945 0.558 0.148
Efficiency change 0.011 0.004 0.018 0.006
Technical change 1 0.003 0.949 0.035 0.217
Technical change 2 0.060 0.636 0.002 0.418
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Figure 6.4: Density plots of productivity change of EU15 countries
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Figure 6.5: Density plots of efficiency change of EU15 countries
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Figure 6.6: Density plots of technical change of EU15 countries

We start our discussion with the results for the period before the implementation of the EU-BSA

(1990-1998). The related density plots can be found in the left columns of the figures. For the

productivity change measured by the the Malmquist index the density plots show only minor

differences between the groups indicating that both groups showed homogeneous patterns in

their productivity development. This result is also statistically confirmed by the Li test which

does not reject the null hypothesis (p-value: 0.472). Accounting for the reduction of emissions

when evaluating the productivity of countries as it is done by the Malmquist-Luenberger index

leads to similar results. Although the graph for the ML results exhibits slightly larger differences

for the groups before the EU-BSA the test does not reject that the distributions are equal (p-

value: 0.558). Hence, like in the case of the Malmquist index we find homogeneous patterns

in the productivity results. These findings do not change if Luxembourg is excluded from the

analysis (see figure D.1 and table D.5 in appendix D).

Regarding the components of the productivity change we find statistically significant differences

in the efficiency results before the EU-BSA. However, the differences are only minor as can be

seen from the plots and the difference is only weakly significant if Luxembourg is excluded from

the comparison. For technical change we find slightly larger results for the DC countries before

the EU-BSA which is also statistically significant. But as shown above these differences do not

affect the productivity comparison which finds homogeneous patterns for both groups.

Analyzing the groups after the implementation of the EU-BSA we again do not find significant

differences in the productivity patterns. The results of the Li test indicate that the productiv-

ity between the groups differs significantly neither for the Malmquist nor for the Malmquist-
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Luenberger index which is also visible from the density plots. We still find significant differences

in the efficiency change results but even the small differences in technical change have vanished.

Therefore, we find that after the EU-BSA was signed the very homogeneous patterns in pro-

ductivity change prevail and that again differences in the sources of productivity change do not

influence the overall productivity comparison.

The results obtained by this analysis can be used to address the question of a “business-as-

usual” strategy of the EU15 countries. Given that we compare productivity change measured

by the Malmquist index for two homogeneous groups we would expect that countries which have

reallocated inputs to the reduction of the emissions and therefore face significant macroeconomic

costs to meet their reduction targets should actually show a shift to the left in the density plots

compared to the other group of countries. This is to be expected since the Malmquist index

does not capture increasing abatement activities which lead to reallocations of inputs from the

production of good outputs to the abatement of bad outputs. Hence, the productivity change

estimated by the Malmquist index should be lower. In the above presented analysis we do

not observe such a shift between the DC and the NDC countries. This indicates that the DC

countries did not reallocate significant more inputs to abatement after the implementation of

the EU-BSA.

However, this interpretation of the Malmquist index results implicitly assumes that the DC

countries facing reduction targets did not shift inputs to the abatement activities and at the

same time increased their productivity with regard to the good outputs to a larger extent than

the NDC countries. In this case, the latter effect would cancel out the first and we would also

obtain no significant differences comparing the productivity results between the groups. To

exclude this possibility the results for the ML index become important. If the DC countries

would have reallocated inputs and increased their productivity compared to the NDC countries,

the productivity changes measured by the ML index should be significantly larger for the DC

countries compared to the results for the NDC countries. This follows because the ML index

accounts for both the increased production of good outputs as well as the decreased emission of

pollutants. This is not the case in our analysis where the results for both indices do not differ

statistically significant between the groups before and after the EU-BSA was signed.

Our results obtained for the European countries therefore raise doubts on whether significant

amounts of inputs have been shifted to the abatement of emissions after the Kyoto Protocol was

signed. Hence, our findings support the hypothesis by Böhringer and Vogt (2003, 2004) that

the Kyoto Protocol enables the European countries to follow a “business-as-usual” strategy to

achieve the Kyoto targets.

This finding of our study raises the question why the DC countries did not reallocate significant

amounts of inputs. One particularly important country with this regard is Germany which

according to the EU-BSA faces a large reduction target. With this agreement the initial Kyoto

target (-8%) was tightened to -21%. To explain this change the development of emissions in

Germany after the reunification of East and West Germany is important. As Schleich et al.

(2001) analyze, Germanys emissions dropped by more than 18% after the reunification due to

structural change in East Germany. Hence, even before the Kyoto Protocol was signed Germany
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had more than fulfilled its initial Kyoto target. The EU-BSA therefore has reallocated these

“wall-fall profits” (Schleich et al. (2001, p. 364)) to allow several other countries to increase

their emissions. Moreover, taking into account the already achieved reductions, the EU-BSA

target for Germany is only slightly ambitous. Hence, Germany may not require large changes

in the input allocation. However, this finding does not explain why the remaining DC countries

have not shifted additional inputs to abatement activities. A possible explanation for this can

be given by our findings for the innovating countries and the source of productivity growth. As

we have shown using the ML index European countries were those who shifted the frontier if

emissions are included in the efficiency analysis. Moreover, we found that the efficiency changes

for the countries are rather small while technical progress spurred the increased productivity.

Thus, the non-innovating countries were able to follow the technical changes induced by the

innovating countries. Hence, European countries were able to produce more good outputs while

reducing emissions holding inputs constant. Therefore, a tentative answer to the question why

the countries did not reallocate inputs after the signing of the Kyoto Protocol can be given by

technical change having reduced the necessity to reallocate inputs to abatement activities and

thus preventing the countries from large macroeconomic costs.

6.4 Summary

In this study we have investigated whether the Kyoto Protocol and its European implemen-

tation, the EU Burden Sharing Agreement, had a significant influence on the macroeconomic

productivity of European countries. The analysis of the EU15 showed that their productivity

has increased over time. We found that this increase was driven by technical progress mostly

induced by European countries which have been identified as the innovators among 30 OECD

countries.

Our analysis of two groups of European countries aimed at evaluating whether countries which

have to reduce emissions according to the EU-BSA have faced significant costs compared to

those who had not to decrease their emissions. Our comparison of the conventional Malmquist

and the Malmquist-Luenberger index between the countries did not find any evidence that the

Kyoto Protocol has changed “business-as-usual” politics by the European countries, supporting

the hypothesis by Böhringer and Vogt (2003, 2004). Therefore, our analysis questions whether

these countries have faced significant costs in the following of the signing of the Kyoto Protocol.
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7 Conclusion

In this dissertation we have addressed several questions of current research in nonparametric

efficiency analysis incorporating environmental factors. In the following we summarize the main

findings of the studies, show connections between them and highlight potentials for future re-

search.

Chapter 3 of this dissertation presented an analysis on whether the incorporation of carbon

dioxide emissions influences the results of an efficiency analysis of automobiles. We found that

the mere inclusion of CO2 has no large effect if fuel consumption is included simultaneously.

By accounting for the reduction of CO2 we obtained significant potentials to decrease these

emissions. Our analysis also showed that these potentials are not associated with an reduction

of fuel consumption. Thus, we could identify car groups which are more efficient with regard to

simultaneously increasing the good outputs and decreasing the bad output. However, this result

is based on an analysis that due to data limitations accounts only for a single pollutant. In

chapter four we have introduced the materials balance condition which states that the amount

of materials bound in the inputs has to equal the amount of materials bound in the outputs.

Applying this function to the results of the automobile study shows that decreasing the CO2

emissions while holding the fuel consumption constant has to result in an increase of other

pollutants (e.g. CO). Therefore, while some cars may be more efficient with regard to CO2

they may be indicated as less efficient if we would account for other pollutants. This problem

faced by economists when conducting environmental analyses is already being discussed in the

macroeconomic literature e.g. with regard to the environmental Kuznets curve (see Dasgupta et

al. (2002)). In contrast, microeconomic analyses have not yet accounted for this issue. Therefore,

future research should focus on accounting for results from natural science when conducting

environmental analyses.77 Especially, it is important to clarify which different pollutants can

result from the conversion of particular inputs into outputs so that missing variables in a dataset

are not mistaken as inefficiency.

In our analysis of automobiles we also compared our results for different car groups with those

obtained in the previous literature. We have shown that this literature ignores the influence of

groups specific inefficiencies and thus tends to underestimate the inefficiency of automobiles when

focusing solely on a particular group (e.g. compact class cars). Our study is the first to actually

compare results with previous analyses which are similar to a certain extend. The literature

on nonparametric efficiency analysis of automobiles is very heterogeneous with regard to the

applied methods, which are often novel ones, and the analyzed dataset. Therefore, it is difficult

to explain whether differences in the results are due to methodological or data differences. To

overcome this problem future research may provide a comparison of the proposed models and

efficiency measures using a single dataset. This could improve the understanding of whether the

broad range of methodological approaches indeed leads to very different results when evaluating

the efficiency of automobiles.

In chapter four we presented a new possibility to measure the environmental efficiency of DMUs

77 See Fischer et al. (2012) for an overview of interdisciplinary research previously conducted by economics and
natural science.
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in a network model consisting of a production and an end-of-pipe abatement stage. Furthermore,

we have shown how the new environmental efficiency measure can be used to decompose environ-

mental efficiency into production and abatement efficiency as well as stage and network effects.

In our model we focus on end-of-pipe abatement processes because these are predominantly

evaluated in economic analyses. However, the large attention that end-of-pipe technologies re-

ceive in economics is not necessarily supported by empirical data. For example, Frondel et al.

(2007) find for OECD countries that the majority of firms invests more in process-integrated

than in end-of-pipe abatement activities. Hence, modifying the presented model to incorporate

process-integrated abatement of pollution could lead to an approach suitable for a larger number

of empirical applications.

In this study we have demonstrated the decomposition of the new environmental efficiency

measure into the different components assuming constant returns to scale. The results and

influences of the assumption of variable returns to scale were shortly discussed. Nevertheless, it

is possible to extend the proposed decompositions into technical and scale effects using CRS and

VRS technologies (see e.g. Lozano (2011) for scale effects in network technologies). However,

this proposal comes with the caveat that further decomposing the efficiency components may

lead to a situation similar to the Malmquist index for which various decompositions have been

proposed (see e.g. Lovell (2003) for an overview) but are not often applied to empirical data

presumably because each further decomposition weakens the clarity of the results.

From an empirical point of view the literature on network models in nonparametric efficiency

analysis is more homogeneous compared to the literature on nonparametric evaluations of au-

tomobiles. The data sources used in our study, the U.S. Environmental Protection Agency, the

U.S. Energy Information Administration and the Federal Energy Regulatory Commission, are

also exploited by several other studies. As in our analysis these studies, especially Färe et al.

(forthcoming), are faced with very small numbers of observations. Moreover, this major research

interest for U.S. power plants can only be partly explained by the importance of their environ-

mental efficiency. It is also worth noting that to our knowledge these data sources are the only

publicly available ones that provide detailed microlevel information on abatement activities for

a group of observations which environmental efficiency has a large influence e.g. with regard

to regulatory actions. The remaining datasets (e.g. exploited in Coelli et al. (2007) or Yang

et al. (2008)) provide information for very specialized agricultural applications. Hence, while

the theoretical models become more sophisticated the data to evaluate them remain very lim-

ited. Therefore, future research should focus on collecting and compiling further environmental

datasets.

The fifth chapter of this dissertation focused on different methods to calculate optimal directional

vectors for directional distance functions. This distance function had been applied in chapter

three for the analysis of automobiles but there we followed the previous literature by exogenously

determining the vector. In this study we showed how an existing model to endogenize the

directions can be adapted to the analysis of environmental efficiency and proposed an extension

to a dynamic analysis. While the static approach results in a vector that projects the DMU under

evaluation on the furthest feasible point on the boundary of the technology the dynamic approach

estimates the direction by calculating the movements of the innovators and hence of the frontier.
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Both methods are used to obtain optimal vectors in terms of weights for the increase of good and

the decrease of bad outputs. In the dynamic approach the direction of the efficiency measurement

for a non-innovating DMU is given by the innovating direction of the closest located innovator.

To identify the closest innovator the euclidean distance is used. However, the movement of

the frontier segment a non-innovating DMU is compared to is likely to be only partly captured

by the movement of the closest innovator. For example, if this frontier segment is constructed

by a linear combination of two innovators with different innovating directions than the DMU

should be assigned a direction that captures this combination to measure more precisely the

direction of the frontier change, hence the direction of technical change. Therefore, an extension

of the proposed dynamic model could include the closest linear combination of innovators to

identify the direction of technical change. To obtain this combination approaches like Aparicio

et al. (2007) could be modified and applied in this model. A further extension may address

the endogenization of the orientation of the measurement. In the presented study we assumed

output orientation and hence only endogenized the weights of the outputs. A generalization

could include an endogenized decision of whether an input, output or perhaps mixed orientation

of the efficiency analysis should be applied. Such an endogenization would be also very useful for

an application to the new environmental efficiency measure proposed in chapter four for which

the orientation with regard to the production efficiency is not predetermined.

Applying the theoretical approaches to optimal directions to a macroeconomic efficiency analysis

of the major greenhouse gas emitting countries we found significant potentials to reduce these

emissions even when accounting for heterogeneity in these countries. However, while the results

indicate that by comparing inefficient countries with the best-practice countries we observe re-

duction potentials they do not readily provide information on how to achieve these reduction

potentials in practice. For example, if these potentials are due to differences in the industry

structure they may not be easily exploited in the short run. This problem of benchmarking

with DEA has been addressed on the microeconomic level by combining DEA with other bench-

marking methods (see e.g. Talluri (2000)) to provide more practical information on efficiency

improvement possibilities. Future research may apply these methods to macroeconomic analyses

to provide a more detailed view on how much of the reduction potentials found in our analysis

can be realized.

The final study in this dissertation, presented in chapter six, provided a dynamic analysis of

the productivity of European countries. The research aimed at analyzing whether international

environmental regulation, in particular the Kyoto Protocol in form of the EU Burden Shar-

ing Agreement, have lead to a significant redistribution of inputs from the production of good

outputs to the abatement of bad outputs. Therefore, we compared the productivity changes

for two groups of European countries. Our results did not indicate that significant amounts

of inputs have been reallocated by countries which have to reduce their emissions compared to

countries which are allowed to increase their emissions. Thus, we could not find a significant

influence of the Kyoto Protocol on the macroeconomic productivity of these countries. In our

analysis we applied the Malmquist and the Malmquist-Luenberger index. With regard to the

latter we faced the problem that it was not possible to calculate the index for each country in

each period due to the infeasibility of the mixed-period distance function. Hence, the number
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of observations used in this study is smaller than the number of countries times the number of

periods. This problem could be addressed in future research by applying the global Malmquist

and Malmquist-Luenberger indices (see Pastor and Lovell (2005) as well as Oh (2010)). Combin-

ing these approaches with the analysis of sequential and contemporaneous output sets applied

in this dissertation allows to furthermore exclude the effects of business cycles in these indices.

For this study of the influence of the Kyoto Protocol we have used a dataset that covers the

years before and after the signing of the Protocol but does not include the actual commitment

period. Therefore, to account for the possibility that the European countries have waited until

the commitment period to begin with reallocating inputs data on this period should be included

in the analysis when available.

The discussion of the effects of the Kyoto Protocol which was established to decrease the amount

of greenhouse gas emissions on a global level and thus to limit the increase in global temperature

leads back to the introduction of this dissertation. There we have discussed the challenges asso-

ciated with climate change and the necessity of economic analyses accounting for the production

of pollutants. In our presented research we addressed this issue in multiple ways. Microeconom-

ically and macroeconomically by analyzing objects ranging from single automobiles to entire

countries. Implicitly and explicitly by measuring productivity changes including emissions and

estimating reduction potentials for specific pollutants. Empirically and theoretically by analyz-

ing power plants applying a newly developed production model. In general, the results of this

dissertation have shown that economically significant reduction potentials for pollutants exist

highlighting the relevance of the conducted research. Nonetheless, since the combination of

environmental economics and nonparametric efficiency analysis is still a young field of research

many open questions, as demonstrated above, remain to be answered in the future.
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Böhringer, C. and C. Vogt (2003). “Economic and Environmental Impacts of the Kyoto Proto-

col”. In: Canadian Journal of Economics 36, pp. 475–494.

— (2004). “The Dismantling of a Breakthrough: The Kyoto Protocol as Symbolic Policy”. In:

European Journal of Political Economy 20, pp. 597–617.

Boden, T. A., G. Maryland, and R. J. Andres (2010). “Global, Regional and National Fossil-

Fueled CO2 Emissions”. Carbon Dioxide Information Analysis Center.

110

http://www.adac.de/infotestrat/autodatenbank/default.aspx
http://www.adac.de/infotestrat/autodatenbank/default.aspx


References

Boneva, L. I., D. Kendall, and I. Stefanov (1971). “Spline Transformations: Three New Diagnos-

tic Aids for the Statistical Data-Analyst”. In: Journal of the Royal Statistical Society 33,

pp. 1–71.

Botzen, W. J. W. and J. C. J. M. van den Bergh (2012). “How Sensitive is Nordhaus to Weitz-

man? Climate Policy in DICE with an Alternative Damage Function”. In: Economics Letters

117, pp. 372–374.

Brekke, K. A. and O. Johansson-Stenman (2008). “The Behavioural Economics of Climate

Change”. In: Oxford Review of Economic Policy 24, pp. 280–297.
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Appendix A

Appendix A

Table A.1: Automobile terminologies

Category Example

Brand VW
Product line Golf
Model Golf 1.6
Model variant Golf 1.6 Trendline

Source: Cantner et al. (2012. p. 8)

Table A.2: p-values of tests for first-order stochastic dominance (between engine types)

H0 Efficiency type ρ̂ 1 + β̂O 1 + β̂UO

Gasoline �FSD Diesel Overall 0.122 0.147 0.163
Managerial 0.207 0.054 0.024
Program 0.185 0.852 0.993

Gasoline �FSD Natural gas Overall 0.000 0.000 0.000
Managerial 0.962 0.961 0.938
Program 0.000 0.000 0.000

Diesel �FSD Gasoline Overall 0.121 0.164 0.006
Managerial 0.334 0.885 0.996
Program 0.000 0.000 0.000

Diesel �FSD Natural gas Overall 0.000 0.000 0.000
Managerial 0.829 0.933 0.978
Program 0.000 0.000 0.000

Natural gas �FSD Gasoline Overall 0.998 0.987 1.000
Managerial 0.000 0.000 0.000
Program 0.990 0.993 0.996

Natural gas �FSD Diesel Overall 0.997 0.892 0.979
Managerial 0.000 0.000 0.000
Program 0.989 0.987 0.994
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Appendix A

Table A.6: p-values of tests for first-order stochastic dominance (between car classes)

H0 Efficiency type ρ̂ 1 + β̂O 1 + β̂UO

Compact �FSD Middle Overall 0.000 0.000 0.000

Managerial 0.000 0.000 0.001

Program 0.006f) 0.010 0.000

Compact �FSD Upper Overall 0.000 0.000 0.000

Managerial 0.000 0.000 0.000

Program 0.000 0.000 0.000

Middle �FSD Compact Overall 0.999 0.995 0.496

Managerial 0.998 0.998 0.538

Program 0.061f) 0.128 0.846

Middle �FSD Upper Overall 0.000 0.000 0.002

Managerial 0.045g) 0.011h) 0.090

Program 0.000 0.000 0.000

Upper �FSD Compact Overall 0.999 0.998 0.995

Managerial 0.996 0.998 0.145

Program 0.988 0.992 0.989

Upper �FSD Middle Overall 0.701 0.977 0.999

Managerial 0.000g) 0.000h) 0.135

Program 0.996 0.996 0.996

f) Tests for SSD find no dominance.
g) Tests for SSD find Middle �SSD Upper.
h) Tests for SSD find Upper �SSD Middle.
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Appendix B

Table B.1: Efficiency types, abbreviations and formal definitions

Efficiency type Abbreviation Formal definition

Network

Environmental EE
ωTu′′∗

ωTu′′

Production PE
ωTu′∗

ωTu′

Abatement AE
ωTu′′∗

ωTu′∗
·
[
ωTu′′

ωTu′

]−1
Production stage

Stage SE
ωTu′Prod

ωTu′

Technical TE
ωTu′Tech

ωTu′

Allocative EAE
ωTu′Prod

ωTu′Tech

“Black box” bias Bias
ωTu′∗

ωTu′Prod

Abatement stage

Stage SE
ωTu′′Abat

ωTu′
·
[
ωTu′′

ωTu′

]−1
“Black box” bias Bias

ωTu′′∗

ωTu′∗
·
[
ωTu′′Abat

ωTu′

]−1
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Sample countries (in order of emisson volume (ISO three-letter country codes in parentheses)):

United States (USA), China (CHN), India (IND), Russia (RUS), Japan (JPN), Brazil (BRA),

Germany (GER), Canada (CAN), United Kingdom (GBR), Mexico (MEX), Indonesia (IDN),

Australia (AUS), Italy (ITA), Iran (IRN), France (FRA), South Korea (KOR), South Africa

(ZAF), Spain (ESP), Saudi Arabia (SAU), Poland (POL), Thailand (THA), Argentina (ARG),

Pakistan (PAK), Turkey (TUR), Venezuela (VEN), Egypt (EGY), Nigeria (NGA), Nether-

lands (NLD), Malaysia (MYS), Kazakhstan (KAZ), Vietnam (VNM), Uzbekistan (UZB), Alge-

ria (DZA), Bangladesh (BGD), United Arab Emirates (ARE), Czech Republic (CZE), Colombia

(COL), Philippines (PHL), Belgium (BEL), Sudan (SDN), Greece (GRC), Ethiopia (ETH), Chile

(CHL), Republic of Congo (COG), New Zealand (NZL), Syria (SYR), Austria (AUT), Hun-

gary (HUN), Portugal (PRT), Angola (AGO), Peru (PER), Tanzania (TZA), Morocco (MAR),

Finland (FIN), Singapore (SGP), Sweden (SWE), Bolivia (BOL), Israel (ISR), Turkmenistan

(TKM), Libya (LBY), Norway (NOR), Denmark (DNK), Ireland (IRL)

Proof of β̂ = 1T
̂̃
βy + 1T

̂̃
βu

In the following we will proof the equality of optimal values of the objective functions of programs

(5.1) and (5.5).

To start, consider the slack-based approach of program (5.5) in its general formulation with m

inputs, s good outputs and r bad outputs

max
β̃y ,β̃u,λ

1T β̃y + 1T β̃u

s.t. xi = Xλ

1 + β̃y 5 Y λ
yi

1− β̃u = Uλ
ui

β̃y, β̃u,λ = 0.

(5.5)

In the optimum the restrictions on both the good and bad outputs hold with equality. To see

this, consider the case that for a DMU i under evaluation the obtained values are given by

β̃
∗
y, β̃

∗
u and λ∗. Moreover, assume that the constraint for the jth output of i is non-binding,

hence it reads 1 + β̃∗y,j <
Y j.

yji
λ∗ with Y j. denoting the jth row of Y . In this case there exists

a β̃∗∗y,j > β̃∗y,j for which the constraint holds with equality and thus the vector β̃
∗
y cannot be an

optimal solution to (5.5).

Therefore, we can rearrange the constraints as

β̃y =
Y λ

yi
− 1 (C.1)

β̃u =
Uλ

ui
− 1. (C.2)
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Substituting these conditions into the objective function of (5.5) leads to the transformed linear

program

max
λ

1T
(
Y λ
yi
− 1
)

+ 1T
(
Uλ
ui
− 1
)

s.t. xi = Xλ

λ = 0.

(C.3)

Analogously, consider program (5.1) which finds the maximal value of the measure β by opti-

mizing the weights assigned to the increase of good and the reduction of bad outputs.

max
β,α,δ,λ

β

s.t. xi = Xλ

yi + βα� yi 5 Y λ

ui − βδ � ui = Uλ

1Tα+ 1Tδ = 1

β,α, δ,λ = 0.

(5.1)

This model can be rearranged analogous to (5.5) as

max
β,α,δ,λ

β

s.t. xi = Xλ

1 + βα 5 Y λ
yi

1− βδ = Uλ
ui

1Tα+ 1Tδ = 1

β,α, δ,λ = 0.

(C.4)

In the optimum the restrictions for the good outputs hold with equality. To see this, consider the

general case and suppose an initial solution (β∗,α∗, δ∗,λ∗) with all outputs exhibiting slacks.78

Hence, initial the solution to (C.4) reads as

xi = Xλ∗

1 + β∗α∗ < Y λ∗

yi

1− β∗δ∗ = Uλ∗

ui

1Tα∗ + 1Tδ∗ = 1

β∗,α∗, δ∗,λ∗ = 0.

(C.5)

Now assume that c̃ = [c̃1, . . . , c̃s]
T serves as a vector that eliminates the slacks of the good

outputs.

78 Note that the following derivation can be analogously demonstrated assuming that the constraints for some
good outputs hold with equality.
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Therefore, we have

xi = Xλ∗

1 + c̃� β∗α∗ = Y λ∗

yi

1− β∗δ∗ = Uλ∗

ui

1Tα∗ + 1Tδ∗ = 1

β∗,α∗, δ∗,λ∗ = 0.

(C.6)

Suppose that the smallest slack occurs for the jth output. Thus, c̃j = min {c̃}. In the following

we show that it is possible to increase β∗ to eliminate the slack in the jth output by assigning

new weights to the jth output as well as to the bad outputs while holding λ∗ and the weights

for the remaining good outputs (α∗−j) constant. Therefore, consider the following programming

problem

max
cj ,αj

cj

s.t. 1 + cjβ
∗αj =

Y j.λ
∗

yji

1− cjβ∗ δ
∗

cj
= Uλ∗

ui

1Tα∗−j + 1T δ∗

cj
+ αj = 1

cj , αj = 0.

(C.7)

In this program we eliminate the slack by finding a c∗j such that the restrictions for the bad

outputs still hold while rearranging the weights between the jth good output and the bad

outputs and moreover increasing the distance function from β∗ to c∗jβ
∗. Since the restrictions

for the bad outputs are satisfied for each feasible cj they can be excluded from the program.

Rearranging the last equation and inserting it into the constraint for the jth good output leads

to a single equation to find c∗j . It is given by

1 + cjβ
∗
(

1− 1Tα∗−j −
1Tδ∗

cj

)
=
Y j.λ

∗

yji
. (C.8)

Rearranging this equation leads to the optimal cj :

c∗j =

Y jλ
∗

yji
− 1 + 1Tδ∗β∗

β∗
(

1− 1Tα∗−j

) . (C.9)

Since we assume that the jth output exhibits a slack in the initial solution, we observe that
Y j.λ

∗

yji
− 1 > β∗α∗j . Therefore, we find

c∗j >
β∗α∗j + 1Tδ∗β∗

β∗
(

1− 1Tα∗−j

) =
α∗j + 1Tδ∗(
1− 1Tα∗−j

) = 1 (C.10)

where the last equality holds because the normalization constraint of the initial solution can be

written as 1Tα∗−j + α∗j + 1Tδ∗ = 1.

Since c∗j is larger than one we can conclude that β∗∗ = c∗jβ
∗ > β∗. Thus, holding the weights

for all but the jth output constant and calculating new weights for the jth good and all bad

outputs we can find a larger optimal value for β than in the initial solution.
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Note that increasing β∗ to β∗∗ does not violate the restrictions on the remaining good outputs.

This follows because c̃j ≤ c̃−j was calculated for a given α∗j and β∗. Since c∗j > 1 we find
δ∗

c∗j
= δ∗∗ < δ∗. Moreover, from the normalization constraint in (C.7) it follows 1Tα∗−j +1Tδ∗∗+

α∗∗j = 1. Since δ∗∗ < δ∗ and α∗−j remains unchanged, we find that α∗∗j > α∗j . c̃j was calculated

to remove the slack in the jth output given α∗j . Since β∗ remains unchanged and α∗∗j > α∗j ,

c∗j < c̃j must hold to fulfill the restriction on the jth good output in program (C.7). Because

c̃j = min {c̃} we can conclude that c̃−j > c∗j and the restrictions for the remaining good outputs

are not violated.

Given these new optimal values we can further increase β∗∗ by removing the slack for the kth

output with c̃k = min {c̃−j}. This can be done analogously to the jth output by solving the

programming problem

max
ck,αk

ck

s.t. 1 + ckβ
∗∗αk = Y k.λ

∗

yki

1 + ckβ
∗∗ α

∗∗
j

ck
=

Y j.λ
∗

yji

1− ckβ∗∗ δ
∗∗

ck
= Uλ∗

ui

1Tα∗−j,−k +
α∗∗j
ck

+ 1T δ∗∗

ck
+ αk = 1

ck, αk = 0.

(C.11)

Similar to the case of the jth output we find

c∗k =

Y k.λ
∗

yki
− 1 + α∗∗j β

∗∗ + 1Tδ∗∗β∗∗

β∗∗
(

1− 1Tα∗−j,−k

) (C.12)

which is again larger than 1 and hence we can calculate β∗∗∗ = c∗kβ
∗∗ > β∗∗.

Continuing this procedure for all outputs exhibiting slacks we find that β can be successively

increased until no slacks are present anymore. Thus, the initial solution to (C.4) leading to slacks

in the good outputs can not be optimal and hence in the optimum all good output constraints

hold with equality.

These constraints on the good and bad outputs can therefore can be rearranged to

α =
Y λ

yiβ
− 1

β
(C.13)

δ =
1

β
− Uλ
uiβ

. (C.14)

Inserting these equalities into the normalization constraint leads to

1T
(
Y λ

yiβ
− 1

β

)
+ 1T

(
1

β
− Uλ
uiβ

)
= 1. (C.15)

Multiplying both sides with β we obtain

1T
(
Y λ

yi
− 1

)
+ 1T

(
1− Uλ

ui

)
= β. (C.16)
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Replacing β in the objective function of (5.1) with this expression we find

max
λ

1T
(
Y λ
yi
− 1
)

+ 1T
(
Uλ
ui
− 1
)

s.t. xi = Xλ

λ = 0.

(C.17)

Comparing (C.3) to (C.17) shows that both programs are equal and hence the optimal β from

(5.1) is equal to maximal sum of slacks-based measures of program (5.5).
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Table C.1: Country results of the efficiency analysis

Country δ = 0 δ = 1 Country δ = 0 δ = 1

AGO 1.0809 0.9189 ITA 0.0262 0.1348
ARE 0.0000 0.6299 JPN 0.2364 0.3758
ARG 0.5160 0.7584 KAZ 0.7376 0.8733
AUS 0.0660 0.5725 KOR 0.5469 0.5604
AUT 0.0000 0.0000 KWT 0.0000 0.0000
BEL 0.0000 0.0000 MAR 1.0200 0.7376
BGD 0.5831 0.7081 MEX 0.2704 0.5735
BLR 0.0077 0.5715 MYS 0.6172 0.7088
BOL 0.2092 0.7761 NGA 0.0000 0.0000
BRA 0.6056 0.7183 NLD 0.0196 0.1529
CAN 0.0375 0.5438 NZL 0.1117 0.7389
CHL 0.2123 0.5365 PAK 0.6081 0.7481
CHN 0.7799 0.8089 PER 0.5036 0.5570
COG 0.0000 0.9752 PHL 0.4488 0.6803
COL 0.3020 0.5650 POL 0.1863 0.6693
CZE 0.6065 0.7238 PRT 0.4504 0.4167
DZA 1.1244 0.7648 RUS 0.0683 0.7464
EGY 0.0506 0.3135 SAU 0.3652 0.7767
ESP 0.1625 0.3916 SDN 0.0000 0.0000
ETH 2.3036 0.9046 SGP 0.0160 0.1052
FIN 0.1706 0.4650 SWE 0.0000 0.0000
FRA 0.0215 0.1589 SYR 0.0611 0.6088
GBR 0.0000 0.0000 THA 1.0519 0.7329
GER 0.1101 0.4044 TKM 5.7316 0.9280
GRC 0.2307 0.5117 TUR 0.0395 0.1813
HUN 0.3287 0.5707 TZA 1.6338 0.8703
IDN 0.8159 0.7338 USA 0.0000 0.0000
IND 0.5762 0.7081 UZB 1.7146 0.9480
IRN 0.6050 0.7576 VEN 0.4851 0.8228
IRQ 0.8417 0.7994 VNM 0.7034 0.7643
ISR 0.2203 0.4942 ZAF 0.4269 0.8621
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Table D.1: Median Malmquist index results for European countries (1990-2007)

Country Productivity change Efficiency change Technical change

Austria 1.0148 0.9953 1.0235
Belgium 1.0032 0.9958 1.0022
Denmark 1.0334 1.0080 1.0343
Finland 1.0148 1.0112 1.0020
France 1.0038 0.9903 1.0035
Germany 1.0184 0.9926 1.0106
Greece 1.0216 1.0058 1.0205
Ireland 1.0149 1.0053 1.0046
Italy 1.0170 1.0000 1.0256
Luxembourg 1.0296 1.0000 1.0296
Netherlands 1.0103 0.9959 1.0058
Portugal 1.0028 0.9967 1.0079
Spain 1.0069 0.9888 1.0129
Sweden 1.0107 1.0055 1.0000
United Kingdom 1.0076 1.0000 1.0076

Table D.2: Median Malmquist-Luenberger index results for European countries (1990-2007)

Country Productivity change Efficiency change Technical change

Austria 1.0059 1.0000 1.0059
Belgium 1.0098 0.9947 1.0108
Denmark 1.0323 0.9994 1.0287
Finland 1.0031 1.0031 1.0138
France 1.0082 1.0000 1.0043
Germany 1.0139 0.9975 1.0118
Greece 1.0185 1.0016 1.0077
Ireland 1.0147 1.0033 1.0061
Italy 1.0138 1.0000 1.0226
Luxembourg 1.1013 1.0000 1.1013
Netherlands 1.0107 0.9967 1.0109
Portugal 1.0006 1.0000 1.0021
Spain 1.0085 0.9917 1.0014
Sweden 1.0136 0.9889 1.0088
United Kingdom 1.0109 1.0000 1.0109
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Table D.3: Innovating countries (Malmquist index)

Period Innovating countries

1990-1991 Luxembourg, Portugal
1991-1992 Austria, Italy
1992-1993 Italy, Luxembourg, Turkey
1993-1994 Italy, Luxembourg, United Kingdom
1994-1995 Luxembourg, Switzerland, United Kingdom
1995-1996 United Kingdom, United States of America
1996-1997 Ireland, Italy Luxembourg,
1997-1998 Luxembourg, Switzerland, United Kingdom
1998-1999 Ireland, Luxembourg, Switzerland
1999-2000 Ireland, Luxembourg, Switzerland,
2000-2001 United Kingdom
2001-2002 Ireland, United Kingdom
2002-2003 Ireland, United Kingdom
2003-2004 Ireland, United Kingdom
2004-2005 Ireland, Luxembourg
2005-2006 Ireland, Luxembourg United Kingdom
2006-2007 Ireland, Luxembourg, United Kingdom

Table D.4: Innovating countries (Malmquist-Luenberger index)

Period Innovating countries

1990-1991 Norway, Portugal, Switzerland
1991-1992 Austria, Norway, Turkey
1992-1993 Italy, Luxembourg, Norway, Switzerland
1993-1994 Denmark, Italy, Luxembourg, Norway, Switzerland, United Kingdom, United States
1994-1995 Luxembourg, Norway, Switzerland, United Kingdom
1995-1996 Ireland, Norway, United Kingdom, United States
1996-1997 Italy, Luxembourg, Norway, United Kingdom, United States
1997-1998 Ireland, Luxembourg, Norway, Sweden, Switzerland, United Kingdom, United States
1998-1999 Luxembourg, Sweden, Switzerland, United Kingdom, United States
1999-2000 Luxembourg, Sweden, Switzerland, United Kingdom
2000-2001 Italy, United Kingdom
2001-2002 Norway, United Kingdom
2002-2003 United Kingdom
2003-2004 Luxembourg, Norway, Sweden, Switzerland, United Kingdom
2004-2005 Luxembourg, Norway, Sweden, Switzerland
2005-2006 Luxembourg, Norway, Sweden, Switzerland, United Kingdom
2006-2007 Luxembourg, Norway, Sweden, Switzerland, United Kingdom
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Table D.5: p-values of the Li test (excluding Luxembourg)

Malmquist index ML index
Before EU-BSA After EU-BSA Before EU-BSA After EU-BSA

Productivity change 0.389 0.966 0.546 0.159
Efficiency change 0.056 0.046 0.081 0.026
Technical change 1 0.002 0.868 0.027 0.331
Technical change 2 0.090 0.609 0.002 0.308

0.96 1.00 1.04

0
10

20
30

40
50

Productivity change

D
en

si
ty

DC_Before
NDC_Before

0.96 1.00 1.04

0
10

20
30

40
50

Productivity change

D
en

si
ty

DC_After
NDC_After

Malmquist index

0.96 1.00 1.04

0
10

20
30

40
50

Productivity change

D
en

si
ty

DC_Before
NDC_Before

0.96 1.00 1.04

0
10

20
30

40
50

Productivity change

D
en

si
ty

DC_After
NDC_After

Malmquist−Luenberger index

Figure D.1: Density plots of productivity change of EU15 countries (excluding Luxembourg)
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Figure D.2: Density plots of efficiency change of EU15 countries (excluding Luxembourg)
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Figure D.3: Density plots of technical change of EU15 countries (excluding Luxembourg)
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