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SUMMARY

A fundamental problem in mobile robotics is the exploration of unknown fields

that might be inaccessible or hostile to humans. Exploration missions of great importance

include geological survey, disaster prediction and recovery, and search and rescue. For

missions in relatively large regions, mobile sensor networks (MSN) are ideal candidates.

The basic idea of MSN is that mobile robots form a sensor network that collects informa-

tion, meanwhile, the behaviors of the mobile robots adapt to changes in the environment.

To design feasible motion patterns and control of MSN, we draw inspiration from biology,

where animal groups demonstrate amazingly complex but adaptive collective behaviors to

changing environments.

The main contributions of this thesis include platform independent mathematical models

for the coupled motion-sensing dynamics of MSN and biologically-inspired provably con-

vergent cooperative control and filtering algorithms for MSN exploring unknown scalar

fields in both 2D and 3D spaces. We introduce a novel model of behaviors of mobile agents

that leads to fundamental theoretical results for evaluating the feasibility and difficulty of

exploring a field using MSN. Under this framework, we propose and implement source-

seeking algorithms using MSN inspired by behaviors of fish schools. To balance the cost

and performance in exploration tasks, a switching strategy, which allows the mobile sensing

agents to switch between individual and cooperative exploration, is developed. Compared

to fixed strategies, the switching strategy brings in more flexibility in engineering design.

To reveal the geometry of 3D spaces, we propose a control and sensing co-design for MSN

to detect and track a line of curvature on a desired level surface.

xi



CHAPTER I

INTRODUCTION

In mobile robotics research, a fundamental problem is the exploration of unknown areas.

Serving as mobile sensing agents, robots are deployed to areas that might be inaccessible

or hostile to humans with the goal of exploration, that is, collecting information that may

help understand physical, chemical or biological environmental processes. A fundamen-

tal explorative mission is to measure spatially distributed scalar fields, which include fields

such as temperature, salinity, light distribution, and oil concentration. Applications of great

interest include geological survey, disaster prediction and recovery, and search and rescue.

Various exploration algorithms and strategies have been proposed and successfully demon-

strated. For missions in relatively large regions, mobile sensor networks (MSN) are ideal

candidates. The basic idea of MSN is that mobile robots form a sensor network that col-

lects information of the environment, meanwhile, the behaviors of the mobile robots adapt

to changes in the environment. Compared to exploration using one single robot mounted

with sensors, using a group of collaborating robots has its advantages in many aspects.

For example, it is more robust to system failures, and it is more efficient in collecting data

in a large area. Therefore, MSN becomes one of the emerging research area, which in-

tegrates several subtopics including cooperative motion control, swarm motion planning,

cooperative sensing, ad-hoc mobile communication, and embedded computing.

In MSN research, most existing work is mission-based that focuses on developing and

improving strategies for MSN so that desired explorative performance can be achieved in

certain scalar fields. Instead of proposing new designs, we aim to develop an abstract theo-

retical foundation to rigorously define explorative behaviors of mobile sensing agents, and

analyze the movements of agents that lead to higher probability of successful exploration.
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For this purpose, we develop fundamental theoretical results that describe exploration be-

haviors of mobile sensing agents in a noisy scalar field by introducing notions of coherent

and incoherent steps, and propose criteria for evaluating the feasibility and difficulty of

exploring the field by establishing the notion of local explorability, which analyzes the ten-

dency that such field would induce false-walks for a sensing agent. We are able to connect

the variance of Gaussian noise with the success rate of coherent steps of mobile sensing

agents, and explain why gradient following and level curve tracking desirable strategies

in exploration. We are also able to theoretically justify the minimum number of agents

required to achieve a certain level of success rate.

Under the proposed framework, we investigate biologically inspired co-design of co-

operative control and sensing for MSN exploring unknown scalar fields in both 2D and

3D spaces, with the focus on source-seeking and level curve tracking. To design feasi-

ble motion patterns and control of MSN, we draw inspiration from biology, where animal

groups survive even in the most challenging environments. Collective behaviors, which are

observed in various species such as fish schools, bird flocks, and ant colonies, are proved

to be beneficial to other members in the group and profitable for the survival of the entire

group. The collective behaviors of animal groups are amazingly complex but adaptive to

changing environments, which provide novel aspects for designing engineering systems.

Therefore, it is interesting to study the collective behaviors of animal groups and gain in-

sights for the control and sensing of MSN in exploring unknown scalar fields.

Autonomous sensing agents that are capable of localizing sources in a scalar field are

of great importance in various scenarios such as locating chemical spills, detecting fire in

its early stage, and monitoring algae blooms. Inspired by behaviors of fish schools seeking

darker (shaded) regions in environments with complex lighting variations, we develop a

distributed source-seeking algorithm for MSN that seek for a local minimum of a field with

no explicit gradient estimation. We decompose the velocity of each agent so that the speed

of the agent group is proportional to the measured field values while the group remaining

2



in a constant formation, and prove the convergence of the trajectory of the agent group to

a local minimum. The algorithm is well suited for source-seeking problems when gradient

information is hard to obtain and the communication among agents is constrained. Thus, it

has the potential to be applied to various exploration scenarios.

To balance the cost and performance in exploration tasks, we propose and implement

a switching strategy, which allows the mobile sensing agents to switch between individual

and cooperative exploration when searching a local minimum of an unknown field. The

switching strategy is inspired by the observation that certain species of fish tend to move in

a group only when an individual fish is not confident with the information it senses (e.g.,

food concentration). Compared to fixed strategies, the switching strategy strikes a balance

between exploration complexity and exploration performance in terms of convergence rate

and exploration cost, which brings in more flexibility in engineering design. Other than

source-seeking problem, the switching strategy can also be applied to other exploration

tasks such as target tracking as long as a cost function related to convergence rate is defined.

The structure of 3D scalar fields is of great importance to exploration tasks in the air by

unmanned aerial vehicles (UAV) and underwater by autonomous underwater vehicles (AU-

V). The development of MSN that are able to track small scale features in three dimensional

space takes the research to a new direction. To this end, we develop control and filtering

algorithms for MSN to cooperatively detect and track a desired curve on a desired lev-

el surface in an unknown 3D scalar field while moving in a formation. We construct a

cooperative Kalman filter to combine sensor readings from all sensing agents and design

steering control laws to control the motion of the MSN using differential geometry-based

methods. In this way, the local structure of the field can be estimated from the measure-

ments taken by all the agents. We propose an algorithm that allows the MSN to estimate

principal curvatures and principal directions of lines of curvature using the measurements

of the agents. In addition, we theoretically justify the minimum number of agents that can

be utilized to accomplish the exploration task.
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The rest of the dissertation is organized as follows. Chapter II introduces background

information of biologically inspired cooperative exploration using MSN. Chapter III pro-

poses the discretized models of mobile sensing agents exploring noisy scalar fields, which

serves as the theoretical framework. Chapter IV presents information dynamics of coordi-

nating agents, cooperative filters, and formation control of MSN. Chapter V develops bio-

inspired gradient-based and gradient-free source-seeking algorithms, and demonstrates the

implementation in a multi-robot test-bed. Chapter VI introduces a switching strategy that

allows mobile agents to switching between individual exploration and cooperative explo-

ration, and presents the application of the switching strategy in tracking tracking. Chapter

VII discusses exploration in 3D spaces by introducing the motion and sensing design for

MSN detecting and tracking a line of curvature on a desired level surface. Chapter VIII

provides concluding remarks and the contributions of the thesis. Finally, in Chapter IX,

publications related to the thesis work are listed.
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CHAPTER II

BACKGROUND

This chapter provides the background of biologically inspired cooperative exploration us-

ing MSN. In particular, the first part of the chapter presents the state of the art techniques

and applications of cooperative exploration of noisy scalar fields. The second part of the

chapter provides a literature review of bio-inspired approaches for exploration using MSN.

2.1 Cooperative Exploration of Scalar fields

In robotics research, the exploration problem arises when robots are deployed to provide in-

formation of an unknown area that might be unreachable or hostile to humans [6,107,125].

On the one hand, human activities may be harmful to the natural environment, resulting in

poisonous oil spills, gas leakage, and fire. On the other hand, in ecology, the propagation

of plants and the dynamics of biological variables have direct impact on the environment

such as marine ecosystems and global climate. To understand, model, and estimate the

dynamics of physical and biological quantities of the environment, researchers have paid

great attention to the exploration of spatially distributed scalar fields, in which each lo-

cation in the field is associated with a coordinate-independent scalar value. The gradient

at each location of the field can be represented as ∇z(r) =
(

∂ z(r)
∂r1

∂ z(r)
∂r2

· · · ∂ z(r)
∂rn

)
,

with z(r) and r ∈ Rn representing the scalar field and a location in the field, respectively.

Examples of scalar fields can be physical fields in terms of temperature, pressure, and light

distribution and chemical fields in terms of salinity, oil, and gas concentration. Different

exploration missions of great interest are encountered such as monitoring the dynamics of

algae blooms, locating chemical spills, and tracking boundaries of fire propagation.

To efficiently and successfully explore an unknown field, the exploration system is

required to be reliable and adaptive. Though exploration algorithms and strategies for

5



a single robot mounted with sensors have been intensively developed and improved in

the literature [18, 38, 80], recent attention has been paid to cooperative exploration using

MSN [84, 90, 98, 126] that mobile robots form a sensor network to collect information of

the environments. A collaborating group of sensing agents outperforms a single sensing

agent in many aspects [19,31,34]. For example, in some scenarios, a group of mobile sens-

ing agents can accomplish a task in less time than a single agent [17, 45]. In addition, the

information gathered from multiple agents can be merged and filtered so that more accu-

rate knowledge of the field can be obtained [83, 92]. Furthermore, the multi-agent system

is adaptive to system failure, i.e., algorithms can be designed to ensure the functioning of

the system when one agent fails [137]. Because of the advantages of cooperative explo-

ration over individual exploration, various cooperative exploration algorithms have been

developed in the literature. The rest of this section provides a brief review of exploration

algorithms of scalar fields using MSN based on different exploration missions.

2.1.1 Environmental Sampling

One important area of the exploration problem is the environmental sampling, which deals

with providing a sample coverage of the environment so that the dynamics of physical and

biological quantities such as temperature, salinity, and chemical concentration can be mon-

itored. To collect information of a field, sensing agents that have the ability of measuring

the values of the field at their locations are deployed in the field. The sensing agents can be

in the form of a static sensor network, a mobile sensor network, or the mix of both. To re-

construct a scalar field, the typical goal is to optimize the trajectories of sensor networks so

that the errors in the estimate of the field of interest are minimized over the region in space

and time. To this end, references [41, 69, 70] introduce ocean sampling field experiments,

in which a mobile ocean sampling sensor network is designed to sample the temperature

distribution in the ocean so that the “best” data set that minimizes a sampling metric, which

is based on objective analysis, can be collected. The sampling metric evaluates the errors

6



in the collected data set that will be assimilated in ocean models. The cooperative con-

trol of multiple sensors is based on virtual bodies and artificial potentials, and the mobile

sensors are controlled to move along optimal trajectories, which are specified as ellipses.

Reference [129] presents analytical and experimental results so that the gliders deployed

in the experiments can be controlled to achieve desired patterns on closed curves. Ref-

erence [88] describes the implementation of a cooperative control system for underwater

gliders in these experiments. To tackle the coverage problem, reference [28] presents con-

trol and coordination algorithms for mobile sensing networks to achieve optimal coverage

of a scalar area by using gradient descent algorithms for a class of utility functions. Other

work related to sampling and coverage can be found in [22, 42, 136].

2.1.2 Source Seeking

Besides the sampling problem, source seeking with a cooperative group of sensing agents

has also been widely investigated in the literature. Exploration tasks that require vehicles

or robots to localize and identify a feature of interest are of great concern to researchers

and are important in many scenarios such as locating the position of oil spills and iden-

tifying the origin of a fire. References [5, 69, 87] present a control strategy for groups of

vehicles to move in a formation to seek for local maxima or minima in a noisy, unknown,

and distributed environmental field. The underlying coordination framework uses virtual

bodies and artificial potentials. The gradient estimation and optimal formation geometry

design and adaptation are developed using the least square method. Reference [27] de-

signs a distributed Kriging algorithm that estimates the distribution of a random field and

of its gradient. The networked agents use the information gained on the spatial field to

implement a gradient ascent coordination algorithm. Based on gradient estimations from

noisy measurements, reference [23] presents a recursive spatial-estimation-based distribut-

ed learning algorithm and a cooperative control for multiple agents moving towards peaks

of an unknown field. The approach introduced in reference [74], which characterizes swarm
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cohesiveness as a stability property, uses a Lyapunov approach to develop conditions under

which the local actions of agents will lead to cohesive foraging even in the presence of

noises. The method assumes each agent can sense the gradient of the field at its current lo-

cation with some errors. Reference [82] presents a source-seeking algorithm that produces

an outer-loop control law which only depends on direct measurements of the signal from

a group of agents in a circular formation. The circular formation is designed to estimate

approximations of gradient directions. In [77], an integrated acoustic navigation system

and a coordination control maneuver for a formation of three AUVs and one surface craft

to search for gradients is proposed. Reference [4] develops source seeking controllers for

randomly switching signal field. The key idea is to find a stochastic trajectory (i) con-

verging to the unknown source with probability 1 and (ii) followed by the robot without

a position sensor. In [102–104], the continuous time and discrete time extremum seeking

algorithms with sinusoidal perturbation have been modified and extended to assume time

varying gains and incorporate stochastic perturbations. The proposed algorithms can be ap-

plied to mobile sensors as a tool for achieving optimal observation positions. The method

in [99] samples the field so that a map of the field can be estimated. The location of the

maximum or minimum position can be determined through the map.

2.1.3 Boundary Tracking

In addition to the sampling and source seeking problems, boundary tracking or perimeter

surveillance, which aims to estimate the boundary of a possibly time-varying region of

interest and track it as it propagates, has also received great attention from researchers. Ap-

plications can be monitoring the fire propagation and algae blooms. Based on the “snake

algorithm” from the computer vision literature, references [10, 76] develop collective mo-

tion algorithms for a swarm of sensing agents that detect and track the boundary of harmful

algae blooms. The algorithm requires the sensing agents to estimate the gradients of the
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concentration in the field while moving. Reference [62] proposes the gradient-free“UUV-

gas” algorithm, in which the agents turn clockwise or counterclockwise with a constant

angular velocity depending on the concentration measurements. This algorithm is tested

on the Caltech’s multi-vehicle wireless test-bed [51]. Reference [56] also introduces a

gradient-free algorithm, which considers the boundary as a hidden Markov model (HMM)

with separated observations obtained by sensing agents. The method formulates the esti-

mation of the boundary as an optimization problem. Reference [57] validates the algorithm

through experiments with on-board sensors. In [128, 131, 132], a group of sensing agents

move in a formation to estimate gradients of a field at the formation center and curvatures

of level curves passing through the formation center. By adopting geometric methods, the

group of agents are able to track a desired level curve. Our previous work [116] extends

the work into three dimensional space, in which steering control laws and curvature esti-

mation algorithms are designed for a group of agents to detect and track lines of curvature

on a desired level surface. Reference [105] presents an algorithm that distributes interpo-

lation points along a time-varying boundary so that an optimal approximated polygon can

be obtained. The algorithm collects estimates of the tangent and curvature of the boundary

from the concentration measurements instead of concentration gradients. In [20, 25, 26], a

group of nonholonomic robots with collision avoidance controllers and bang-bang angular

velocity controllers are used to detect and surround a dynamic perimeter of oil spill. Ref-

erences [21, 64] develop a cooperative forest fire surveillance algorithm. The vehicles use

infrared sensors to capture the temperature propagation and exchange information with oth-

er vehicles and a base station. Other work that investigates the boundary tracking problem

can be found in [2, 53, 79, 97, 134].
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2.2 Biologically Inspired Approaches for Exploration Using MSN

After thousands of years evolution, animal species have developed amazingly complex but

adaptive motion patterns so that they can survive even in the most challenging environ-

ments. Great effort has been made by behavioral biologists to observe and explain vari-

ous motion patterns of animal species. The observations from biology inspire researchers

in engineering to design novel strategies for robots in exploration missions. For exam-

ple, [8, 9] study the collective transport strategies in ants and translate them to swarm

robotic systems. References [47, 67, 68] present bio-inspired foraging strategies for stat-

ic environments based on behaviors of species such as insects, blue crabs, and lobsters.

In [48], coalition formation in multi-agent systems is introduced based on bottlenose dol-

phin alliances.

Among all exploration mission, source-seeking is of great importance in various sce-

narios such as finding the leaks of poisonous chemicals and detecting fire in its early stage.

The fluid flow environment, in which a chemical source is present, varies depending on

different Reynolds numbers. Low values of Reynolds numbers indicate smooth variations

in chemical concentration, which implies that the gradients of the chemical concentration

is well defined. At medium to high Reynolds values, chemical dispersion is dominated by

turbulent mixing, which produces poorly defined and time-varying gradients [65]. We have

reviewed the source-seeking in smooth fields in the previous section. In this section, we

provide a review of source-seeking in turbulent fields, which is also referred to as “odor

localization” or “plume tracking”. Various algorithms have been developed inspired by

animal behaviors such as moths [35, 71], blue crabs [112], and bees [68].

In general, the source-seeking problem can be viewed as a three-stage process [65]: (1)

search for the presence of a source, (2) search for the source based on sensing, and (3)

identify the source. Most of the algorithms are distinguished by the second step, which is

localizing the source. We can achieve the source localization by either (1) producing a map

or model of the chemical concentration based on the history of measurements of the agents
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so that the source location can be determined from the map or (2) controlling the sensing

agents to actively track a chemical plume until they identify a source. For the map-based

approaches, [37,89] introduce a plume mapping method, which is based on hidden Markov

methods (HMMs), that provides a probability map of the source location. In [39, 40],

Bayesian occupancy grid mapping is adapted to produce a map that shows the probability

of each discrete cell in the map containing an active plume source. Reference [72] maps

the structure of a gas distribution by creating concentration grid maps using a Gaussian

weighting function.

For the second approach that directs sensing agents to trace a chemical plume, re-

searchers have developed both gradient-based and gradient-free algorithms. For gradient-

based tracking, [94, 95] present a search algorithm named Hex-Path algorithm, which de-

fines a path using the edges of closely packed hexagons. Another family of gradient-based

algorithms originates from Braitenberg style vehicles [16]. In the developed algorithms [60,

73], chemical sensors can be connected to the wheels of vehicles through cross-coupling

or “same side” connection so that the vehicles can be directed to the location with higher

concentration. A third type of gradient-based methods is called E. coli algorithm, which

controls the robot to move in a random direction for randomly generated units every time

a new measurement arrives. The turning angle depends on the difference between the

current measurement and the previous measurement. The algorithm is implemented in [96]

and [75], but in [75], the algorithm is referred to as the “biased random walk”. In addition to

the aforementioned algorithms, the zigzag/dung beetle method inspired by beetles is imple-

mented in [38,96]. The algorithm uses an odor probe with four sensors to estimate the gra-

dients and provide bearing offset for the robot. Besides gradient-based algorithms, various

gradient-free algorithms have been investigated. One type of the gradient-free algorithms

is recognized as plume-centered upwind search, which is inspired by blue crabs [61, 111].

The algorithm involves estimating the center of the plume and controlling the robot to move

to the center position. Then the robot traces the plume by modifying its moving direction
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based on bilateral measurements. Another gradient-free approach is inspired by silkworm

moth, which is divided into four actions: surge, cast, circle, and circle to finish. Various

versions of this approach have been achieved [91, 96].

Most of the bio-inspired source-seeking algorithms introduced previously focus on us-

ing one single robot. However, collective behaviors of animal groups also provide inspi-

rations for researchers in designing collective source-seeking algorithms. In biology, col-

lective behaviors are observed in different species such as fish, birds and ants [29, 43, 66].

Collective behaviors are proved to be beneficial to other members in the group of a species

and profitable for the survival of the entire group [24]. Therefore, researchers in engineer-

ing have been studying the collective behaviors of animal groups and gaining inspirations

for the control of multi-robot systems. Various collective behaviors of animal groups such

as collective transportation in ants [8, 9] and coalition formation in dolphin alliances [48]

have been adopted in designing exploration strategies.

For the source-seeking problem, collective behaviors of animal groups also provide

inspirations for researchers in designing algorithms using MSN. References [49, 52, 54]

present algorithms of odor localization by groups of autonomous mobile robots. Specif-

ically, reference [49] uses the Spiral Surge Algorithm to locate the source and find that

elementary communication among a group of agents can increase the efficiency of the

odor localization system performance. Reference [54] utilizes the modified particle swarm

optimization method to address the problem of odor source localization in a dynamic envi-

ronment that the odor distribution is changing over time. References [77, 93, 127] describe

plume tracing algorithms that manage a distributed sensor network of autonomous vehicles

to search for plumes in an unknown field. These plumes characterize the environment by

creating a gradient field of some measurable physical quantity. To collaboratively search

and locate an indeterminate number of emission sources in an unknown large-scale area,

reference [30] provides a biasing expansion swarm approach (BESA) for multiple simple

mobile agents with limited sensing and communication capabilities.
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CHAPTER III

COHERENT STEPS OF SENSING AGENTS IN EXPLORABLE

FIELDS

A common challenge in the MSN research is how to effectively handle the significant level

of noise in the measurements. In the existing work on exploration, the main contribution is

on developing and improving strategies for MSN so that desired explorative performance

can be achieved in certain scalar fields. Instead of proposing new designs, we aim to devel-

op an abstract theoretical foundation to rigorously define explorative behaviors of mobile

sensing agents, and to analyze the movements of agents that lead to higher probability of

successful exploration. For example, there exist several designs to achieve gradient climb-

ing [4,13,27,82,87] and level curve tracking [116,132]. However, our results explain why

gradient following and level curve tracking desirable strategies in exploration.

For this purpose, we first propose a very simple but general discrete time model that

captures two types of explorative behaviors [118–120]. We say an agent performs a seek-

ing step if it intends to increase or decrease its measurements by making a move. We say

an agent performs a strolling step if it intends to maintain a constant measurement. Due to

the noise in measurements, the intended change in the measurements can only be achieved

with certain probability. Those moves that achieve a success rate higher than a pre-selected

threshold (usually greater than 50%) will be called coherent steps. For certain fields, co-

herent steps are easier to achieve than other fields. We will rigorously define a notion of

explorability that is associated with a noisy scalar field to indicate whether agents will be

able to achieve coherent steps with a certain level of success rate. Under the proposed

framework, we are able to connect the variance of Gaussian noise with the success rate for

coherent steps of mobile sensing agents. We will show that among all possible coherent
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steps, gradient following achieves the highest success rate among all seeking steps, and

level curve tracking achieves the highest success rate among all strolling steps.

3.1 Modeling Mobile Sensing Agents

Consider a deterministic smooth function z(r) : Rn → R, in which r ∈ Rn. z(r) can be

considered as a scalar field. Suppose mobile sensing agents are deployed in the field. The

measurement process of an agent taken at a location r is modeled as a random variable

Y (r) = z(r)+W (r), where the term W (r) represents the total noise. A realization of the

random variable W (r) is denoted by w(r), representing the instant noise value at location r

at the time of measurement. Then, the instant measurement taken at r can be written as

y(r) = z(r)+w(r). (1)

We first propose a general model to describe explorative behaviors of an agent. We

assume that each agent starts from a starting location r0. It will take only one measurement

at r0, denoted by y(r0), as one realization of the random variable Y (r0). Afterwards it

moves to another location r. Then it sets the new location r as its starting location, takes

only one measurement at r, denoted by y(r), as one realization of the random variable

Y (r), and then moves to another location. This process will be repeated until a mission is

finished. This simple model is very general that captures most of the explorative behaviors

including identifying and tracking level curves and seeking extremums.

3.1.1 Steps and false-walks

Based on the relative displacement between r and r0, the field value z(r) may increase,

decrease, or remain unchanged compared to z(r0). Let ε+ > 0 and ε0 > 0 be given. Define

the sets U+(ε+) = {r|z(r)− z(r0) > ε+},U−(ε+) = {r|z(r)− z(r0) < −ε+},U0(ε0) =

{r||z(r)− z(r0)| ≤ ε0}, and B(δ1) = {r| ‖ r− r0 ‖≤ δ1}.

We define a seeking step of a mobile agent to be as follows.
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Definition 3.1.1 An (ε+,δ1) seeking step is a movement performed by a sensing agent

starting from r0 and ending at r such that r ∈ (U+(ε+)∪U−(ε+))∩B(δ1) 6= /0.

The definition for the seeking step requires the step size δ1 to be large enough so that

there exist locations r from r0 so that the field values z(r) and z(r0) are differed at least by

ε+. An example of the seeking step will be to climb the local gradient of the field z(r). We

define a strolling step of a mobile agent to be as follows:

Definition 3.1.2 An (ε0,δ1) strolling step is a movement performed by a sensing agent

starting from r0 and ending at r so that r ∈U0(ε0)∩B(δ1) 6= /0.

We see that a strolling step aims to track a level surface of the field z(r). The constant

δ1 will be called the step size, and the constants ε+ and ε0 will be called the resolutions.

Figure 1 illustrates the seeking steps and strolling steps of mobile sensing agents in a scalar

field. The colored lines are level curves of the field, along which the field values are con-

stant. Therefore, one example of strolling step is moving along one level curve, as illus-

trated by the step of the robot in the middle of the field. Since the gradient directions are

perpendicular to tangent vectors of level curves, one example of seeking step is moving

along the gradient direction at the current position of the agent, as illustrated by the steps

of the robots in the right and left of the field.

Figure 1: Seeking steps and strolling steps of mobile sensing agents in a scalar field.
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With the presence of noises, when an agent moves one step in the field, the measurement

y(r) may not always be consistent with the field value z(r). For example, z(r) decreases

compared to z(r0) while the sensor readings y(r) may increase compared to y(r0). To

describe such inconsistency, we introduce the concept of a false-walk as follows [118].

Definition 3.1.3 Given δ1 > 0, ε > 0, ε+ > ε , and 0 < ε0 < ε . A false-walk is an (ε+,δ1)

seeking or (ε0,δ1) strolling step performed by a sensing agent such that one of the following

conditions is satisfied:

1. If r ∈U+(ε+), then, y(r)≤ y(r0)+ ε .

2. If r ∈U−(ε+), then, y(r)≥ y(r0)− ε .

3. If r ∈U0(ε0), then, |y(r)− y(r0)|> ε .

The inconsistency between measurements and field values in a false-walk causes inac-

curate extraction of information from sensor readings. Thus, in desirable exploration tasks,

we want to reduce the probability of false-walks.

3.1.2 Coherent Steps and Local Explorability

The measurement equation Y (r) = z(r)+W (r) can be interpreted as defining a noisy scalar

field over any location r ∈ Rn. We found it convenient to take this view to categorize the

steps of agents into coherent and incoherent steps.

Definition 3.1.4 Consider two given constants (p,ε) where 0 < p < 1, ε0 < ε < ε+, and

steps from r0 to r. We say an (ε+,δ1) seeking step is coherent if Pr(Y (r)−Y (r0)> ε)> 1+p
2

for r ∈U+(ε+) and Pr(Y (r)−Y (r0) < −ε) > 1+p
2 for r ∈U−(ε+). We say an (ε0,δ1)

strolling step is coherent if Pr(|Y (r)−Y (r0)| ≤ ε) > 1+p
2 . Otherwise, the seeking and

strolling steps are incoherent.

Note that since the values of ε+,ε0, and δ1 can be arbitrarily selected, not all steps can

be coherent. We see from the following proposition, which is easily proved from Definition

3.1.4, that a coherent step results in a relatively low probability of false-walks.
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Proposition 3.1.5 The probability for a an agent to make a false-walk from r0 to r satisfies

Pr(FW )≤ 1−p
2 if and only if the step made is coherent.

Proposition 3.1.5 indicates that a coherent step will give a success rate 1+p
2 for the agent

to achieve the desired seeking step or strolling step.

A natural question to ask is: how difficult is it for an agent to generate a coherent step

in the noisy field Y (r)? Intuitively, if most of the steps of an agent are coherent, then we

can say the noise term W (r) does not have much effect on corrupting z(r). We found it

convenient to introduce a concept as explorability to describe the difficulty to explore the

field Y (r).

Definition 3.1.6 Given ε > 0 and 0 < p < 1, the field Y (r) is locally (p,ε) explorable at

r0 if there exist ε+ > ε and 0 < ε0 < ε , such that for all δ1 > 0 satisfying that (U+(ε+)∪

U−(ε+)∪U0(ε0))∩B(δ1) has a non-zero Lebesgue measure, the following conditions are

satisfied:

1. If r ∈U+(ε+)∩B(δ1), then Pr(Y (r)> Y (r0)+ ε)> 1+p
2 .

2. If r ∈U−(ε+)∩B(δ1), then Pr(Y (r)< Y (r0)− ε)> 1+p
2 .

3. If r ∈U0(ε0)∩B(δ1), then Pr(|Y (r)−Y (r0)| ≤ ε)> 1+p
2 .

Moreover, Y (r) is (p,ε) explorable on an open set C(r) if for every r0 ∈C(r), Y (r) is

locally (p,ε) explorable at r0. We refer to p as the explorable probability and ε as the res-

olution. We see δ1 as the step size if an agent moves from r0 to r. It is then straightforward

to prove the following proposition from Definitions 3.1.4 and 3.1.6.

Proposition 3.1.7 Given ε > 0 and 0 < p < 1, the field Y (r) is locally (p,ε) explorable at

location r0 if and only if there exist ε+ > ε and 0 < ε0 < ε , such that any (ε+,δ1) seeking

step and any (ε0,δ1) strolling step from r0 to r are coherent.
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In an explorable field, the difference between the noisy measurements Y (r0) and Y (r)

is consistent with the difference between the mean field values z(r0) and z(r) with a prob-

ability greater than 1+p
2 . This connects the false-walks made by mobile agents with ex-

plorability. We have the following proposition.

Proposition 3.1.8 Given ε > 0 and 0 < p < 1, the field Y (r) is locally (p,ε) explorable

at location r0 if and only if there exist ε+ > ε and 0 < ε0 < ε , such that the probability of

false-walks for (ε+,δ1) seeking steps and (ε0,δ1) strolling steps is less than 1−p
2 , that is,

Pr(FW )≤ 1−p
2 .

The proof of the proposition is straightforward from the definition of the local ex-

plorability and false-walk. The proposition implies that the explorable probability p is

an indictor of the probability of a false-walk. Hence the explorable probability p can be

used as one criterion for the difficulty of exploring the noisy field Y (r).

3.2 Agents in Gaussian Fields

In the rest of the chapter, we assume that the noise term W (r) is Gaussian distributed with

variance σ2 and mean zero, i.e., W (r) ∼N (0,σ2). This assumption allows us to obtain

more in-depth theoretical results to characterize the explorative behaviors of mobile sensing

agents.

3.2.1 Explorability and Variance

Consider a step made by an agent from r0 to r. Define a new random variable Z(r) =

W (r)−W (r0). Then, we obtain Y (r)−Y (r0)= z(r)−z(r0)+Z(r). Since W (r)∼N (0,σ2),

according to the properties of Gaussian distribution, we have Z(r)∼N (0,2σ2). We then

derive the relationship between noise variance σ and explorable probability p.
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When r∈U−(ε+)∩B(δ1), z(r)− z(r0)<−ε+. We derive

Pr(Y (r)< Y (r0)− ε) = Pr(z(r)− z(r0)+W (r)−W (r0)<−ε)

= Pr(Z(r)<−ε− (z(r)− z(r0)))

=
1√

4πσ2

∫ −ε−(z(r)−z(r0))

−∞

e−
z2

4σ2 dz

=
1
2
(1+ erf(

−ε− (z(r)− z(r0))

2σ
)), (2)

where erf represents the Gauss error function [1]. Similarly, when r∈U+(ε+)∩B(δ1),

Pr(Y (r)> Y (r0)+ ε) = 1− 1
2
(1+ erf(

ε− (z(r)− z(r0))

2σ
)). (3)

And when r∈U0(ε0)∩B(δ1), which indicates |z(r)− z(r0)| ≤ ε0, we obtain

Pr(|Y (r)−Y (r0)| ≤ ε) =
1
2
(erf(

ε− (z(r)− z(r0))

2σ
)+ erf(

ε +(z(r)− z(r0))

2σ
)). (4)

According to the definition of local explorability (Definition 3.1.6), if field Y (r) is locally

explorable, Equations (2), (3), and (4) should be greater than 1+p
2 . For Equations (2) and

(3) to be greater than 1+p
2 , we obtain

σ <
|z(r)− z(r0)|− ε

2erf−1(p)
. (5)

For Equation (4) to be greater than 1+p
2 , we have

erf(
ε− (z(r)− z(r0))

2σ
)+ erf(

ε +(z(r)− z(r0))

2σ
)> 1+ p. (6)

The results indicate that as long as noise variance σ satisfies Equations (5) and (6), field

Y (r) is locally (p,ε) explorable at r0. The results also verify the intuition that when the

noise strength gets lower, a higher explorable probability can be achieved.

3.2.2 Coherent/Incoherent Steps in Gaussian Scalar Fields

The following corollary holds for agents in Gaussian scalar fields.
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Corollary 3.2.1 Given a noisy Gaussian scalar field Y (r) = z(r)+W (r), in which W (r)∼

N (0,σ2), and constants ε > 0, 0 < p < 1, ε+ > ε , and 0 < ε0 < ε . An (ε+,δ1) seeking

step, if exists, is coherent with Pr(FW )≤ 1−p
2 , if σ < ε+−ε

2erf−1
(p)

. An (ε0,δ1) strolling step,

if exists, is coherent with Pr(FW )≤ 1−p
2 , if erf( ε−ε0

2σ
)+ erf( ε+ε0

2σ
)> 1+ p.

Proof From Equation (5), we derive σ < ε+−ε

2erf−1
(p)

. From Equation (6), we derive erf( ε−ε0

2σ
)+

erf( ε+ε0

2σ
)> 1+ p. The rest of proof follows from Propositions 3.1.7 and 3.1.8.

Proposition 3.1.5 indicates that coherent steps are needed to ensure the probability of

false-walks to be less than 1−p
2 . Corollary 3.2.1 provides an approach to check if a step is

coherent or not through examining the noise variance. However, in practical scenarios, the

values of ε+ or ε0 may be unknown to the agents. Therefore, for any strategy that wishes to

achieve coherent steps, we need to determine whether coherent steps are performed based

on the measurements taken. The following theorem provides a method to do so.

Theorem 3.2.2 Given ε > 0 and 0 < p < 1, for a step from r0 to r with step size δ1 in a

locally (p,ε) Gaussian explorable field, if Pr(Y (r)−Y (r0) > ε) > 1+p
2 , then, there exists

ε+ > ε such that r ∈U+(ε+). If Pr(Y (r)−Y (r0)<−ε)> 1+p
2 , then, there exists ε+ > ε

such that r ∈U−(ε+).

Proof If the step satisfies Pr(Y (r)−Y (r0) > ε) > 1+p
2 , according to Equation (3), we

obtain 1− 1
2(1+erf( ε−(z(r)−z(r0))

2σ
))> 1+p

2 , which yields erf( ε−(z(r)−z(r0))
2σ

)<−p. Since the

error function erf(·) is monotonically increasing, we have ε−(z(r)−z(r0))
2σ

< −erf(p), which

produces z(r)− z(r0) > ε + 2σerf(p). Since σ > 0 and 0 < p < 1, therefore, there exists

ε+ = ε +2σerf(p)> ε such that if Pr(Y (r)−Y (r0)> ε)> 1+p
2 , z(r)− z(r0)> ε+, which

indicates that r ∈U+(ε+). Similarly, we can prove that if Pr(Y (r)−Y (r0) < −ε) > 1+p
2 ,

there exists ε+ = ε + 2σerf(p) > ε such that z(r)− z(r0) < −ε+, which indicates that

r ∈U−(ε+). Therefore, the step is an (ε+,δ1) coherent seeking step.

Similar to Theorem 3.2.2, we have the following theorem for coherent strolling steps.
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Theorem 3.2.3 Given ε > 0 and 0 < p < 1, for a step from r0 to r with step size δ1 in a

locally (p,ε) Gaussian explorable field, if Pr(|Y (r)−Y (r0)| ≤ ε) > 1+p
2 and 2erf( ε

2σ
) >

1+ p, then, there exists ε0 < ε such that r ∈U0(ε0).

Proof Suppose 0≤ |Y (r)−Y (r0)| ≤ ymax. If Pr(|Y (r)−Y (r0)| ≤ ε)> 1+p
2 , Equation (6)

holds. Since the error function erf(·) is monotonically increasing, as |Y (r)−Y (r0)| decreas-

es from ymax to 0, the left side of Equation (6) increases from erf( ε−ymax
2σ

)+ erf( ε+ymax
2σ

) to

2erf( ε

2σ
). If ymax ≥ ε , erf( ε−ymax

2σ
)+ erf( ε+ymax

2σ
)≤ erf( ε

σ
)≤ 1, which contradicts Equation

(6). Thus, ymax < ε . Therefore, if Pr(|Y (r)−Y (r0)| ≤ ε)> 1+p
2 and 2erf( ε

2σ
)> 1+ p, then,

there exists ε0 < ε , which satisfies erf( ε−ε0)
2σ

)+erf( ε+ε0

2σ
) = 1+ p, such that |z(r)−z(r0)| ≤

ε0, which means r ∈U0(ε0). Therefore, the step is an (ε0,δ1) strolling step.

Theorems 3.2.2 and 3.2.3 indicate that in an explorable Gaussian field, if we are able

to observe from the measurements of the agents taken along their trajectories a consistent

pattern, then, we will be confident that the steps they are taking are coherent. For example,

suppose a Gaussian exploable field is smooth with a single extremum, e.g., maximum or

minimum point. {rk},k = 1, · · · , ... in a (p,ε) is a trajectory in the field with step size δ1.

If we are able to estimate statistically that Pr(Y (rk)−Y (rk−1) > ε) > 1+p
2 , then, we can

say that the trajectory will converge to a neighborhood of the maximum point. If for every

k, Pr(Y (rk)−Y (rk−1) < −ε) > 1+p
2 , then, the trajectory will converge to a neighborhood

of the minimum point. If Pr(|Y (rk)−Y (rk−1)| ≤ ε)> 1+p
2 , then, the trajectory will stay in

the neighborhood of a level curve with value z(r0).

We have seen from Proposition 3.1.7 that, a field being locally (p,ε) explorable at r0

is the sufficient and necessary condition for every (ε+,δ1) seeking step and every (ε0,δ1)

strolling step from r0 to r being coherent. In real-world applications, the step size or

the speed of a robot and the resolution of a sensor are usually pre-determined and fixed.

Therefore, given any fixed step size δ1 and resolution ε , we aim at finding the steps that can

achieve maximum p. To examine this problem, we first define gradient climbing/descent

and level curve tracking as follows.
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Definition 3.2.4 Given a scalar field z(r) and an agent that moves one step from r0 to r

with step size δ1 in the field, if r−r0 =±δ1
∇z(r0)
|∇z(r0)| , where ∇z(r0) is the gradient of the field

at location r0, then, the agent is performing gradient climbing/desecent. If z(r)−z(r0) = 0,

then, the agent is performing level curve tracking.

Based on Definition 3.2.4, we introduce the following Proposition, which explains why

gradient following and level curve tracking are desirable strategies in exploration.

Proposition 3.2.5 For an agent that moves one step from r0 to r with step size δ1 in field

Y (r), among all possible coherent steps, gradient following achieves the highest success

rate among all seeking steps, and level curve tracking achieves the highest success rate

among all strolling steps.

Proof We discuss seeking steps and strolling steps separately.

(1) For (ε+,δ1) seeking steps, |z(r)− z(r0)|> ε+ and Equation (5) should be satisfied.

Since the error function erf(·) is increasing, we obtain p < erf( |z(r)−z(r0)|−ε

2σ
). Since p can

be arbitrarily close to erf( |z(r)−z(r0)|−ε

2σ
), then, when |z(r)−z(r0)|−ε

σ
increases, the upper bound

of p increases as well. Thus, for every fixed ε , when r− r0 is aligned with the gradient

direction, e.g., in linear cases, r− r0 =±δ1
∇z(r0)
‖∇z(r0)‖ and |z(r)− z(r0)|= δ1 ‖ ∇z(r0) ‖, we

can obtain the supremum of p as psup = erf(δ1‖∇z(r0)‖−ε

2σ
).

(2) For (ε0,δ1) strolling steps, |z(r)−z(r0)| ≤ ε0, and Equation (6) needs to be satisfied.

We derive three special cases from Equation (6).

1. z(r)−z(r0) =±ε0. In this case, Equation (6) becomes erf( ε−ε0

2σ
)+erf( ε+ε0

2σ
)> 1+ p,

2. z(r)− z(r0) = 0. In this case, Equation (6) becomes 2erf( ε

2σ
)> 1+ p.

3. When |z(r)− z(r0)| goes from ε0 to 0, the left side of Equation (6) increases from

erf( ε−ε0

2σ
)+ erf( ε+ε0

2σ
) to 2erf( ε

2σ
). p can also be arbitrarily close to 2erf( ε

2σ
)− 1.

Therefore, the local supremum of p is psup = 2erf( ε

2σ
)−1.
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From the above discussion, when the moving direction of a step is aligned with the gradient

direction or the tangent directions of a level curve, the explorable probability assumes local

supremums.

3.3 Conclusion

This chapter provides simple discretized behavior models for mobile sensing agents ex-

ploring noisy scalar fields. We conclude that the steps taken by agents can be categorized

into coherent steps and incoherent steps. Coherent steps are desired since the variation in

the measurements of the agents and the variation in the underlying field along the trajecto-

ries of the agents tend to be consistent with each other. We argue that gradient seeking or

level curve tracking strategies often lead to higher probability of producing coherent steps,

which explains why these two strategies are widely studied and implemented in exploration

missions.
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CHAPTER IV

COORDINATING AGENTS

In exploration missions, a collaborating group of sensing agents outperforms a single sens-

ing agent in many aspects [19,31,34] such as accuracy, adaptiveness, and efficiency. It has

been shown that cooperative filtering using measurements from multiple agents can reduce

the noise level, thus providing more accurate information for exploration. Under the frame-

work of coherent steps of sensing agents and explorability, we investigate the cooperative

filtering and cooperative control among multiple agents.

In this chapter, we first introduce the information dynamics of cooperative exploration

by defining the state equation and measurement equation for a group of collaborating

agents. The state is defined to be a vector consisting of the field value and gradient at

the group center. To produce estimated field values and gradients, we construct a coopera-

tive H∞ filter and prove the sufficient conditions for the convergence and feasibility of the

cooperative H∞ filter. The use of the cooperative filters will reduce the noise level, hence

will increase the success rate for coherent steps. We then present the formation control for

the group of agents. In the last part of this chapter, we theoretically justify the minimum

number of agents required to achieve a certain level of success rate.

4.1 Information Dynamics of Cooperative Exploration

Consider N mobile sensing agents in field Y (r) = z(r)+W (r). z(r) :Rn→R, in which r∈

Rn and n = 2 or 3. Denote the position of the ith agent at kth time step as ri,k, i = 1 · · · ,N,

the measurement taken by the ith agent as y(ri,k) and the true field value at location ri,k as

z(ri,k).

In the cooperative exploration phase, the sensing agents are required to move in a for-

mation or cluster to estimate local structures of a field. Formation control is achieved by
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using the Jacobi transform [132] [133], which decouples the dynamics of the formation

and the dynamics of the motion of the center of the formation so that separate control laws

can be designed for formation control and motion control. Therefore, when considering the

motion of the agents in cooperative exploration, we treat the agents as an entire group and

refer to it as a “super-agent”, the position of which is denoted by rc,k =
1
N ∑ri,k. Figure 2

illustrates a symmetric arrangement of a formation of three sensing agents.

Figure 2: Symmetric arrangement of a formation of three sensing agents in 2D space.

Denote the field value at the formation center as z(rc,k). If ri,k is close to rc,k, then, we

can use Taylor’s expansion to approximate z(ri,k). That is,

z(ri,k)≈z(rc,k)+(ri,k− rc,k)
T

∇z(rc,k)+
1
2
(ri,k− rc,k)

T
∇

2z(rc,k)(ri,k− rc,k), (7)

in which ∇z(rc,k) is the gradient of the field and ∇2z(rc,k) is the Hessian of the field at

rc,k. Choose the state to be sk = (z(rc,k),∇z(rc,k)
T )T . When the center of the super-agent

moves, the state evolves according to

z(rc,k) = z(rc,k−1)+(rc,k− rc,k−1)
T

∇z(rc,k−1),

∇z(rc,k) = ∇z(rc,k−1)+Hc,k−1(rc,k− rc,k−1), (8)

where Hc,k−1 is the estimate of the field Hessian ∇2z(rc,k−1). Define hk−1 =(0,E[Hc,k−1(rc,k−

rc,k−1)]
T )T and Ak−1 =

 1 (rc,k− rc,k−1)
T

0 In×n

, in which E denotes the expectation with
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respect to the measurement noise in the process of estimating the field Hessian. We can see

that Ak−1 is nonsingular. Then the state equation can be expressed as

sk = Ak−1sk−1 +hk−1 +vk−1, (9)

where vk−1 is the N × 1 modeling noise vector, which accounts for positioning errors,

estimation errors for the Hessians, and errors caused by higher-order terms omitted from

the Taylor expansion. Let Ck be a N× (n+1) matrix with its ith row defined by [1,(ri,k−

rc,k)
T ] and Dk be a N×n2 matrix with its ith row vector defined by the Kronecker product

1
2((ri,k−rc,k)⊗(ri,k−rc,k))

T . Define a N×1 measurement vector yk = [y(ri,k)] and a noise

vector wk = [wi,k] for i = 1, · · · ,N. We can write down the measurement equation as

yk =Cksk +Dk~Hc,k +wk, (10)

where ~Hc,k is the estimate of Hc,k in a vector form, i.e., ~Hc,k = [Hc,k(11) Hc,k(12) Hc,k(21) Hc,k(22)]
T ,

in two dimension. The estimation of the Hessian matrix Hc,k in 2D is discussed in [132],

and we will introduce the estimation in 3D in Chapter VII.

4.2 Cooperative H∞ Filter

Based on the state Equation (9) and measurement Equation (10), a cooperative filter can be

constructed to produce estimates of field value and gradient at the center of the multi-agent

group. Reference [132] proposes a cooperative Kalman filter and proves the convergence

of the cooperative Kalman filter. Typically, the optimality of the Kalman filter requires

the noise to be zero-mean Gaussian. However, in real-world exploration tasks, the noise

properties might be unknown. For possibly non-Gaussian noise, we construct a cooper-

ative H∞ filter, which does not require the knowledge of noise properties except that the

noises are assumed to have bounded power [85, 100, 108, 123, 124]. An important con-

straint of the H∞ filter is that the existence of the filter requires the fulfillment of a set of

feasibility conditions, which further creates constraints on the exploration behaviors for the
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cooperative agent formation. Convergence analysis of H∞ filters has been performed in lit-

erature [14, 15]. Based on these work, we develop sufficient conditions for the cooperative

H∞ filter to admit feasible solutions and convergence.

4.2.1 Construction of the Cooperative H∞ Filter

Define a cost function J as the ratio between the energy of the estimation error and the

energy of the disturbances

J =
∑

M−1
k=0 ‖sk− ŝk‖2

Qk

‖s0− ŝ0‖2
P−1

0
+∑

M−1
k=0 (‖wk‖2

W−1
k

+‖vk‖2
V−1

k
)
, (11)

where ŝ0 is the initial estimate of s0, P0 > 0,Qk ≥ 0,Wk > 0 and Vk > 0 are the weighting

matrices chosen by design, which depend on the noise strengths. For example, we choose

Vk > Wk if we know that the sensor noise is stronger than the state noise. The goal of the

H∞ filter is to guarantee that the cost J is less than a prescribed noise attenuation level γ

that can be expressed as J < γ2.

Given the state Equation (9) and the measurement Equation (10), a cooperative H∞

filter can be designed. Following the general steps of constructing the H∞ filter [100], the

equations of the cooperative H∞ filter are as follows.

Sk = P−1
k −

1
γ2 Qk +CT

k W−1
k Ck, (12)

Kk = S−1
k CT

k W−1
k , (13)

ŝk+1 = Akŝk +hk +AkKk(yk−Ckŝk−Dk~Hc,k), (14)

Pk+1 = AkS−1
k AT

k +Vk. (15)

Note that the cooperative H∞ filter can only be computed when the agents are in a forma-

tion and the performance of the cooperative H∞ filter depends on the configurations of the

formation.
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4.2.2 Convergence and Feasibility of the Cooperative H∞ Filter

The convergence of H∞ filtering has been investigated for both continuous-time and discrete-

time systems. Readers can refer to [85,108,123,124] and the references therein. The main

feasibility results for discrete-time filtering are summarized in Theorem 4.2.1.

Theorem 4.2.1 Consider the system (9), (10) and the cost function (11). Under the con-

dition that Ak is nonsingular for each k, an H∞ filter guaranteeing an attenuation level γ

exists between time k = 0 and k = M if and only if there exist two sequences of positive

definite matrices {Sk}M−1
k=0 and {Pk}M−1

k=0 such that

Pk+1 = AkS−1
k AT

k +Vk, (16)

Sk = P−1
k −

1
γ2 Qk +CT

k W−1
k Ck, (17)

S0 = P−1
0 , (18)

Sk > 0,k = 0,1, · · · ,M−1. (19)

A feasible solution is defined as a positive definite solution Pk of the equation (16) that

satisfies the equation (17).

The difference Riccati equation (DRE) (16) can also be written as

Pk+1 = Ak(P−1
k −

1
γ2 Qk +CT

k W−1
k Ck)

−1AT
k +Vk

= AkPkAT
k −AkPk[(CT

k W−1
k Ck−

1
γ2 Qk)

−1 +Pk]
−1PkAT

k +Vk. (20)

As k→∞, if we drop the subscript ∞ for simplicity, then the Riccati equation (20) becomes

P = APAT −AP[(CTW−1C− γ
−2Q)−1 +P]−1PAT +V. (21)

The finite-horizon H∞ problem becomes an infinite-horizon problem. If the solution to the

infinite-horizon H∞ filter exists, then the equation (21) admits a positive definite stabilizing

solution Ps. In our case, since the noise properties of the field are unknown, we select
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Qk → σ2
1 I,Vk → σ2

2 I, and Wk → σ2
3 I, where I is the identity matrix. When k→ ∞, the

formation is stabilized, then C goes to a constant matrix

C =


1 (r1− rc)

T

...
...

1 (rN− rc)
T

=


1 dT

1
...

...

1 dT
N

 , (22)

where in 2D, di = [di1 di2]
T .

We now apply the feasibility and convergence conditions to the cooperative H∞ filter

and derive the sufficient conditions for the attenuation level and initial uncertainty that

guarantee the convergence and feasibility of the cooperative H∞ filter, which can give us

a guidance in choosing γ and P0 when implementing the filter. We have the following

proposition.

Proposition 4.2.2 Assume that equation (21) admits a positive definite solution Ps. Start-

ing from initial condition 0 < P0 < Ps, the solution Pk of the Riccati equation (20) at every

step k exists and converges when k→ ∞. Moreover, if

(1) rc,k+1− rc,k→ 0 as k→ ∞, and

(2) the attenuation level γ satisfies

γ
2 > max(0,

σ2
1 σ2

3

N−|∑N
i=1 di1|− |∑N

i=1 di2|
,

σ2
1 σ2

3

∑
N
i=1 d2

i1−|∑
N
i=1 di1|− |∑N

i=1 di1di2|
,

σ2
1 σ2

3

∑
N
i=1 d2

i2−|∑
N
i=1 di2|− |∑N

i=1 di1di2|
), (23)

we obtain the solution that Ps = 1
2(σ

2
2 I+(σ4

2 I+4σ2
2 X)

1
2 ) where X =(σ−2

3 CTC−σ2
1 γ−2I)−1.

Proof Let’s first consider the solution Ps of the Riccati equation (21). Given the condition

(1), we can approximate Ak by the identity matrix I. If we substitute A = I into equation

(21), then after rearranging terms, we can obtain

P2−σ
2
2 P−σ

2
2 (σ

−2
3 CTC−σ

2
1 γ
−2I)−1 = 0. (24)
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Define X = (σ−2
3 CTC−σ2

1 γ−2I)−1. Then the above equation can be written as P2−σ2
2 P−

σ2
2 X = 0. For a quadratic matrix equation of the form

Q(Z) = A′Z2 +B′Z +C′ = 0, A′, B′,C′ ∈ Rn×n, (25)

only when (1) A′ = I, (2) B′ and C′ commute, and (3) the square root of B′2− 4C′ exists,

we can apply the formula for the roots of a scalar quadratic equation and find a closed-

form solution to the equation (25) [50]. The solution is Z = 1
2(−B′± (B′2− 4C′)

1
2 ). By

comparison, A′ = I,B′ = −σ2
2 I, and C′ = −σ2

2 X satisfy the first two conditions. If the

square root of σ4
2 I + 4σ2

2 X exists, then we can get the solution as Ps = 1
2(σ

2
2 I+(σ4

2 I +

4σ2
2 X)

1
2 ).

To check whether the square root of σ4
2 I + 4σ2

2 X exists or not is equivalent to check

whether σ4
2 I + 4σ2

2 X is positive definite or not. From the facts that the identity matrix

is positive definite and the sum of two positive definite matrices is positive definite, it

is suffice to check the definiteness of X−1 = σ
−2
3 CTC−σ2

1 γ−2I. We can compute that

CTC =

 N ∑
N
i dT

i

∑
N
i di ∑

N
i didT

i

. Plug CTC into X−1, we have

X−1 =

 σ
−2
3 N−σ2

1 γ−2 σ
−2
3 ∑

N
i dT

i

σ
−2
3 ∑

N
i di σ

−2
3 ∑

N
i=1 didT

i −σ2
1 γ−2I

 . (26)

We know that a symmetric matrix is positive definite if (1) all the diagonal entries are

positive and (2) each diagonal entry is greater than the sum of the absolute values of all

other entries in the same row. Therefore, we should have

σ
−2
3

N

∑
i=1

d2
i j−σ

2
1 γ
−2 > σ

−2
3 |

N

∑
i=1

di j|+σ
−2
3 |

N

∑
i=1

di1di2|, j = 1,2. (27)

and

σ
−2
3 N−σ

2
1 γ
−2 > σ

−2
3 |

N

∑
i=1

di1|+σ
−2
3 |

N

∑
i=1

di2|. (28)

which yield

γ
2 >

σ2
1 σ2

3

N−|∑N
i=1 di1|− |∑N

i=1 di2|
> 0, (29)
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and

γ
2 >

σ2
1 σ2

3

∑
N
i=1 d2

i j−|∑
N
i=1 di j|− |∑N

i=1 di1di2|
> 0, j = 1,2. (30)

Therefore, the matrix X−1 is positive if equation (138) is satisfied. This is the sufficient

condition for our case so that we can get the solution Ps.

From Theorem 2 in [14], for some constant ε > 0 and the solution Y of a Lyapunov

equation defined in [14], if 0 < P0 < Ps +(Y + εI)−1, then the solution Pk of equation (16)

is feasible for all k > 0 and converges to the stabilizing solution Ps as k→ ∞. Since the

matrix Y is positive definite, we can consider a stricter condition, which is 0 < P0 < Ps.

Therefore, if 0 < P0 < Ps, the solution Pk to the Riccati equation (20) is feasible for all k

and converges to the stabilizing solution Ps as k→ ∞.

Now let’s consider a symmetric formation. Suppose the N agents are arranged so that

|di,k| = a, i = 1, · · · ,N, where a is a constant. Denote the phase angle of the vector d1,k

in the inertial frame by θ , and the angle between di,k and d1,k by θi =
2π

N (i− 1). Then

we can obtain di,k = a(cos(θi +θ),sin(θi +θ))T . We have the following corollary for the

symmetric formation.

Corollary 4.2.3 Assume that equation (21) admits a positive definite solution Ps. For a

symmetric formation, starting from initial condition 0 < P0 < Ps, the solution Pk of the

Riccati equation (20) at every step k exists and converges when k→ ∞. Moreover, if

(1) rc,k+1− rc,k→ 0 as k→ ∞, and

(2) the attenuation level γ satisfies

γ
2 > max(

σ2
1 σ2

3
N

,
2σ2

1 σ2
3

aN
), (31)

then,

Ps =
1
2

diag(σ2(σ
2
2 +

4γ2

σ
−2
3 γ2N−σ2

1
)

1
2 +σ

2
2 ,σ2(σ

2
2 +

8γ2

aσ
−2
3 γ2N−2σ2

1
)

1
2 +σ

2
2 ,

σ2(σ
2
2 +

8γ2

aσ
−2
3 γ2N−2σ2

1
)

1
2 +σ

2
2 ). (32)
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Proof When the formation is symmetric, we use the following relationships,

N

∑
i=1

di = a
N

∑
i=1

(cos(θi +θ),sin(θi +θ))T = 0, (33)

N

∑
i=1

d2
i1 = a2

N

∑
i=1

cos2(θi +θ) =
1
2

a2N, (34)

N

∑
i=1

d2
i2 = a2

N

∑
i=1

sin2(θi +θ) =
1
2

a2N, (35)

N

∑
i=1

d2
i1d2

i2 = a2
N

∑
i=1

cos(θi +θ)sin(θi +θ) = 0. (36)

Therefore, we can obtain that X = diag(σ−2
3 N − σ2

1 γ−2, 1
2aσ

−2
3 N − σ2

1 γ−2, 1
2aσ

−2
3 N −

σ2
1 γ−2)−1. In order to obtain X > 0, we should have γ2 > max(σ2

1 σ2
3

N ,
2σ2

1 σ2
3

aN ). If we plug X

into Ps = 1
2(σ

2
2 I+(σ4

2 I+4σ2
2 X)

1
2 ) obtained in Proposition 4.2.2, we can obtain the equation

(32). The rest of the proof is similar to the proof of Proposition 4.2.2.

Remark: The condition (1) in Proposition 4.2.2 and Corollary 4.2.3 is satisfied if the

formation center eventually stops moving. If the source seeking strategy is successful, then

this condition will be satisfied since the formation center will stay near a local minimum of

the field.

Proposition 4.2.2 and Corollary 4.2.3 imply that a lower noise attenuation level γ and a

smaller error bound Ps can be achieved as the number of agents increases and the formation

gets larger. The choices of γ and P0 also depend on the noise strength, which requires users

to have some preliminary knowledge of the field before running the filter.

4.3 Formation Shape Control

The collaborating agents are controlled to maintain a desirable formation. The formation

shape is described using Jacobi vectors q j,k, j = 1, · · · ,N−1 that satisfy

[rc,k,q1,k, · · · ,qN−1,k] = [r1,k,r2,k, · · · ,rN,k]Ψ, (37)
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where Ψ is the Jacobi transform. For example, if we deploy three agents, the Jacobi vectors

are

q1,k =

√
2

2
(r2,k− r3,k),

q2,k =

√
6

6
(2r1,k− r2,k− r3,k), (38)

and the Jacobi transform is

Ψ =


1
3

1
3

1
3

0
√

2
2 −

√
2

2
√

6
3 −

√
6

6 −
√

6
6

 . (39)

The Jacobi transform decouples the kinetic energy of the entire system [132] [133], which

enables us to design separate control laws for the formation center motion and the formation

shape.

At step k, we apply the control laws

u j,k =−K1(q j,k−q0
j)−K2q̇ j,k, j = 1, · · · ,N−1 (40)

to q̈ j,k = u j,k, where K1 and K2 are positive constant gains and q0
j are designed vectors that

define a desired formation. The control laws have an exponential rate of convergence. If we

take the inverse Jacobi transform, then the new positions of the agents ri,k+1, i = 1, · · · ,N

can be obtained by

[r1,k+1,r2,k+1, · · · ,rN,k+1] = [rc,k+1,q1,k+1, · · · ,qN−1,k+1]Ψ
−T . (41)

By applying the formation controller (40), the agents converge to a desired formation so

that the cooperative exploration is achieved.

4.4 Estimating Minimum Number of Agents

We have discussed the coherent steps of sensing agents in Gaussian fields in Chapter III. In

this section, we theoretically justify that using cooperative filters can reduce noise levels,
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thus, can increase the probability of coherent steps. We make the following assumption for

the properties of vk and wk in state equation (9) and measurement equation (10).

Assumption 4.4.1 vk and wk are zero mean Gaussian with covariance matrices Vk =

E[vkvT
k ] = σ2

2 I3×3 and Wk = E[wkwT
k ] = σ2

3 I3×3.

4.4.1 Cooperative Kalman Filter

A cooperative Kalman filter can be computed to provide estimates of field value and gradi-

ent at the formation center [132]. The cooperative Kalman filter equations are as follows

sk(−) = Ak−1sk−1(+)+hk−1,

Pk(−) = Ak−1Pk−1(+)AT
k−1 +Vk−1,

Kk = Pk(−)C
T
k [CkPk(−)C

T
k +Wk]

−1,

sk(+) = sk(−)+Kk(yk−Cksk(−)−Dk~Hc,k),

P−k(+) = P−1
k(−)+CT

k W−1
k Ck. (42)

The subscript (−) and (+) indicate the predictions and the updated estimates, respectively.

The convergence of the cooperative Kalman filter can be proved in a similar way as the

proof in [132].

Suppose we control the agents in the group to form a formation that is symmetric with

respect to the formation center. The distance from each agent to the center of the formation

is a, which means ‖ ri,k− rc,k ‖= a. As k→ ∞, A∞ goes to I3×3 since (rc,k− rc,k−1)→

0. Similar to the proof in H∞ filter case, we can calculate that, as k → ∞, CTW−1C =

1
σ2

2
diag(N, 1

2a2N, 1
2a2N) holds. Hence, we obtain the closed form of the error covariance of

the cooperative Kalman filter P as

P = diag(−1
2

σ
2
2 +

σ2

2

√
σ2

3 +
4σ2

3
N

,−1
2

σ
2
2 +

σ2

2

√
σ2

2 +
8σ2

3
a2N

,−1
2

σ
2
2 +

σ2

2

√
σ2

2 +
8σ2

3
a2N

)

= diag(P(1),P(2),P(3)), (43)
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where P(1) is the error covariance of the filtered measurements, and P(2) and P(3) corre-

spond to the error covariance of the field gradient estimation at the center of the formation.

To evaluate the noise reduction ability, we need to compare P(1) with σ2
3 . We provide the

following lemma to address this comparison.

Lemma 4.4.2 Consider that N sensing agents move in field Y (r) in a symmetric formation.

Suppose the cooperative Kalman filter is computed. If σ2 =
1
mσ3, where m> 1 is a constant,

then under Assumption 4.4.1, the error covariance of the filtered measurements P(1) is less

than the variance of noise σ3 if N ≥ 2.

Proof According to Assumption 4.4.1, σ2 =
1
mσ3. Substituting σ1 into P(1) yields P(1) =

1
2m2

√
1+ 4

N σ2
3 . If we set P(1)<σ2

3 , then N > 4
4m4−1 . Since m> 1, which indicates 4

4m4−1 <

4
3 , then, as long as N > 4

3 , P(1)< σ2
3 holds. Therefore, since N should be an integer, N ≥ 2

guarantees that cooperative exploration reduces the noise.

In Lemma 4.4.2, we assume σ2 =
1
mσ3, where m > 1. Remember that σ2 represents the

variance of the modeling noise, which accounts for positioning errors, estimation errors for

the Hessian, and errors caused by higher-order terms omitted from the Taylor expansion.

The assumption m > 1 indicates that if the modeling noise strength is less than the noise

strength in the measurements taking by agents, then by increasing the number of agents,

the errors in the output of the cooperative Kalman filter will be reduced. Otherwise, the

errors induced by the construction of the filter might compensate for the noise reduction

ability by the filter.

4.4.2 Estimating the Minimum Number of Agents by Cooperative Exploration in
Gaussian Fields

The expression of P(1) in of the cooperative Kalman filter indicates that as the number

of agents N increases, P(1) decreases. Therefore, by comparing P(1) with σ2
3 , we can

evaluate the lower bound of the required number of agents that guarantees coherent steps

of the super-agent.
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Proposition 4.4.3 Under Assumption 4.4.1, suppose a super-agent formed by N collabo-

rating agents in a symmetric formation moves from rc,0 to rc in field Y (r) = z(r)+W (r).

Given constants ε > 0, 0 < p < 1, ε+ > ε , and 0 < ε0 < ε . An (ε+,δ1) seeking step of the

super-agent is coherent if N satisfies

N >
16σ4

3

m2(
|z(rc)−z(rc,0)|−ε

erf−1(p)
)4−4σ4

3

. (44)

An (ε0,δ1) strolling step of the super-agent is coherent if N satisfies

erf(
√

2m(ε−(z(rc)−z(rc,0)))

2(1+ 4
N )

1
4 σ3

)+ erf(
√

2m(ε+(z(rc)−z(rc,0)))

2(1+ 4
N )

1
4 σ3

)

> 1+ p, (45)

Proof Substituting P(1)
1
2 = 1√

2m
(1+ 4

N )
1
4 σ3 for σ in Equations (5) and (6) yields Equa-

tions (44) and (45). According to the definition of coherent steps, if N satisfies Equations

(44) and (45), the step is coherent.

Based on Proposition 4.4.3, if a step of an agent from any location r0 is incoherent,

then, we can increase the number of agents in the field and let them perform cooperative

exploration. If the number of agents N satisfies Equations (44) and (45), then the step of

the super-agent in cooperative exploration is coherent, which indicates that the probability

of false-walks of the super-agent can be guaranteed to be less than 1−p
2 .

Although the number of agents N can be increased to decrease the probability of false-

walks, in real-world applications, we need to balance the tradeoffs between accuracy and

cost. Therefore, we propose the following algorithm, which allows the agents to self-

organize into groups with an estimated minimum number of agents that grantees coherent

steps along their trajectories. After the agents form a group with estimated minimum num-

ber of agents, they start cooperative exploration. The rest of the agents can be assigned to

other exploration tasks.

Algorithm 4.4.4 Given the field Y (r) = z(r)+W (r) and ε > 0 and 0 < p < 1, suppose N

agents are deployed in the field.
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S.1 From time instant k = 1, the agents individually perform exploration tasks with step

size δ1 according to any strategy.

S.2 At k = M, the ith agent estimates the field noise variance by

σ̂
2
3 =

1
M

M

∑
j=1

(y(ri, j)−
1
M

M

∑
l=1

y(ri,l))
2, (46)

and estimates the number of the agents required to guarantee coherent steps by

Nmin >
16σ̂3

4

m2(
(|z(ri,M)−z(ri,M−1)|−ε)

erf−1(p)
)4−4σ̂4

3

, (47)

Then the ith agent forms a group of Nmin with the Nmin− 1 agents closest to it. The

distance between the ith and jth agents is measured by di, j = |ri,k−r j,k|. If N <Nmin,

all the agents form a group with N agents.

S.3 From k = M+1, the group performs cooperative exploration. A cooperative Kalman

filter can be constructed to produce estimates of the field value and gradient at the

formation center. The remaining agents continue individual exploration.

Note that the cooperative exploration uses the model we introduced in this chapter.

However, the cooperative exploration tasks are not fixed. Given the estimated state (field

value and gradient at the formation center), various exploration tasks can be achieved such

as source seeking and level curve tracking, which will be introduced in the following chap-

ters.
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CHAPTER V

BIO-INSPIRED SOURCE SEEKING

As noted in the introduction, autonomous sensing agents that are capable of localizing

sources in a scalar field are of great importance in various scenarios such as locating chem-

ical spills, detecting fire in its early stage, and monitoring the algae bloom. Researchers

have developed various source-seeking algorithms, many of which are inspired by behav-

iors of different animal species [49, 52, 54, 61, 96].

The existing algorithms can be categorized into two directions: gradient-based ap-

proaches and gradient-free approaches. For the gradient-based approaches, the agents ei-

ther estimate the gradient directions based on the measurements [5, 23, 27, 69, 87], or can

measure the gradient directly using certain sensors [74]. Since we assume that each agent

takes only one measurement of the field at each time instant, one agent needs to move sev-

eral steps to collect measurements so that the gradient of the field can be estimated, or a

group of agents need to share measurements and positions with each other to produce an es-

timate of the gradient, which requires communication among agents or between agents and

a central computer. However, in real-world applications, we may face various limitations

in terms of communication capability and computational load. Therefore, source-seeking

algorithms that require less communication and computation are desirable.

In this chapter, we first introduce gradient-based source seeking using both individual

agents and a group of collaborating agents. Then, we present a source seeking algorithm

without explicit gradient estimation inspired by observations of fish schools [115].

5.1 Problem Formulation

Consider a group of N collaborating sensing agents that are seeking a minimum of an

unknown scalar field z(r), in which r ∈ R2 denotes a location in the field. Let ri represent
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the position and vi represent the velocity of the ith agent. Suppose the motion of each agent

in the group satisfies

ṙi = vi, i = 1, · · · ,N. (48)

Denote the velocity of the group center as vc. Then, we derive vc =
1
N ∑

N
i=1 vi.

Suppose the field value satisfies zmin≤z(r)≤zmax, in which zmin≥ 0. Along the trajecto-

ries of the agents, the sensing agents take measurements of the field, which can be written

as y(ri) = z(ri)+w(ri), i = 1, · · · ,N, in which w(ri) is the noise term that may come from

measuring process or the field.

The problem is to design controls for the velocities of the agents so that the group

can move close to a local minimum in the field while maintaining a desired formation.

More specifically, the goal is to design vi so that: (1) vc
‖vc‖ ·

∇z(rc)
‖∇z(rc)‖ converges to −1 when

‖ ∇z(rc) ‖6= 0, and (2) the relative displacement between agents ri− r j, where j 6= i, con-

verges to a desired vector. Note that the first goal is invalid when ‖ ∇z(rc) ‖= 0, which

indicates a singular point or saddle point in the field.

5.2 Gradient-based Source-Seeking

For gradient-based source-seeking, the agents produce estimates of the field gradient based

on the measurements collected along their trajectories, and then follow the gradient direc-

tion to locate a minimum in the field.

If the agents are performing individual source-seeking, then, each agent estimates the

gradient of the field based on its previous measurements, and moves according to the esti-

mated field gradients as

ṙi,k =−δ1
∇ẑ(ri,k)

‖ ∇ẑ(ri,k) ‖
, (49)

where ∇ẑ(ri,k) is the estimated gradient of the field at position ri,k, and δ1 is the step size.

In the following, we give a simple example of estimating the gradient of the field

∇z(ri,k) by an individual agent at each time step k using the current and previous mea-

surements. Denote the directional derivative of the field at position ri,k in the direction h as
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Dhz(ri,k), which satisfies Dhz(ri,k) = ∇z(ri,k) ·h. If the successive positions of the agent are

close enough, the gradient at the position ri,k can be approximated by solving the following

two equations.

y(ri,k)− y(ri,k−1) = ∇ẑ(ri,k) · (ri,k− ri,k−1), (50)

y(ri,k−1)− y(ri,k−2) = ∇ẑ(ri,k) · (ri,k−1− ri,k−2). (51)

If we define a matrix R = [ri,k− ri,k−1,ri,k−1− ri,k−2]
T , then the solution to the above two

equations is ∇ẑ(ri,k) =R−1

 y(ri,k)− y(ri,k−1)

y(ri,k−1)− y(ri,k−2)

. If ri,k−ri,k−1 = ri,k−1−ri,k−2, then

R is singular and no valid estimates can be obtained by solving the above two equations.

In this case, we let

∇ẑ(ri,k) =
y(ri,k)− y(ri,k−1)

‖ri,k− ri,k−1‖2 (ri,k− ri,k−1)+δ , (52)

where δ is a small perturbation that prevents the agent from moving along a straight line

so that equation (50) and equation (51) will produce unique estimates of the field gradient.

In the implementation of the algorithm, δ can be chosen as a Gaussian distributed random

vector with zero mean and small variance.

For collaborating agents, a cooperative Kalman filter or H∞ filter can be constructed

as introduced in Chapter IV, which provide estimates of the field value and gradient at the

group center. We direct the center of the group to follow the opposite direction of estimated

field gradient

ṙc,k =−δ1
∇z(rc,k)

‖ ∇z(rc,k) ‖
. (53)

Note that the gradient at any local minimum is zero. Therefore, once the formation

center or individual agents reach a local minimum by moving along the opposite direction

of the gradient, it will stay in the area containing the local minimum. The size of the area

depends on the step size of movement.
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5.3 Bio-inspired Gradient-free Source Seeking

Couzin’s group [7] observed that fish groups are able to perform gradient tracking to locate

darker (shaded) regions in complex light environments even if the field is time-varying.

However, it is conjectured that each fish in a group have very poor or no gradient estimates.

They principally measure the intensities of the light field and respond to the positions of

other fish within their view. Based on the measurements, a fish in a group speeds up when

the light intensity at its current position is relatively high and slows down as the light

intensity decreases. In this way, the group is capable of aligning its trajectory with gradient

directions and moves towards the shade as described in [7]. Once the group reaches the

shade, the forward motion of the group becomes circular, in which some fish in the group

reverse their directions of movement. The group circles around the shade until the position

of the shade changes. Then, the group resumes the forward motion.

These data inspire us to investigate source-seeking for a group of sensing agents in

a distributed fashion with no explicit gradient estimation [115]. The agents only have

the knowledge of their own measurements, and they can observe relative distances from

their neighboring agents. We choose a baseline for a group of agents, and decompose the

velocity of each agent into two parts. The first part, which is perpendicular to the baseline,

is chosen to be proportional to the measurements, agreeing with observations from fish

groups. The second part, which is parallel to the baseline, can be designed to control

the relative distances among the agents. This decomposition is leveraged to implement

formation-maintaining strategies and source seeking behaviors for the entire group. We

prove that the moving direction of a group will converge towards the gradient direction

while the formation is maintained.

Our results on gradient-free source seeking reveal a strong connection with the well-

known Braitenberg-style differential drive vehicles as introduced in [16], which have simi-

lar properties in that the movement of a wheel is directly controlled by the measurement of

the sensor connected to it. Braitenberg-style source-seeking algorithms have been proposed

41



in studies as [60] and [73]. However, these algorithms are developed for one agent. The

approaches we develop are for multi-agent systems. Our results suggest that by knowing

only measurement information and the relative distances to other agents, a group of agents

tend to behave like a Braitenberg-style vehicle.

5.3.1 Control of Two-agent Groups

We start with N = 2. We control the two agents to converge asymptotically to a constant

formation with distance a between each other in steady state. Therefore, they can be con-

sidered as a rigid body with the center of mass being at rc. Define the inertial frame as XI

and YI . Let q = r2−r1, and define q⊥ to be the vector perpendicular to q that forms a right

handed frame with q. q and q⊥ intersects at rc. Set the origin of the rigid body frame at

rc, and select XB and YB to be aligned with q and q⊥. Denote the angle between XB and XI

as θ ∈ [−π,π]. Then, we obtain a rigid body rotation matrix g =

 cosθ −sinθ

sinθ cosθ

, and

the angular velocity Ω =

 0 −ω

ω 0

. For each agent, we decompose its velocity into

two parts: v⊥i , which is perpendicular to q and proportional to the measurements y(ri), and

v//i , which is aligned with q and maintains formation. Then, vi = v⊥i +v//i . We will design

v⊥i and v//i separately.

Fig. 3 illustrates the desired motion of the two-agent group. The two agents move in

the same direction when they are seeking a source, as shown in the right of Figure 3. At

this stage, the group is performing forward motion. Once the group approaches a local

minimum of the field, one of the agents reverse its moving direction. Then, the group

performs circular motion around the source, as shown in the left of Figure 3.
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Figure 3: Desired motion of the two-agent group when seeking a source. Right: Forward

motion. Left: Circular motion.

Let φi, i = 1,2, be the angles between velocity v⊥i and XI . We can write the perpen-

dicular velocities as v⊥i = v⊥i

 cosφi

sinφi

, where v⊥i is the magnitude of v⊥i . Similarly,

v//i = v//i

 cosθ

sinθ

. If the agents are performing forward motion, then, φ1 = φ2 = θ + π

2 .

If the agents are performing circular motion, then, φ1 = θ + 3π

2 and φ2 = θ + π

2 . Inspired

by the behaviors of fish schools, we design v⊥i to be proportional to the measurements

of the field. That is, when the measurements increase, the agents speed up. When the

measurements decrease, the agents slow down.

v⊥i = ky(ri)+C, i = 1,2, (54)

where k and C are constants selected by design. In the direction that is aligned with q, we

aim to control the two agents to maintain a constant distance. Therefore, we design v//i ,

43



i = 1,2, as

v//1 = kp((r2− r1) ·q−a), (55)

v//2 =−kp((r2− r1) ·q−a), (56)

where a is the desired distance between the two agents. To prove the convergence of the

controllers (55) and (56), we define a shape variable s = (r2−r1) ·q. From Equations (55)

and (56), we calculate that

ṡ = 2(v//2 − v//1 ) =−4kp(s−a), (57)

where s = a is an asymptotically stable equilibrium. Therefore, the two agents will con-

verge to a constant formation with a distance a between each other. Once v⊥i and v//i

are determined, the velocities of the ith agent can be calculated as vi = v⊥i + v//i , which

produces

vi = (ky(ri)+C)

 cosφi

sinφi

− kp((ri− r j) ·q−a)

 cosθ

sinθ

 , (58)

where j = 1 or 2, and j 6= i.

5.3.1.1 Forward Motion

We first discuss the forward motion of the group and prove that the first goal of source-

seeking, the convergence of the moving direction of the group towards the gradient direc-

tion, can be achieved. In this case, φ1 = φ2 = θ + π

2 are always satisfied, as illustrated in

Figure 3. In this section, we investigate the situation in which noise in the measurements

can be ignored, that is, w(r) = 0. We will discuss the situation that the measurements are

noisy in Section 5.3.1.3.

If there is no noise, the velocity of the formation center can be written as

vc = (
1
2

k(z(r1)+ z(r2))+C)

 −sinθ

cosθ

 . (59)
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The angular velocity of the formation is

θ̇ = ω =
v⊥2 − v⊥1
‖ q ‖

=
k(z(r2)− z(r1))

‖ q ‖
. (60)

Denote the angle between the gradient direction ∇z(rc) and the inertial frame XI as α ∈

[−π,π]. If we consider only linear approximation of the field, then, we derive

z(ri) = z(rc)+∇z(rc) · (ri− rc)+H.O.T, (61)

where H.O.T represent higher order terms in the above Taylor expansion. From the linear

approximation of the field, we derive

θ̇ ∼=
k
‖ q ‖

(∇z(rc) · (r2− r1)) =
k
‖ q ‖

(∇z(rc) ·q)

= k ‖ ∇z(rc) ‖ (
∇z(rc)

‖ ∇z(rc) ‖
· q
‖ q ‖

) =−k ‖ ∇z(rc) ‖ sin(θ −α− π

2
). (62)

Choose the state to be θ −α , then we obtain

θ̇ − α̇ =−k ‖ ∇z(rc) ‖ sin(θ −α− π

2
)− α̇. (63)

When ‖∇z(rc) ‖6= 0, the above system has a stable equilibrium θ −α = π

2 and an unstable

equilibrium θ −α =−π

2 . Given the above system, we have the following proposition.

Proposition 5.3.1 If the gradient direction α is constant, that is, α̇ = 0, then, as t → ∞,

limt→∞θ(t) = α + π

2 . If the rate of change α̇ 6= 0 is considered as an input to the system

(63), then θ −α = π

2 is an equilibrium of (63) that is input-to-state stable (ISS).

Proof If α̇ = 0, we choose a Lyapunov candidate function as

V (θ) =− ln(cos(
θ −α− π

2
2

)). (64)

From V (θ), we have V (0)≥ 0. The equilibrium point of the Lyapunov function is α + π

2 .
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We calculate

V̇ (θ) = tan(
θ −α− π

2
2

)(θ̇ − α̇)

=−2k ‖ ∇z(rc) ‖ sin2(
θ −α− π

2
2

)− tan(
θ −α− π

2
2

)α̇

=−2k(1− ε) ‖ ∇z(rc) ‖ sin2(
θ −α− π

2
2

)

−2kε ‖ ∇z(rc) ‖ sin2(
θ −α− π

2
2

)− tan(
θ −α− π

2
2

)α̇

≤−2k(1− ε) ‖ ∇z(rc) ‖ sin2(
θ −α− π

2
2

), (65)

when |α̇| ≤ kε ‖∇z(rc) ‖ |sin(θ−α− π

2 )| and 0< ε < 1. Therefore, according to Theorem

4.19 in [63], if α̇ is considered as the input, the system (63) is input-to-state stable (ISS).

If the input α̇ = 0, θ converges to the equilibrium point α + π

2 . If the rate of change α̇ is

bounded, then at the steady state, the deviation |(θ −α− π

2 )| is also bounded.

Proposition 5.3.1 indicates that vc
‖vc‖ ·

∇z(rc)
‖∇z(rc)‖ = cos(θ + π

2 −α) converges to −1 as t→ ∞.

The convergence of the moving direction of the group verifies the observations that fish

groups are able to align their averaged motion with the gradient direction.

5.3.1.2 Circular Motion

When the two-agent group moves close to a local minimum of the field, it switches from

forward motion to circular motion. The switching condition can be ‖ v⊥i ‖< ε1, in which

ε1 is a positive constant. That is, when any agent senses that the forward speed is less than

the threshold ε1, it changes its moving direction. We will show that the circular motion can

only be maintained around a point where ‖ ∇z(rc) ‖= 0.
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In this case, the angles satisfy φ1 = θ + 3π

2 and φ2 = θ + π

2 . Then, we calculate

vc =
1
2
(v1 +v2) (66)

=
1
2

k(z(r1)+C)

 sinθ

−cosθ

+
1
2

k(z(r2)+C)

 −sinθ

cosθ


=

1
2

k(∇z(rc) ·q)

 −sinθ

cosθ


=

1
2

k ‖ q ‖‖ ∇z(rc) ‖ cos(θ −α)

 −sinθ

cosθ

 . (67)

The angular velocity satisfies

ω =
v⊥2 + v⊥1
‖ q ‖

=
k(z(r2)+ z(r1))+2C)

‖ q ‖
. (68)

If vc = 0, we must have ‖ ∇z(rc) ‖= 0 or cos(θ −α) = 0. Consider cos(θ −α) = 0,

which indicates θ = α ± kπ

2 , where k is an odd integer. Since ω 6= 0 if C 6= 0, this case

will not occur since θ = α + kπ

2 cannot always be satisfied. Therefore, vc = 0 only when

‖ ∇z(rc) ‖= 0. This shows that circular motion can only sustain around a singular point.

5.3.1.3 Noisy Measurements

Usually, noise exists in the field or in the measuring process, which leads to uncertainties in

the estimation of moving directions. If we consider y(r) = z(r)+w(r), in which w(r) 6= 0

represents the noise, then, Equations (59) and (62) become

vc = (
1
2

k(z(r1)+ z(r2)+w(r1)+w(r2)))+C)

 −sinθ

cosθ

 , (69)

and

θ̇ =
k
‖ q ‖

(∇z(rc) ·q+w(r2)−w(r1)). (70)

Assume that w(r) is zero mean Gaussian noise with variance σ2. To show the conver-

gence of the moving direction of the group, we examine the expected value and variance of
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angle θ . We derive

dθ =− k ‖ ∇z(rc) ‖ sin(θ −α− π

2
)dt +

kσ

‖ q ‖
(d(w(r2))−d(w(r1))), (71)

where d(w(r2))−d(w(r1)) is known as Brownian motion. Equation (71) yields

dE(θ)
dt

=−k ‖ ∇z(rc) ‖ E(sin(θ −α− π

2
)), (72)

where the expectation E is taken with respect to the noise term. Let e = θ −α − π

2 and

θ0 = α + π

2 . Assume e is small. Then, from Taylor expansion sine = e− e3

3! +
e5

5! + · · · , we

obtain
dE(e)

dt
=−k ‖ ∇z(rc) ‖ E(e), (73)

which indicates that E(e) = 0 is a stable equilibrium. Therefore, as t → ∞, E(θ) = α +

π

2 , which proves the convergence of the expectation of the moving direction. Now, let’s

calculate the variance of θ . Define ψ(e) = e2. Since we have

de =−k ‖ ∇z(rc) ‖ edt +
kσ

‖ q ‖
(d(w(r2))−d(w(r1))), (74)

then, according to Ito’s differentiation rule [55], we derive

de2 = 2ede+2(
kσ

‖ q ‖
)2dt

=−2k ‖ ∇z(rc) ‖ e2dt +2(
kσ

‖ q ‖
)2dt +

2ekσ

‖ q ‖
(d(w(r2))−d(w(r1))), (75)

which yields
dE(e2)

dt
=−2k ‖ ∇z(rc) ‖ E(e2)+2(

kσ

‖ q ‖
)2. (76)

As t → ∞, E(e2)→ 2( kσ

‖q‖)
2. Therefore, the variance of θ is

√
2kσ

‖q‖ , which indicates that as

measurement noise increases, the variance of θ increases, and as the distance between the

two agents ‖ q ‖ increases, the variance of θ decreases.

5.3.2 Generalization to N-agent Groups

We consider a group of N agents in the field seeking a local minimum. Arbitrarily select q

as an unit vector that forms an angle θ with the inertial frame XI . As illustrated in Figure 4,
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we also decompose the velocities of the agents into two parts: v⊥i , which is perpendicular

to q and v//i , which is aligned with q. v⊥i and v//i can be designed in different ways. In this

section, we discuss different designs for the formation control, and show the convergence

of group motion towards the gradient direction.

Figure 4: Decomposition of the velocities of the agents in a N-agent group.

5.3.2.1 Non-rigid Body Motion

We first design velocities of the agents so that the agents maintain only the relative positions

to other agents in direction q. In this case, we keep v⊥i the same as in the two-agent case,

which is v⊥i = (kz(ri)+C)

 −sinθ

cosθ

 , i = 1, · · · ,N. Note that using this design, the

relative positions among agents may change in direction q⊥, which is perpendicular to q.

Along direction q, let r//i be the projection of location ri onto vector q, as illustrated

in Figure 4. For agent i, we define set Ni to contain the closest agents to agent i to the

right and to the left along direction q. For example, as shown in Figure 4, N1 = {2},

Ni = {i− 1, i+ 1}, i 6= 1,N, and NN = {N − 1}. The goal is to design v//i so that the

relative distance from r//i to r//j , i 6= j, converges to a constant a0
i j. Furthermore, we require

that v//c = 1
N ∑

N
i=1 v//i = 0. Therefore, we design v//i as

v//i = kp ∑
j∈Ni

((r j− ri) ·q−a0
j,i), (77)
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where a0
i, j =−a0

j,i. To prove the convergence of the control (77), we define shape variables

si = (ri+1− ri) ·q, in which i = 1, · · · ,N−1. Then, for i 6= 1,N, we derive

ṡi = (ṙi+1− ṙi) ·q = v//i+1− v//i = kp(si−1−a0
i,i−1)−2kp(si−a0

i+1,i)+ kp(si+1−a0
i+2,i+1).

(78)

For i = 1, we have

ṡ1 =−2kp(s1−a0
2,1)+ kp(s2−a0

3,2), (79)

and for i = N, we have

ṡN = kp(sN−2−a0
N−1,N−2)−2kp(sN−1−a0

N,N−1). (80)

Denote s=
(

s1, s2, · · · , sN−1

)T

and a0 =

(
a0

2,1, a0
3,2, · · · , a0

N,N−1,a
0
N,N−1

)T

.

Then, from Equations (79), (78), and (80), we obtain

ṡ = kpA(s−a0), (81)

where A =



−2 1 0 . . . 0

1 −2 1 . . . 0

0 . . . ...
... 1 −2 1

0 . . . 0 1 −2


. The eigenvalues of A are λi =−2+2cos( iπ

N )<

0 for i = 1, · · · ,N−1. Therefore, system (81) is asymptotically stable. The shape variable

s converges to a0 as t→ ∞. Then, the formation is stabilized.

Since each agent now has its velocity given by

vi = (kz(ri)+C)

 −sinθ

cosθ

+ kp ∑
j∈Ni

((r j− ri) ·q−a0
j,i)

 cosθ

sinθ

 , (82)

and the parallel velocity of the center of the group is

v//c =
1
N

N

∑
i=1

v//i = 0, (83)
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we obtain the velocity of the formation center as

vc = (
1
N

k
N

∑
i=1

z(ri)+C)

 −sinθ

cosθ

 . (84)

5.3.2.2 Motion Under a Rigid Formation Controller

We can also design a rigid formation controller, which controls the relative distances of the

agents in direction q⊥. For this purpose, we replace the constant C in Equation (58) by a

feedback control term.

Let r⊥i , i= 1, · · · ,N be the projections of locations ri onto vector q⊥. Figure 5 illustrates

the case that N = 3, in which q⊥ is chosen to start from location r3. Denote the desired

distance between agent i and agent j in direction q⊥ as b0
i, j, in which b0

i, j =−b0
j,i. Let N ⊥

i

be the neighboring set of agent i along direction q⊥. Then we design

v⊥i = kz(ri)+ kd ∑
j∈N ⊥

i

((r j− ri) ·q⊥−b0
j,i), (85)

where i = 1, · · · ,N.

Figure 5: Decomposition of the velocities of the three-agent group.

Define shape variables s⊥i = (ri+1−ri) ·q⊥. Denote s⊥ =

(
s⊥1 , s⊥2 , · · · , s⊥N−1

)T

and b0 =

(
b0

2,1, b0
3,2, · · · , b0

N,N−1,b
0
N,N−1

)T

. Let z be a column vector with the ith

entry being [z(ri+1)− z(ri)]. Then, similar to the non-rigid body case, we obtain

ṡ⊥ = kpA(s⊥−b0)+ kz. (86)
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Starting from t = 0, the solution of the above system is

s⊥(t) = ekpAt(s⊥(0)−b0)+b0 +
∫ t

0
kekpA(t−τ)z(τ)dτ. (87)

Since zmin≤z(r)≤zmax, z is bounded. Therefore, the solution satisfies

‖ s⊥(t)−b0 ‖ ≤ eλkpt ‖ s⊥(0)−b0 ‖+k ‖ z(τ) ‖ |
∫ t

0
eλkp(t−τ)dτ|

≤ eλkpt ‖ s⊥(0)−b0 ‖+ k
|λ |

sup
0≤τ≤t

‖ z(τ) ‖, (88)

in which λ is the maximum eigenvalue of matrix A. Therefore, the system (86) is input-to-

state stable (ISS)( [63]), which implies that for any bounded z, the shape variable s⊥ will

be bounded, and if the input z converges to zero as t → 0, s⊥−b0 will converge to 0. For

v//i , we design it to be the same form as in Equation (77). Then, we calculate

vc =
1
N

k
N

∑
i=1

z(ri)

 −sinθ

cosθ

 , (89)

in which the velocities that control the formation cancel out.

We observe an interesting fact that from the ISS property of system (86), even though

a rigid formation controller is used, the agents may not stay in a rigid formation due to the

nonzero term z, which seems to coincide with real life observations that fish don’t tend to

maintain a rigid formation. This insight may hint further investigations.

5.3.2.3 Rotation of the Group

To calculate the angular velocity of the group, we consider only the motion of the vector q.

Given two locations r//i and r//j along q, then, in the non-rigid body case, we derive ω =

−k ‖ ∇z(rc) ‖ sin(θ −α − π

2 ), the convergence of which has been proven in Proposition

5.3.1. Therefore, the moving direction of the group converges to the gradient direction.

In rigid body motion, the angular velocity is obtained by

θ̇ − α̇ =−k ‖ ∇z(rc) ‖ sin(θ −α− π

2
)+

kd

‖ q ‖

(
∑

l∈N ⊥
i

((rl− ri) ·q⊥−b0
l,i)

− ∑
l∈N ⊥

j

((rl− r j) ·q⊥−b0
l, j)
)
− α̇, (90)
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Since the second term of system (90) is bounded, then, similar to Proposition 5.3.1, we

can also prove that system (90) is input-to-state stable. Therefore, the formation may not

align exactly with the gradient direction, but will nonetheless able to move in a direction to

decrease their measurements.

5.4 Experiments

To verify our algorithms, we design a multi-agent exploration test-bed for a group of mobile

robots performing source seeking tasks. In this section, we introduce the configuration of

the test-bed and discuss the experimental results.

5.4.1 Experimental test-bed

Figure 6 shows the experimental test-bed that includes the following components:

5.4.1.1 Robots and sensors

We choose Khepera III robots from K-Team to implement the switching strategy. Khepera

III is a round mobile robot running on two differential drive wheels and a sliding support.

Each Khepera III robot has nine infrared (IR) sensors placed around it and two infra-red

ground sensors placed on the bottom. We use the nine IR sensors around the robot to

measure the ambient light intensity. The sensor readings are normalized to be within the

range [0,5000]. The higher the light intensity is, the lower the sensor reading is.

5.4.1.2 Localization system

As seen in Figure 6, the localization system consists of an overhead camera, a camera

support and the LabVIEW vision system for providing the positions and orientations of the

robots at each time step.

5.4.1.3 Central computer

A central computer is used to perform centralized control tasks. For centralized exploration

tasks such as the gradient-based source-seeking using multiple agents, at each time step,
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the localization system obtains the new positions and orientations of the robots and the

robots collect new measurements of the field. These information can be sent to the central

computer. Then the central computer calculates the new positions and orientations of the

robots and sends the corresponding moving distances and turning angles back to the robots.

All these communications are performed wirelessly.

5.4.1.4 Light field

We use a standard 40W incandescent light bulb to serve as a light source that generates a

light field unknown to the robots. The field is about 2.8 meters long and 1.6 meters wide.

The light intensity decreases when the distance from the light source increases, which

indicates that the location of the light bulb hosts the maximum of the intensity of the light

field. Therefore, seeking for the maximum of the light field corresponds to finding the

minimum of the measured field.
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Figure 6: The experimental setting.

5.4.2 Experimental Results

We deploy two Khepera III robots that perform gradient-free light source-seeking in the

field. The velocities of the robots are determined by Equation (58), and are translated into

step sizes in the experiment, Once one robot detects that ‖ v⊥i ‖< ε1, it changes direction

so that the two-agent group starts circular motion. Figure 7 shows the snapshots of two

agents moving towards the light source, and Figure 8 demonstrates the trajectories of the

two robots. The two figures shows that the two robots maintain a desired distance and

converge to the light source.
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In addition to the experiments, we also simulate eight agents in a scalar field seeking a

minimum of the field. Figure 9 demonstrates the trajectories of the eight agents in non-rigid

body motion, in which blue dots are the positions of the agents. The formation is plotted

every 30 steps. Since the agents control only the relative distances from other agents along

direction q, which corresponds to the yellow vector in the figure, they do not maintain a

solid formation. As suggested by the figure, since the velocities of the agents depend on the

measurements of the field, when the field value is high, the agents move faster, resulting in

a larger step size. Figure 10 illustrates the relative distances between neighboring agents

in direction q as the agent group moves in the field, which shows the convergence of the

relative distances to constant values.

Figure 7: Snapshots of the trajectories of two agents seeking a light source.
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Figure 8: Trajectories of two agents seeking a light source.

Figure 9: Trajectories of an eight-agent group seeking a minimum in a field. The group

is performing non-rigid body motion.
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Figure 10: Relative distances among neighboring agents in direction q.

5.5 Conclusion

Inspired by the behaviors of fish groups, we develop source-seeking algorithms for a group

of sensing agents with no explicit gradient estimation. By decomposing the velocity of each

agent into two parts and designing each part as feedback control, we control the moving

direction of the group to converge to gradient directions while formation is maintained. Our

results show that a group of sensing agents are able to emulate the source seeking behaviors

of a fish group.
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CHAPTER VI

A SWITCHING STRATEGY IN COOPERATIVE EXPLORATION

In typical scenarios of exploration of scalar fields, a cooperative group of agents are ex-

pected to perform better than a single agent [5, 19, 34]. However, increasing the num-

ber of agents results in rising cost, communication delay, and computational complexity.

Therefore, the exploration behavior of each agent does not have to be fixed. Biologists

have observed switching between individual and cooperative behaviors in certain species

of fish [109]. It is speculated that fish in a group collaborate with each other when they

are not confident with the information gathered individually. A switching behavior model

based on the level of confidence of individual fish has been studied. Simulation results

in [109] show striking similarities to real fish data.

Inspired by the results in [109], we propose a switching strategy that allows a group of

agents to switch between individual exploration and cooperative exploration. The switch-

ing conditions between those two stages are related to the speed of convergence and the

signal-to-noise ratio (SNR) [114, 117, 121]. The flowchart of the switching strategy is il-

lustrated in Figure 11. As shown in the chart, the agents check the switching conditions at

each time step both in the individual exploration mode and in the cooperative exploration

mode. Once the switching conditions are satisfied, the agents switch to the other mode.

The switching strategy strikes a balance between exploration complexity and explo-

ration performance in terms of convergence rate and exploration cost, which may enable

more flexibility in autonomy compared to fixed strategies. We first demonstrate the switch-

ing strategy in source-seeking problems. The agents perform the source-seeking task ac-

cording to the gradient-based algorithms introduced in Chapter V. Other than the source

seeking problem, the switching strategy can also be applied to other exploration tasks for
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multi-agent systems such as target tracking as long as a cost function related to convergence

rate is defined.

Figure 11: The flowchart of the switching strategy.

6.1 Individual Exploration to Cooperative Exploration

In the individual exploration phase, we suppose the agents estimate the field gradient uti-

lizing the time-series measurements, as introduced in Chapter V, and move according to

the estimated gradient direction. If the noise level gets higher, the steps of the agents can

become incoherent, which leads to high probability of false-walks. Therefore, the esti-

mates of the gradient directions will become more noisy, which may prevent the agents

from finding the right direction. Therefore, we propose a switching condition based on

the Razumikhin theorem [44, 46] for the agents to check whether they can keep individual

exploration and find a local minimum.
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We first restate the Razumikhin theorem for the asymptotic stability of time-delay

systems [46] without proof.

Suppose R = (−∞,∞), Rn is an n-dimensional linear vector space with norm ‖ · ‖,

C([a,b],Rn) is the Banach space of continuous functions which maps the interval [a,b]

into Rn with the topology of uniform convergence. Let [a,b] = [−r,0], in which r ≥ 0 is

a given real number. Then, C = C([−r,0],Rn). Denote the norm of an element φ in C as

|φ |= sup−r≤θ≤|φ(θ)|. If

τ ∈R,A≥ 0, and x ∈C([−τ− r,τ +A,Rn]),

then, for any t ∈ [τ,τ +A], xt ∈C is defined as xt(θ) = x(t +θ),−r ≤ θ ≤ 0. Suppose D

is a subset of R×C and f : D→ Rn is a given function. Let “ · ” denote the right-hand

derivative. Then, the relation

ẋ(t) = f (t,xt) (91)

is a retarded functional differential equation(RFDE) on D. If there exist τ ∈ R and A >

0 such that x ∈ C([τ − r,τ +A],Rn), and for t ∈ [τ,τ +A], (t,xt) ∈ D and x(t) satisfies

Equation (91), then, x is a solution of Equation (91) on [τ− r,τ +A] [46]. The Razumikhin

theory is stated as follows.

Theorem 6.1.1 (Theorem 4.1 in [46]) Suppose f :R×C→Rn takesR×(bounded sets of C)

into bounded sets ofRn and consider the RFDE( f ). Suppose α1,α2,ω :R+→R+ are con-

tinuous, nondecreasing functions, α1(u),α2(u) positive for u > 0, α1(0) = α2(0) = 0, α2

strictly increasing. If there is a continuous function V :R×Rn→R such that

α1(‖x‖)≤V (t,x)≤α2(‖x‖), t ∈R,x ∈Rn, (92)

and

V̇ (t,φ(0))≤−ω(‖φ(0)‖), if V ((t +θ),φ(θ))≤V (t,φ(0)), (93)

for θ ∈ [−r,0], then the solution x = 0 of the RFDE( f ) is uniformly stable.
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Theorem 6.1.2 (Theorem 4.2 in [46]) Suppose all the conditions of Theorem 6.1.1 are

satisfied and in addition ω(u)> 0 if u > 0. If there is a continuous nondecreasing function

g(u)> u for u > 0 such that Condition 93 is strengthened to

V̇ (t,φ(0))≤−ω(‖φ(0)‖), if V ((t +θ),φ(θ))≤g(V (t,φ(0))) (94)

for θ ∈ [−r,0], then the solution x = 0 of the RFDE( f ) is uniformly asymptotically stable.

If α1(u)→∞ as u→∞, then the solution x = 0 is also a global attractor for the RFDE( f ).

For discrete systems, condition (94) becomes [36]

V (k+1,x(k+1))−V (k,x(k))≤−ω(‖x(k)‖), (95)

whenever V ((k+θ),x(k+θ))≤g(V (k,x(k))) for all θ ∈ [−r,0].

Now consider a single sensing agent. For simplicity, we drop the subscript i used to

index the agent in the following arguments. We suppose that the agent has a memory with

finite length r, where r ∈Z+. The memory is used to store the measurements y(rk+s) where

s is a non-positive integer such that −r ≤ s ≤ 0. Based on the discrete time Razumikhin

theorem, we have the following proposition.

Proposition 6.1.3 Suppose the field value z(rk) satisfy zmin≤z(rk)≤ zmax,∀k. Let ȳ(rk) =

maxs∈[−r,0] y(rk+s) where r ∈ Z+ and y(rk) is the measurement at time step k. If y(rk+1)−

y(rk) ≤ −ρy(rk)+ρzmin whenever (1+ ε)y(rk) ≥ ȳ(rk) + εzmin, where ρ,ε > 0 are in-

finitesimal constants, then y(rk) will converge to zmin as k→ ∞.

Proof Define a new variable

yk = y(rk)− zmin ≥ 0.

Then, we have 0≤yk≤ymax. Define ȳk = maxs∈[−r,0] yk+s. Then, the condition (95) becomes

V (k+1,yk+1)−V (k,yk)≤−ω(yk), (96)
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whenever V (k, ȳk)≤g(V (k,x(k))). Choose V (k,yk)= yk ∈ [0,ymax], g(V (k,yk))= (1+ε)yk,

and w(yk) = ρyk = ρy(rk)−ρzmin, where ε > 0 and ρ are infinitesimal constants. Since

we have V (k+1,yk+1)−V (k,yk) = y(rk+1)− y(rk), condition (96) becomes

y(rk+1)− y(rk)≤−ρy(rk)+ρzmin (97)

whenever ȳk ≤ (1+ ε)yk, which can be rewritten as

ȳ(rk)+ εzmin ≤ (1+ ε)y(rk). (98)

Therefore, according to the Razumikhin theorem, if for all k ∈ [r,∞), the measurements

satisfy y(rk+1)− y(rk)≤−ρy(rk)+ρzmin whenever (1+ ε)y(rk) ≥ ȳ(rk)+ εzmin, then yk

converge to 0 as k→ ∞. This fact implies that y(rk) converge to zmin as k→ ∞.

Given the above proposition, we propose the following exploration algorithm for indi-

vidual exploration.

Algorithm 6.1.4 Suppose an agent is searching for a local minimum of an unknown field,

where the field value satisfies zmin≤z(rk) ≤ zmax. Let ȳ(rk) = maxs∈[−r,0] y(rk+s), where r

is the memory length of the agent.

S.1 At step k ≥ r, the agent takes a measurement of the field y(rk). Then estimates the

field gradient ∇z(rk) by solving the equations (50) and (51).

S.2 The agent moves in the opposite direction of the estimated gradient according to

ṙk = −∇ẑ(rk) or uses other strategies to reduce the measured field value. At step

k+1, the agent takes a new measurement y(rk+1).

S.3 At step k+ 1, the agent checks whether (1+ ε)y(rk) ≥ ȳ(rk)+ εzmin is satisfied or

not. If yes, the agent checks the value of y(rk+1)− y(rk). If y(rk+1)− y(rk) ≤

−ρy(rk)+ρzmin, it keeps individual exploration. Otherwise, it requires to switch

to cooperative exploration. If for all k > 0, y(rk+1)−y(rk)≤−ρy(rk)+ρzmin when-

ever (1+ ε)y(rk) ≥ ȳ(rk)+ εzmin, the agent will converge to a local minimum zmin

according to Proposition 6.1.3.
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According to Proposition 6.1.3 and Algorithm 6.1.4, the switching conditions from

individual exploration to cooperative exploration can be stated as: (1) at time step k+ 1,

check if (1+ε)y(rk)≥ ȳ(rk)+εzmin. If (1) is satisfied, then (2) check if y(rk+1)−y(rk)>

−ρy(rk)+ρzmin. Once an agent detects that both switching conditions are satisfied at step

k+1, it notifies other agents, then all agents switch to cooperative exploration upon request.

This ensures that all agents behave consistently in the cooperative exploration phase.

6.2 Cooperative Exploration to Individual Exploration

According to the information dynamics for cooperative exploration introduced in Chapter

IV, when all the agents are moving in a formation, which is treated as a “super-agent”,

a cooperative filter is producing estimates of field values and gradients at the formation

center. Then the convergence of the cooperative exploration algorithm is dictated by the

same sufficient conditions for convergence of the individual exploration algorithm. Define

z̄(rc,k) = maxs∈[−rc,0] z(rc,k+s), where rc is the memory length of the “super-agent” that

can be considered as the average of the memory lengths of all the individual agents in the

formation. For simplicity and without loss of generality, we assume that all the agents

have the same memory lengths. As long as (1) (1+ ε)z(rc,k) ≥ z̄(rc,k) + εzmin and (2)

z(rc,k+1)− z(rc,k) > −ρz(rc,k)+ρzmin are not satisfied, the formation will converge to a

local minimum of the field.

One reason that the collaborating sensing agents outperform individual agents is that at

each step, the cooperative filter provides the filtered field value by combining measurements

from N agents, which serves as an effective way of noise reduction while a single agent can

only make use of the time-series measurements with no reduction of noises. When the

field is time-varying and the noise level reduces to the extent that a single agent is able to

generate accurate gradient estimates, the cooperative sensing agents should break out the

formation and start individual exploration again.

We utilize the signal-to-noise ratio (SNR) to serve as the switching condition from
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cooperative exploration to individual exploration. If we define the signal-to-noise ratio

obtained by the ith agent at the step k as

βi,k = 10log10

r

∑
ξ=0

ŷ2(ri,k−ξ )

(y(ri,k−ξ )− ŷ(ri,k−ξ ))
2 , i = 1, · · · ,N, (99)

where ŷ(ri,k) is the estimated field value obtained by

ŷi,k = z(rc,k)+(ri,k− rc,k)
T

∇z(rc,k), (100)

then, we have the following algorithm for the agents to decide when to switch from coop-

erative exploration back to individual exploration.

Algorithm 6.2.1 Define the average SNR at time step k as β̄k =
1
N ∑

N
i=1 βi,k. Suppose that

at time Ts, the agents have switched to cooperative exploration. Then for k > Ts+rc, where

rc is the memory length of the super agent, the cooperative agents switch back to individual

exploration if β̄k > µβ̄Ts+rc , where µ > 1 is a constant.

The constant µ is chosen by design. A larger µ tends to prevent the agents from switch-

ing to individual exploration since the SNR needs to increase by a large amount to satisfy

Algorithm 6.2.1. If µ is small, the agents switch to individual exploration as soon as they

detect the noise reduces by a small amount. However, if the agents can not individually

converge to a field minimum, they have to switch back to cooperative exploration again,

which increases the exploration effort and cost. If that happens, one may increase µ so that

a larger threshold can be set.

6.3 Experiments
6.3.1 Switching with Fixed Number of Agents

Since the field minimum is unknown to the robots and ρ > 0 and ε > 0 in Algorithm 6.1.4

are infinitesimal constants, we approximate ρ and ε by 0 so that the condition y(rk+1)−

y(rk)≤−ρy(rk)+ρzmin whenever (1+ ε)y(rk)≥ ȳ(rk)+ εzmin is simplified to y(rk+1)−

pk<0 whenever y(rk) > p̄k. If we consider the derivation from the Razumikhin theorem
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to Proposition 4.2.2, the simplified condition corresponds to the Razumikhin theorem on

stability, not asymptotic stability. Therefore, under the simplified condition, the agents can

only be guaranteed to stay near a local minimum, not converge to a local minimum. In

the experiments, because of the disturbances and noises in the field and measuring process,

we still observe the convergence to the field minimum, which is not surprising since the

conditions in the Razumkhin Theorem is sufficient but not necessary.

We deploy three Khepera III robots in the light field, which are labeled as “A”, “F” and

“C”, respectively. Figure 12 shows the trajectories of the three robots searching for the light

source with the switching strategy from one trial with the memory length r = 5. The infor-

mation collected are plotted in Figure 13, in which the green (solid with dot marker), red

(dashed with dot marker), and yellow (dotted with dot marker) lines indicate the measure-

ments taken by robots A, F , and C, respectively and the blue line (dashed with triangular

marker) indicates the filtered field values at the formation center after they switched to co-

operative exploration. At first few steps, each robot explores the field independently. After

several steps, individual exploration is abandoned because of high noise strength, then they

switch to cooperative exploration and find the light source.

In this experiment, at step k = 13, robot A detects that p13 > maxs∈[−5,0] p13+s. Ac-

cording to the switching conditions from individual exploration to cooperative exploration,

the robot needs to check if p14 > p13 at step 14. At step k = 14, the robot takes a new

measurement and detects that p14 > p13. In this case, the switching conditions in Algorith-

m 6.1.4 are satisfied and robot A decides to switch to cooperative exploration. It sends a

switching signal to the central computer through wireless connection and the central com-

puter broadcasts a signal to all the robots once it received the switching signal from robot

A. Due to the communication delay, at step k = 16, all the robots receive the signal from

the central computer and start to cooperate. Since we do not actively control the existing

noises, the robots never detect that the field noise level decreases to the extent that they

can switch back to individual exploration. They keep exploring the field cooperatively and
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locate the field minimum in around 50 steps. Other parameters in these experiments are

as follows: the formation size a = 0.2m, the noise attenuation level γ = 3, the weighting

matrices Q = I, W = 0.01I, and V = 0.01I.

Figure 12: Trajectories of three robots seeking for the light source with the switching

strategy.

Figure 13: Measurements when memory length is 5. At step k = 16, the robots switch to

cooperation.
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6.3.1.1 Effects of the memory length r

To illustrate the influence of the memory length on the exploration behavior of the robots,

we conduct other two experiments with different memory lengths. Figure 14 and Figure

15 show the measurements corresponding to the memory lengths 10 and 20. As seen in

Figure 14, at step k = 27, robot F checks that the switching conditions are satisfied and at

the same step the robots switch to cooperative exploration. In around 60 steps, the robots

reach the light source. In Figure 15, the memory length r = 20. At step k = 57, robot A

sends out the switching signal to the central computer and at step k = 58, the robots switch

to cooperative exploration. They take around 80 steps to find the light source.

Figure 14: Measurements when memory length is 10. At step k = 27, the robots switch

to cooperation.
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Figure 15: Measurements when memory length is 20. At step k = 57, the robots switch

to cooperation.

The three trials with different memory lengths indicate that the memory length r plays

an important role in the switching strategy. For a given field, if the noise level is high so

that it is hard for the robots to find the source by themselves, the shorter the memory length

is, the earlier the robots realize the situation and switch to cooperative exploration. On

the other hand, a longer memory indicates higher noise tolerance. In situations that the

cooperative exploration cost is high so that it is preferable for robots to explore the field

individually, longer memory lengths give more chances to the robots to explore the field by

their own.

Figure 16 shows the measurements taken by one robot in another experiment. In this

trial, the memory length is set to be 60, which is long enough for the robot not to switch

to cooperative exploration. We can see from the figure that even though the measurements

are noisy, since the switching conditions are not satisfied with r = 60, the robot is able to

find the light source after around 100 steps, which verifies the fact we discussed previously

that as long as the switching conditions are not satisfied, a robot moves towards a local

minimum of a field.
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Figure 16: Measurements taken by one robot with memory length r = 60.

6.3.1.2 Effects of the noise attenuation level γ

Figure 17 illustrates the traces of the error bound Pk of the H∞ filter associated with different

noise attenuation levels when the robots are in the cooperative exploration phase. In these

experiments, we also set a = 0.2m, Q = I, W = 0.01I, and V = 0.01I. Given the parameters

and from the sufficient conditions (138), we can calculate that if γ2 > max(σ2
1 σ2

3
N ,

2σ2
1 σ2

3
aN ) =

max(0.01
3 , 2×0.01

0.2×3 ) = 0.033, which implies γ > 0.1826, then the cooperative H∞ filter will

converge. In Figure 17, we can see that, when γ > 0.1826, the noise bound Pk converges to

a steady state value Ps. Actually, since (138) is only a sufficient condition for convergence,

when γ < 0.1826, the cooperative H∞ filter may converge as well. We have tested that when

γ > 0.045, the cooperative H∞ filter converges. Only when γ < 0.045, the cooperative H∞

filter becomes unstable.

70



Figure 17: Trace(Pk) when the noise attenuation level γ of the H∞ filter varies.

6.3.1.3 Effects of the formation size a

Figure 18 illustrates the trace of the error bound Pk of the H∞ filter associated with different

formation sizes when the robots are in the cooperative exploration phase. In these experi-

ments, we set the noise attenuation level γ = 3, the weighting matrices Q = I, W = 0.01I,

and V = 0.01I. Equation (32) also indicates that as the formation size a increases, the trace

of Ps decreases. We can clearly see the tendency in Figure 18.

Figure 18: Trace(Pk) when the distance between each pair of the robots varies.

6.3.1.4 Comparison with purely individual exploration

As we discussed before, Figure 16 shows the measurements taken by one robot without

switching to cooperative exploration. We can also consider this experiment as the robot
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exploring the field with purely individual exploration strategy. As we can see from the

figure, the convergence rate is slower compared to the experiment with switching strategy,

as shown in Figure 13, Figure 14, and Figure 15. Therefore, with the switching strategy,

we can achieve a higher rate of convergence.

6.3.1.5 Comparison with purely cooperative exploration

Figure 19: Measurements taken by three robots with purely cooperative exploration.

Figure 19 shows the measurements taken by three robots in an experiment with purely co-

operative exploration strategy. The settings are the same as the experiments we introduced

before with the formation size a = 0.35m. As illustrated in the figure, the formation formed

by the robots converges to the light source in fewer steps. However, since cooperative

exploration is associated with increased cost such as communication and computation, in

fields with lower noise levels, the switching strategy can allow the agents to seek the source

individually without collaborating if the switching conditions are not satisfied. Thus, the

cost can be reduced.

6.3.2 Complementary Simulation Results

In the experiments, once the robots switch to cooperative exploration, they do not switch

back to individual exploration because the noises are not under our control and remain

at a constant level. To justify our switching condition from cooperative exploration to
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individual exploration, we simulate three sensing agents searching for a minimum of a two

dimensional scalar field that is corrupted by time-varying uniformly distributed noises. The

field is generated according to z = (x−10)2 +2(y−10)2. We assume that at step k = 80,

the noise level in the field increases from 5% to 30% and at step k = 250, the noise level

reduces from 30% to 5%. We choose the memory length r = 20 in algorithm 1 and µ1 = 1.3

in algorithm 3.

Figure 20: The trajectories of the sensing agents. The green, red, and yellow lines indicate

the trajectories of the agents in the individual exploration phase and the black line indicates

the trajectory of the formation center in the cooperative exploration phase.

Figure 21: Measurements taken by the agents. The agents switch to cooperative explo-

ration at k = 81 and switch back to individual exploration at k = 259.
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Figure 22: The average signal-to-noise ratio. When k > 101 and k < 259, the agents

calculate the SNR. After k = 259, the agents switch back to individual exploration.

Figure 20 illustrates the exploration process of the three sensing agents. The agents

form a symmetric formation. The colored lines are trajectories of the three agents when

they are performing individual exploration. The black line is the trajectory of the formation

center when the agents are collaborating. Figure 21 shows the filtered field values mea-

sured by each agent with different colored lines corresponding to different agents in Figure

20. Figure 22 shows the estimated SNR when the agents are performing cooperative ex-

ploration. The figures indicate that the agents start from individual exploration. At step

k = 86, they switch to cooperative exploration. Thus, Ts = 86. When k > Ts + r = 106, the

SNR is computed and at k = 259, the agents find that β̄k > 1.3β̄Ts+r, so they switch back to

individual exploration and succeed in locating the field minimum in around 300 steps.
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Figure 23: Measurements taken by the agents. The agents switch to cooperative explo-

ration at k = 86,169, and 215 and switch back to individual exploration at k = 146,198,

and 260.

Figure 24: The average signal-to-noise ratio estimated by the agents.

If we set µ1 to be a smaller value and keep other settings the same as the first simu-

lation, we can observe from the simulation results that the switchings between individual

exploration and cooperative exploration happen several times during one trial. Figure 23

indicates the measurements taken by the agents. In this simulation, we choose µ1 = 1.1

and ε = 0.05. The agents switch to cooperative exploration at k = 86,169, and 215 and

switch back to individual exploration at k = 146,198, and 260. Figure 24 shows the corre-

sponding SNR calculated in this trial. In this simulation, the agents take around 400 steps

to converge to the field minimum. We can see that the larger µ1 tends to keep the agents in

the cooperative exploration phase and increase the rate of convergence of the exploration

behavior.
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6.3.3 Self-Organization

Using the proposed switching strategy, the agents can switch to cooperative exploration

once they detect that the convergence rate to a local minimum is not satisfactory. However,

if we are provided with N agents, where N is sufficiently large number, does it mean that

when a few agents in the group require collaboration, all the other agents need to respond

to their requirements and collaborate with them? Obviously, the answer is no. As intro-

duced in Chapter V, if the noise w(r) in the measurements is assumed to be Gaussian, then,

Algorithm 4.4.4 provides an approach to estimate the minimum number of agents required

to guarantee coherent steps of the group. Thus, lower probability of false-walks can be

achieved.

Based on Algorithm 4.4.4 , we modify Algorithm 6.1.4 so that once one agent in a group

requires collaboration, it estimates the minimum number of agents Nmin simultaneously.

Then, only Nmin agents switch to cooperative exploration. Other agents can be saved to

other exploration tasks. The modified algorithm is as follows.

Algorithm 6.3.1 Suppose a group of N agents are searching for a local minimum of an un-

known field, where the field value satisfies zmin≤z(rk)≤ zmax. Let ȳ(rk)=maxs∈[−r,0] y(rk+s),

where r is the memory length of the agent. Given ε > 0 and 0 < p < 1,

S.1 At step k ≥ r, the ith agent takes a measurement of the field y(ri,k). Then estimates

the field gradient ∇z(ri,k) by solving the equations (50) and (51).

S.2 The ith agent moves in the opposite direction of the estimated gradient according to

ṙi,k = −∇ẑ(ri,k) or uses other strategies to reduce the measured field value. At step

k+1, the agent takes a new measurement y(rk+1).

S.3 At step k+1, the agent checks whether (1+ ε)y(ri,k)≥ ȳ(ri,k)+ εzmin is satisfied or

not. If yes, the agent checks the value of y(ri,k+1)− y(ri,k). If y(ri,k+1)− y(ri,k) ≤

−ρy(ri,k)+ρzmin, it keeps individual exploration. Go to step S.6. Otherwise, go to

step S.4.
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S.4 At step k+1, the ith agent estimates the field noise variance by

σ̂
2
3 =

1
k+1

k+1

∑
j=1

(y(ri, j)−
1

k+1

k+1

∑
l=1

y(ri,l))
2, (101)

and estimates the number of the agents required to guarantee coherent steps by

Nmin >
16σ̂3

4

m2(
(|z(ri,k+1)−z(ri,k)|−ε)

erf−1(p)
)4−4σ̂4

3

, (102)

Then the ith agent forms a group of Nmin with the Nmin− 1 agents closest to it. The

distance between the ith and jth agents is measured by di, j = |ri,k−r j,k|. If N <Nmin,

all the agents form a group with N agents.

S.5 From k+1, the group performs cooperative exploration. A cooperative filter is con-

structed to produce estimates of the field value and gradient at the formation center.

The remaining agents continue individual exploration.

S.6 For agents in individual exploration mode, if |y(ri,k)− zmin| < η , in which η is a

constant depending on the choice of the step size, stop. For collaborating agent-

groups, if |y(rc,k)− zmin|< η , stop.

The performance of the self-organizing algorithm 6.3.1 has been verified in experi-

ments. When one agent wants collaboration, it sends the requirement to the central com-

puter and estimates σ3 and Nmin according to Equations (101) and (102). Then, the central

computer sends switching signals to the Nmin− 1 robots that are closest to the agent that

requires collaborating. According to the switching conditions, only the robot that moves

towards a local minimum with an unsatisfactory convergence rate will initiate collabora-

tion. In the cooperative exploration stage, the central computer broadcasts the estimated

moving directions to the robots. The robots move according to the received information.

In the first trial, we set p = 0.9, ε = 50, and m = 1.5, and choose a step size of δ1 =

5cm for the robots. Following Algorithm 4.4.4, at step k = 8, robot “G” first requires

collaboration since it is not converging to the source. Robot “G” estimates σ2 = 341.0085
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and Nmin > 2.8429. Therefore, Nmin = 3. The closest two robots to Robot “G”, robots

“O” and “N”, together with Robot “G” form a symmetric formation and they are able to

converge to the light source. Since the estimation results indicate that three robots are

enough to guarantee coherent steps with an explorative probability of 90%, the other two

robots perform individual exploration all the time. We can also assign other tasks to the

remaining two robots. Figure 25 shows the trajectories of the five robots and Figure 26

shows the measurements. In another trial, we increase the desired explorable probability p

to 0.91, the estimated minimum number becomes Nmin = 4. The blue line with triangles

are the filtered field values at the center of the formation, and the vertical dark blue lines

indicate the time step, at which switching occurs.

Figure 25: Trajectories of five Khepera III robots. Nmin = 3. Robots “G,” “O,” and “N”

form a three-robot group.
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Figure 26: Measurements of five Khepera III robots in the first (Nmin = 3) experiment.

As we discussed in Section 4.4, as the number of agents N increases, the error in the

cooperative Kalman filter decreases, as shown in Figure 27, in which the blue, green, and

red lines correspond to the traces of the error covariance matrix of the cooperative Kalman

filter when three, four, and five robots are in a group, respectively.

Figure 27: Traces of the cooperative Kalman filter when three, four, and five robots are

performing cooperative exploration.

6.4 Another Application: Target Tracking

Other than the source seeking problem, the switching strategy can also be applied to other

exploration tasks such as target tracking as long as a cost function related to convergence

rate is defined. In this section, we introduce the target tracking problem and apply the

switching strategy.

79



6.4.1 Tracking Model

Suppose a target is moving in a two dimensional plane with a constant velocity. Define

rT = (xT ,yT ) as the Cartesian coordinates of the target, and let ṙT = (ẋT , ẏT ) represent

the velocity of the target. N sensing agents mounted with bearings-only sensors are used in

tracking the target. Because of the limited number of sensing agents and the limited sensing

range of each sensing agent, the sensing agents are controlled to move in a group to keep

track of the target. Denote the position of the ith agent as ri = (xi,yi) and the corresponding

bearing measurement as θi, i= 1, · · · ,N. Assume that the sensing agents move in a constant

speed that is identical to the speed of the target. In addition, each sensing agent is aware of

the positions of all other agents.

Given the settings, at the kth time instant, the geometry of the target tracking is illustrat-

ed in Figure 28, in which ri,k represents the position of the ith sensing agent, rT,k represents

the position of the target, and θi,k is the bearing from the ith agent to the target.

Figure 28: Bearings-only target tracking geometry in two-dimension.

The objective of the target tracking problem is to (1) estimate the state of the moving

target, e.g. position and velocity from the bearings-only measurements taken by the N sens-

ing agents, and (2) control the sensing agents to keep track of of the target while remaining

in a desired formation.
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At each time instant, the bearing measurement of the ith sensing agent is

θi,k = arctan
yT,k− yi,k

xT,k− xi,k
+wi,k, (103)

where wi,k ∼N (0,σ2
w) is assumed to be mutually independent zero-mean Gaussian noise

with variance σ2
w. Choose the state of the target to be s = [xT ,yT , ẋT , ẏT ]. Let h(sk) be a

N×1 observation matrix with the ith row defined by θi,k, that is,

h(sk) = [arctan
yT,k− y1,k

xT,k− x1,k
, · · · ,arctan

yT,k− yN,k

xT,k− xN,k
]T , (104)

and let yk = col(θ1,k, · · · ,θN,k) ∈RN be the measurement vector consisting of all the mea-

surements collected from the N collaborating agents at time k. Then, the measurement

equation for the N sensing agents is

yk = h(sk)+wk. (105)

The covariance of the noise vector wk is given by R=σ2
wI, in which I is a N×N dimensional

identity matrix. Therefore, the measurement vector yk is a normally distributed random

vector with mean h(sk) and covariance matrix R, i.e., yk ∼N (h(sk),R).

The evolution of the target state is described by the dynamic model of a target. Most

tracking algorithms are model based assuming the knowledge of the target motion is avail-

able. We choose a constant-velocity model to describe the motion of the target, which

is

sk+1 = Fksk +vk, (106)

where Fk =



1 0 T 0

0 1 0 T

0 0 1 0

0 0 0 1


is the state transition matrix, T is the sampling rate, vk ∼

N (0,Q) is uncorrelated, zero-mean Gaussian noise processes with covariance matrices

Q. For mathematical simplification, we assume that he noise terms vk and wk satisfy:
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E(vkvT
j ) = Qδk, j,E(wkwT

j ) = Rδk, j, and E(vkwT
j ) = 0. The uncertainty in the target s-

tate estimates will be influenced by the uncertainty of the bearing measurements and the

positions of the sensing agents with respect to the target.

6.4.2 Extended Kalman Filter

Since the measurement equation (105) is nonlinear, we apply the extended Kalman fil-

ter (EKF) [100] to estimate the state of the target. Compared to particle filters, extended

Kalman filter requires less computational load, which produces more efficient estimates.

Define Hk to be the Jacobian of the measurement vector with respect to the state of the

target. We derive Hk = ∇sh(sk) =

(
∂θ1,k

∂ s · · · ∂θN,k
∂ s

)T

, the ith row of which is

Hi,k =

(
− yT,k−yi,k

(xT,k−xi,k)2+(yT,k−yi,k)2
xT,k−xi,k

(xT,k−xi,k)2+(yT,k−yi,k)2 0 0

)
, (107)

Two steps are consisted in the extended Kalman filter: prediction and update. Denote

Pk as the error covariance matrix of the extended Kalman filter, and Kk as the Kalman gain.

Given state equation (106) and measurement equation (105), the equations of the EKF are

listed below:

ŝ−k = Fkŝk−1,

P−k = FkPk−1FT
k +Qk−1,

Kk = P−k HT
k|ŝ−k

(Hk|ŝ−k
P−k HT

k|ŝ−k
+Rk)

−1,

Pk = (I−KkHk|ŝ−k
)P−k ,

ŝk = ŝ−k +Kk(yk−h(ŝ−k )), (108)

where Hk|ŝ−k
is the Jacobian Hk given the predicted state based on the measurements at step

k−1. Consider the linearized system

sk+1 = Fksk +vk, (109)

yk = Hksk +wk. (110)
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If only one agent is used in tracking the target, N = 1. Then, the observation matrix be-

comes Hk =

(
− yT,k−y1,k

(xT,k−x1,k)2+(yT,k−yi,k)2
xT,k−x1,k

(xT,k−x1,k)2+(yT,k−yi,k)2 0 0

)
, which implies that

the system is unobservable. In fact, for the state of a moving target to be observable to a

sensing agent, the sensing agent must execute a proper maneuver, e.g. changes the heading

or accelerates, as described in [86, 101]. Since we assume that the speed of the sensing

agents are the same of the target, we always let N ≥ 2.

6.4.3 Formation and Motion Control

In this section, we first introduce the optimal formation that the agent group is required to

maintain, then, we discuss the motion control design for the group. Formation control is

achieved by using the same technique as introduced in Chapter V.

6.4.3.1 Optimal Formation

The Fisher information matrix (FIM) describes the amount of information that the mea-

surement yk carries about the unobservable state sk. It is calculated in [78] that the FIM

is

I(sk) = ∇sh(sk)
T R−1

∇sh(sk). (111)

Recall the error covariance matrix Pk in the extended Kalman filter, which can also be

written as

P−1
k = (P−k )−1 +HT

k|ŝ−k
R−1Hk|ŝ−k

. (112)

The second term of P−1
k can be recognized as the Fisher information matrix since

I(ŝ−k ) = ∇sh(ŝ−k )
T R−1

∇sh(ŝ−k ) = HT
k|ŝ−k

R−1Hk|ŝ−k
. (113)

Therefore, equation (112) becomes

P−1
k = (P−k )−1 + I(ŝ−k ). (114)

Hence, reducing the estimating error in the extended Kalman filter can be translated into

increasing the Fisher information. The Cramer-Rao lower bound (CRLB) states that the
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variance of any unbiased estimator is bounded by the inverse of the Fisher information [59].

As stated in [11, 33, 78, 135], an agent configuration over the space of all angle positions

θi, ∀i ∈ {1, · · · ,N} is optimal if the configuration maximizes the determinant of Fisher

information matrix, or minimizes the Cramer-Rao lower bound.

Define the distance from the target to the ith sensing agent as di = ‖rT −ri‖. We derive

that

I(s) =
1

σ2
w



∑
N
i=1

1
d2

i
sin2

θi −∑
N
i=1

1
2d2

i
sin2θi 0 0

−∑
N
i=1

1
2d2

i
sin2θi ∑

N
i=1

1
d2

i
cos2 θi 0 0

0 0 0 0

0 0 0 0


=

1
σ2

w

 I′(s) 0

0 0

 , (115)

in which 0 is a 2× 2 matrix. If we only consider the Fisher information of the position

measurements, that is, I′(s), then, the optimal formation can be obtained by solving the

following two equations simultaneously [11, 33, 78, 135]

N

∑
i=1

1
d2

i
sin2θi = 0, and

N

∑
i=1

1
d2

i
cos2θi = 0. (116)

In addition, θi can be found if and only if 1
d2

j
≤ ∑

N
i=1,i 6= j

1
d2

i
for all j ∈ {1, · · · ,N}. It is

also proved in [135] that if there are only indices permutation, agents flipping about the

target, or global rotation, reflection of combined, the two placements {θi}N
i=1 and {θ ′i }N

i=1

are equivalent.

In [11, 33, 78, 135], the target that is being localized by sensors is static, and di are

considered as the sensor ranges, which are fixed. If the sensor ranges are identical, i.e., di =

d j,∀i, j ∈ {1, · · · ,N}, i 6= j, the angles between adjacent sensing agents can be calculated

as θi, j =
2π

N . Figure 29 (a) illustrates an example of an optimal formation of three sensing

agents with identical distances di from the target. In this case, θ1,2 = θ2,3 = θ3,1 =
2π

3 .

In this study, the sensing agents are tracking a moving target, and may not start from

locations close to the target. Therefore, the agents may not be controlled to be placed

around the target. We solve this problem by flipping sensor agents about the target so that
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all the agents are in the same side with regard to the target. In addition, we do not assume

that each sensing agent has fixed sensing range. We assume that the sensing agents can take

bearing measurements regardless of the distances from the target, which indicates that di

may change before the distances between the sensing agents and the target converge. Thus,

the optimal formation evolves with the change of the distances di.

Figure 29 (b) illustrates an optimal formation of three sensing agents by flipping the

second agent about the target in Figure 29 (a). As shown in the figure, the dashed lines

connecting three sensing agents form a triangular formation. Note that the calculation of

the optimal formation only determines θi, which indicates that the formation size in terms

of the distance between agents depends on di. Then, we can observe from Figure 29 (b)

that, as the distances from agents to the target decrease, i.e., decrease di, the formation size

in terms of the distances between agents decreases.
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Figure 29: Bearings-only target tracking geometry in two-dimension. (a) Optimal sym-

metric formation when N = 3. (b) Optimal formation when the position of one agent is

flipped with respect to the position of the target.

6.4.3.2 Group Motion Planning

Define a simple convex quadratic cost function

Vc,k =
1
2
(rc,k− rT,k)

T M(rc,k− rT,k), (117)

where M is a symmetric matrix. Equation (117) yields

∇Vc,k = M(rc,k− rT,k). (118)
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Let the agent group move towards the target along the gradient of Vc,k.

rc,k+1 = rc,k−
∇Vc,k

|∇Vc,k|
v = rc,k−

rc,k− rT,k

|rc,k− rT,k|
v, (119)

where v is the speed of the agent, which is assumed to be constant. The agent moves in

the direction that reduces the value of the cost function until it gets sufficient close to the

target.

6.4.4 The Switching Strategy

A switching strategy similar to Algorithm 6.1.4 is applied to the target tracking problem.

There are two differences: (1) The agents check a cost function as in Equation (117) instead

of the measurements of the field to decide whether to switch to cooperative exploration;

and (2) In the tracking process, the N agents first form N
2 two-agent groups. The two-agent

groups keep tracking the target until the switching conditions are satisfied. Then, the two-

agent groups form larger groups (e.g., four-agent group), the larger groups start to check the

switching conditions, and continue the process: keep tracking or switch to larger groups.

The algorithm is as follows.

Algorithm 6.4.1 Suppose N sensing agents with memory length r are tracking a moving

target. N is an even number. The N agents form N
2 two-agent groups at step k = 0. At step

k, do the following:

S1. Each agent takes a bearings-only measurement θi,k of the target.

S2. Each two-agent group obtains the state estimation produced by the extended Kalman

filter.

S3. Given the state estimation, each two-agent group calculates the value of the cost

function Vc,k (117) and moves towards the target according to equation (119); If

k = Tterminal , in which Tterminal is the terminal time, stop.

S4. If k ≤ r, go to step S1. Otherwise, continue to step S5.
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S5. If V̄c,k ≤ K2Vc,k, go to step S1. Otherwise, continue to step S6;

S6. The agent group moves one step further, and obtain a new cost function value Vc,k+1.

Then, the group checks the value of Vc,k+1−Vc,k. If Vc,k+1−Vc,k ≤ K1Vc,k, then, it

remains in the two-agent group. Go to step S1. Otherwise, continue to step S7;

S7. The group requires to switch to larger groups with more agents by sending switching

signals to other groups.

Under the above algorithm, if for all k > 0, Vc,k+1−Vc,k ≤ K1Vc,k whenever V̄c,k ≤

K2Vc,k, the distance between the agent group and the target will converge to a constant. Ac-

cording to Algorithm 6.4.1, the switching conditions from smaller groups to larger groups

can be stated as: (1) V̄c,k ≤ K2Vc,k, and (2) Vc,k+1−Vc,k ≤ K1Vc,k. Once a two-agent group

detects that both switching conditions are satisfied, it notifies other two-agent groups, then

all two-agent groups switch to cooperative tracking upon request. All the agents form a

N-agent group with similar formation control laws and motion control laws developed in

previous sections. This ensures that all agents behave consistently in the cooperative track-

ing mode.

6.4.5 Simulation Results

We simulate a group of agents tracking a target moving in constant velocities. In the simu-

lations, we choose T = 0.1, σw = 0.4, and σv = 0.2. At each time step, the sensing agents

take bearings-only measurements from the target. A central controller collects the measure-

ments and runs an extended Kalman filter that produces state estimates, which are used in

calculating the motion control laws and formation control laws. We obtain optimal forma-

tions according to Equation (116). In the case of two-agent groups, the state of the target

is unobservable if the target is located on the line that connects the two sensing agents.

Therefore, we choose another form of optimal formation that the two lines connecting each

agent and the target are perpendicular. Figures 30 and 31 illustrate the tracking results of
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a two-agent group and a four-agent group, respectively. In the figures, we use different

colored dots to represent the positions of the agents and plot the agent formations every 50

steps. The red lines are the trajectories of the moving target, and the black lines are the

trajectories of the center of the groups. As illustrated in the figures, as the formation moves

closer to the target, the size of the optimal formation reduces. The green dots illustrate

the estimated positions of the moving target produced by the extended Kalman filter. The

green dots in the two figures indicate that the error in the estimates is reduced by increasing

the number of agents in a group.

Figure 30: The trajectory of a two-agent group tracking a moving target. The red line

and black line represent the trajectory of the moving target and the center of the group,

respectively. The green dots illustrate the estimated positions of the moving target produced

by the extended Kalman filter.
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Figure 31: The trajectory of a four-agent group tracking a moving target. The red line

and black line represent the trajectory of the moving target and the center of the group,

respectively. The green dots illustrate the estimated positions of the moving target produced

by the extended Kalman filter.

We then implement the switching strategy using four sensing agents. As illustrated in

Figure 32, we first let the four agents form two two-agent groups and track the moving

target using the techniques introduced previously. The blue and cyan dots are trajectories

of the two two-agent groups, and the magenta and yellow dots are the estimated positions

of the target by the two two-agent groups, respectively. The two-agent groups check the

switching conditions at each time step while moving towards the target based on the es-

timated target positions. Once the switching conditions are satisfied, which indicates that

the convergence to the constant distance from the target is not guaranteed, the two two-

agent groups join together and form a four-agent group. In this simulation, the switching

occurs at step k = 65. The black dots are the trajectories of the four-agent group, and the

green dots are the estimated positions of the target. Figure 33 shows the estimated speed

by the four-agent group. The red line is the real speed of the target, which is 0.1. Figure

34 shows the relative distance between the center of the four-agent group and the moving
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target, which indicates that the relative distance converges.

Figure 32: The trajectories of the agent groups and the estimates in the switching strategy.

The red line and black line represent the trajectory of the moving target and the center of

the group, respectively. The green dots illustrate the estimated positions of the moving

target produced by the extended Kalman filter.

Figure 33: The estimated speed of the target after switching to a four-agent group.
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Figure 34: The relative distance between the four-agent group and the target.
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CHAPTER VII

EXPLORATION IN 3D FIELDS

The structure of 3D scalar fields is of great importance to exploration tasks in the air by un-

manned aerial vehicles (UAV) and underwater by autonomous underwater vehicles (AUV).

The development of mobile sensor networks that are able to track small scale features in a

three dimensional space takes the research to a new direction. To this end, we develop con-

trol and filtering algorithms for a mobile sensor network to cooperatively detect and track

a desired curve on a desired level surface in an unknown 3D scalar field while moving in

a formation [116]. In this way, the local structure of the field can be estimated from the

measurements taken by all the agents. We propose an algorithm that allows the mobile sen-

sor network to estimate principal curvatures and principal directions for lines of curvature

using the measurements of the agents. In addition, we theoretically justify the minimum

number of agents that can be utilized to accomplish the exploration task of detecting and

tracking a line of curvature on a level surface.

7.1 Curve Tracking on a Level Surface
7.1.1 Curve Tracking Dynamics

At each time instant, for a 3D scalar field, consider a level surface with the level value

z(rc) passing through the formation center rc. The gradients of the 3D scalar field are

perpendicular to the level surfaces. At the formation center rc, a unit normal vector n,

which is perpendicular to the surface can be defined as n = ∇z(rc)
‖∇z(rc)‖ , in which ∇z(rc) is

the gradient of the field at rc. When the formation is moving in the field at unit speed,

its velocity vector is a unit vector X1. The field value z(rc), which is estimated by the
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cooperative Kalman filter, is changing with respect to time:

ż(rc) = ∇z(rc) ·
drc

dt
= ∇z(rc) ·X1 = ‖∇z(rc)‖n ·X1. (120)

Suppose γ(s) is a curve passing through the formation center rc that lies on the lev-

el surface, where s is the arc-length parameter. Then a right-handed orthonormal frame

(x1,x2,n) for the curve is established where x1 is the unit tangent vector to the curve and

x2 is defined by n× x1. To describe the trajectory traced by the formation center moving

with unit speed, a natural frame [12] can be established. Let X1 be the unit tangent vector

to the trajectory of the formation center, and let Nc and X2 be unit normal vectors to the

trajectory that are parallel transported along the trajectory from an arbitrarily chosen initial

configuration so that X1, X2, and Nc always form an orthornormal basis of R3. Figure 35

illustrates the frame [x1,x2,n] of the curve γ(s) on a level surface that passing through the

formation center and the frame [X1,X2,N] of the formation center trajectory.

Figure 35: The frame [x1,x2,n] of a curve γ(s) on a level surface that is passing through

the formation center and the natural frame [X1,X2,N] of the trajectory of the formation

center.

There are two sets of dynamic equations that are similar to the well-known Frenet-

Serret equations [32] that describe the changes of the two frames, one set for the curve γ(s)

on the level surface, and the other for the trajectory of the formation center. We list the two
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sets of equations side by side as follows

γ̇ = αx1 ṙc = X1

ẋ1 = ακnn+ακgx2 Ẋ1 = uNc + vX2

ẋ2 =−ακgx1 +ατgn Ẋ2 =−vX1

ṅ =−ακnx1−ατgx2 Ṅc =−uX1. (121)

The term α = ds/dt is the instantaneous rate of change for the curve length of γ(s) when

the formation center moves. The terms κn, κg and τg are the normal curvature, the geodesic

curvature, and the geodesic torsion of the curve γ(s) on the level surface. We will discuss

their geometric meaning in more detail in Section 7.2.1. The terms u and v are the steering

controls for the formation center moving at the unit speed.

7.1.2 Steering Control Law Design

We define the steering control problem for the formation center as follows:

Problem 7.1.1 Consider the motion of the formation center rc moving at unit speed and

the following assumptions about the 3D scalar field:

A1 Suppose there exists a unique level surface Γ(rc) passing through rc along the tra-

jectory of rc.

A2 Suppose a unit tangent vector to a curve γ(s) ∈ Γ(rc) passing through rc is well

defined at rc and known as x1. This implies that x1 is known or accurately measured

at every point of the trajectory of rc.

A3 Suppose the curvatures (κn(s), κg(s), τg(s)) are bounded and known at rc for the

curve γ(s) . This implies that the curvatures are known or accurately measured at

every point of the trajectory of rc.

Given a desired field value C, design the steering control laws u and v so that the formation

center converges to the level surface with value C and moves along the curve γ(s) with
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the tangent direction x1. In other words, as t → ∞, the goal is to achieve z(rc)→ C and

X1→ x1.

Remark 7.1.2 Assumptions (A2) and (A3) usually do not specify a unique curve on a level

surface to track. Instead, we aim to track one out of a class of curves with desired cur-

vatures and tangent directions. We will use the formation to estimate the tangent x1 and

the curvatures. In Section 7.2, we will show that the lines of curvature of a surface can be

traced in this setting.

The relative displacement between the two frames at the formation center can be de-

scribed by a set of “shape variables” [58] [130] as ((x1 ·X1),(x2 ·X1),(n ·X1),z(rc)).

Define two 3× 3 matrices g1 = (x1,x2,n) and g2 = (X1,X2,Nc). From the fact that

g1,g2 ∈ SO(3), we have the orthonormality conditions that gT
1 g1 = I3×3, gT

2 g2 = I3×3 and

(gT
1 g2)(gT

1 g2)
T = I3×3 [3]. Hence, the last equation and the orthonomality of the frames

give

(x2 ·Nc)(x1 ·Nc)+(x2 ·X2)(x1 ·X2) =−(x2 ·X1)(x1 ·X1),

(x1 ·Nc)(n ·Nc)+(x1 ·X2)(n ·X2) =−(x1 ·X1)(n ·X1),

(x1 ·X2)
2 +(x1 ·Nc)

2 = 1− (x1 ·X1)
2. (122)

These identities will be used to simplify the dynamics of the shape variables.

From the equation Ẋ1 = uNc + vX2, we can derive that u = Ẋ1 ·Nc and v = Ẋ1 ·X2.

Since x1,x2 and n form an orthogonal basis of R3, Ẋ1 can be expressed by the linear

combination of x1,x2 and n as Ẋ1 = a1x1 + a2x2 + a3n, where a1, a2 and a3 are scalars

that depend on the dynamics of the formation center and the curve. Hence, u and v can be

represented as

u = a1(x1 ·Nc)+a2(x2 ·Nc)+a3(n ·Nc),

v = a1(x1 ·X2)+a2(x2 ·X2)+a3(n ·X2). (123)
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The design of u and v becomes finding the parameters (a1,a2,a3). With u and v as in (123),

we can obtain that

d(x1 ·X1)

dt
= ẋ1 ·X1 +x1 · Ẋ1

= (ακnn+ακgx2) ·X1 +x1 · (uNc + vX2)

= ακn(n ·X1)+ακg(x2 ·X1)+a1((x1 ·Nc)
2 +(x1 ·X2)

2)

+a2((x2 ·Nc)(x1 ·Nc)+(x2 ·X2)(x1 ·X2))

+a3((n ·Nc)(x1 ·Nc)+(n ·X2)(x1 ·X2)). (124)

Applying the identities in (122), d(x1·X1)
dt becomes

d(x1 ·X1)

dt
= ακn(n ·X1)+ακg(x2 ·X1)+a1(1− (x1 ·X1)

2)

−a2(x2 ·X1)(x1 ·X1)−a3(x1 ·X1)(n ·X1) (125)

which only depends on the shape variables. Applying similar calculations to d(x2·X1)
dt and

d(n·X1)
dt gives us

d(x2 ·X1)

dt
=−ακg(x1 ·X1)+ατg(n ·X1)−a1(x1 ·X1)(x2 ·X1)

+a2(1− (x2 ·X1)
2)−a3(x2 ·X1)(n ·X1), (126)

d(n ·X1)

dt
=−ακn(x1 ·X1)−ατg(x2 ·X1)−a1(x1 ·X1)(n ·X1)

−a2(x2 ·X1)(n ·X1)+a3(1− (n ·X1)
2). (127)

If the control laws u and v (e.g. a1, a2, and a3) are designed as feedback laws using only

the shape variables, we can then focus on analyzing the closed-loop dynamics of the shape

variables described by the equations (120), (125)-(127) as a time-varying nonlinear system.

We want to stabilize the equilibrium of the closed-loop dynamics that corresponds to the

desired tracking behavior.

Suppose the scalar field has extrema zmin < zmax. Consider a Lyapunov candidate func-

tion that is analogous to the one chosen in [58]:

V (x1,X1,z(rc)) =− ln(x1 ·X1)+h(z(rc)), (128)
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where h(z(rc)) satisfies the following assumptions:

B1 h(z(rc)) is continuously differentiable on (zmin,zmax) and f (z(rc)) =
dh

dz(rc)
is a Lips-

chitz continuous function.

B2 f (C) = 0, and f (z(rc)) 6= 0 if z(rc) 6=C where C is the desired level surface value.

B3 limz(rc)→zmin h(z(rc)) = ∞, limz(rc)→zmax h(z(rc)) = ∞, and there exists z̃(rc) such

that h(z̃(rc) = 0.

The term ln(x1 ·X1) in the Lyapunov function aims to align the moving direction of the

formation center with the tangent direction of the curve on the level surface. We will prove

that as long as we set x1 ·X1 > 0 initially, 0 < x1 ·X1 ≤ 1 all the time, which makes the

term − ln(x1 ·X1) ≥ 0 for 0 < x1 ·X1 ≤ 1. The other term h(z(rc)) serves to control the

agent to stay on a desired level surface. The derivative of the Lyapunov candidate function

can be calculated as

V̇ (x1,X1,z(rc)) =−
1

x1 ·X1

d(x1 ·X1)

dt
+ f (z(rc))ż(rc) (129)

If we choose a1 = µ,a2 =
ακg

x1·X1
, and a3 =

ακn
x1·X1

− f (z(rc))‖∇z(rc)‖, where µ is a positive

constant and plug (a1,a2,a3) into u and v in equation (123), we get

u = µ(x1 ·Nc)+
ακg

x1 ·X1
(x2 ·Nc)+

ακn

x1 ·X1
(n ·Nc)− f (z(rc))‖∇z(rc)‖(n ·Nc),

v = µ(x1 ·X2)+
ακg

x1 ·X1
(x2 ·X2)+

ακn

x1 ·X1
(n ·X2)− f (z(rc))‖∇z(rc)‖(n ·X2). (130)

If we plug a1, a2 and a3 into (125) and then use (120), we can calculate that

V̇ (x1,X1,z(rc)) =−
µ

x1 ·X1
(1− (x1 ·X1)

2)≤ 0 for 0 < x1 ·X1 ≤ 0. (131)

We have the following proposition.

Proposition 7.1.3 Consider a smooth scalar field and the formation center satisfying as-

sumptions (A1-A3) and the following additional assumptions:
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A4 All level surfaces are compact.

A5 The field has isolated extrema at a finite set of points Rsup. Suppose the infimums are

all equal to zmin and the supremums are all equal to zmax.

Let the desired level value C ∈ (zmin,zmax) be given. Then under the control laws u and v

in equations (130) with assumptions (B1-B3), as t → ∞, we have X1→ x1 and z(rc)→C

from all initial states satisfying x1 ·X1 > 0 and rc(t0) /∈ Rsup.

Proof Consider the Lyapunov candidate function V (x1,X1,z(rc)) in (128) and V̇ (x1,X1,z(rc))

in (131). Since V (x1,X1,z(rc))→ ∞ as x1 ·X1→ 0, z(rc)→ zmax, or z(rc)→ zmin, if the

trajectory of the formation center initially satisfies x1 ·X1 > 0 and z(rc) ∈ (zmin,zmax), then

the trajectory will stay in a compact sub-level set of the Lyapunov function V (x1,X1,z(rc)).

Let E be the following set within the sub-level set where V̇ (x1,X1,z(rc)) = 0:

E = {((x1 ·X1),(x2 ·X1),(n ·X1),z(rc))|(x1 ·X1) = 1,(x2 ·X1) = 0,(n ·X1) = 0}. (132)

Because the closed-loop system is time-varying, we can not apply the classical LaSalle’s

Invariance Principle. Instead, we apply LaSalle-Yoshizawa Theorem (Theorem 8.4 in [63]

and Theorem 4.7 in [110]) to claim that the trajectory will converge to the set E when

t→ ∞. At points in E, the closed loop system becomes

ż(rc) = 0,
d(x1 ·X1)

dt
= 0,

d(x2 ·X1)

dt
= 0,

d(n ·X1)

dt
=− f (z(rc))‖∇z(rc)‖. (133)

In the current context, n ·X1 = 0 on set E and we have shown that the dynamics will

converge to set E, hence n ·X1→ 0. According to the Barbalat Lemma (Lemma 8.2 in [63]),

if f (z(rc))‖∇z(rc)‖ is uniformly continuous and n ·X1→ 0, then d(n·X1)
dt → 0 must hold.

Since all level surfaces are compact and the field is smooth, it is straightforward to show

that ‖∇z(rc)‖ is uniformly continuous along smooth curves with bounded curvatures on

the level surfaces. Therefore, we conclude that f (z(rc))‖∇z(rc)‖ = 0, which implies that

f (z(rc)) = 0 on E. This means the tangent vector X1 to the trajectory of the formation

center will be aligned with the known tangent vector x1 along the curve and the field value

at the formation center will converge to the desired constant value C.
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7.2 Curvature Estimation Using Formations

For exploration problems, the field that is going to be explored is unknown. Assumptions

(A2) and (A3) can only be satisfied based on estimates made by sensing agents. We consid-

er a special case, which is to detect and track one of the lines of curvature on a desired level

surface [113]. We design a formation formed by N agents so that by combining the mea-

surements taken by all of the agents, the curvatures and the directions of a line of curvature

can be estimated.

Figure 36: Two curves on a level surface Γ. x1 and x2 are the tangent vectors of γ(s) and

γ1(s1). n is the normal vector to Γ at rc.

7.2.1 Principal Curvatures and Directions

We start with reviewing the definition of the lines of curvature briefly [81]. As shown in

Figure 36, γ(s) is a curve that lies on a smooth surface Γ, which can be described by the

equations (121) (left). γ1(s1) is another curve which also lies on Γ and intersects with γ(s)

at the point rc. As introduced in Section 3.1, the frame (x1,x2,n) is used to describe the

curve γ(s). If the curve γ1(s1) has x2 as its unit tangent vector at rc, then at the same point

rc, the frame for γ1(s1) is (x2,−x1,n).

Suppose κn and κ1n are the normal curvatures of γ(s) and γ1(s1) at the point rc, which

are also known as the directional curvatures of the surface Γ at rc in the directions x1 and

x2. Among all possible directional curvatures of the surface Γ at rc, if κn takes the maxi-

mum value along x1, then κn is one of the principal curvatures and x1 is the corresponding
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principal direction of Γ at rc. Since x1 and x2 are perpendicular to each other, then x2 is

another principal direction and κ1n is the corresponding principal curvature with the min-

imum value among all directional curvatures of Γ at rc. Note that the principal directions

may not be unique for some smooth surfaces such as a sphere. If the tangent direction x1

of γ(s) at each point is a principal direction at that point, then γ(s) is a line of curvature of

the surface Γ. Another important property of lines of curvature is that the geodesic torsion

τg is zero. Examples of the lines of curvature are the meridians and circles of latitude of a

surface of revolution, such as a cylinder.

Figure 37: T1 and T2 are the two principal directions of the surface at rc. T and Tθ are

two arbitrarily chosen tangent vectors that form certain angles with T1. n is the normal

vector to the surface at rc.

7.2.2 Taubin’s Algorithm

To estimate the principal directions and the principal curvatures of a line of curvature on a

level surface, we introduce the curvature estimation algorithm described by Taubin in [106].

As shown in Figure 37, let T1 and T2 denote the two principal directions of the surface Γ

at the point rc with corresponding principal curvatures κ1 and κ2 where κ1 > κ2. Choose

an arbitrary unit tangent vector T to the surface at rc that forms an angle θ̂ with T1 where

θ̂ is unknown. For −π < θ < π , define another unit tangent vector Tθ to the surface at rc

that forms an angle θ with T. Let κp(Tθ ) be the directional curvature associated with the
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direction Tθ . Then a symmetric matrix Mp can be constructed by an integral formula as

Mp =
1

2π

∫ +π

−π

κp(Tθ )Tθ TT
θ dθ . (134)

It can be shown that the principal directions and the unit normal vector are the eigenvectors

of Mp, which can be computed by diagonalizing Mp as

Mp =

(
T1 T2 n

)
λ1 0 0

0 λ2 0

0 0 0


(

T1 T2 n
)T

, (135)

where λ1 and λ2 are the two non-zero eigenvalues of Mp. It is further shown in [106] that

the principal curvatures can be calculated as κ1 = 3λ1−λ2 and κ2 = 3λ2−λ1.

Figure 38: rc is the center of the formation. r′i, i = 1, · · · ,N− 3 are points on the level

surface obtained by searching along either the negative or positive direction of the normal

vector n starting from ri, i = 1, · · · ,N−3. Ti, i = 1, · · · ,N−3 are projections of r′i− rc to

the tangent plane of Γ at rc.

We introduce a discretized Taubin’s algorithm for estimating curvatures using forma-

tions. We arrange a formation formed by N agents as illustrated in Fig 38. We allocate

N−3 agents on a plane in a circular fashion, among which we arbitrarily select one as r1

and label the others r2, · · · ,rN−3 counter-clockwisely. The remaining three agents are allo-

cated along a line perpendicular to the plane with the Nth agent located at the center of the
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formation formed by the N−3 agents and the agents N−1 and N−2 located symmetrically

on the opposite sides of the plane. The position of the Nth agent rN overlaps with the for-

mation center rc. Note that this configuration requires N > 4. If N = 5, the first two agents

only form a line instead of a plane. The formation can be stabilized with the cooperative

control laws based on the Jacobi vectors. With the formation control law, the N−3 agents

can be controlled to lie on the tangent plane of Γ(rc) and agents rN−2,rN−1, and rN can be

controlled to be aligned with the direction of n by correctly selecting q0
i , i = 1, · · · ,N−1.

We assume that all such formation control goals have been achieved.

The discretized Taubin’s algorithm is as follows.

Algorithm 7.2.1 Denote n̂ as the estimate of n. Starting from r1,...,rN−3 and searching

along the positive or negative directions of n̂ obtained at the previous time instant, we can

find r′1, ...,r
′
N−3, which lie on the level surface Γ(rc) and divide Γ(rc) into N−3 triangular

faces. We label the triangular faces as fi, i= 1, · · · ,N−3. The unit vectors Ti, i= 1, ...,N−

3 represent the projections of the vectors r′i− rc to the tangent plane of the surface Γ(rc).

With this setting, the steps to estimate the principal curvatures and principal directions

with N agents are as follows:

S.1 estimate the unit normal vector n at rc. Let n fi be the unit normal vector to the

face fi. For i = 1, · · · ,N− 4, n fi =
ri−rc
‖ri−rc‖ ×

ri+1−rc
‖ri+1−rc‖ . For the face fN−3, n fN−3 =

rN−3−rc
‖rN−3−rc‖ ×

r1−rc
‖r1−rc‖ . Then n can be estimated by n̂ =

∑
N−3
i=1 | fk|n fi

‖∑N−3
i=1 | fi|n fi‖

, where | fi| are the

areas of the faces fi.

S.2 compute the projections Ti. Since the tangent plane of Γ(rc) at rc is perpendicular

to n̂, Ti can be estimated using Ti =
(r′i−rc)−((r′i−rc)·n̂)n̂
‖(r′i−rc)−((r′i−rc)·n̂)n̂‖ .

S.3 approximate the matrix Mp in (134) as

Mv =
N−3

∑
i=1

ωiκiTiTT
i , (136)
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where ωi are the weights that depend on | fi| and satisfy ∑ωi = 1. κi are the direc-

tional curvatures associated with Ti and are approximated by κi =
2n̂T (r′i−rc)

‖r′i−rc‖2 .

S.4 diagonalize Mv to obtain the estimated principal directions T̂1 and T̂2, as well as the

estimated principal curvatures κ̂1 and κ̂2. Therefore, the frame of a line of curvature

that is associated with the larger principal curvature can be estimated by x̂1 = T̂1,

x̂2 = T̂2 and κ̂n = κ̂1.

Remark 7.2.2 In the step (2), the projections Ti can be approximated by ri− rc when the

formation converges and the agents 1, · · · ,N−3 stay in the tangent plane of the surface at

the position rc.

7.2.3 Geodesic Curvature Estimation

The geodesic curvature measures how a curve is curving in the surface M. The geodesic

curvature κg, the normal curvature κn, and the Frenet-Serret curvature κ of a curve are

related by

κ
2 = κ

2
n +κ

2
g . (137)

Algorithm 7.2.3 Knowing the consecutive positions of the formation center rc,k−2,rc,k−1,rc,k

and rc,k+1,

S.1 compute the unit tangent vector to the trajectory of γ(s) at time instant k, which

should be aligned with x1 that can be approximated by T̂k =
rc,k+1−rc,k−1
‖rc,k+1−rc,k−1‖ .

S.2 compute the Frenet-Serret curvature. With the estimated tangent vectors T̂k and

T̂k−1, the Frenet-Serrat curvature κ can be estimated as κ̂ =
arccos(T̂k·T̂k−1)
‖rc,k−rc,k−1‖ .

S.3 estimate the geodesic curvature. Since we have obtained κ̂n, the geodesic curvature

κg can be calculated by κ̂g =
√

κ̂2− κ̂2
n .

Until now, we have estimated all the information needed by assumptions (A2) and (A3) for

tracking a line of curvature with τ̂g = 0.
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7.2.4 Constraints on Agent Quantity and Formation Design

The discretized Taubin’s algorithm approximates the integral formula for Mp with a finite

sum that computes Mv. The number of agents and the formation will affect the estimation

accuracy. Under this concern, we discuss the constraints on the agent quantity. For Γ(rc),

assume that there exist two unique principal directions T1 ∈ TcΓ and T2 ∈ TcΓ where TcΓ is

the tangent plane of Γ(rc) at rc. With the configuration shown in Figure 38, denote the angle

from the vector T1 to Ti, i = 1, · · · ,N−3 as θi ∈ (−π,π]. Under this setting, θ1 = 0. Define

a set Ω = {T|T∈TcΓ,T 6= T1,T 6= T2,‖T‖ = 1}. We assume that the tangent vector T1 is

selected so that T1 ∈Ω. With this configuration, we propose the following proposition.

Proposition 7.2.4 Consider a formation with N agents as illustrated in Figure 38 with the

assumptions that T1 ∈Ω and that the surface Γ(rc) has two unique principal directions at

rc. Then the following statements hold for the discretized Taubin’s algorithm 7.2.1;

1. the algorithm provide nonsingular estimates of principal curvatures and principal

directions if and only if
N−3

∑
i=1

ωiκi sin2θi 6= 0, (138)

where θi is the angle between Ti and T1, and θ1 = 0.

2. N ≥ 6 must be satisfied to avoid singularity in the estimates. If the formation is

symmetric, then N 6= 7.

Proof for Statement (1). Choose T1 and the corresponding orthonormal vector T⊥1 as

the basis of the tangent plane, then Ti can be written as: Ti = T1 cosθi +T⊥1 sinθi, i =

1,2, ...,N−3. Substitute Ti into equation (136), we can obtain

Mv =
N−3

∑
i=1

ωiκi(T1TT
1 cos2

θi +T1(T⊥1 )
T cosθi sinθi

+T⊥1 TT
1 cosθi sinθi +T⊥1 (T

⊥
1 )

T sin2
θi). (139)
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Suppose T̂1 is one of the estimated principal directions that can be expressed as T̂1 =

T1 cos θ̂ +T⊥1 sin θ̂ where θ̂ ∈ (−π

2 ,
π

2 ] is the angle between T̂1 and T1. Then according to

Taubin’s algorithm, we can write down the following relationship:

MvT̂1 = λ̂1T̂1 = T1λ̂1 cos θ̂ +T⊥1 λ̂1 sin θ̂ , (140)

where λ̂1 is the eigenvalue corresponding to T̂1. On the other hand, MvT̂1 =Mv(T1 cos θ̂ +

T⊥1 sin θ̂). Substitute Mv in equation (139) into the above equation and use the relationship

TT
1 T1 = (T⊥1 )

T T⊥1 = 1 and (T⊥1 )
T T1 = TT

1 T⊥1 = 0, MvT̂1 can be calculated as

MvT̂1 = T1[
N−3

∑
i=1

ωiκi(cos2
θi cos θ̂ +

1
2

sin2θi sin θ̂)]

+T⊥1 [
N−3

∑
i=1

ωiκi(sin2
θi sin θ̂ +

1
2

sin2θi cos θ̂)]. (141)

Hence, comparing with equation (140), we have

λ̂1 =
N−3

∑
i=1

ωiκi cos2
θi +

1
2

N−3

∑
i=1

ωiκi sin2θi tan θ̂

=
N−3

∑
i=1

ωiκi sin2
θi +

1
2

N−3

∑
i=1

ωiκi sin2θi cot θ̂ . (142)

Suppose ∑
N−2
i=1 ωiκi sin2θi 6= 0, then the above two equations give well defined solutions

for θ̂ that satisfy:

tan2
θ̂ +

2∑
N−3
i=1 ωiκi cos2θi

∑
N−3
i=1 ωiκi sin2θi

tan θ̂ −1 = 0. (143)

For each solution θ̂ , the estimated eigenvector T̂1 has the form of T1 cos θ̂ + T⊥1 sin θ̂ .

This finishes the proof for the sufficient condition. From the relationship TT
1 T1 = 1 and

(T⊥1 )
T T1 = 0, we also have

MvT1 = T1

N−3

∑
i=1

ωiκi cos2
θi +

1
2

T⊥1
N−3

∑
i=1

ωiκi sin2θi. (144)

We now use proof by contradiction to show the necessity. Suppose the term ∑
N−3
i=1 ωiκi sin2θi

sums to zero, then MvT1 = T1 ∑
N−3
i=1 ωiκi cos2 θi = λ1T1, where λ1 is a scalar. From equa-

tion (144), we can see that T1 is one of the eigenvectors of Mv and λ1 is the corresponding
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eigenvalue. According to Taubin’s algorithm, this results in T1 being one of the principal

directions. However, T1 is not aligned with any principal directions since T1 ∈ Ω. This

contradiction means that Taubin’s algorithm can produce estimates of principal directions

only if ∑
N−3
i=1 ωiκi sin2θi 6= 0.

Proof for Statement (2). Consider a symmetric formation where the angles between

T1 and Ti, i = 1, · · · ,N − 3 can be expressed as θi =
2π

N−3(i− 1). When N = 5, accord-

ing to our formation design, agents 1 and 2 form a line and the agent 5 is located at the

center of the line, which always gives us a symmetric formation. From the relationship

∑
N−3
i=1 ωiκi sin2θi = ∑

N−3
i=1 ωiκi sin( 4π

N−3(i− 1)), we can obtain that for N = 5, ω1κ1 sin0+

ω2κ2 sin2π = 0. In addition, when N = 7, we have ω1κ1 sin0+ω2κ2 sinπ +ω3κ3 sin2π +

ω4κ4 sin3π = 0. The summations will be zero regardless of the labeling of the sensor plat-

forms and the values of ωiκi, which violates the condition (138). This fact indicates that

we can not deploy five or seven agents arranged in the symmetric formation to implement

Taubin’s algorithm.

When N = 6, if the assumptions of the proposition are satisfied, the estimated θ̂ can be

solved from

tan2
θ̂ +

2(ω1κ1 +ω2κ2 cos(2θ2)+ω3κ3 cos(2θ3))

ω2κ2 sin(2θ2)+ω3κ3 sin(2θ3)
tan θ̂ −1 = 0. (145)

Therefore, the minimum number of agents that can be utilized without producing singular

estimates is six.

Notice that for the symmetric formation, because of the relationship: ∑
N−3
i=1 sin 4π

N−3(i−1)=

0,∀N ≥ 6, the condition (138) in Proposition 7.2.4 is violated if the term ωiκi are identi-

cal. Since we assume that for the smooth surface Γ(rc), there exist two unique princi-

pal directions T1 and T2, we can select ωi so that ωiκi are not identical. For example,

ωi = 1, i = 1, · · · ,N−3.

Remark 7.2.5 Proposition 7.2.4 suggests that when we design a formation using N agents

107



as illustrated in Figure 38 to implement the discretized Taubin’s algorithm to provide esti-

mates of the principal directions and principal curvatures on a level surface, more than six

agents should be used. In addition, we can not use seven agents in a symmetric formation

to implement Taubin’s algorithm.

7.3 Cooperative Hessian Estimation

As seen in the state equation (9) and the measurement equation (10) in Chapter IV, the

Hessian matrix of the field at the formation center needs to be estimated in order to enable

a cooperative filter. As shown in Figure 36, γ(s) and γ1(s1) are two intersecting curves on a

level surface Γ. We can write down the dynamic equations for γ(s) and γ1(s1) side by side,

x′1 = κnn+κgx2 x′2 = κ1nn−κ1gx1

x′2 =−κgx1 + τgn x′1 = κ1gx2− τ1gn,

n′ =−κnx1− τgx2 n′ =−κ1nx2 + τ1gx1. (146)

where ′ represents the derivative with respect to the arc-length parameter s or s1 and κ1n,

κ1g and τ1g are the normal curvature, the geodesic curvature and geodesic torsion of α1(s1),

respectively.

From the fact that the gradients of the surface are always perpendicular to the tangent

plane, we have the following relationships:

∇z(rc) ·x1 = 0,

∇z(rc) ·x2 = 0,

∇z(rc) ·n = ‖∇z(rc)‖. (147)

If we take derivatives on both sides of ∇z(rc) ·x1 = 0 with respect to s and use the relation-

ship
d
ds

∇z(rc) = xT
1 ∇

2z(rc), (148)

we obtain

xT
1 ∇

2z(rc)x1 +‖∇z(rc)‖n · (κnn+κgx2) = 0. (149)
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In the frame described in equation (146) (left) for the curve γ(s), since x1 is a unit vector

along the x1 axis, and x1,x2 are perpendicular to each other, from the equation (149), we

have

∂x1x1z(rc) =−‖∇z(rc)‖κn. (150)

Therefore, the estimate of the first element of Hessian matrix is given by

Hc(11) = ∂x1x1z(rc) =−‖∇z(rc)‖κn. (151)

Also, if we take derivatives on both sides of ∇z(rc) · x2 = 0 and ∇z(rc) · n = ‖∇z(rc)‖,

similar calculations can be conducted, which give us the estimates of Hc(12) and Hc(13):

Hc(12) =−‖∇z(rc)‖τg,

Hc(13) =
d
ds
‖∇z(rc)‖. (152)

Use the similar steps to analyze the curve α1(s1), we estimate Hc(22), Hc(21) and Hc(23) as

Hc(22) =−‖∇z(rc)‖κ1n,

Hc(21) =−‖∇z(rc)‖τ1g,

Hc(23) =
d

ds1
‖∇z(rc)‖. (153)

Since the field is considered to be smooth, the Hessian matrix is symmetric. Therefore,

Hc(13) = Hc(31) =
d
ds‖∇z(rc)‖ and Hc(23) = Hc(32) =

d
ds1
‖∇z(rc)‖. In addition, from the

relationship Hc(12) =Hc(21), we have τg = τ1g. Note again that if γ(s) and γ1(s1) are lines of

curvature on a surface, the geodesic torsion τg = τ1g = 0, which means Hc(12) = Hc(21) = 0.

Note that κn = κ̂1 and κ1n = κ̂2. With the formation designed in the previous section, the

last element of the Hessian Hc(33) can be approximated by

Hc,(33) =

zN−1−zN
‖rN−1−rN‖ −

zN−zN−2
‖rN−rN−2‖

‖rN−1− rN−2‖
. (154)

7.4 Simulation Results

We demonstrate the cooperative exploration algorithm utilizing six agents. We assume

that the measurements taken and the positions are shared among all the agents. At each

109



time instant, the agents take new measurements of the field, then the cooperative Kalman

filter, the curvature estimation and the Hessian estimation are computed to find the steering

control forces u and v as described in Section 7.1. Meanwhile, the formation shape control

forces are also calculated.

In the simulation illustrated in Figure 39 and Figure 40, three of the six agents (two

are plotted as triangles and one is plotted as a circle) lie in the tangent plane of a level

surface passing through the formation center and form a symmetric triangular formation.

The distance between each pair of the three agents in the plane is 0.6. The other three

agents (rectangular markers) are lying in a line perpendicular to the tangent plane with the

sixth agent sitting in the formation center. To satisfy the constraints discussed in Section

7.2.4, we control the orientation of the formation so that none of the vectors connecting an

agent to the formation center aligns with any principal directions of the level surface. This

is accomplished by selecting the Jacobi vectors qi and q0
i , i = 1, · · · ,N−1 so that the vector

connecting the agent one (the circle) and the formation center forms an angle π

8 with the

estimated principal direction associated with the larger principal curvature.

The goal is to detect and track one of the lines of curvature on a desired level surface

in an unknown 3D scalar field with 5% i.i.d. Gaussian noise. The unknown fields are

composed of cylindrical level surfaces and ellipsoidal level surfaces. We only plot one of

the level surfaces on each figure with the level value C = 20 and set it as the desired level

value that the formation center should converge to. The lines of curvature with the larger

principal curvatures for both level surfaces are shown by the circles on the level surfaces in

the figure. The thick lines are the trajectories of the formation center. The initial positions

of the formation center are at the position (4.3,0,0), which are −0.2 off the desired level

surfaces. The six agents converge to a constant formation while the formation center moves

to the desired level surfaces, and track one of the lines of curvature.
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Figure 39: Detecting and tracking a line of curvature on a cylinder by six agents. The

desired level value C = 20.

Figure 40: Detecting and tracking a line of curvature on a ellipsoid by six agents. The

desired level value C = 20.

Denote the angle between T1 and the inertial frame as β and the angle between T̂1 and
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the inertial frame as β̂ . To compare the estimated principal directions with the actual prin-

cipal directions, we plot β − β̂ in Figure 41. We can tell that with three agents estimating

the principal directions, the error is within ±20 degree.

Figure 41: Estimation error between β̂ and β .

7.5 Conclusion

We develop steering control laws that are able to control a formation formed by N agents

to move to a desired level surface and track a class of curves in a 3D scalar field. We

have shown that a discretized Taubin’s algorithm, the Hessian estimation and the coop-

erative Kalman filter can be combined to allow a group of agents to perform cooperative

exploration of 3D level surfaces by tracking lines of curvature.
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CHAPTER VIII

CONCLUDING REMARKS AND FUTURE RESEARCH

8.1 Conclusion

The main contributions of this thesis include platform independent mathematical models

for the coupled motion-sensing dynamics of MSN and biologically-inspired provably con-

vergent cooperative control and filtering algorithms for MSN exploring unknown scalar

fields in both 2D and 3D spaces. We introduce a novel model of behaviors of mobile

agents that leads to fundamental theoretical results for evaluating the feasibility and diffi-

culty of exploring a field using MSN. Under this framework, we propose and implement

source-seeking algorithms using MSN inspired by behaviors of fish schools. To balance

the cost and performance in exploration tasks, a novel switching strategy, which allows

the mobile sensing agents to switch between individual and cooperative exploration, is de-

veloped. Compared to fixed strategies, the switching strategy brings in more flexibility in

engineering design. To reveal the geometry of 3D spaces, we introduce a control and sens-

ing co-design for MSN to detect and track a line of curvature on a desired level surface.

The detailed contribution of this thesis is summarized as follows.

• Coherent steps of mobile sensing agents in explorable fields. We develop fundamen-

tal theoretical results that describe exploration behaviors of mobile sensing agents

in a noisy scalar field by introducing notions of coherent and incoherent steps, and

propose criteria for evaluating the feasibility and difficulty of exploring the field by

establishing the notion of local explorability, which analyzes the tendency that such

field would induce false-walks for a sensing agent. We are able to connect the vari-

ance of Gaussian noise with the success rate for coherent steps of mobile sensing

agents, and explain why gradient following and level curve tracking are desirable
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strategies in exploration. We also theoretically justify the minimum number of agents

required to achieve a certain level of success rate.

• Bio-inspired source-seeking with no explicit gradient estimation. Inspired by behav-

iors of fish groups seeking darker (shaded) regions in environments with complex

lighting variations, we develop distributed source-seeking algorithms for a group of

sensing agents with no explicit gradient estimation. We choose a baseline for agent

groups and decompose the velocity of each agent into two parts. The first part, which

is perpendicular to the baseline, is chosen to be proportional to the measurements,

agreeing with observations from fish groups. The second part, which is parallel to the

baseline, can be designed to control the relative distances among the agents. This de-

composition is leveraged to implement formation-maintaining strategies and source

seeking behaviors for the entire group. We prove that the moving direction of a group

will converge towards the gradient direction while the formation is maintained. We

also prove that the system is Input-to-State Stable (ISS).

• A switching strategy in cooperative exploration. Biological inspirations lead us to de-

velop a switching strategy for a group of robotic sensing agents searching for a local

minimum of an unknown noisy scalar field. Starting with individual exploration, the

agents switch to cooperative exploration only when they are not able to converge to

a local minimum at a satisfying rate. The switching back to individual exploration is

triggered by a significantly improved signal-to-noise ratio (SNR) during cooperative

exploration. In addition to theoretical and simulation studies, we develop a multi-

agent test-bed and implement the switching strategy in a lab environment. We have

observed consistency of theoretical predictions and experimental results, which are

robust to unknown noises and communication delays. The switching strategy strikes

a balance between exploration complexity and exploration performance in terms of
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convergence rate and exploration cost, which may enable more flexibility in autono-

my compared to fixed strategies. Other than source seeking problem, the switching

strategy can also be applied to other exploration tasks for multi-agent systems such

as target tracking as long as a cost function related to convergence rate is defined.

• Cooperative exploration in 3D spaces. We develop strategies for a group of mobile

sensing agents to cooperatively explore level surfaces of an unknown 3D scalar field.

The formation formed by the agents is controlled to track curves on a level surface in

the field under steering control laws. We prove that the formation center can move to

a desired level surface and can follow a curve with known frame and curvatures. In

particular, we present results on tracking lines of curvature on a desired level surface,

revealing the 3D geometry of the scalar field. Taubin’s algorithm is modified and ap-

plied to detect and estimate principal curvatures and principal directions for lines of

curvature. We prove the sufficient and necessary conditions that ensure reliable esti-

mates using Taubin’s algorithm. We also theoretically justify the minimum number

of agents that can be utilized to accomplish the exploration tasks.

8.2 Future Research

One unique feature for MSN is the tight coupling between the motion and sensing dynam-

ics, which does not apply to fixed wireless sensor networks. The motion dynamics will

affect the performance of the sensing (filtering) algorithms, and the control for the motion

dynamics will use the results from the sensing algorithms. In the future research, we will

establish a general motion and sensing co-design procedure for MSN operating in envi-

ronments with large motion disturbances and information uncertainties. The design of the

motion patterns, control strategies, and sensing algorithms draws inspirations from behav-

iors of biological systems. To place the co-design procedure on firm theoretical ground, we

will formulate and justify a set of general design principles. One example is the balance

between energy and information in MSN, which has been developed in our work [122].
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Under the co-design procedure and principle, a number of possible future research di-

rections can be developed. For example, the analysis of exploring non-smooth fields instead

of smooth fields, the control and sensing co-design for mobile sensing agents seeking for

a global extremum instead of local extremum, and controlling asynchronous multi-agent

systems. The detailed future research directions of this thesis is summarized as follows.

We proposed a discrete-time model for the sensing agents moving in a field. In the

current model, the mobile sensing agents move discretely, and we assume that each agent

takes one measurement at each time step. One future research direction is to extend the re-

sults to modeling agents that move and take measurements continuously in a field. Another

future research direction is to relax the Gaussian noise assumption we made in the analysis

of the behaviors of the agents in the field and develop theoretical results that applies to

more general contexts. In addition, we will connect and apply the proposed explorability

analysis to real-world applications so that the difficulty and feasibility of exploring a field

can be evaluated.

In the source-seeking problem, we introduced a gradient-free design for multiple sens-

ing agents moving along gradient directions in a field to locate a source. Under the co-

design framework, we first propose to generalize the bio-inspired strategy to the explo-

ration of more complex fields that contains nontrivial sets of singularities, as well as three-

dimensional scalar fields. The individual agents in a group will still be controlled to follow

the speed-up slow-down fashion to locate a source while maintaining relative distances to

other agents in a group. However, the theoretical analysis such as the convergence proof

and the ISS proof become more involved. The next future research direction is to explore

time-varying fields, in which the temporal gradient of the fields needs to be incorporated.

The temporal gradient is often connected with the spatial gradient through partial differen-

tial equations (PDEs). In addition, we will investigate the source-seeking problem when

multiple sources are presented in a field, or develop strategies for the agents to seek for a

global extremum in a field instead of local extremum.
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The switching strategy allows the switching between individual exploration and cooper-

ative exploration, which introduces flexibility in engineering design. However, the current

design assumes that all the agents in a group are homogenous and have the same commu-

nication rate. In addition, a central controller is used to collect information from all the

agents and synchronize movements of all the agents. We will investigate the problem of

distributed control of agents that might have different communication rate. In addition, we

will develop control and sensing strategies when the communication range of the agents

are limited. Following similar ideas in the source-seeking problem, the implementation of

the switching strategy in the source-seeking problem when a moving source is presented or

multiple sources are presented is also a possible future research direction.

Finally, we proposed a control and sensing co-design for mobile sensing agents to detect

and track a line of curvature in 3D space. The field under exploration is assumed to be

smooth. In the future research, we will extend the results in smooth 3D fields to non-smooth

3D fields. We will also investigate the detection and tracking other curves in level surfaces

(i.e. geodesic curves) other than lines of curvature. To verify designed control strategies,

we will set up 3D multi-agent systems and conduct experiments other than simulations

using UAVs.
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