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SUMMARY 

The continual growth of computing power in small devices has motivated the 

development of novel approaches to optimizing operational systems efficiently and 

effectively. These optimization problems are often so complex that solving them 

analytically may be difficult, if not prohibited. One method for solving such problems is to 

use online simulation. However, challenges in using online simulation include the issues of 

responsiveness (e.g., because of communication delays), scalability, and failure resistance. 

To tackle these issues, this study proposes embedding online simulations into a network of 

sensors that monitors the system under investigation. 

This thesis explores an approach termed “ad hoc distributed simulation,” which is 

based on embedding online simulations into a sensor network and adding communication 

and synchronization among simulators to model operational systems. This approach offers 

several potential advantages over existing approaches: (1) it can provide rapid response to 

system dynamics as well as efficiency since data exchange is local to the sensor network, (2) 

it can achieve better scalability to incorporate more sensors, and (3) it can provide better 

robustness to failures because portions of the system are still under local control. This 

research addresses several statistical issues in this ad hoc approach: (1) rapid and effective 

estimation of the input processes at model boundaries, (2) estimation of system-wide 

performance measures from individual simulator outputs, and (3) correction mechanisms 

responding to unexpected events or inaccuracies within the model. 

This thesis examines ad hoc distributed simulation analytically and experimentally, 

mainly focusing on the accuracy of predicting the performance of open queueing networks. 

First, the analytical part formalizes the ad hoc approach and evaluates its accuracy at 
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modeling certain class of open queueing networks with regard to the steady-state system 

performance measures. This work concerning steady-state metrics is extended to a broader 

class of networks by an empirical study, which presents evidence to show that the ad hoc 

approach can generate predictions comparable to those from sequential simulations. 

Furthermore, a “buffered-area” mechanism is proposed to substantially reduce prediction 

bias with a moderate increase in execution time. 

In addition to those steady-state studies, another empirical study targets the 

prediction accuracy of the ad hoc approach at open queueing networks with short-term 

system-state transients. This study demonstrates that, with slight modification to the prior 

design of the ad hoc queueing simulation method for those steady-state studies, system 

dynamics can be well modeled. The results, again, support the conclusion that the ad hoc 

approach is competitive to the sequential simulation method in terms of prediction 

accuracy. 
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CHAPTER 1 

INTRODUCTION 

1.1 Background 

Many operational problems such as real-time traffic modeling for reducing 

congestion are sufficiently complex that they cannot be solved using analytical methods 

alone. Simulation offers a potentially more effective way to solve such problems. Online 

simulation tackles these problems by creating a model to mimic the underlying physical 

system (called the “system under investigation” or SUI in the literature) and driving the 

model with real-time field data and problem-specific configurations. 

Simulation serves as an economical problem-solving approach in many fields. In 

chip design, for example, modeling circuit behavior before fabrication saves time and 

money by detecting errors early in the development process [1-3]. Faster-than-real-time 

simulation enables the analysis of operational systems and strategies to manage operations 

and/or systems. For instance, weather forecasting simulations [4] have been used to 

provide early warnings of dangerous weather. Simulation can be applied to other 

emergency situations such as the spread of wildfires [5] or oil spills [6], and the evacuation 

during natural or man-made disasters [7]. In some cases, simulation may be the only 

practical means of analyzing situations because field deployment may be too costly or 

hazardous, as in the case of transportation management or the spread of disease [8]. 

Computer simulation is widely used in virtually all science and engineering 

disciplines in academia, industry, and government [9]. The applications typically fit into 

one of the following three categories: 
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1. System analysis. Simulation facilitates the analysis, design, and optimization 

of systems. It may be performed before building a system in order to reduce 

design errors or to optimize the design. It can also be used after deployment to 

tune system parameters for better operational performance. Example 

applications include weather prediction systems, computer systems, and 

logistics, among many others. 

2. Training and games. Simulations embedded in a virtual environment mimic 

the behavior of the modeled objects or phenomena with which participants 

interact. The simulation models respond dynamically based on the input from 

participants. In most cases, participants are human beings for the training or 

entertainment purposes. Examples of the former category include the military 

and emergency training exercises while video games belong to the latter. 

3. Testing and evaluation. Simulation is also an approach to testing and 

evaluating physical components in a well-controlled and easy-to-measure 

environment. Compared to field testing, this approach typically costs less and is 

much safer. For example, simulation can be more economical to test and 

exercise the launch of missiles as opposed to filed tests. 

This thesis focuses exclusively on the simulations used for the system analysis and 

management of operational systems. 

1.1.1 Online Simulation 

An online simulation is a predictive computational model that utilizes the data 

pertaining to the current state of a SUI to project future system states. It is typically used to 

manage and optimize operational systems in real time. Providing real-world, up-to-date 
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data to an executing simulation enables the model to take into consideration the current 

operation conditions of the SUI. In other words, this allows model adaptation so that in 

principle the SUI can be modeled more accurately. As a consequence, the accuracy of 

predictions is potentially improved, which facilitates system monitoring and control. Note 

that a successful online simulation must execute faster than real time to be useful for 

predicting future system states. 

Online simulation is also referred to as dynamic data-driven application systems 

[10], symbiotic simulation [11], and cyber-physical systems [12] in the literature. These 

approaches have been widely studied and applied to various science and engineering 

disciplines for a myriad of purposes [13]. One typical application is to optimize the 

operations of a physical system. For example, in an emergency situation, alternate 

evacuation scenarios may be modeled and evaluated in order to minimize evacuation time. 

The evacuation plan may need to adapt as the evacuation evolves when unforeseen events 

arise. Other online simulation applications include planning path for unmanned aerial 

vehicles [14], tuning parameter for computer networks [15], the management of 

semiconductor manufacturing systems [16], and the optimization of surface transportation 

systems [17, 18]. Furthermore, online simulation helps us better understand and gain 

insights into the physical systems that are difficult or impossible to observe. Example 

applications include identifying accidents using cell phone data [19, 20] and determining 

the boundary conditions of fluid-thermal systems [21, 22]. 

Many existing approaches to online simulation are centralized: the sensor data are 

transmitted to a specific location for simulation, and the simulation results (instructions or 

stimuli) are then sent back to the field to optimize the physical system. This centralized 

paradigm can cause a number of problems. For one, communication by sensors to a central 
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site can be problematic in so far as it consumes energy and may incur large delays. For 

some sensor nodes, the ratio of the power consumption for communication compared to 

that for computation can be up to 10,000 to 1 [23]. Also, communication failures may 

impact the effectiveness of online simulation; failures must be expected in sensor networks, 

especially those operating under harsh environmental conditions (e.g., inclement weather 

resulting in radio interference). Another concern is scalability—in the centralized 

paradigm, modeling a large physical system may require an excessive amount of 

computing resources and communication bandwidth in order to produce results in a timely 

fashion. All these problems motivate this thesis work, which will involve replacing the 

centralized method with one that embeds online simulations within the sensor network 

itself. 

1.1.2 Parallel and Distributed Simulation 

Parallel and distributed simulation systems carry out a simulation execution using 

multiple processors [24]. These processors may be on the same machine (e.g., a multi-core 

or multi-processor machine) or on a number of machines connected via a computer 

network. Distinguishing a parallel simulation from a distributed one is largely based on the 

computer system that executes the simulation. Parallel simulations typically run on a 

computer system in which the processors are tightly coupled, such as a computer cluster 

composed of homogeneous processors confined to a physically-bounded area (say, a room) 

and connected through a fast, customized communication network. By contrast, distributed 

simulations are often (but not always) executed on heterogeneous processors, and the 

communication takes place via general-purpose networks such as local area networks, 

wide area networks, or the Internet. Although the simulation methodology proposed in this 
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thesis focuses on distributed simulations, the fundamental mechanisms can be applied to 

parallel simulations; that is, the computer system is of secondary importance. 

Parallel and distributed simulation benefits the applications that are difficult or 

impossible to be carried out by a single processor (referred to as “sequential simulations” 

in the literature). It offers several potential advantages: 

1. Reduced execution time. Subdividing a simulation execution into n smaller 

computations may speed up the execution by up to a factor of n. Fast execution 

enables simulation to be used for the applications where the time to complete 

the simulation would otherwise be prohibitive. It is also important in the 

situations where real-time response is required, e.g., in virtual environment 

applications. 

2. Model integration. Parallel and distributed simulation can integrate the small 

models that are not co-located on a single computer; each model is executed by 

a different simulator and they cooperatively model a larger physical system. 

One example where this may arise is when the participating simulators are in 

geographically separated locations and the relocation is not practical, e.g., due 

to the specialized resources at certain locations. For example, the simulators for 

the ships and aircraft involved in a simulated battle may be placed at different 

military bases. Another reason to “connect” simulators is that porting software 

to a new platform can be costly because it may require extensive code 

modification. Moreover, porting may not be possible for commercial 

simulation software when the source code is not available. 

3. Failure resistance. Distributed computing enables parallel and distributed 

simulation to tolerate certain failures. For example, processor failures can be 
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detected so that the affected executions can be transferred to other processors, 

given the mechanisms to detect and recover from failures are implemented to 

realize this capability. 

1.1.2.1 Synchronization Mechanism 

A parallel/distributed simulation contains a collection of sequential simulators 

(called “logical processes” or LPs in the literature), each modeling a portion of the SUI 

over time. The portion of the SUI modeled by an LP is referred to as a “physical process.” 

The interactions among physical processes are modeled by exchanging messages among 

the corresponding LPs. Each message results in one or more events being scheduled at the 

receiving LP at the simulation time(s) specified in the message. Each LP must process all 

its events, including those triggered by messages, in the order of the time stamps associated 

with the events (or the “time-stamp order”). Failure to comply this order may induce errors, 

referred to as “causality errors,” and the challenge to ensure this time-stamp-order event 

processing is referred to as the “synchronization problem.” 

The solutions to the synchronization problem are typically categorized into 

two—conservative and optimistic. In conservative synchronization algorithms, an event 

can be processed only if one can guarantee that another event will not be scheduled with a 

time stamp prior to the current simulation time (i.e., the time stamp of the event that is 

being processed). These algorithms can be further classified as asynchronous or 

synchronous, which differ according to whether or not a global synchronization 

mechanism is used. Asynchronous algorithms contain no such global synchronization 

point. An example is the well-known Chandy/Misra/Bryant method [25, 26], in which null 

messages are used to prevent LPs from entering deadlock states. Other examples tackle the 



7 

deadlock issue by deadlock detection and recovery [27, 28]. By contrast, synchronous 

algorithms separate synchronization activities from the simulation computation over time. 

That is, LPs process and generate events/messages only in simulation phases, but not 

during synchronization phases. A synchronization phase may be defined using barriers [29] 

or time windows [30-33], during which a set of events that can be processed in the next 

simulation phase is identified. The methods for identifying such events include the 

bounded lag algorithm [34] as well as the algorithms taking the advantage of the distance 

information regarding the modeled objects [35]. 

In optimistic synchronization algorithms, LPs process events without concerning 

that messages may arrive in the past. If such message-in-the-past incidents occur, a 

recovery mechanism is activated. The most influential optimistic synchronization 

algorithm is the Time Warp method developed by Jefferson [36]. In this method, the 

recovery mechanism relies on rollbacks and, hence, this method is also referred to as a 

“rollback-based method.” The Time Warp method contains two parts: local control and 

global control. The local control concerns the recovery mechanism, which is performed 

independently on each LP, while the global control requires all LPs to participate in some 

way to deal with issues such as memory reclamation. 

The local control (i.e., the recovery mechanism) in the Time Warp method works as 

follows. It is triggered when an LP receives a message in its past, i.e., the message has a 

smaller time stamp than the current simulation time of the LP. The LP rolls back to a point 

in time equal or prior to the time-stamp value on the receiving message so that the 

processing of the events with larger time stamps is revoked. This entails: (1) restoring the 

local state of the LP and (2) “un-sending” the messages that were sent by the LP for those 

rolled-back events. The state restoration may be based on copy state saving, where a copy 
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of an LP’s state variables is made prior to processing every event, or incremental state 

saving, where modifications to state variables are logged so that they can be undone. Also, 

the state can be reconstructed by performing the inverse computation for the rolled-back 

events [37]. To un-send messages, Time Warp introduces “anti-messages.” An 

anti-message is a copy of a previously sent message that differs from the original one only 

in a flag bit indicating it is an anti-message. Un-sending a message is accomplished by 

sending the corresponding anti-message to cancel the effect of the original message (or 

called the “positive message”). When an LP receives an anti-message, it deletes the 

corresponding positive message. If this positive message has already been processed, the 

LP must roll back the processing of the message. In this case, one rollback may result in 

many other LPs rolling back, and this phenomenon is referred to as “cascaded rollbacks.” 

The global control of the Time Warp method computes a value known as “global 

virtual time” (GVT). GVT is a lower bound on the simulation time of any future rollback. 

Hence, the state information pertaining to the simulation prior to GVT can be discarded, 

which enables the Time Warp programs to reclaim the memory. Also, GVT serves as the 

reference time point regarding the execution of certain computations that cannot be rolled 

back, e.g., I/O operations. These operations are committed as GVT advances past the time 

points associated with the operations. Computing GVT can be done asynchronously and 

the two well-known algorithms are the Samadi’s method, which tags acknowledge 

messages to ensure correctness [38], and the Mattern’s method, which relies on two-phase 

cuts [39]. 

1.1.2.2 High Level Architecture 

The High Level Architecture (HLA), developed in the 1990’s by the U.S. 
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Department of Defense, is an approach to integrating different simulators (or “federates”) 

into a single distributed simulation system (or a “federation”). It aims at simulation 

interoperability and reusability. These two properties are beneficial to the construction of 

future simulations for new purposes because reusing existing simulators can dramatically 

reduce the development cost. 

The HLA is not specific to the defense applications. Instead, it has been 

standardized [40-42] by the Institute of Electrical and Electronics Engineers (IEEE) with 

the objective to encompass simulations of any purpose, in particularly those for system 

analysis, virtual environments, and testing and evaluation. To accomplish this, the HLA 

provides sufficient freedom to federates regarding their individual simulation tasks while 

guards the interactions among them with a general, yet compact, set of rules. Specifically, 

federates can be implemented by any software or programming language, and run on any 

platform. They interact, e.g., for message exchange or synchronization, by invoking the 

services that are implemented by a run-time infrastructure (RTI) software. However, the 

specifics of the RTI implementation are not part of the HLA. 

The HLA includes three components: rules [40], object model template (OMT) [41], 

and interface specification [42]. 

1. Rules. The rules are ten principles that guide the development of federates and 

federations. For example, one rule specifies that a federation must document 

the objects shared among the federates by defining a federation object model 

(FOM), which must follow the OMT format. Another rule requires that each 

federate must document what objects it can share in a simulation object model 

(SOM), which also must comply with the OMT format. Furthermore, all 

information exchanges are regulated to the services defined in the interface 
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specification. Note that since the services are independent of any simulation 

application, the instances of objects reside within federates (which implement 

the simulation application), not in the RTI software (which implements the 

services). 

2. Object model template. All shared objects must be documented, including 

their attributes and the interactions/relationships among each other. The HLA 

only regulates the format, that is the OMT format, for describing the 

information, but nothing regarding the content. 

3. Interface specification. The HLA provides a number of services for federates 

to interact with each other. These services are defined in the interface 

specification and implemented based on the RTI. The services are categorized 

into six classes: (1) “federate management” defines how federates create, join, 

and leave federations; (2) “declaration management” allows federates to 

announce their intentions to publish or subscribe object data; (3) “object 

management” concerns the creation, deletion, and modification of object 

instances and their attributes; (4) “ownership management” is responsible for 

transferring the ownership of object attributes; (5) “time management” controls 

the advance of simulation time, or, in other words, provides synchronization 

services to federates; and (6) “data distribution management” supports the 

routing of data from publishing federates to subscribing federates. 

The HLA has been approved as an IEEE standard in 2000. Since then, 

modifications have been developed concerning a myriad of aspects such as scalability, 

flexibility, supporting new technologies, and fault tolerance. The latest standard (version 

2010) is based on the “HLA Evolved,” and the important updates on the standard are 
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summarized in [43]. 

1.1.3 Ad Hoc Distributed Simulation 

Ad hoc distributed simulation is an approach to real-time system monitoring, 

analysis, and operation optimization that involves embedding online simulations into the 

sensor network covering the physical system of interest. An ad hoc distributed simulation 

contains a collection of autonomous LPs, each modeling a partial physical system, referred 

to as the “coverage area” or “modeling area.” The LPs select individual modeling areas 

based on their own local objectives while they collectively model the entire physical 

system. In this way, an ad hoc distributed simulation is regarded as being constructed in a 

bottom-up fashion, as opposed to the top-down approach used by traditional distributed 

simulations where physical systems are partitioned into non-overlapping segments. As to 

the synchronization among LPs, this ad hoc approach adopts an optimistic, rollback-based 

approach. The features of the ad hoc approach will be elaborated in the rest of this 

subsection along with an illustrative example depicted in Figure 1. In the figure, the grid 

represents the physical system; the LPs are co-located with the sensors in the centers of 

individual modeling areas, which are shown in rectangular boxes with curved corners. 

The designation of the area(s) modeled by each LP can be arbitrary. In some cases, 

an LP may select its modeling area in order to perform some local monitoring tasks such as 

predicting the travel time for a particular vehicle in a transportation network. The work by 

Hunter et al. serves as an example in which the LPs reside in vehicles while the sensors 

may be co-located with road-side cabinets or traffic signals [17, 18]. In other cases, an LP 

may simply model the area covered by the sensor which the LP co-locates with for 

predicting local future states. Figure 1 shows such an example where each LP models the 
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designated rectangular region covered by the corresponding sensor. This configuration 

distributes computational load and potentially reduces data transmission costs. 

This feature of arbitrarily assigning modeling areas may lead to the situations in 

which some parts of a physical system are modeled by multiple LPs (e.g., Va in Figure 1) 

while others are left uncovered (e.g., Vb in Figure 1). The former case introduces 

redundancy, which offers the potential for greater robustness (or resilience to failures); this 

differentiates the ad hoc approach from traditional distributed simulations, in which the 

physical system is perfectly partitioned so that each segment is modeled by exactly one LP. 

Redundancy may also increase prediction accuracy because multiple LPs can provide state 

predictions. Furthermore, widely varying predictions by different LPs may be indicative of 

a malfunctioning LP (e.g., caused by incorrect model assumptions or inaccurate sensor data) 

or an LP that has detected changes in system behavior in advance of other LPs. 

 

Figure 1: Illustration of an Ad Hoc Distributed Simulation 
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The ad hoc approach allows LPs to change their modeling areas during simulation 

execution, as might be the case for the applications involving mobile components. For 

example, in an application of monitoring a surface transportation system, an LP deployed 

in vehicles or handheld computing devices (e.g., GPS devices or smart phones) may adjust 

its modeling area based on vehicle movements and/or driver’s desire for the predictions 

concerning the remainder of the planned route. 

In an ad hoc distributed simulation, LPs share current and future state predictions 

via a construct called “space time memory” (STM); see Figure 1 [44, 45]. The STM holds 

time-stamped system state updates from different LPs; the time interval associated with an 

update specifies when the update is valid. Hence, to read a system state, LPs specify not 

only the name of the desired variable but also a time stamp. Figure 1 depicts several 

examples of read/write operations: both LP1 and LP2 update (i.e., write) Va while LP3 reads 

Va. This method of information exchange is different from that used in traditional 

distributed simulations where the LPs are notified by the events that are exchanged through 

messages. Note that since multiple LPs may generate state updates for the same variable, 

the STM should aggregate these state updates. In addition, realization of the STM depends 

on the physical system in which an ad hoc distributed simulation is embedded. Ideally, the 

STM should be distributed over the simulation infrastructure, but could, in principle, be 

implemented in a centralized manner. 

The optimistic synchronization method in the ad hoc approach allows LPs to 

advance individual simulation executions without necessarily waiting for other LPs. An 

example situation would be the one in which certain desired state information of an LP is 

not available upon request; instead of waiting, the LP may approximate the missing state 

information based on the past state information or that of similar variables/objects, and 
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then advance the simulation. Since the approximation could be inaccurate, LPs have to 

detect the disagreement between the used data and the predictions later produced by other 

LPs or the field data from sensors, and initiate a rollback if necessary. Similarly, if the data 

received previously by an LP is determined to be in error, a rollback mechanism should be 

used to correct the erroneous data. The rollback mechanism is similar to that in the Time 

Warp method. That is, it rewinds the target LP back to the time prior to when it used the 

invalid data, restores the previous system state, and restarts the simulation with the 

“correct” data according to currently-available updates. Furthermore, the predictions 

produced by the LP prior to this rollback might be contaminated by the invalid data; these 

predictions should be revoked, which results in re-computing the projections. The 

re-computation may further cause other LPs to be rolled back if the revoked predictions 

indeed contaminated the data that those LPs have used. As a consequence, cascaded 

rollbacks are possible. 

1.2 Problem Statement and Research Challenges 

Ad hoc distributed simulation introduces a number of analysis issues. This section 

organizes the discussion of these issues around the life cycle of a modeling and simulation 

study, which includes the following steps: (1) problem formulation, (2) conceptual model 

development/validation and data collection, (3) simulation program development, 

verification, and validation, (4) experimental design and execution, (5) output analysis, and 

(6) result documentation [46]. The following discussion particularly focuses on steps 2, 4, 

and 5 where the choice of simulation analysis methodologies influences the design. The 

issues pertaining to input data analysis (data collection and data model construction) are 

discussed in Section 1.2.1. Section 1.2.2 explores those in experiment design; Section 1.2.3, 



15 

model execution and adaptation; and Section 1.2.4, output analysis. 

1.2.1 Input Data Analysis 

Each LP in an ad hoc distributed simulation is essentially a conventional sequential 

simulation with the exceptions that its input processes must be estimated using real-time 

data and it is subject to rollbacks. Since the input data used to construct appropriate input 

process models are generated by LPs or sensors, they may have not only complex 

autocorrelation structures but also cross-dependencies owing to the overlapping nature of 

LPs’ modeling areas. Hence, a central issue concerns the definitions of these input 

processes. 

The applications of transportation systems [17, 18, 47] apply an intuitive yet 

practical approach to input approximation in ad hoc distributed simulation. In these studies, 

the input flow rates at the boundaries of LPs’ modeling areas are estimated based on the 

aggregated traffic flow-rate predictions within a fixed-length, rolling time window. In 

addition, the studies list three possible data sources for input process estimation: (1) the 

projected state information from LPs, (2) the real-time traffic data from sensors, and (3) the 

behavioral patterns based on traffic history. 

The operations research literature presents several state-of-the-art methods for 

estimating dependent input processes [48, 49] as well as the methods for generating sample 

paths from such processes [50, 51]. These methods are typically time-consuming and are 

not designed for data sets that are generated from statistically dependent simulations. 

Therefore, their applicability in the dynamic setting of ad hoc distributed simulations is 

challenging, if not prohibitive. 

This thesis will explore an input approximation approach to modeling open 
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queueing networks with independent routings. In the approach, the arrival processes of the 

links between LPs’ modeling areas are approximated by renewal processes with 

gamma-distributed interarrival times; the distribution parameters are estimated based on 

the data observed within a fixed-length, rolling time window [52, 53]. This approximation 

design is from the paradigm of Whitt [54, 55] and is limited to open queueing networks. Its 

applicability to closed queueing systems, queueing networks with state-dependent routings, 

and transportation systems is the subject of ongoing research. 

Another issue of input approximation relates to the sampling mechanisms and the 

sizes of pertinent data sets. If a simulated system is in steady state, extending sampling 

periods allows for improving estimation accuracy. However, a longer sampling period 

introduces challenges, including (1) higher computational requirements for input data 

analysis and (2) slower response to system transitions away from stable conditions. The 

latter is a consequence of an LP only modeling a partial physical system; that is, changes to 

a specific part of a physical system would not be revealed to other LPs until the 

corresponding LPs share the information. This slow transient tracking may be undesirable 

and error-prone especially for the applications intended to capture the changes in system 

behavior or the anomalous events. 

In order to obtain more observations within a fixed-length sampling period, 

multiple LPs can be deployed to model the same area, and the estimation of a state variable 

is then derived by aggregating the data from these LPs. One advantage of this method is 

that the amount of data grows in proportion to the number of LPs. However, the overlaps 

between LPs’ modeling areas would potentially result in correlated data streams; such 

correlations must be handled with carefulness. A counter example would be aggregating 

the data using some simple methods based on the mean or median because they are not 
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suitable in general. In addition, regardless of the aggregation method, predictions from 

various LPs may be weighted differently. Greater weight could be given to the LPs 

projecting with higher fidelity, which can be affected by sensor capability, computing 

power, and modeling details, to mention a few. 

Finally, recall that ad hoc distributed simulations are fundamentally online 

simulations embedded in sensor networks. That is, to this ad hoc approach, prediction 

accuracy is an objective, but speedy (i.e., faster-than-real-time) execution is essential. Both 

are important in evaluating an input approximation method. Since execution efficiency is 

controlled by, for example, the method complexities and the available computational 

resources, the best approximation to the underlying data model is determined by not only 

the data quality but also the effectiveness of the input analysis method under such 

computational resource constraints. 

1.2.2 Experiment Design 

The first issue encountered in designing the experiments using the ad hoc approach 

concerns the assignment of coverage areas to LPs. This is referred to as the “system 

partitioning problem.” One solution is to assign each LP the area where sensor data are 

locally available. This is cost effective in terms of communication as sensor data are 

consumed locally; long-distance transmission is not required. However, local data alone 

may be insufficient for making useful predictions or recommendations. By contrast, 

instead of separating a physical system geographically, some applications may benefit 

from the methods based on component similarities. One such application is to model the 

systems that involve a large number of interactions among the components of the same 

category but very few across categories. Examples include modeling the spread of 
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computer viruses in the Internet and the information diffusion in social networks. In 

addition, a more general consideration should involve the computational resource 

restrictions imposed by the environments in which simulations are executed. The balance 

between the resource restrictions, the LP deployment/configuration complexities, and the 

desired output measures create a complex dependency among each other, which is not yet 

completely understood. 

A related issue to the system partitioning problem concerns the choice of shared 

information. Ideally, an LP would share as much information as possible. However, this 

ideal configuration is impeded by the communication and computational limitations (as the 

simulation must execute faster than real time in most applications). The information to be 

shared must be sufficient in terms of driving the input processes of individual simulations, 

and must allow identifying state changes so that rollbacks, when necessary, may be utilized 

efficiently to catch up system dynamics. 

An issue pertaining to how many LPs are required to model a segment of a physical 

system is referred to as the “system coverage problem.” Solutions to this problem have the 

potential to significantly influence the output measure accuracy. Intuitively, a large number 

of LPs are preferable as this should increase the rate at which a system transient is 

recognized. However, a key to the success of deploying multiple LPs is the ability to 

distinguish between the LPs that indicate the changes in system states versus those 

“outliers” that do not reflect a true system trend. 

1.2.3 Model Execution and Adaptation 

Ad hoc distributed simulations are most likely to be carried out in sensor networks. 

However, sensor networks are highly constrained environments with significant limitations 
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and deficiencies. For example, the limited battery energy necessitates a balance between 

the sensing and simulation tasks as well as a balance between the computation and 

communication within each of the tasks. Another impediment comes from the CPU clock 

speed and the available memory for they may be less powerful compared to modern 

computers, which would then prevent real-time responses. Wireless communication, which 

is widely adopted in sensor networks, is also an obstacle owing to the limited bandwidth, 

the potential large latencies, and the likelihood of errors. Last but not least, LP failures may 

be frequent when simulations are for emergency purposes; the failures can be caused by a 

myriad of possible damage arising in the embedded environments, e.g., floods, wildfires, 

or earthquakes. Therefore, replicates are important in improving the robustness of the ad 

hoc approach. 

The rollback-based optimistic synchronization mechanism in the ad hoc approach 

allows LPs to advance simulations as fast as possible without being held back by slower 

LPs. It helps recover from the usage of incorrect input models by triggering rollbacks. 

Recall that if a requested system state (as input to a simulation) is unavailable, the 

requesting LP may approximate the input rather than wait. The approximation can be 

inferred from the available historical or real-time data. While each approximation method 

has different impacts on the accuracy of the interim system state predictions, the final 

prediction relies heavily on how the invalid input models are identified and corrected by a 

rollback mechanism, or specifically rollback triggering criteria. 

An effective rollback triggering criterion must differentiate between the uses of 

invalid input data and the normal statistical fluctuations because a rollback is unnecessary 

if the distinction between the adopted input model and the corresponding system state 

results from pure randomness or expected fluctuations. Therefore, one major issue in 
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deriving such criteria is to quantify the difference and set the bounds of acceptable 

differences. A straightforward method is to specify a tolerance range with a fixed width. 

However, the appropriate width varies by cases; a general guideline can hardly be 

formulated. A more reliable alternative is to set the width in a relative sense (e.g., allowing 

a 10% deviation). Another type of methods applies statistical hypothesis tests to 

distinguish one model from the other. Without loss of generosity, consider the case in 

which the null hypothesis states that the two models in comparison are statistically 

identical. Then, increasing the tolerance can be accomplished by choosing a lower 

significance level, which is the probability of rejecting the null hypothesis. However, doing 

so would raise the probability of the type II errors. That is, it becomes harder to reject the 

hypothesis, which is actually false. In addition, regardless of the rollback criterion, it may 

be helpful to evaluate the sensitivity of output metrics to the variations in input data, as a 

prior step. 

Resource constraints (on computation and communication, or more generally 

power consumption) add complexities to designing a rollback mechanism. When power is 

a limiting factor, it must be considered how to achieve the best mapping of an ad hoc 

distributed simulation over the available computing resources. In some cases, restricted 

optimism may be applied to sacrifice execution efficiency in order to prevent resources 

from being excessively consumed by potential rollbacks. 

1.2.4 Output Analysis 

Statistical analysis of the output data from ad hoc distributed simulations 

introduces several challenges that are not present in conventional simulations. First, the 

overall predictions from an ad hoc distributed simulation are tightly coupled with the 
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complex mechanisms involved in the input process approximations and the rollback 

mechanism. While the simulation literature contains several methods for adjusting the 

point estimates and confidence intervals of the output measures from conventional 

simulations in order to account for uncertainties in input parameters [49, 56], these 

procedures are not suitable for the dynamic nature of ad hoc distributed simulation. 

The rollback mechanism in the ad hoc approach complicates the problem of 

removing initial transient effects in steady-state analysis. In conventional simulations, this 

problem can be addressed by batching [57]. However, this batch method is not directly 

applicable to ad hoc distributed simulations because the output processes can exhibit 

temporary departures from the stationary state owing to, e.g., the communication failures 

and the incident-driven changes in field data. 

Estimating metrics spanning across multiple LPs is another challenge. For example, 

estimating the distributions of travel times in an ad hoc traffic/queueing network 

simulation involves various complications. Consider estimating the mean travel time of a 

unit across a route, which is a relatively straightforward problem for conventional 

simulations. In an ad hoc distributed simulation, the route may cross the areas covered by 

different and potentially overlapping LPs. If the route is acyclic, the mean travel time may 

be estimated by forming an optimal linear combination of the estimators from the 

corresponding LPs. On the other hand, if the route contains one or more cycles, as in the 

queueing networks with probabilistic routings, this estimation problem becomes even 

more difficult. 

1.3 Research Contributions 

This thesis addresses several issues in designing ad hoc distributed simulations, 
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particularly focusing on the accuracy of predictions regarding the performance of open 

queueing networks. The principal contributions are as follows: 

1. Formalization of ad hoc distributed simulation. To facilitate the analysis of 

ad hoc distributed simulation, I have formalized the approach using the notion 

of functions and sets to describe the behavior of the involved components (e.g., 

LPs and STM) and the mechanisms (e.g., rollback criteria). Also, I have 

delivered the pseudo codes that help convert the high-level, conceptual 

description of the ad hoc approach into an implementation. 

2. Theoretical analysis of steady-state prediction accuracy for open queueing 

networks. I have proved that the ad hoc approach can yield steady-state results 

being statistically equivalent to those from sequential simulations in modeling 

the open queueing networks under some conditions. The open queueing 

networks that satisfy these conditions are identified and documented using 

Kendall’s queueing model notation [58]. 

3. Experimental analysis of steady-state prediction accuracy for open 

queueing networks. Since most open queueing networks do not satisfy the 

conditions mentioned in the previous bullet, the ad hoc approach cannot 

guarantee the prediction accuracy at modeling them. However, some 

applications allow a minor bias in estimation in exchange for other 

performance gains such as scalability, flexibility, and fault tolerance. Therefore, 

to study the steady-state prediction accuracy of the ad hoc approach at 

modeling general open queueing networks, I have constructed experiments 

with various network configurations (e.g., the service-time distributions). In the 

experiments, overestimation is observed but the estimation biases are tolerable, 
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which supports the conclusion that the ad hoc approach can provide the 

steady-state predictions comparable to those from sequential simulations. 

Furthermore, I have studied the overestimation issue through another set of 

experiments to show that the issue is due to the input approximation method. 

Moreover, the results confirm that the issue becomes more apparent when the 

service-time coefficient of variation (CV) increases. 

4. An accuracy improving mechanism. While the overestimation issue can be 

solved directly by an input approximation method that produces the models 

with higher fidelity to the underlying data, this method is not computationally 

efficient for ad hoc distributed simulations as they are expected to run under 

constrained computing resources. Instead, I have proposed a “buffered-area” 

mechanism, which builds upon the idea of enlarging the “distance” between 

where the imperfect input approximations are made and where the system 

performance estimates are measured. The empirical evidence is presented to 

show that this mechanism substantially reduces the estimation bias with a 

moderate increase in the execution time. 

5. Performance evaluation of system partitioning methods. I have explored 

the system partitioning problem in the ad hoc approach at modeling open 

queueing networks, and have focused on the influence of partitioning methods 

over the prediction accuracy. In total 11 partitioning methods are evaluated 

experimentally, and the results indicate that these partitioning methods do not 

appear to significantly affect the prediction accuracy as long as the entire 

modeled queueing network is covered by a sufficient number of LPs. 

6. Experimental analysis of prediction accuracy for open queueing networks 
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with short-term system-state transients. I have extended the empirical 

studies further to demonstrate the potential of the ad hoc approach regarding 

instantly capturing system dynamics. This work starts with examining the ad 

hoc queueing simulation method in the aforementioned steady-state study and 

identifies a design flaw, which causes a delayed response. I have fixed the issue 

and showed the effectiveness of the new design in various conditions: the 

experiments evaluate 6 different network configurations with the system 

dynamics introduced by both increasing and decreasing the external arrival 

rates. Moreover, the ideas behind the new design are elaborated with counter 

examples to reveal the possible impacts from the inappropriate usage of the ad 

hoc method. 
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CHAPTER 2 

PRINCIPLES OF AD HOC DISTRIBUTED SIMULATION 

An ad hoc distributed simulation of a physical system is constructed by employing 

multiple logical processes (LPs), each modeling a portion of the system, and adding 

communication among the LPs via a synchronization service to collectively model the 

entire system of interest. Without the synchronization service, these LPs are essentially 

independent sequential simulations. That is, they do not coordinate individual modeling 

tasks, including the modeling areas, the shared information, as well as the required input 

data to the individual simulations. The synchronization service “links” these simulations 

together as a comprehensive modeling task, and the design of the involved mechanisms 

(e.g., rollback triggering criteria) is important in terms of the effectiveness of the ad hoc 

distributed simulation. 

In this chapter, I will formalize the ad hoc approach, particularly the 

synchronization service, and deliver the pseudo codes for better understanding the service. 

Also, I will prove that, in modeling some open queueing networks, the ad hoc approach can 

produce high-quality system-performance estimates, which are statistically equivalent to 

those from conventional sequential simulations. 

2.1 Formalism 

A modeled physical system can be represented as a state G, which is a set of M 

objects, denoted as G = {G1, G2, …, GM}. Each object Gg (1 ≤ g ≤ M) stands for a portion of 

the physical system. These objects are shared among LPs, which implies that an LP can 

read or write the value of any object through the synchronization service. To facilitate the 
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following formulation, the number of LPs involved in an ad hoc distributed simulation is 

assumed to be N and the LPs are denoted as LP1, LP2, …, LPN. Furthermore, the local state 

of LPlp’s modeling area is Llp (1 ≤ lp ≤ N). For clarity, here g is used to index objects and lp 

to index LPs. 

An LP writes the value of an object with a time value t. Typically, the value is a 

prediction of the object at that time. It is derived by invoking a function, which maps the 

LP’s local state to an appropriate representation with respect to the object. Hence, the 

function, named Local2Global, can be formulated as 

Local2Globallp,g: {Llp} × {t} →{vg}, 

where vg is the value of Gg at time t that LPlp shares with other LPs. The subscripts, lp and 

g, next to the function name indicate that the specific functionality depends on the LP and 

the object. Similarly, a function Global2Local converts the value of an object to an input 

for the simulations that model the object. This function, which is generally triggered after 

an LP reads the value of an object, is defined as 

Global2Locallp,g: {vg} × {t} → {ing}, 

where vg is the value of Gg with respect to time t, and ing is the input that is fed into LPlp for 

simulating Gg. 

The synchronization service of the ad hoc approach allows LPs to read and write 

values of objects, and also to “undo” these read/write operations in case errors are detected 

in the read or the written values. The synchronization service is supported by a logical 

construct called space time memory (STM), which hosts a collection of records. The 

records are created through read/write operations and are removed by anti-write (i.e., undo) 

operations; I will elaborate on these operations after discussing the capability of the STM. 

A record in the STM is a 5-tuple that follows the format: 
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(rw, lp, g, v, t). 

The first parameter rw indicates the type of the operation corresponding to this record; it 

can be either “R” for read operations or “W” for write operations. The next two parameters, 

lp and g, are the indexes of the invoking LP and the requested object, respectively; lp is an 

integer between 1 and N while g is between 1 and M, inclusive in both cases. The 

read/written value of Gg is v, which is the fourth parameter. The last parameter t is a time 

interval that specifies when v takes effects. The time interval is bounded by a closed 

starting point ts and an open end point te, denoted as t = [ts, te). The meaning of a record 

depends on rw: if rw is R, the record indicates that LPlp reads v as the value of Gg and will 

use the value v in its simulation with respect to t; otherwise, if rw is W, the record implies 

that LPlp predicts the value of Gg to be v with respect to t. 

The STM provides an interface to the synchronization service for accessing records. 

Considering data integrity and software modularity, a proper design must not allow 

simulation applications to directly manipulate the records in the STM; this STM interface 

should be visible to the synchronization service only. The STM interface defines three 

functions and their pseudo codes are shown in Figure 2. 

1. STM_Add(rw, lp, g, v, t). This function adds to the STM the record with the 

corresponding arguments; see lines 01–04 in Figure 2. 

2. STM_Erase(rw, lp, g, v, t = [ts, te)). This function removes from the STM the 

records with the corresponding arguments; see lines 05–13 in Figure 2. Note 

that comparing two time intervals requires special treatment. For example, 

considering an existing record r = (rw, lp, g, v, tr = [trs, tre)), the relationship 

between the two intervals t and tr belongs to one of the following six cases: 

i. tre ≤ ts. In this case, the two time intervals do not overlap. Hence, this record 
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is not deleted. 

ii. trs < ts < tre ≤ te. The two time intervals overlap between ts and tre. That is, 

one part of the record with respect to the overlapping time interval [ts, tre) 

should be removed. However, the other part of the record with respect to the 

rest time interval should remain. As a consequence, the time interval of the 

record is shortened into [trs, ts). 

iii. trs < ts < te < tre. Similar to Case ii, the two time intervals overlap at [ts, te) 

and the record with respect to [ts, te) should be deleted. Unlike Case ii, [ts, te) 

breaks the time interval of the record into two non-overlapping time 

intervals: [trs, ts) and [te, tre). Hence, the time interval of the record is 

modified to be [trs, ts) and, in addition, a new record is added with the same 

arguments as the original one except that the time interval is set to [te, tre). 

iv. ts ≤ trs < tre ≤ te. In this case, the two time intervals overlap between trs and tre, 

which results in deleting the entire record. 

v. ts ≤ trs < te < tre. The two time intervals overlap at [trs, te), which is similar to 

Case ii. As a consequence, the time interval of the record is modified to be 

[te, tre). 

vi. te ≤ trs. Same as Case i, the two time intervals do not overlap; the record 

remains untouched. 

For simplicity, a notation t1 = t2 is used in the pseudo code to indicate that the 

two time intervals t1 = [t1s, t1e) and t2 = [t2s, t2e) overlap. In other words, t1 = t2 

implies t1s ≤ t2s < t1e or t2s ≤ t1s < t2e. 
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functionfunctionfunctionfunction STM_Add(rw, lp, g, v, t) beginbeginbeginbegin    STM ← STM ∪ {(rw, lp, g, v, t)} eeeendndndnd     functionfunctionfunctionfunction STM_Erase(rw, lp, g, v, t = [ts, te)) beginbeginbeginbegin       ∀ r = (rw, lp, g, v, t ′ = [ts′, te′)): t = t ’ AND ts′ < ts       STM ← STM ∪ {(rw, lp, g, v, [ts′, ts))}    ∀ r = (rw, lp, g, v, t ′ = [ts′, te′)): t = t ’ AND te < te′       STM ← STM ∪ {(rw, lp, g, v, [te, te′))}    ∀ r = (rw, lp, g, v, t ′ = [ts′, te′)): t = t ′       STM ← STM \ {r} endendendend     functionfunctionfunctionfunction STM_GetRecords(rw, lp, g, v, t) beginbeginbeginbegin       R ← Φ    ∀ r = (rw, lp, g, v, t ′): t = t ′       R ← R ∪ {r}    Return R endendendend 
Figure 2: Pseudo Codes of STM Interface 

3. STM_GetRecords(rw, lp, g, v, t). This function returns a set of the records 

with the corresponding arguments; see lines 14–20 in Figure 2. Similar to the 

last function, the comparison of two time intervals must consider both the start 

and end points. In this function, a record is included in the set if its time interval 

overlaps t and, of course, all the other four arguments match. 

The synchronization service is the core of the ad hoc approach, and provides LPs 

with the ability to communicate and share information. This service is realized through an 

interface, which defines six functions. Three functions are to be invoked by LPs to perform 
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the read, write, and anti-write (i.e., undo) operations; they are referred to as the 

“operational functions.” The remaining three are callback functions—simulation 

applications must implement them so that the synchronization service can request for 

certain application-dependent decisions or enforce LPs to execute rollbacks. Details of the 

operational functions (the pseudo codes of which are in Figures 3 and 4) as well as the 

expected behaviors of the callback functions are as follows: 

1. Read(lp, g, v, t). LPlp invokes this function to read the value of Gg with respect 

to time t. This value v′ is computed based on the currently-available predictions 

by invoking the callback function AggregateValues(); see lines 03–04 in Figure 

3. In line 03, the asterisks “*” are used to represent the notion of “all.” That is, 

line 03 states that the set R is composed of the write records corresponding to 

Gg with respect to t, regardless who wrote the value and what value was written. 

The notation “*” will be used throughout the whole pseudo codes with this 

same meaning. After the value of Gg with respect to time t is computed, the 

follow-up operation depends on the parameter v: 

i. If v is not specified (or “NULL” by our convention), a read record is created 

in the STM with the computed value, i.e., v′, which will be returned via the 

function parameter v. In this case, the function returns FALSE to notify the 

function caller that a new value may be inserted into v. One special case is 

that if the corresponding predictions (i.e., write records in the STM) are not 

sufficient for estimating the value of Gg, v may be NULL. In this case, the 

read operation is not logged. 

ii. If v is not NULL, the next step is to determine if v is acceptable compared 

against those currently-available predictions. This is done via the callback 
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function AcceptDifference(), the details of which will be revisited soon. If v 

is within tolerance or if the corresponding predictions are insufficient, a 

read record with v is created in the STM and the function returns TRUE, 

which indicates that v is accepted. Otherwise, the function sets v to the 

computed value v′, creates a read record with v′ in the STM, and returns 

FALSE. 

 

01: 

02: 

03: 

04: 

05: 

06: 

07: 

08: 

09: 

10: 

11: 

12: 

13: 

14: 

15: 

16: 

17: 

18: 

19: 

20: 

21: 

22: 

23: 

functionfunctionfunctionfunction Read(lp, g, v, t) beginbeginbeginbegin       R ← STM_GetRecords(W, *, g, *, t)    v ′ ← AggregateValues(R)    ifififif v = NULL AND v ′ = NULL thenthenthenthen          Return FALSE    else ifelse ifelse ifelse if v = NULL AND v ′ ≠ NULL thenthenthenthen          result ← FALSE    else ifelse ifelse ifelse if v ≠ NULL AND v ′ = NULL thenthenthenthen          result ← TRUE       elseelseelseelse          if if if if AcceptDifference(lp, g, v, t, R) thenthenthenthen          result ← TRUE          elseelseelseelse          result ← FALSE          endendendend       endendendend       ifififif result = FALSE thenthenthenthen       v ← v ′    endendendend       STM_Add(R, lp, g, v, t)       Return result endendendend 
Figure 3: Pseudo Codes of Synchronization Service Interface (I) 
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2. Write(lp, g, v, t). LPlp calls this function when it predicts that v is the value of 

Gg with respect to time t and it wants to share this information with other LPs. A 

write record is created in the STM, which is followed by a procedure to check if 

rollbacks are necessary to some LPs, or more specifically, to those LPs who had 

read the value of Gg with respect to time t. The checking process (lines 16–24 in 

Figure 4) is based on individual read records. That is, for a read record 

pertaining to Gg with respect to time t, the value in the record is compared 

against the currently-available predictions. If the value is unacceptable, the LP 

associated to the record needs to be rolled back. The rollback notification 

piggybacks a new value (computed via AggregateValues()) for the LP to 

replace the invalid one. 

3. AntiWrite(lp, t = [ts, ∞)). LPlp invokes this function if it is rolled back to the 

time point ts and it needs to remove all the possibly-contaminated read and 

write records. Since removing read records does not affect the projection of the 

modeled physical system, the read records can be deleted with no further 

concern. However, this situation does not apply to removing write records. 

Specifically, removing a write record necessitates examining the LPs that had 

read the corresponding object; see lines 09–12 and 14 in Figure 4. Hence, the 

entire procedure of removing write records involves (1) finding all the read 

records that might be affected due to those to-be-deleted write records, and (2) 

after those write records are deleted, checking each affected read record with 

respect to rollbacks, which is the same as that performed in write operations. 
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18: 

19: 
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22: 

23: 

24: 

functionfunctionfunctionfunction Write(lp, g, v, t) beginbeginbeginbegin       STM_Add(W, lp, g, v, t)    RaffectedReads ← STM_GetRecords(R, *, g, *, t)    CheckRollbacks(RaffectedReads) endendendend        functionfunctionfunctionfunction AntiWrite(lp, t = [ts, ∞)) beginbeginbeginbegin       RtoBeDeletedWrites ← STM_GetRecords(W, lp, *, *, t)    RaffectedReads ← Φ    ∀ r = (W, lp, g, v, tr): r ∈ RtoBeDeletedWrites       RaffectedReads ← RaffectedReads ∪ STM_GetRecords(R, *, g, *, tr)    STM_Erase(*, lp, *, *, t)    CheckRollbacks(RaffectedReads) endendendend        function function function function CheckRollbacks(R) beginbeginbeginbegin       ∀ r = (R, lp, g, v, t): r ∈ R       Rr ← STM_GetRecords(W, *, g, *, t)       ifififif NOT AcceptDifference(lp, g, v, t, Rr) thenthenthenthen             vr ← AggregateValues(Rr)          Rollback(lp, g, v, t, vr)       endendendend    endendendend 
Figure 4: Pseudo Codes of Synchronization Service Interface (II) 

4. AggregateValues(R). User applications must implement this callback function 

to aggregate the predictions in the parameter R into a value. R is a set of the 

write records corresponding to the same object. This function should either 

return the aggregated value or NULL if the write records in R are insufficient to 

generate an estimate because, for example, the application-defined confidence 
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level is not satisfied. 

5. AcceptDifference(lp, g, v, t, R). User applications must implement this 

callback function to determine if the value v is within the acceptable range 

based on R, which is the set of the currently-available predictions pertaining to 

Gg with respect to time t. The decision may take into account the LP who had 

used v (i.e., LPlp). This function should return TRUE if v is acceptable, 

otherwise FALSE. 

6. Rollback(lp, g, vinvalid, t, vnew). User applications must implement this callback 

function so that the synchronization service can notify LPlp to rollback. This 

rollback request is based on the fact that LPlp had used vinvalid in modeling Gg 

with respect to time t. However, as now vinvalid turns out to be in error, LPlp 

should use vnew for simulating Gg at t. This function does not have a return 

parameter. 

2.2 Accuracy on Modeling Open Queueing Networks 

This section derives a sufficient condition for the ad hoc distributed simulations of 

open queueing networks to produce asymptotic results to be statistically equivalent to those 

produced by traditional, replicated sequential simulations. In modeling queueing networks, 

a common objective is to derive the estimation accuracy regarding the system performance 

measures in steady state. Hence, the following analysis focus on the accuracy of point 

estimates and the confidence-interval (CI) coverage of the steady-state system 

performance measures at each queueing station. The analysis further assumes that the open 

queueing networks under study are stable. 

This analysis relies on partitioning a modeled open queueing network into several 
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non-overlapping subnetworks so that each LP models one of them. The internal arrivals for 

a subnetwork are the departures from the queueing stations surrounding this subnetwork. 

The links along which internal arrivals enter a subnetwork are referred to as the “internal 

input links;” these links are also the links along which internal departures leave another 

subnetwork, and hence they are also referred to as the “internal output links.” The data 

models that capture arrival processes on internal input links are crucial to the accuracy of 

system performance measures, which are produced by the corresponding simulations of the 

subnetworks. Typically, one cannot know a priori true arrival process on every internal 

input link; approximations must be made. As a consequence, to guarantee the desired 

accuracy performance of ad hoc open queueing network simulations, the condition is 

derived as follows. 

Proposition 1. Suppose that (1) the subnetworks modeled by all LPs form a perfect 

partition of the entire modeled network; (2) the steady-state flow on every internal output 

link forms a renewal process, and the inter-departure times on these links are used to build 

and update the corresponding empirical distributions; and (3) the arrivals on internal input 

links are generated following those periodically-updated empirical distributions. Then, as 

the simulation run length increases, the ad hoc approach yields more accurate point 

estimators and confidence intervals (CIs) for the steady-state performance measures at 

every queueing station. These point estimators and CIs will be statistically equivalent to 

those produced by a sufficiently-long execution of sequential simulations. 

Proof: Recall that the external arrivals feeding the modeled network are generated 

from the appropriate theoretical data models, which is the same in both the ad hoc approach 

and the sequential simulation method. What distinguishes the two simulation 

methodologies is the mechanism that models internal arrivals. In the ad hoc approach, the 
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internal arrivals are generated following the periodically-updated empirical distributions. 

Since these empirical distributions are constructed based on inter-departure times, they will 

converge weakly, with the probability 1, to the respective theoretical distributions after a 

sufficiently-long transient phase (according to Section 20 in [59]). Then, given that the 

interior of each subnetwork is simulated properly, under some mild continuity assumptions, 

point estimates for mean performance measures will converge to the respective 

steady-state means [60]. Also, under appropriate mixing or ergodicity conditions [61], one 

can establish the asymptotic normality of point estimates and the equality of underlying 

variance estimates with those from sequential simulations. ■ 

The aforementioned assumptions are clearly onerous; the one that requires the 

renewal property is one such example. As Table 1 in [62] shows, very few queueing 

stations have renewal departure processes. By contrast, stationary arrival and departure 

processes at queueing stations in the networks with complex routes are in general 

dependent processes with complex multivariate distributions [63-66]. Fitting multivariate 

models to such processes and generating realizations from the fitted models is a hard 

problem, especially under the expected computational constraints in ad hoc distributed 

simulations. 

According to Table 1, the two types of networks that meet the above assumptions 

are acyclic Jackson networks and the tree-like networks that are composed of GI/D/m 

queueing stations along with state-independent, unidirectional routing. In the former case, 

departures at each queueing station are routed to a destination with a probability, which is 

irrelevant to the network state. That is, this forms several independent Poisson departure 

processes at that queueing station. Hence, the steady-state input process at every queueing 

station is a superposition of Poisson processes. In the latter case, the routing mechanism at 
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each queueing station results in delayed (albeit dependent) renewal flows. Moreover, the 

acyclic nature of both the classes of networks allows the establishment of asymptotic 

validity of estimators for additional performance measures, such as the mean travel times 

of units across paths. 

Table 1. Queueing Stations Producing Renewal Departure Processes in Steady State 

Queueing 

Station 

Departure 

Process 
Description 

M/M/m Poisson 
Poisson arrivals, exponential service times, and m 

identical servers 

M/0/m/L Poisson No service time (0) with system capacity L 

M/GI/1/1 Renewal 

General independent-and-identically-distributed service 

times with no waiting capacity (excluding the one in 

service) 

M/D/1/1 Renewal Constant service times 

M/GI/∞ Poisson Infinite number of servers 

M/GI/m with PS 

service discipline 
Poisson Process-sharing (PS) service discipline 

M/GI/m/L with 

LCFS-PR service 

discipline 

Poisson 
Last-come-first-serve (LCFS) preemptive-resume (PR) 

service discipline 

GI/D/m Renewal Renewal arrivals 

Note: All systems have infinite system capacity, infinite calling population, and 

first-come-first-serve service discipline, unless otherwise specified. 

2.3 Conclusions 

This chapter focused primarily on the theoretical aspects of the ad hoc approach. 

First, this approach was formalized and modularized for software engineering 

considerations. The interface between LPs and the synchronization service provided by the 

ad hoc approach were defined as simple but also as comprehensive as possible, which 

improves flexibility while assures the correctness in synchronization. In addition, the 
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separation of the STM from the synchronization service mainly considers the software 

reuse and replacement. This design allows the STM implementation to be arbitrary, such as 

reusing existing software or designing specifically for a user application for optimizing 

execution performance. Furthermore, modularization makes it possible to replace the old 

STM implementation should the advanced data management techniques become available 

in the future. 

Secondly, this chapter explored the theoretical capability of the ad hoc approach on 

modeling open queueing networks. It was proven that the estimates produced by an ad hoc 

open queueing network simulation can be as accurate as those generated by the sequential 

counterpart for the queueing networks satisfying some conditions. However, in practice the 

conditions are rather limiting. Also, it is challenging to further relax these conditions while 

hold the theoretical accuracy, not to mention that it might be infeasible if additional 

requirements are to be enforced, such as restricting computation resource consumption and 

achieving desired execution efficiency. As a consequence, Chapter 3 will address the issue 

of prediction accuracy in practical applications by experimenting on various designs of the 

ad hoc approach as well as different queueing network configurations. 
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CHAPTER 3 

AD HOC QUEUEING NETWORK SIMULATIONS 

Although ad hoc distributed simulation is motivated in constructing real-time, 

microscopic in-vehicle transportation simulations for urban areas [47], this approach offers 

the potential for use in other applications, which motivates the work described next. To 

explore the capabilities of this approach, a typical procedure involves applying this 

approach to a general, abstract model that can capture a myriad of practical realizations. 

Hence, this chapter focuses on applying the ad hoc approach to simulate queueing 

networks as they are used to model a variety of industrial systems, ranging from computer 

networks, communication systems, to supply chains. In this context, each simulator 

(logical process, or LP) in an ad hoc distributed simulation could model potentially 

overlapping portions of a global supply chain, which consists of production facilities (e.g., 

semiconductor fabs), warehouses, and transportation systems (e.g., vessels, planes, and 

trucks). More specifically, each LP can involve various geographical areas or facilities. 

The remainder of this chapter is organized as follows. Section 3.1 describes the 

software architecture for the ad hoc queueing network simulations in the following sections. 

Section 3.2 elaborates on the mechanisms in these simulations while the experiments for 

the performance study are described in Section 3.3. Section 3.3 also includes the 

experiment results and analyzes some deficiencies observed in these results. To address 

these deficiencies, a buffered-area mechanism is proposed in Section 3.4, along with an 

empirical analysis to show its effectiveness. Finally, Section 3.5 concludes this chapter. 
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Figure 5: Primitive Software Architecture for Ad Hoc Distributed Simulation Based on 

Discrete-Event Simulation 

3.1 Implementation Architecture 

Ad hoc distributed simulation is an approach to predicting future states of 

operational systems by “connecting” autonomous LPs, so it can be regarded as more a 

synchronization mechanism rather than a modeling methodology, such as the time-stepped 

simulation approach or the discrete-event simulation approach. In other words, the 

modeling method adopted by each LP is in principle irrelevant although the choice of 

which would affect the software implementation that “glues” the synchronization 

mechanism and the modeling method. Figure 5 depicts a design of the software 

architecture for the LPs modeling a system under investigation (SUI) using the 

discrete-event simulation approach. That is, the operations of a SUI are modeled by a 

sequence of time-ordered events. 

An implementation of a discrete-event simulation typically contains two parts: the 
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simulation application and the simulation executive; see Figure 5. This design separates the 

SUI-related code from those independent of the SUI. Specifically, the simulation 

application models a SUI by maintaining the state variables that represent the SUI’s state 

and providing event handler procedures for events to mimic the operations of the SUI 

through modifying those state variables as well as scheduling future events if needed. By 

contrast, the simulation executive manages the simulation time and future events, which 

are stored in a pending-event list; the procedure is common to any SUI. That is, a standard 

implementation of the simulation executive repeatedly loops through a block of codes, 

within which the event associated with time closest to the current simulation time is 

retrieved from the pending-event list, the simulation time is updated accordingly, and the 

respective event handler procedure in the simulation application is invoked to process the 

event. Moreover, the simulation executive provides an interface for the simulation 

application to schedule future events into the pending-event list. 

Similar isolation of the components that are independent of the SUI can be adopted 

in implementing the ad hoc approach. One implementation is to isolate the space time 

memory (STM), as shown in Figure 5. Recall that, as described in Section 2.1, the STM 

holds a collection of data and provides an access to these data through the following 

function calls: STM_Add(), STM_Erase(), and STM_GetRecords(). Although it is 

suggested in Section 1.1.3 that the STM should be implemented as a distributed set of 

objects, the implementation and experiments described here use a simple approach where 

the STM is implemented centrally as a single LP. 

While the STM is separated as an independent component, the rest of the ad hoc 

approach needs to be closely coupled with the modeling part (including the simulation 

application and the simulation executive) because it might affect the model. For example, 
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when a rollback is triggered, the simulation time must be rewound, the state variables have 

to be restored to their previous values, and the pending-event list requires reconstruction. 

Hence, as shown in Figure 5, the ad hoc approach is implemented as a component that can 

access both the simulation application as well as the simulation executive. The ad hoc 

implementation at each LP is further decomposed into the ad hoc operational functions: 

Read(), Write(), and AntiWrite(), and the ad hoc callback functions: AggregateValues(), 

AcceptDifference(), and Rollback(). Recall from Section 2.1 that applications must 

develop their specific callback functions as these functions are invoked by the operational 

functions for resolving application dependent issues. In addition, the operational functions 

would call the STM services for accessing the records of previous read/write operations. In 

this implementation, this is realized via the run-time infrastructure (RTI), which is not 

unlike that used in the High Level Architecture (HLA) to interconnect simulations. 

The ad hoc implementation in Figure 5 allows for customization of LPs as they can 

have their own implementations of the callback functions. An LP may adjust the adopted 

mechanisms based on its available resources (i.e., capability), the desired prediction 

accuracy or execution efficiency, and other conditions. Regardless, in the following 

experiments in this chapter, all LPs employ the same mechanisms for the callback 

functions. That is, the functions for the ad hoc operations and the ad hoc callbacks can be 

extracted out of LPs, and they are incorporated into the centralized code that drives the 

STM; see Figure 6. This implementation strategy is mainly for programming convenience 

although it also reduces the communication overhead between the ad hoc operations and 

the STM services (the study of which is outside the scope of this chapter). The only part of 

the callback functions that is left at each LP is for rollback handling since each LP has 

different system states to be reconstructed. 
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Figure 6: Adopted Software Architecture for Ad Hoc Queueing Network Simulations 

All the ad hoc queueing network simulations in this chapter are executed in a 

computing system with a cluster of tightly-coupled processors. These processors do not 

share memory spaces, and instead the underlying communication in the RTI is through the 

message passing interface (MPI). 

3.2 An Open-Queueing-Network Model 

The remainder of this chapter examines the ad hoc approach on modeling open 

queueing networks, in which the queueing stations (nodes) are arranged in an m × n 

rectangular configuration. The primary focus is the 8 × 8 grid network shown in Figure 7. 

Each node in the network contains a single server with an unlimited buffer and the 

first-come-first-served (FCFS) service discipline. Service times of all the servers are 

independent and identically distributed (IID) with the mean equal to one second, and the 

service-time distribution varies by experiments. 

Arrivals to a node in the network in Figure 7 are twofold: external (from outside the 

network) and internal (from any node in the network). External arrivals to each node form 

a Poisson process with the rate 1 / 6 per second. By contrast, internal arrivals to a node are 
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the processed units from the neighboring nodes based on the routing probabilities 

illustrated in Figure 8, which differ by node types. Nodes are classified into three types: the 

corner nodes (i.e., nodes 0, 7, 56, and 63), the edge nodes, (e.g., nodes 1, 2, and 3), and the 

interior nodes (e.g., nodes 9, 10, and 11). Figure 8(a) shows the routing probabilities at a 

corner node: a processed unit leaves the network with the probability 0.6 or moves to any 

of its neighboring nodes with the equal probability 0.2; similarly, Figures 8(b) and 8(c) 

depict the routing probabilities at an edge node and an interior node, respectively. Note that 

the processed units are routed independently of each other. 

 

Figure 7: An 8 × 8 Grid Network 
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Figure 8: Routings at Nodes 

This 8 × 8 grid network in Figure 7 is quite large and it contains many cycles, which 

leads to complex potential routings. Also, the traffic intensity of a node can be up to 0.8; 

that is, a server can be heavily loaded. As a consequence, modeling such a network is no 

easy task—it has the potential to expose deficiencies of the current, early-stage design of 

ad hoc queueing network simulations. 

3.2.1 Partitioning 

The first set of experiments aims at evaluating the ad hoc queueing network 

simulations with a symmetric partition. Specifically, the modeled grid network is evenly 

partitioned into portions (subnetworks) while, at the same time, an overlap may exist 

between any two adjacent portions. This is referred to as the “regular partitioning.” The 

specifics about applying this partitioning method to the modeled network will be discussed 

in Section 3.3.1. 

Considering the regular partitioning as a baseline, the second set of experiments 

focuses on the potential impact of the partitioning methods to the accuracy of system 

performance estimates in ad hoc queueing network simulations. The network under 
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investigation is partitioned so that LPs model areas with different sizes and shapes. This 

“irregular partitioning” will be elaborated in Section 3.3.2. 

Regardless of how the modeled network is partitioned, an LP models the arrivals 

and departures of the units circulating in its modeled subnetwork using the discrete-event 

simulation approach. This leads to the problem that the processes capturing the units 

arriving at the boundary of a subnetwork are unknown at the beginning of a simulation. For 

example, an LP does not have prior knowledge of the arrival process from node 4 to node 3 

(in the network in Figure 7) if the latter node is in its modeled subnetwork while the former 

one is not. Therefore, these processes are preconfigured as Poisson processes with the rate 

1 / 6 per second, and they will be adjusted dynamically based on the information 

exchanged among LPs during the simulation execution. 

As in typical cases, an ad hoc queueing network simulation starts in an empty and 

idle state. Then, LPs start exchanging information through the space time memory (STM) 

after five minutes in simulation time, which is primarily for preventing the shared data 

from being influenced by initial transients. The details pertaining to the information 

exchange and other involved mechanisms will be described in the following subsections. 

Note that in the remainder of this chapter all time values refer to the simulation time, rather 

than the wall-clock time. 

3.2.2 Information Exchange 

The objects shared among the LPs in an ad hoc queueing network simulation are 

the flow states of all links in the modeled network, where a link is a connection between 

two nodes with the direction being from the departing network to the arriving one. The 

value of a flow state is defined to be a set of the statistics of interdeparture times on a link. 
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The statistics include the number of observed interdeparture times and the first two sample 

moments; grouping them together forms a “prediction,” denoted by (nlp, m1,lp, m2,lp) in 

which the subscript lp indicates the LP that provides this prediction. The observation 

period is set to be the last five minutes; this five-minute rolling window is primarily to 

prevent the statistics from becoming overly sensitive to the statistical “fluctuations.” 

After the five-minute transient period at the beginning of a simulation, every 30 

seconds each LP produces a prediction for every link it models with respect to the 

following 30 seconds. Specifically, let tnow be the time point an LP produces a prediction, 

say (nlp, m1,lp, m2,lp). The data constitute to this prediction are observed in [tnow − 300, tnow) 

while the prediction is regarded as the projection of the corresponding flow state with 

respect to [tnow, tnow + 30). Hence, a write record with value v = (nlp, m1,lp, m2,lp) and time t = 

[tnow, tnow + 30) will be created in the STM, as the result of a write operation invoked by the 

LP. This write operation also involves checking if rollbacks need to be triggered at the LPs 

who had requested the corresponding flow state with respect to [tnow, tnow + 30) before this 

new prediction is generated. This aspect will be elaborated in Section 3.2.5. 

Every 30 seconds, an LP queries the flow state of every link that originates at a 

node outside but connects to some node inside its modeled subnetwork. The query 

provides a value the LP would like to use for the next 30 seconds; the value is set to the last 

statistics the LP has used for the previous 30 seconds. The provided value may be granted 

so that this LP keeps using it, or it may be denied while a new value is returned. This LP 

then replaces the provided value with the new one. The validity of the provided value is 

evaluated according to the same criteria for determining if a rollback is necessary (see 

Section 3.2.5). As to the returned new value, it is computed based on the 

currently-available predictions; the details are described in Section 3.2.3. It is noted that 
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this approach is somewhat different from the traditional read operations where an LP issues 

a request and waits for the value in response. 

3.2.3 Estimation Aggregation 

Given a set of predictions, denoted {(nlp, m1,lp, m2,lp)}, aggregating them may be 

necessary when, for example, an LP queries the respective flow state with which these 

predictions are associated. To fit the format of a prediction, the aggregated prediction is 

also presented in a 3-tuple: ( )21
ˆ,ˆ, mmn ; n is the number of predictions involved in 

calculating the aggregated prediction (i.e., n = |{(nlp, m1,lp, m2,lp)}|), and 1m̂  and 2m̂  are 

the estimated first and second moments, respectively. The estimated first moment is a 

random sample from the predictions while the estimated second moment is calculated from 

the pooled variance. 

Specifically, the estimated first moment (i.e., 1m̂ ) and the first moments from the 

predictions (i.e., m1,lp’s) are regarded as the samples of an unknown random variable. The 

density function of this random variable is estimated using a standard Gaussian kernel [67]. 

The estimated first moment is generated by randomly picking one of the samples and then 

sampling a normal variate centered at the chosen sample. This kernel-density-estimation 

method is chosen because it is non-parametric and it requires a very small computational 

effort. Given the estimated first moment, the estimated second moment is calculated so that 

the estimated variance is equal to the pooled variance of the predictions. 

The estimated first moment is expressed in Equation (3.1), in which h is the 

bandwidth based on Silverman’s suggestion [67] and ε is a standard normal random variate. 

Since the first-moment estimates might form a distribution other than a uni-modal one (e.g., 

a bimodal one), the bandwidth is set to h = 1.06An
−1/5 with A being the minimum between 
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the sample standard deviation (S1 in Equation (3.2)) and the sample inter-quartile range 

divided by the value 1.3. 
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the predictions ( )
2

pS  in Equation (3.5). 
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3.2.4 Data Resolution Conversion 

Although LPs model unit arrivals and departures, they do not share every 

interdeparture time, considering the possible communication overhead. Instead, as 

discussed in Section 3.2.2, the first two moments of interdeparture times are published. 

This implies that an LP will not obtain the detailed information more than the first two 

moments upon requests. Given only the first two moments, arrivals can be generated by 

various approaches. Two methods are adopted: the first addresses the cases in which 
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service times follow exponential distributions and the second covers the remaining cases. 

In the cases where all service times follow exponential distributions, each LP 

approximates the arrival processes on the links across its modeled subnetwork as Poisson 

processes. For a specific Poisson arrival process, the mean is set to the given first moment 

while the given second moment is discarded; the interarrival times are generated by 

random sampling. On the other hand, when the service times are non-exponential, the 

arrival processes are modeled as renewal processes with gamma interarrival times. This 

approximation is based on Whitt’s methodology [54, 55] where the shape parameter α and 

the scale parameter β of a gamma distribution are estimated using the method of moments; 

see Equations (3.6) and (3.7). In these equations, m1 and m2 are the first two moments, 

respectively. 
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3.2.5 Rollback Detection 

Producing or removing a prediction may change the “big-picture view” of the 

corresponding flow state that this prediction is associated with. If the change is beyond a 

certain range, the previous (old) state is considered invalid. That is, the LPs that had used 

the old state need to be notified so that they can roll back and restart their simulations with 

a more “update-to-date” value based on the current state. The procedure for determining if 

a rollback is necessary is referred to as the “rollback detection mechanism,” which is 

mainly about comparing the old state against the currently-available predictions. Note that 

a previously-shared prediction may be removed when the sharing LP triggers a rollback to 

invalidate the prediction, which will be detailed in Section 3.2.6. 
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The first part of the rollback detection mechanism compares the value an LP once 

used for modeling a flow state against the currently-available predictions of the respective 

flow state. The comparison is as follows where only the first moments of the predictions 

are taken into account. Let 1m  and 2

1S  be the sample mean and the sample variance of 

these first moments, respectively; see Equations (3.8) and (3.9) as a repetition of Equation 

(3.2). In these equations, n is the number of the predictions. In the cases with n less than 2, 

this rollback detection mechanism aborts since the predictions are insufficient to derive a 

meaningful conclusion with regards to the validity of a value. Otherwise, with n ≥ 2, by 

following a traditional quality control paradigm, estimates within the range nSqm 2

11 ±  

are considered acceptable. (The effect of the potential correlation between the predictions 

is ignored for now.) In general, the constant q can be set to 3, which corresponds to a 99% 

confidence level. However, this assignment would result in many unnecessary rollbacks, 

wasting a substantial amount of computing resources without improving prediction 

accuracy. Hence, q is set to 4 based on the intuition that a larger q value leads to fewer 

rollbacks but less accurate results. The relationship between the q value, the computational 

cost, and the prediction accuracy is another direction for future work. 
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The second part of the rollback detection mechanism is conducted if the value an 

LP once used (say v) is outside the range nSqm 2

11 ± . In this case, the LP will be notified 

to roll back its simulation back to when it started using v. Also, the notification will carry a 

new value of the flow state that v is associated with. This new value is calculated based on 
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the currently-available predictions by invoking the aggregation mechanism described in 

Section 3.2.3. 

3.2.6 Rollback Handling 

A rollback notification to an LP contains an invalid value the LP had used, the time 

period associated with the usage (say, t = [ts, te)), and a new value as a suggestion that the 

invalid one should be replaced with (say, vnew = (n, m1,0, m2,0)). Upon receipt of such a 

notification, an LP first revokes all the read and write operations it had performed with 

respect to the time period [ts, ∞) by invoking an anti-write operation with time ts. In other 

words, all the read/write records in the STM after time ts and also associated with this LP 

are erased. Such a revocation in turn triggers the rollback detection mechanism discussed 

in Section 3.2.5. 

After the revocation, the LP reconfigures its simulation with the new value. Instead 

of rolling back to time ts, the LP rolls back further so that the potential “mismatches” do not 

result in abrupt changes in predictions. Specifically, the LP rolls back to five minutes 

earlier (i.e., ts − 300 seconds), and the input data within the period [ts − 300, ts) are 

interpolated. This period is also referred to as the “coast-forward phase.” The computation 

in this period is local to the executing LP. Hence, in this phase, LPs do not share 

predictions. 

The specifics concerning the input data interpolation are as follows. The first 

moments are linearly interpolated. Let the first moment used at time ts − 300 be m1,300. 

Since m1,0 should be used at time ts, at time ts − d the LP uses m1,d = m1,0 − d (m1,0 − m1,300) 

/ 300 as the first moment. The second moments are not linearly interpolated; instead, the 

coefficients of variation (CVs) are linearly interpolated. After then, the second moments 



53 

are calculated from the CVs and the first moments since the CV at time ts − d can be 

represented by the first two moments m1,d and m2,d, respectively; see Equation (3.10). 
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3.3 Experiments and Results 

The ad hoc queueing network simulations introduced in Section 3.2 are evaluated 

under three scenarios. In the first scenario, the service times follow the exponential 

distribution with the mean equal to one second. In the second and third scenarios, the 

service times follow the gamma distributions with shape parameter α and scale parameter β 

or (α, β) = (2, 0.5) and (0.25, 4), respectively; in these two cases, the mean is αβ (which is 1) 

and the variance is αβ2 (which are 0.5 and 4, respectively). 

The evaluation compares the results from the ad hoc queueing network simulations 

against those from the corresponding traditional sequential simulations as well as the 

known theoretical results, where available. Since the first scenario induces a Jackson 

network, numerous steady-state network performance measures can be calculated by 

treating each node as an independent M/M/1 queueing station [68]. Nevertheless, for the 

rest two scenarios, deriving the theoretical results requires approximations, and hence the 

evaluation only relies on the estimates obtained from sequential runs, which are the runs 

where the entire network is modeled by a single simulator. 

The evaluation focuses on two steady-state network performance measures: server 

utilizations and mean queue lengths. Since the modeled network is symmetric in structure, 

only the following nodes are considered: nodes 0, 1, 2, 3, 9, 10, 11, 18, 19, and 27 (see 

Figure 7). 
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Since the ad hoc queueing network simulations start in an empty and idle state, the 

effect of the initial transient period should be excluded from estimating the steady-state 

performance measures. Furthermore, computing estimates with a given (absolute or 

relative) precision necessitates a long simulation. An intuitive principle is to increase the 

run length of the simulations as the service-time variance grows. Hence, the following 

configuration varies by scenarios in order to deal with the above two issues: in the first two 

scenarios, in which the service-time CVs are both less than or equal to 1, the data collection 

starts after two hours in simulation time and lasts for 10 hours; in the third scenario, with 

the service-time CV equal to 2, the data collection starts after 10 hours and lasts for 30 

hours. This configuration applies to both the ad hoc experiments and the sequential runs. 

The simulation results are averaged over multiple simulation runs using different 

random number seeds. For each ad hoc queueing network simulation, 10 independent 

replications are performed. The point estimate and the approximately 90% confidence 

interval (CI) of a specific performance measure is calculated as follows. Since the ad hoc 

approach allows one node to be modeled by several LPs, one replication may generate 

multiple (possibly-correlated) predictions for the same performance measure. The 

representing estimate of a replication is defined to be the average of all the predictions from 

the r-th replication, that is, Xr in Equation (3.11). In the equation, Xr,lp is an estimate 

produced by one LP and k is the number of all such estimates (i.e., k = |{Xr,lp}|); the value k 

is the same across replications. Following this definition, the point estimate is X  in 

Equation (3.12) and the 90% CI is derived by considering RVX in Equation (3.13) as the 

Student’s t-distribution with 9 degrees of freedom; the parameter µ in the equation 

represents the true (unobservable) value of the performance measure. Note that Equation 

(3.11) also implies that the current design treats every LP equally. 
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The comparison between the estimates from the ad hoc approach and those from 

sequential simulations is based on the condition that every node is modeled by the same 

number of LPs/simulators in both approaches. Hence, for a specific performance measure, 

if the respective node is simulated by k LPs in one ad hoc replication, the estimate from the 

sequential approach requires 10k independent runs (for 10 is the number of the ad hoc 

replications). Let Yr be the estimate from the r-th sequential run. Then, the point estimate is 

Y  in Equation (3.14) and the 90% CI is derived by considering RVY in Equation (3.15) as 

the Student’s t-distribution with 10k − 1 degrees of freedom; the parameter µ in the 

equation denotes the true value of the performance measure, same as that in Equation 

(3.13). 
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3.3.1 Regular Partitioning 

This subsection focuses on the regular partitioning in ad hoc queueing network 

simulations. The modeled 8 × 8 grid network is partitioned into five overlapping portions: 

the top left, the top right, the bottom left, the bottom right, and the center portions (Figure 

9). Each portion is a 4 × 4 subnetwork and is simulated by eight LPs. Hence, in total 40 LPs 

are deployed. 
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Figure 9: Regular Partitioning on 8 × 8 Grid Network 

3.3.1.1 Scenario 1: Exponential Service Times 

The configuration of exponential service times results in the modeled queueing 

network being a Jackson network so that the expected server utilization and the expected 

mean queue length of each server can be analytically obtained. Figure 10 depicts the 

relative differences between the utilization estimates from both simulation approaches and 

the exact values. In the figure, the horizontal axis is labeled with node identifications (IDs) 

along with the expected utilizations in parentheses. The relative differences are calculated 
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by following Equation (3.16), in which X  is an estimate from either the ad hoc approach 

or the sequential approach and µ is the corresponding exact value. This figure demonstrates 

that this ad hoc queueing network simulation performs well; it generates the estimates 

comparable to those from the respective sequential simulations. The relative differences 

for the mean queue-length estimates show similar trends, but rage wider with the 

maximum relative queue-length difference being 1.14% (see Figure 11). 

 %100
µ

µ
×

−X
 (3.16)   

Figures 12 and 13 contain the point estimates and the approximately 90% CIs for 

the steady-state server utilizations and mean queue lengths, respectively. In these figures, 

squares indicate the point estimates while ×’s mark the exact values. The results from both 

simulation approaches are close to each other and the CIs contain most of the exact values. 

3.3.1.2 Scenario 2: Gamma(2, 0.5) Service Times 

The service times in this scenario follow the gamma distribution with the shape and 

scale parameters (α, β) = (2, 0.5), denoted as Gamma(2, 0.5). The service times are less 

variable than those in Scenario 1 (with CV equal to 5.0  versus 1). In the absence of the 

analytical results, the formula for calculating the relative differences is adjusted to 

Equation (3.17), which describes the relative difference between an estimate from the ad 

hoc approach ( X  in the equation) and the respective one from the sequential approach (Y  

in the equation). 
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Figure 10: Relative Differences for Utilization Estimates with Regular Partitioning under 

Scenario 1 

 

Figure 11: Relative Differences for Mean Queue-Length Estimates with Regular 

Partitioning under Scenario 1 
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Figure 12: Point Estimates and 90% CIs for Utilization Estimates with Regular Partitioning under Scenario 1 
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Figure 13: Point Estimates and 90% CIs for Mean Queue-Length Estimates with Regular Partitioning under Scenario 1 
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Figure 14: Relative Differences for Utilization Estimates with Regular Partitioning 

 

Figure 15: Relative Differences for Mean Queue-Length Estimates with Regular 

Partitioning 
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Figures 14 and 15 plot the relative differences for the utilization and the mean 

queue-length estimates, respectively, along with the results from Scenario 1 for 

comparison. For both scenarios, the relative differences for the utilization estimates hover 

around ±0.2% and are within the range ±0.35%. The relative differences for the mean 

queue-length estimates range wider but are typically within ±1%. 

3.3.1.3 Scenario 3: Gamma(0.25, 4) Service Times 

This scenario sets the service-time distribution to Gamma(0.25, 4), with CV equal 

to 2, which implies the service times are more variable than those in both Scenarios 1 and 2. 

Figures 14 and 15 also include the results from this scenario. The relative differences for 

the utilization estimates maintain a level of closeness similar to the previous results, but are 

all positive. This pattern is more pronounced with the mean queue-length estimates, 

especially on the nodes with high server utilizations. Specifically, the mean queue-length 

estimates from the ad hoc approach can be up to 3% larger than the respective estimates 

from the sequential approach. This issue also has surfaced in Scenario 1 but is not apparent 

under Scenario 2 with the lower service-time CV. A further study of the issue is detailed in 

Section 3.3.3. 

3.3.2 Irregular Partitioning 

This subsection examines the effect of the irregular partitioning on the estimation 

accuracy of ad hoc queueing network simulations. 

3.3.2.1 Center-Weighted Node Coverage 

The term “node coverage” refers to the pattern of LPs collectively modeling a 

queueing network. In the previous experiments in Section 3.3.1, the center part of the 

modeled 8 × 8 grid network is covered by twice as many LPs as those modeling the 
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bordering nodes. This is referred to as the “center-weighted node coverage.” 

For the sake of comparison, the first set of experiments evaluates the irregular 

partitioning along with this center-weighted node coverage. That is, within one replication 

that contains 40 LPs, each of the “central” 16 nodes is modeled by 16 LPs while every 

other node is covered by 8 LPs. Many partitioning layouts satisfy this requirement and 

Figure 16 provides eight of them. For example, Layout 1, depicted in Figure 16(a), 

partitions the network into five overlapping portions: each portion is denoted by a rectangle 

with a distinguishing line style. The numbers in rectangles are node IDs. All the eight 

layouts in Figure 16 involve five portions. Since in total 40 LPs are deployed in one 

replication, each portion is modeled by eight LPs. Furthermore, Layout 9 (not depicted) is 

constructed by mixing all the portions in Layouts 1–8. As each layout contributes five 

portions, Layout 9 contains 40 portions, which leads to each portion being simulated by 

exactly one LP in a replication. 

 

 

Figure 16: Irregular Partitioning Layouts on 8 × 8 Grid Network with Center-Weighted 

Node Coverage 



64 

All the nine layouts are evaluated. The experimental settings are the same as those 

in Section 3.3.1, except the partitioning. For brevity, the focus is solely on the mean 

queue-length estimates. 

The first experiment applies the configuration of Scenario 1; that is, the service 

times follow the exponential distribution with the mean equal to one second. Figure 17 

shows the relative differences between the mean queue-length estimates from the ad hoc 

approach and the corresponding exact values (i.e., the analytical results). The maximum 

relative difference is 1.88% from Layout 4. Although this value is slightly larger than the 

largest relative difference from Section 3.3.1 (1.14%), it does not seem to indicate that any 

specific partitioning layout deteriorates the estimation accuracy. 

Moreover, all the nine layouts are evaluated with the configurations in Scenarios 2 

and 3, and the results are presented in Figures 18 and 19, respectively. These figures plot 

the relative differences between the mean queue-length estimates from the ad hoc approach 

and those from the sequential approach. The minor decrease in accuracy suggests that these 

partitioning schemes do not appear to be a major issue. Under Scenario 2, the maximum 

relative difference is 1.3% from Layout 3 (compared to 0.63% under the regular 

partitioning scheme). Under Scenario 3, the maximum relative difference is 3.93% (from 

Layout 8) while it is 2.65% under the regular partitioning scheme. In addition, the 

overestimation issue observed in the previous experiments resurfaces (see Section 3.3.3 for 

further discussion). 
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Figure 17: Relative Differences for Mean Queue-Length Estimates with Irregular 

Partitioning and Center-Weighted Node Coverage under Scenario 1 

 

Figure 18: Relative Differences for Mean Queue-Length Estimates with Irregular 

Partitioning and Center-Weighted Node Coverage under Scenario 2 
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Figure 19: Relative Differences for Mean Queue-Length Estimates with Irregular 

Partitioning and Center-Weighted Node Coverage under Scenario 3 

3.3.2.2 Balanced Node Coverage 

As opposed to the center-weighted node coverage, the term “balanced node 

coverage” refers to the situation in which every node in the modeled network is simulated 

by the same number of LPs. In designing the experiments with this balanced node coverage, 

a further question arises that concerns how many LPs should be deployed to model each 

node. In general, the answer depends on not only the characteristics of a SUI but also the 

goals and constraints of a modeling and simulation task. Intuitively, a small number of LPs 

should be avoided because insufficient predictions may introduce additional variation, 

which would lead to unnecessary rollbacks. Hence, the following experiment borrows the 

experience from the previous ones and constructs a layout in which each node is modeled 

by eight LPs. The influence of this coverage redundancy on the estimation accuracy and 
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variability requires further exploration. 

A layout with the balanced node coverage is shown in Figure 20; each solid 

rectangle represents a portion while the dashed squares denote the modeled network for 

assisting in positioning the portions. The size of a portion is specified on the top of the 

corresponding square. Since each replication deploys 40 LPs and this layout contains 40 

portions, each LP models exactly one distinct portion. Same as those layouts in Section 

3.3.2.1, this layout is evaluated under all the three scenarios, and the experimental settings 

are the same as well, except the partitioning. 

Since Scenario 1 can be easily analyzed theoretically, as mentioned earlier, the 

relative differences between the mean queue-length estimates from both simulation 

approaches and the analytical values are depicted in Figure 21. By contrast, Figure 22 plots 

another evaluation metric, the relative differences between the mean queue-length 

estimates from the ad hoc approach and the respective values from the sequential approach 

for all the three scenarios. All these differences are close to those from the previous 

experiments: they are within the same order of magnitude. Although slight increases in 

difference are observed, this partitioning method does not appear to significantly affect the 

prediction accuracy of the ad hoc approach. In addition, the data support the claim that 

once a node is modeled by a sufficient number of LPs, the marginal benefit of additional 

coverage is minimal. 



68 

 

Figure 20: An Irregular Partitioning Layout on 8 × 8 Grid Network with Balanced Node Coverage 
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Figure 21: Relative Differences for Mean Queue-Length Estimates with Irregular 

Partitioning and Balanced Node Coverage under Scenario 1 

 

Figure 22: Relative Differences for Mean Queue-Length Estimates with Irregular 

Partitioning and Balanced Node Coverage 
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3.3.3 Overestimation 

This subsection explores the overestimation issue observed in the mean 

queue-length estimates from the ad hoc approach. It appears that this issue is a result of the 

modeling assumptions for the arrival processes across two subnetworks; further, the 

overestimation becomes more apparent as the service-time CV increases. Recall that the 

arrivals are modeled with the following approximations: (1) the interarrival times on one 

link are IID from either an exponential or a gamma distribution (with the parameters 

estimated dynamically), and (2) the arrival processes on different links are independent. 

The following experiments attempt to verify the conjecture that the overestimation errors 

are because of these two assumptions. 

This study uses sequential simulations to mimic the behavior of unit arrivals across 

two subnetworks in ad hoc queueing network simulations. Specifically, the first half of the 

study involves a sequential simulation of the original (unmodified) queueing network; 

during the simulation, the interarrival times are collected on a subset of links that represent 

the boundary links of potential LPs (see Figure 23). Then in the second half, another 

sequential simulation models the modified queueing network in which those boundary 

links are removed. The arrivals on the removed links are generated using the collected 

interarrival times from the first simulation. In generating unit arrivals, the collected 

interarrival times on each of those links are treated as IID samples from an unknown 

distribution, so the arrivals are generated based on random sampling with replacement. 

Firstly, the experiment described next intends to show that the unmodified and 

modified networks are practically the same (e.g., generating numerical results that are 

close to each other) when the arrival process at a boundary link is renewal. To achieve this, 
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the external arrival rate to node 28 is set to 0.5 (instead of 1 / 6 for other nodes). This leads 

to extremely-high traffic intensity at node 28, which in turn results in the IID interdeparture 

times of the processed units moving from node 28 to node 27, given the IID service times 

of node 28. In other words, approximating the flow on link 136 (see Figure 23) should not 

induce a significant error on the mean queue-length estimate of node 27, which is 

confirmed by the results: the relative difference between the point estimate from the 

modified network (12.512) and that from the original network (12.427) is −0.68%. Also, 

the 90% CIs are (12.312, 12.542) and (12.407, 12.617) for the modified and original 

networks, respectively. Note that this experiment servers as a basis for the next one. 

 

Figure 23: An 8 × 8 Grid Network for Imitation of Ad Hoc Experiments 
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Given that similar interdeparture time processes produce similar results, the impact 

of the approximated renewal arrival processes against the actual arrival processes can be 

quantified based on the relative differences between the estimates from the modified and 

original networks. Without loss of generosity, the next experiment focuses on the 

overestimation of the mean queue-length estimate for node 27 under Scenario 3, and 

attempts to imitate the LPs that model the top left portion in the regular partitioning. That is, 

the arrival processes of interest are those on links 80, 81, 82, 83, 115, 122, 129, and 136 

(see Figure 23). These links are removed with substituting (approximated) arrival 

processes in the modified network. 

The results from this experiment confirm the conjecture mentioned at the beginning 

of this subsection. The relative difference between the point estimate from the modified 

network (8.348) against that from the original network (7.967) is 4.79%, and the 90% CIs 

are (8.288, 8.408) and (7.916, 8.018), respectively. This significant relative difference and 

the non-overlapping CIs provide a firsthand demonstration of the relationship between the 

overestimation issue and the renewal arrival process assumption in the previous ad hoc 

queueing network simulations. In addition, it is noted from the three scenarios that as the 

service-time CV increases, the overestimation issue becomes more significant. This is 

intuitively reasonable since the arrival processes have positive autocorrelation. Also, this 

issue is consistent with the findings by Lester [69]. A positive conclusion based on these 

results is that the ad hoc approach can perform significantly better if the arrival processes 

can be modeled more precisely, without a substantial increase in computational 

requirements. 
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3.4 Buffered-Area Mechanism 

This section proposes a method to reduce the estimation bias owing to the renewal 

approximation in the current design of ad hoc queueing network simulations. This method, 

called the “buffered-area mechanism,” is based on “filtering” units before they reach 

boundary nodes. The details of the method are in Section 3.4.1, and Section 3.4.2 evaluates 

its effectiveness on three queueing networks with various configurations. 

3.4.1 Principles of Method 

The goal of the buffered-area mechanism is to improve estimation accuracy, which 

is achieved based on the fundamental idea to “link” a subnetwork with its neighbors. 

Specifically, given an LP modeling a subnetwork, the LP incorporates an extra portion at 

the border of this subnetwork into its modeling area. This enhancement is expected to 

reduce the impact from the approximations made at boundary input links. Take the 

bidirectional tandem queueing network in Figure 24 as an example. Each node in the 

network represents a queueing station and the processed units flow via the links connecting 

two nodes. Suppose that an LP is interested solely in the performance measures of nodes G, 

H, and I. Instead of simulating only these three nodes, this LP enlarges its modeling 

subnetwork by adding nodes F and J so that the arrival process approximation is made at 

the input links to nodes F and J (the arrows with a filled head). Furthermore, this LP shares 

the predictions (i.e., the statistics of departure processes) pertaining to the output links of 

nodes G, H, and I (the arrows with a hollow head), but not those of nodes F and J. 

 

Figure 24: A Bidirectional Tandem Queueing Network 
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The effectiveness of the buffered-area mechanism depends on the extent to which 

the approximation bias can be “washed away” by increasing the distance between where 

output measures are taken and where input approximations are made. The longer the 

distance, the larger the buffered area, which in turn implies higher simulation cost. 

3.4.2 Effectiveness Analysis 

The accuracy gain through the buffered-area mechanism depends on several factors, 

including network topologies, connectivity, and unit routing mechanisms. This subsection 

studies the accuracy gain with respect to the sizes of buffered areas on three open queueing 

networks: an 11-node bidirectional tandem network, an 11 × 11 grid network, and an 8 × 8 

grid network (Figure 25). The last one extends the study in Section 3.3.1.3 in order to 

illustrate that the buffered-area mechanism lessens the overestimation issue that has arisen 

there. 

The following ad hoc queueing network simulations adopt the design in Section 3.2 

and the same experimental settings as those in Section 3.3, unless otherwise specified. 

Some highlights are as follows. Every 30 seconds, LPs update the statistics of 

interdeparture times as well as query predictions for generating the arrivals on boundary 

input links. Aggregating multiple predictions (because of several LPs modeling the same 

area) is based on the kernel-density-estimation approach. On modeling the arrival 

processes at boundary input links, at the beginning of a simulation they are configured as 

Poisson processes with rate λ, but thereafter are assumed to be renewal processes with 

gamma interarrival times. The shape and scale parameters of these gamma distribution (α 

and β, respectively) are dynamically adjusted using the data from either 

periodically-invoked read operations or rollbacks. The rollback detection mechanism is 
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based on an acceptable range, which is constructed following a quality control paradigm. 

 

 

 

Figure 25: Open Queueing Networks 
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3.4.2.1 Case 1: 11-Node Bidirectional Tandem Network 

This subsection focuses on the queueing network with 11 nodes in tandem (Figure 

25(a)). Each node in the network is a single-server, infinite-capacity queueing station; the 

external arrivals follow a Poisson process with the rate λ per second. All service times are 

IID from a gamma distribution with the mean equal to 1 second. The served units at 

internal nodes may move to one of their neighboring nodes with the equal probability p or 

leave the network (with probability 1 – 2p), while those at border nodes (i.e., nodes 0 and 

10) would continue to a neighboring node with the probability p or leave the network (with 

probability 1 – p). 

 

 

 

 

 

Figure 26: Application of Buffered-Area Mechanism to 11-Node Bidirectional Tandem 

Network 
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To simplify the analysis, the entire queueing network is partitioned into three 

portions: (1) nodes 0–4, (2) node 5, and (3) nodes 6–10. Only the LPs modeling the middle 

portion (the one with node 5) adopt the buffered-area mechanism. The sizes of buffered 

areas differ across scenarios; see Figure 26. These LPs update the statistics of the departure 

processes of node 5 (the arrows with a hollow head in Figure 26) while request the arrival 

information of different input links varying by scenarios (the arrows with a filled head in 

Figure 26). 

The steady-state mean queue-length estimate of node 5 is the measure of interest. 

To derive both the point estimate and the 90% CI of this measure, multiple independent 

replications are needed. The number of replicated runs is set to 10 in the following ad hoc 

queueing network simulations. Within one replication, each portion is modeled by 10 LPs. 

Hence, as a basis for comparison, the estimate from the corresponding sequential 

simulations is based on 100 independent replications in order to equate the number of the 

replications that are allocated to node 5. Note that for both the simulation approaches, they 

start collecting the data pertinent to the measure after 3 hours in simulation time and the 

data collection lasts for 10 hours; this is for alleviating the effect of the initial transient. 

Three sets of experiments are performed. The first two involve a heavily-loaded 

network with traffic intensity approximating 0.81 at node 5; these two cases intend to show 

that the buffered-area mechanism can mitigate severe bias issues. The third experiment 

concerns a network with low traffic intensity at node 5 (about 0.28); this configuration is to 

demonstrate that the buffered-area mechanism does not deteriorate the prediction accuracy. 

Case 1(a). This heavily-loaded queueing network has external Poisson arrivals 

with the rate λ = 1 / 6 per second to each node. The routing probability p is 0.4 and the 

service times are from Gamma(0.25, 4). The service-time variation is high with the CV 
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equal to 2. The overestimation resulting from the renewal approximation is anticipated 

[69]. 

Figure 27 plots the point estimates and the 90% CIs for the steady-state mean queue 

length of node 5. The overestimation is apparent under Scenario A, in which the 

buffered-area mechanism is not activated. The relative difference between the point 

estimate from Scenario A and that from the sequential approach is 10.71%. This severe 

estimation bias is reduced when one or more neighboring nodes on each side of node 5 are 

included in the buffered area. For example, in Scenario B the relative difference is 2.92%, 

which shows a substantial improvement at a moderate extra cost for modeling two 

auxiliary nodes. This estimation accuracy can be considered adequate since the 90% CI 

from Scenario B overlaps with that from the sequential approach. Further augmentation of 

the buffered area increases the accuracy in a diminishing manner: the relative differences 

for Scenarios C through E are 1.79%, 1.92%, and 0.78%, respectively. (The increase from 

1.79% to 1.92% is likely owing to random error.) 

Case 1(b). This study focuses on the same heavily-loaded queueing network as 

Case 1(a) albeit with low-variable service times: Gamma(4, 0.25) with CV = 0.5. The 

results are similar to Case 1(a), in which the expected underestimation according to [69] 

are observed. The relative differences for Scenarios A through E 

are –9.65%, –1.54%, –1.25%, –0.73%, and –0.41%, respectively; see Figure 28. Cases 1(a) 

and 1(b) together conclude that the buffered-area mechanism is capable of reducing the 

estimation bias with little extra effort. 
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Figure 27: Point Estimates and 90% CIs for Mean Queue-Length Estimates of Node 5 

under Case 1(a) 

 

Figure 28: Point Estimates and 90% CIs for Mean Queue-Length Estimates of Node 5 

under Case 1(b) 
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Figure 29: Point Estimates and 90% CIs for Mean Queue-Length Estimates of Node 5 

under Case 1(c) 

Case 1(c). The light network in this study reveals a less explicit overestimation 

issue than that in Case 1(a). The network configuration is as follows: λ = 1 / 6, p = 0.2, and 

Gamma(0.25, 4) service times. Figure 29 plots the results. The 90% CI from Scenario A 

overlaps with that from the sequential approach despite the small, positive relative 

difference 0.9%. Although the benefit of applying the buffered-area mechanism is modest, 

the mechanism does not cause any significant negative effect. 

3.4.2.2 Case 2: 11 × 11 Grid Network 

This subsection explores the performance of the buffered-area mechanism on a 

more complex open queueing network: an 11 × 11 grid network, which is a 

two-dimensional (2D) expansion of the network in Section 3.4.2.1. The nodes in this 

network are labeled from 0 to 120 starting at the upper-left corner and going across from 
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left to right; see Figure 25(b). Hence, node 60 is the middle one. Each of these nodes 

contains a single-server, infinite-capacity queueing station with the external Poisson 

arrivals of the rate λ = 1 / 6 per second; the IID service times follow Gamma(0.25, 4). Since 

the served units are configured to move to one neighboring node with the equal probability 

p = 0.2 or leave the network, the traffic intensities range from 0.35 to 0.82 (at nodes 0 and 

60, respectively). Similar to Case 1, the steady-state mean queue-length estimates of the 

middle node (i.e., node 60) is of particular interest as the middle node is expected to have 

the highest server utilization, which implies that the steady-state mean queue length is 

potentially to be greatly overestimated. 

 

Figure 30: Application of Buffered-area Mechanism to 11 × 11 Grid Network 

Given the focus on node 60, the 11 × 11 grid network is partitioned into two 

portions: one consisting of the entire network but node 60 and the other with node 60 only. 

The buffered-area mechanism is adopted by the LPs modeling the latter portion. The sizes 
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and shapes of buffered areas vary in scenarios as illustrated in Figure 30. Scenario A 

includes no buffered area. In Scenario B only two neighboring nodes of node 60 are added 

to the buffered area while in Scenario C all the four neighboring nodes are included 

(making the buffered area cross-shaped). Scenario D extends the buffered area in Scenario 

C into a square buffered area; this design is intended to show that a square modeling area 

may be convenient for some simulation implementations despite the little gain in accuracy 

and the increase in simulation cost compared against Scenario C. In Scenario E, the square 

buffered area is expanded with one more node in every direction. 

The experimental settings of the ad hoc queueing network simulations on these five 

scenarios are similar to those in Case 1, which are as follows. For the ad hoc approach, ten 

independent replications are performed; within every replication, one portion is modeled 

by 10 LPs. The results from the ad hoc approach are compared against those from 100 

independent runs of the corresponding sequential simulation. Furthermore, since this 11 × 

11 grid network is more complex than the bidirectional tandem network in Case 1, a longer 

transient period is expected. Hence, the data collection starts after 10 hours in simulation 

time and lasts for 30 hours. 

Figure 31 depicts the point estimates and the 90% CIs for the steady-state mean 

queue length of node 60. The relative difference between the point estimate from Scenario 

A and that from the sequential approach is 10.05%, as expected. The relative difference 

drops to 5.14% with partial neighboring nodes included in the buffered area (Scenario B), 

and it drops further to 0.93% when all the four neighboring nodes are in the buffered area 

(Scenario C). As anticipated, Scenario D reveals the similar estimation accuracy as 

Scenario C where the relative difference for Scenario D is 1.14%. (The increase from 

0.93% to 1.14% is likely from random error.) Additional evidence to support this claim is 
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that the 90% CIs from both Scenarios C and D overlap. Also, the two CIs both overlap with 

that from the sequential approach although some positive bias remains. Further expansion 

of the buffered area improves the estimation slightly as the relative difference for Scenario 

E is 0.57%. To conclude, based on Cases 1 and 2, it appears that the buffered area should 

contain at least all the neighboring nodes of modeled subnetworks. 

3.4.2.3 Case 3: 8 × 8 Grid Network 

This subsection extends the study in Section 3.3.1.3 to demonstrate the 

effectiveness of the buffered-area mechanism in terms of bias reduction on modeling the 8 

× 8 grid network with Gamma(0.25, 4) service times. The regular partitioning is adopted in 

this case, which ends up five subnetworks with one located in the middle and each of the 

other four covering a corner; see Figure 7. 

 

Figure 31: Point Estimates and 90% CIs for Mean Queue-Length Estimates of Node 60 

under Case 2 
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Figure 32: Application of Buffered-area Mechanism to 8 × 8 Grid Network—Top Left 

Portion 

 

Figure 33: Application of Buffered-area Mechanism to 8 × 8 Grid Network—Center 

Portion 
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Figure 34: Relative Differences for Mean Queue-Length Estimates under Case 3 

Based on the conclusion in Section 3.4.2.2, the buffered-area mechanism is 

implemented by enlarging the five subnetworks to encompass only the nodes immediately 

surrounding themselves, as illustrated in Figures 32 and 33. In both figures, the areas in 

white are the original modeled subnetworks while those in grey represent the buffered area. 

The buffered area of the top-left portion is in Figure 32, which serves as an example of the 

four corner portions. The buffered area for the center portion is in Figure 33. 

Figure 34 plots the relative differences for the steady-state mean queue-length 

estimates with and without the buffered-area mechanism. The accuracy gain is apparent, 

especially for the nodes with high traffic intensities (e.g., nodes 18, 19, and 27). For 

example, the relative difference for the mean queue length at node 27 drops from 1.92% to 

0.83%; at node 19, from 2.74% to 1.12%; and at node 18, from 1.93% to 0.12%. Although 

the overestimation issue remains, the bias is reduced substantially—more than 100% 
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improvement is observed in some nodes. 

3.5 Conclusions 

The performance of ad hoc queueing network simulations is a good indicator of the 

capability of the ad hoc approach since queueing networks are a widely-used, abstract 

model for a myriad of industrial systems. This chapter explored a preliminary design of ad 

hoc queueing network simulations by discussing the software implementation and the 

design of the involved mechanisms (e.g., the rollback detection mechanism), and 

illustrating some of the underlying statistical issues that come along with the design. The 

experiment results showed that the ad hoc queueing network simulations appear to be 

competitive to their sequential counterparts with respect to the accuracy of the steady-state 

network performance measures, such as server utilizations and mean queue lengths. 

However, it was also observed that the mean queue lengths tend to be slightly 

over-estimated, especially on the nodes with high traffic intensities. 

In addition, this chapter examined the influences of partitioning methods on 

prediction accuracy. By employing the symmetric regular partitioning (with a “highlight” 

on the center part of the modeled network) as a baseline, nine partitioning layouts based on 

the irregular partitioning methodology were evaluated. The results showed that the nine 

layouts do not affect the estimation accuracy in any particular way; that is, the 

point-estimate biases are of the same order and the expected overestimation is revealed. 

Note that all these layouts involve more LPs in modeling the center part of the network 

(which happens to have heavier loads than other parts). To study the impact of this 

“central-highlight” design, another experiment was conducted on a partitioning layout 

where every node in the network receives the same amount of “attention” from LPs. The 
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experiment result was compared to that from the baseline case, and the anticipated 

phenomena, as those in the last experiment, were observed. Overall, the simulation is not 

affected by partitioning layouts as long as the entire modeled network is modeled by a 

sufficient number of LPs. 

To solve the overestimation issue, this chapter further analyzed the problem and 

proposed a buffered-area mechanism. The analysis concluded that the overestimation is 

caused by the imperfect approximations of the arrival processes at nodes on the boundary 

of modeled subnetworks. Hence, to reduce the effect of those input approximations, the 

proposed mechanism extends modeling areas to include the extra nodes at boundaries. In 

such case, execution efficiency is traded for prediction accuracy. The estimation bias is 

substantially reduced with a small increase in computational cost. This statement was 

supported by the empirical evidence. 
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CHAPTER 4 

ON THE TRANSIENT RESPONSE OF OPEN QUEUEING 

NETWORKS USING AD HOC DISTRIBUTED SIMULATION 

This chapter explores the ability of ad hoc distributed simulation to predict the 

transient behavior of physical systems. Capturing system dynamics is crucial to online 

simulations, e.g., to trigger modifications to the configuration of physical systems in 

response to events. For example, a sudden increase in traffic volume may indicate that 

changes in traffic signal plans for the responsive transportation system are necessary to 

help reduce congestion. 

Transient-state analysis can be complex and computationally expensive, especially 

in fulfilling the real-time requirement for online analysis. Transient-state analysis concerns 

the system state varying over the span of time; it takes into account not only the system 

state at every time point but also the correlations among the prior and posterior system 

states. Instead, this study simplifies the analysis in evaluating the ad hoc approach: a 

sufficient number of time points are considered and the respective state predictions from 

the ad hoc approach are compared against those from the corresponding sequential 

simulations. Specifically, the evaluation discretizes the simulation time into small time 

intervals, and the output measures of interest (e.g., the queue-length estimate) are 

calculated by averaging the numbers within each interval. 

The rest of this chapter is organized as follows. First, Section 4.1 examines the 

effectiveness of the preliminary ad hoc queueing simulation method introduced in Chapter 

3 in the scenario that involves increase in external arrival rates; the method reveals a 
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delayed response in capturing the propagation of the expanded number of arrivals 

throughout modeled queueing networks. To resolve this delayed-response issue, Section 

4.2 proposes a new method and discusses the possible livelock issue that comes along with 

the new design. The new method, termed “iterative ad hoc queueing simulation method,” is 

evaluated empirically in Section 4.3 under several network configurations; this includes a 

case with a large increase in arrivals over a short period of time, which leads to rapid 

increases in queue occupancy. Last, Section 4.4 concludes this study. 

4.1 Delayed Responses in the Original Ad Hoc Queueing Simulation Method 

The ad hoc queueing simulation method introduced in Chapter 3, which is referred 

to as the “original” method in the following context, is prone to delayed response to system 

dynamics because LPs share locally observed current state information as predictions of 

the future. Specifically, consider the case where a logical process (LP) models an object 

and shares state information with other LPs that use the information as input. As shown in 

Figure 35, at simulation time t, the LP computes a value based on the behavior of the object 

over the time period [t − ∆, t). The value becomes public as a predicted value of the object 

with respect to [t, t + δ), rather than [t − ∆, t). As a consequence, observations are not 

immediately reflected to the simulation model that requires the information, which results 

in a delayed response. 
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Figure 35: Information Sharing Mechanism Leading to Delayed Response 

 

Figure 36: A Delayed-Response Example 
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Consider the previous design in Chapter 3 as an example where δ = 30 and ∆ = 300, 

and the shared state values are computed by taking averages; see Figure 36. Assume the 

state of an object prior to the simulation time t is vold, but it becomes vnew at t and remains at 

the level afterwards. Then, vnew is revealed for the first time in the prediction with respect to 

[t + 30, t + 60), which is 0.9vold + 0.1vnew. More generally, the prediction with respect to [t + 

30i, t + 30i + 30) is (1 − 0.1i) × vold + 0.1i × vnew where i = 1, 2, …, 9. As a consequence, vnew 

is not completely reflected until t + 300, which is 300 seconds beyond when the change 

occurred. 

The following experiments illustrate the effects of δ and ∆. Three configurations 

are evaluated, all with δ = ∆ = 60, 300, and 600. The rest of the simulation model is the 

same as that in Chapter 3, and the fundamental mechanisms are as follows. Each LP 

models an arbitrary queueing subnetwork using a sequential, discrete-event simulation. 

Every ∆ seconds, these LPs update the mean interdeparture times on the links they simulate 

and request (or estimate if the data is unavailable upon request) the same information on 

the input links entering their modeling networks. The arrivals on those input links are 

modeled as Poisson processes. At the beginning of the simulation, the arrival rates are all 

set to λ, which is the same as the external arrival rate to every queueing station; thereafter 

the rates are dynamically estimated using the data from rollbacks. The rollback detection 

function is based on an acceptable range, which is constructed following a quality control 

paradigm. Since there may be several predictions from the LPs that model the same link, 

the data retuned to the requesting LPs are generated using a kernel-density-estimation 

approach. 
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Figure 37: 8-Node Tandem Queueing Networks 

Furthermore, the experiments involve two open queueing networks with the 

intention of showing various degrees of impact due to the delayed-response issue; see 

Figure 37. The network in Figure 37(a) is an 8-node partially bidirectional tandem network. 

Each node represents a single-server queueing station with an unlimited buffer, 

first-come-first-served service discipline, and independent-and-identically-distributed (IID) 

exponential service times with the mean equal to 1 second. Each node has external Poisson 

arrivals with the rate λ. The probability of a processed unit moving to another node is p. 

Hence, a processed unit leaves the network with the probability 1 − p (at nodes 0, 4, or 7) or 

1 − 2p (otherwise). The network in Figure 37(b), which is referred to as a “completely 

bidirectional tandem network,” is almost the same to the former one with an exception that 

the processed units at node 4 may leave for node 3 with the probability p. 

The experiments on both the networks involve 20 LPs in each replicate run: ten LPs 

modeling the leftmost 4 nodes and the remaining ten modeling the rightmost 4 nodes. In 

the simulations of the partially bidirectional tandem network, the shared information 
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always goes from the left subnetwork to the right subnetwork. The right subnetwork 

“learns” the system dynamics in the left one through the changes in the flow rate (or, 

equivalently, the mean interdeparture time) of link 10. It is anticipated that the larger the ∆, 

the later the dynamics are detected. This phenomenon is expected to be worse in the 

simulations of the completely bidirectional tandem network since both the left and right 

subnetworks require information from each other. 

The evaluation of δ and ∆ considers two metrics over 10 IID ad hoc runs: the arrival 

rate across link 10 and the mean queue length at node 4. In one run, since the 10 LPs 

modeling node 4 (where link 10 enters) may use different arrival rates with respect to the 

same simulation time, these rates are averaged into one value. Then, the mean of the 10 

values from 10 IID runs represents the point estimate. A similar calculation is performed to 

determine the mean queue length of node 4. Moreover, the mean queue length is estimated 

every 60 seconds. 

The results from the corresponding traditional sequential simulations serve as 

ground truth. These results are based on 100 replicate sequential runs because 10 IID ad 

hoc runs deploy a total of 100 LPs to model one node. Note that these sequential 

simulations do not model the arrivals on link 10 as a Poisson arrival process with the rate 

being dynamically estimated (as is done by ad hoc simulations). Instead, the arrivals are the 

departures from node 3 filtered by the probability p. For the output, the rate is estimated by 

the corresponding mean interarrival time, which is estimated every 60 seconds based on 

the arrivals that appear since the last computation. 

4.1.1 Case 1: Partially Bidirectional Tandem Network 

The first experiment focuses on the partially bidirectional tandem network with p = 
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0.45 and, for the first 4 hours in simulation time, λ = 1 ⁄ 8 per second; the steady-state traffic 

intensities of the nodes range from 0.36 (nodes 1 and 4) to 0.66 (node 6). Afterwards, the 

external arrival rate of every node increases to λ = 1 ⁄ 6 per second, which leads to the 

steady-state traffic intensities growing to between 0.48 (nodes 1 and 4) and 0.87 (node 6). 

Figure 38 plots the arrival rates of link 10 estimated by four different simulations: 

traditional sequential simulations and the ad hoc queueing network simulations with δ = ∆ 

= 60, 300, and 600 seconds. This plot focuses on the transient period and hence the prior 

and the later parts are removed for now. The results match the expectation that larger ∆ 

values give rise to longer delay in incorporating state changes. The length of the delay is 

approximately ∆ except in the case where ∆ = 60, when the delay is slightly larger. This is 

because the predictions have higher variation as they are based on smaller amount of data. 

 

 Figure 38: Estimated Arrival Rates across Link 10 under Case 1 
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 Figure 39: Estimated Mean Queue Lengths at Node 4 under Case 1 

Figure 39 shows the estimated mean queue lengths of node 4 in the same simulation 

settings. Although the queue length is partly influenced by the arrivals on link 10, the 

discrepancy between the sequential runs and the ad hoc runs is noticeable, albeit less 

severe. 

4.1.2 Case 2: Bidirectional Tandem Network 

This case concerns the bidirectional tandem network with p = 0.4. Similar to the 

previous case, the external arrival rate of every node increases from λ = 1 ⁄ 8 to 1 ⁄ 6 per 

second after 4 hours in simulation time. Before the transition, the steady-state traffic 

intensities range from 0.31 (nodes 1 and 7) to 0.57 (nodes 4 and 5); following the rate 

change they range between 0.41 (nodes 1 and 7) and 0.76 (nodes 4 and 5). 
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Figure 40: Estimated Arrival Rates across Link 10 under Case 2 

 

Figure 41: Estimated Mean Queue Lengths at Node 4 under Case 2 
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Figures 40 and 41 show the estimates of the arrival rates across link 10 and the 

mean queue lengths at node 4, respectively. Compared to those in Case 1 (Figures 38 and 

39), the ad hoc runs in this case take longer to pick up the state change. For example, the ad 

hoc runs with ∆ = 600 do not fully reach the expected state until approximately one hour 

after the change has occurred. This prolonged delay results from the “mutual dependence” 

of the left and the right subnetworks. Specifically, the projected arrival rates of link 3 rely 

on those of link 10, and vice versa. 

4.2 Iterative Ad Hoc Queueing Simulation Method 

This section proposes a solution to the delayed-response problem by reassigning a 

new meaning to the values computed during the simulation execution. These values are 

considered as representations of the current system state, rather than predictions of the 

future as in the original ad hoc method. Details of the proposed solution are described in the 

following subsections followed by a discussion of a particular design aimed at avoiding 

potential issues such as livelocks. However, this design does not eliminate livelocks in 

certain incorrect simulation models as will be illustrated by an example. 

The proposed iterative ad hoc queueing simulation method inherits most 

components from the original one, including the partitioning, the local simulation models, 

the information aggregation, and the rollback-based optimistic synchronization 

mechanism. These common parts are briefly summarized in the following corresponding 

subsections to provide a comprehensive view of the method without the focuses deviating 

from the new design. 

4.2.1 Partitioning and Local Simulation Model 

As in the original ad hoc method, a queueing network of interest is partitioned into 
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subnetworks of different sizes and shapes with the possibility that these subnetworks may 

overlap with each other. Every LP models one subnetwork by adopting the discrete-event 

simulation technique for constructing its local simulation model. The simulation input is 

the state information of the incoming links to the modeled subnetwork, and the output is 

that of all modeled links. The specifics regarding the link state information will be revisited 

in Section 4.2.2. 

4.2.2 Information Sharing 

Similar to the original ad hoc method, the shared link states are represented in a 

high level abstraction instead of the exact time points of job arrivals/departures. 

Specifically, LPs exchange estimated flow rates every ∆ seconds where an estimated flow 

rate of a link is computed by reversing the mean interarrival time over the last ∆ seconds on 

that particular link. For example, let t1 ≤ t2 ≤ … denote arrival times and let ti ≤ ti+1 ≤ … ≤ 

tj−1 be those within the time interval of interest. Then, the estimated flow rate is the 

multiplicative inverse of the mean interarrival time, i.e., r̂  in Equation (4.1). However, 

generating individual arrival times by reversing the above procedure is not straightforward 

because the information of the respective interarrival-time distribution is not maintained; 

nor is the correlation relationship among those arrivals. Here, it is assumed that the arrivals 

on one link form a Poisson process with rate equal to the corresponding estimated flow 

rate. 
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Figure 42: Information Sharing in Iterative Ad Hoc Queueing Simulation Method 

Unlike the original ad hoc approach, the iterative ad hoc distributed simulation 

method aims for LPs sharing link information in a way that state transients are reflected to 

others momentarily. This is accomplished by imposing that an estimated flow rate over a 

given time period can only be used to reconstruct the link during that particular time 

interval. Specifically, consider a value v denoting the flow rate over [t, t + ∆) on some link 

l. The LPs that model link l as an incoming link must use v (along with the assumption 

about the corresponding arrival process) to generate arrivals within [t, t + ∆); Figure 42 

illustrates such design. 

This design guarantees that LPs will not progress simulations backwards since the 

value based on [t, t + ∆) from one LP affects, at earliest, the simulations of [t, t + ∆) carried 

out by other LPs. Or, in the terminology of distributed simulations, the “lookahead” value 

is zero. Zero lookahead commonly raises the concern of deadlocks, which can be 
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eliminated by optimistic synchronization. However, in this case, livelocks are possible 

because LPs may fall into a loop within which they keep rolling back each other. Avoiding 

such livelocks requires careful design of the local simulation models, which will be 

discussed in Sections 4.2.6 and 4.2.7. 

4.2.3 Information Aggregation 

This ad hoc method retains the original information aggregation mechanism—each 

state variable (i.e., the estimated flow rate of one link over a certain time interval) is 

affiliated with a data model so that aggregating various estimates is equivalent to randomly 

generating a sample out of the model. Data models are constructed using the 

kernel-density-estimation (KDE) method with the Gaussian kernel. 

4.2.4 Optimistic Synchronization and Rollbacks 

The optimistic synchronization in this modified ad hoc method builds upon three 

ideas: 1) intuitive practices, 2) simple implementation/maintenance, and 3) statistical 

validity. While the last one is the fundamental idea to the process of determining the 

necessity of a rollback (referred to as the “rollback criterion”), the former two are pervasive 

throughout the design. For example, when a desired link flow rate in unattainable, the 

requesting LP uses the most current rate of the same link, rather than an arbitrary value, by 

assuming that the link state has not changed. Another example concerns the system state 

restoration for nonstationary Poisson processes; this will be revisited soon. 

The rollback criterion involves a statistical test that evaluates a used value against 

the average of all shared, estimated rates. Specifically, the confidence interval of the point 

estimate of the mean rate, in Equation (4.2), serves as the acceptance range: 
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In the equation, r , 2

rS , and n are the sample mean, sample variance, and sample size, 

respectively. The significance level is α, which is set to 0.005. The critical value 2α1,1 −−nt  

is based on a Student’s t distribution with n − 1 degrees of freedom. If the used value falls 

outside the range, it is rejected and a rollback is triggered. Compared to the original design 

in Section 3.2.5, this method introduces an additional parameter (i.e., the degrees of 

freedom) in order to adapt to different variations due to different number of estimates. 

 

Figure 43: Arrival Scheduling in Rollback Handling 

In response to rollbacks, LPs perform system state restoration. As input links 

involve nonstationary arrival processes, additional state information other than the flow 

rates is needed. In typical discrete-event-based queueing simulations, processing the 

current arrival event includes scheduling a new arrival event, the time stamp of which 

relies on some “future information” (or, in this design, the future flow rates). If any 
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pertaining future rate is later proved incorrect, a rollback is triggered; Figure 43 depicts 

such a situation. In the figure, an LP is rolled back for using an underestimated flow rate for 

some link during the simulation time period [t, t + ∆). Since resetting the system state also 

removes all the arrivals beyond t, an initial arrival has to be generated on every input link. 

The generating process must consider the elapsed time from t2 (when the latest arrival 

occurred) to t as part of the interarrival time. Note that the new arrival must come after t 

because a rollback targeting at [t, t + ∆) cannot affect the system state in prior to t. 

The above issue is simplified in ad hoc queueing network simulations where the 

arrivals on input links are modeled as nonstationary Poisson processes. Two well-known 

methods for generating nonstationary Poisson arrivals are the thinning method [70] and the 

inversion method [71]. The thinning method, an acceptance-rejection algorithm, requires 

the upper bound on a flow rate function, which is generally unavailable. Furthermore, this 

method may be inefficient when the acceptance rate is low. On the other hand, the 

inversion method generates the arrivals times {ti} using a sequence of Poisson arrival times 

at rate 1 {ti′} and the expectation function of a rate function, as defined in Equation (4.3): 

 ( ) ( )∫ λ=Λ
t

dyyt
0

 (4.3)   

The algorithm is shown in Figure 44. This method is adopted for it being practical and easy 

to implement by one additional variable for ti−1′ and an array data structure for Λ−1 (because 

the rate functions in ad hoc queueing network simulations are step functions). 

 

01: u ~ U(0, 1) 

02: ti′ = ti−1′ − ln(u) 

03: ti = Λ−1(ti′) 

Figure 44: Inversion Method for Generating Nonstationary Poisson Arrivals 
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Figure 45: A 2-Node Bidirectional Tandem Open Queueing Network 

4.2.5 Naming—“Iterative” Ad Hoc Queueing Simulation Method 

The term “iterative” comes from the iterative methods in computational 

mathematics. These iterative methods solve problems that are formulated into the 

fixed-value problem f(x) = x where f is a function. To find a solution of such a problem, the 

typical procedure of an iterative method starts with an arbitrary x0, which is used in f to 

obtain f(x0); then, the value f(x0) is set to x1. This procedure of xn+1 = f(xn) is repeated until 

the sequence {xi} converges. The definition of convergence varies; it can be that the 

difference between the last two numbers in the sequence are either zero or within a 

designated scale of error. 

A similar phenomenon of iteration can be observed in the ad hoc queueing 

simulation method. Figure 45 depicts an example where the queueing network is 

partitioned into two parts, each containing one node. The LPs modeling node 0 generate 

the state information of link B and request that of link A; by contrast, those modeling node 

1 use the information of link B to produce that of link A. The relationship between the 

desired information and the shared information can be captured by functions: F0 for the 

LPs simulating node 0 and F1 for node 1. Considering A[t, t + ∆) as the state of link A with 

respect to the time period of [t, t + ∆) and similarly B[t, t + ∆) for link B, the relations can be 
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written down as Equations (4.4) and (4.5). Combining these two yields Equation (4.6), 

which has the form f(x) = x where f is F1 ○ F0. 

 B[t, t + ∆) = F0(A[t, t + ∆)) (4.4)   

 A[t, t + ∆) = F1(B[t, t + ∆)) (4.5)   

 A[t, t + ∆) = F1(F0(A[t, t + ∆))) (4.6)   

4.2.6 Avoidance of Potential Livelocks 

To prevent livelocks that result from the zero-lookahead nature in the ad hoc 

method, it is essential to comprehensively understand the physical system before building 

the local simulation models and designing those ad hoc components, especially the 

rollback criteria. A livelock situation arises when two or more LPs are involved in a loop in 

which their shared values keep invalidating each other’s simulation inputs. That is, these 

LPs roll back each other successively so that, from the global view, the entire simulation 

execution does not show forward progress. Although the zero-lookahead feature allows 

LPs to “bring back” others to the same simulation time point, this feature can not be blamed 

for livelocks. Instead, the causes of such livelocks include unrealistic rollback criteria and 

incorrect simulation models. This subsection will focus on the former one (and the latter in 

Section 4.2.7). 

A feasible, legitimate rollback criterion must take into account the characteristics of 

the corresponding state variable, such as randomness. For example, for a state variable 

with possible values ranging across continuous space (i.e., a continuous stochastic 

variable), its affiliated rollback criterion needs to be flexible with regard to evaluating the 

“correctness” of a value. A value should be considered correct if it is within a certain range. 

This idea applies to discrete stochastic variables as well. However, the consequence would 
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be more severe for continuous random variables because the probability of a continuous 

random variable being equal to any arbitrary value is zero. This implies that, given an LP 

that has used a value v for some input link, another LP that models the link is highly 

improbable to generate v as a state measure for the link. Hence, the LP using v is rolled 

back. The following example illustrates such a situation based on the queueing network in 

Figure 45. 

The example concerns a simulation of the queueing network in Figure 45 with LP0 

modeling the left part (i.e., node 0 and link B) and LP1 in charge of the right one. LP0 

requires the state information of link A as input to its local simulation model, and this 

information is shared by LP1. Similarly, LP1 relies on LP0 for link B. The link states are 

measured by the flow rates estimated over ∆ seconds, and the LPs must use the exact value 

their corresponding LP generates. Considering the time period [t, t + ∆), the process used 

by the two LPs to reach an agreement on the rates is depicted in Figure 46; clearly they fail 

and fall into a livelock situation. The detailed process is as follows: 

 

Figure 46: A Livelock Example of Modeling the 2-Node Bidirectional Tandem Queueing 

Network in Figure 45 
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1. At wall-clock time T0, both LP0 and LP1 have not generated flow rates for their 

corresponding links with respect to [t, t + ∆). As a consequence, they utilize 

arbitrary values: LP0 applies vA0 for link A and LP1 uses vB0 for link B. 

2. At time T1, LP0 produces the estimated flow rate of link B, vB1, which rolls back 

LP1. 

3. Then at T2, LP1 observes the flow rate of link A being vA1 after using vB1 for link 

B. As a consequence, LP0 is rolled back and its shared state information about 

link B, vB1, is revoked. 

4. At time T3, similar situation occurs: LP0 derives a new value for link B, vB2, due 

to the usage of vA1. Rolling back LP1 results in the simulation ending up in a 

situation resembling that at T1. 

This loop of rollbacks is anticipated to continue because the flow-rate estimates are 

continuous stochastic variables; it is highly impossible that vAi = vAi+1 (nor vBi = vBi+1) for 

any integer i ≥ 0. 

4.2.7 Livelocks from Incorrect Simulation Models 

An incorrect local simulation model may cause livelocks as well. This situation is 

analogous to the classical livelock problem where the application/model itself is not 

appropriately defined. This subsection presents such an example where an ad hoc queueing 

network simulation involves inappropriate network partitioning and incorrect assumptions 

in designing the local simulation models. This example signifies that it is vital to 

understand a physical system (e.g., the interactions among the components in the system) 

before applying the ad hoc approach (or any other simulation method) to model it. 
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Figure 47: A 2-Node Bidirectional Tandem Closed Queueing Network 

The example concerns a simple procedure with two machines M0 and M1 

cooperating on 1) creating jobs, 2) processing them, and then 3) checking their final status; 

the first and third tasks are executed by M0 while M1 is in charge of the second one. The 

jobs are transmitted between the machines via links L0 and L1 without incurring any 

latency, as depicted in Figure 47. The detailed operations of M0 and M1 are as follows. M0 

conducts three types of operations, all uninterruptable with deterministic operating 

duration: resting takes 1 second; creating a job, 4 seconds; and checking a job’s status, 4 

seconds. The checking operation has higher priority than the creating one. That is, if a job 

has returned from M1, M0 checks its status, updates corresponding records, and deletes the 

job; otherwise, M0 creates a new job. However, M0 must rest right after both the creating 

and checking operations. On the other hand, M1 is involved in a more straightforward 

scenario: it idles until getting a job from M0 when it would immediately process the job 

with 0.5 second and then send the job back to M0. In sum, Figure 48 plots the operations of 

and the interactions between M0 and M1 given no job in both machines at time 0. 

 

Figure 48: Operations of and Interactions between Machines M0 and M1 
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Table 2. A Livelock Example of Incorrectly Modeling the Behaviors in Figure 48 

LPs modeling M0 LPs modeling M1 

Iteration Input L1 

(M1 to M0) 

Output L0 

(M0 to M1) 

Input L0 

(M0 to M1) 

Output L1 

(M1 to M0) 

1 0  0  

 0 5 0 0 

2 0 5 5  

 0 5 5 5 

3 5  5 5 

 5 0 5 5 

4 5 0 0  

 5 0 0 0 

5 0  0 0 

 0 5 0 0 

A failed usage of the ad hoc method on modeling M0 and M1 is as follows. The 

partitioning is as shown by the grey boxes in Figure 47 where one set of LPs modeling M0 

and the other set for M1. In this case, the procedure does not involve stochastic components 

and hence the number of the LPs with the same modeling area is not an important factor. 

The two sets of LPs exchange the numbers of jobs sent through link L0 and L1 every 25 

seconds in simulation time; the LPs use the value 0 if the desired information is unavailable 

upon request. The LPs would roll back when the corresponding LPs generate values that 

are different from what they have used. As to generating n arrivals within the respective 25 

seconds, the arrivals are evenly distributed. For example, considering the simulation time 

interval [0, 25) with n equal to 5, the arrivals occur at simulation time points 0, 5, 10, 15, 

and 20. 

Table 2 lists the first few iterations within a livelock where the two sets of LPs 

attempt to converge to the numbers of jobs on L0 and L1 during some time interval with 

length 25 seconds. For the illustration purpose, let the time interval be [0, 25). The detailed 
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iterations are as follows: 

1. Iteration 1. At simulation time 0, both the numbers of jobs on L0 and L1 are 

assumed to be 0. For machine M0, this implies that it does not need to perform 

any checking operation and hence would create 5 jobs, as depicted in Figure 

49(a). On the other hand, machine M1 idles during the entire 25 seconds. After 

simulating this 25-second interval, the LPs modeling M0 delivers a number 5 

since 5 jobs were created and sent through L0. This number invalidates the 

value 0 used by the LPs in charge of M1 (see the shaded numbers in Table 2). 

2. Iteration 2. The LPs modeling M1 restart the simulation from time 0 with the 

input L0 being 5. Five jobs arrive at M1 for processing, and are returned through 

L1 (Figure 50). As a consequence, the number 5 goes public to stand for the 

state of L1. 

3. Iteration 3. The LPs modeling M0 are asked to use 5 as the input for link L1. 

Figure 49(b) illustrates the situation, in which M0 spends all applicable time on 

the checking operations and does not create any new job to put onto L0. 

4. Iteration 4. The usage of 5 for the input L0 is rolled back. Instead, the value 0 

should be adopted, which then leads to M1 idling during [0, 25). 

5. Iteration 5. This iteration is exactly the same as Iteration 1, indicating that the 

simulation runs into a loop. 

The livelock issue in the above example is the result of an incorrect simulation 

design by ignoring the relationship between the two links. In other words, such partitioning 

mechanism and the location simulation models are erroneous. 



110 

 

Figure 49: State of Machine M0 during [0, 25) 

 

Figure 50: State of Machine M1 during [0, 25) with Input Value 5 

4.3 Experiments and Results 

This section evaluates the iterative ad hoc queueing simulation method with six 

experiments, which involve two types of open queueing networks under various 
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configurations. The experiments will demonstrate that the method is effective in terms of 

identifying system transients. The metrics for evaluation include the flow rates across input 

links and the mean queue lengths at nodes. The results are compared against the sequential 

counterparts where plots will be delivered to show the differences between the averaged 

numbers (similar to those in Sections 4.1.1 and 4.1.2). Moreover, Welch’s t test is adopted 

for a more comprehensive assessment. 

The following ad hoc queueing network simulations adopt the design of the ad hoc 

components described in Section 4.2, and the experiment settings are similar to those in 

Sections 4.1.1 and 4.1.2. An additional note regarding the number of IID replicate runs is 

that, for a node covered by n LPs in one ad hoc run, the number of the required 

sequential-counterpart replications is n × m where m is the number of ad hoc runs; in 

particular, m = 10 for all the experiments in this section. Moreover, 10 LPs are deployed to 

model each portion of a queueing network. Since one node may reside in one or more (say 

k) portions, n can be formulated as 10 × k. Examples of such scenarios with k > 1 are the 

experiments in Section 4.3.3 where k = 2 for some nodes. 

4.3.1 Welch’s t Test 

The following experiments adopt Welch’s t test to statistically access the (null) 

hypothesis that the mean values of two samples are equal. This test modifies the 

well-known Student’s t-test to consider that two samples may have unequal variances. Its 

statistic t is defined by the formula in Equation (4.7) and the degrees of freedom ν is 

estimated by Equation (4.8) where 
iX , 2

iS , and Ni are the i-th sample mean, sample 

variance, and sample size, respectively. Given a significance level α (e.g., 0.01), the 

hypothesis is rejected if the derived p-value is below α; the p-value for a two-tailed test 
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based on Student’s t-distribution is 1 − (Fν(|t|) − Fν(−|t|)) where Fν denotes the respective 

distribution function. 
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The two samples in the subsequent hypothesis tests are 1) the data from the ad hoc 

runs and 2) those from the sequential counterparts. Regardless of the metric, the size of the 

ad hoc sample (i.e., N1) is always 10, which is the same as the number of ad hoc replication 

runs. In other words, the results produced by the LPs in one run are averaged into one value 

to stand for that particular run. On the other hand, the size of the sequential sample (i.e., N2) 

is 100 × k, that is, the number of the required sequential-counterpart replications. 

4.3.2 Experiments with 8-Node Tandem Networks 

This subsection focuses on three 8-node tandem networks, all with similar network 

topologies as those in Section 4.1. The first two experiments (Sections 4.3.2.1 and 4.3.2.2) 

revisit those in Sections 4.1.1 and 4.1.2 but use the new iterative ad hoc method. The third 

experiment loads the previous tandem network with heavy traffic to show how the method 

is capable of capturing system dynamics when the nodes are under high traffic intensities. 

4.3.2.1 Experiment 1: Partially Bidirectional Tandem Network 

This experiment concerns the network in Figure 37(a) with all the configurations 

from Section 4.1.1. The simulation results based on the iterative ad hoc method are shown 

in Figures 51 and 52. Regardless of the ∆ value, the ad hoc simulations perform well on 

capturing the estimated flow rates and mean queue lengths. Although the small ∆ (e.g., ∆ = 
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60) may reveal choppiness in estimates, this is expected due to the randomness in the 

simulation models. On the other hand, it is anticipated that large ∆ may weaken the 

real-time response as the changes are averaged out across the entire update periods. 

However such issue is insignificant in this experiment. 

Figures 53 and 54 plot the p-values from Welch’s t tests on the same two 

measurements of interest. These results reaffirm the good performance of the iterative ad 

hoc method because the vast majority of the p-values are above the critical level α = 0.01. 

The three exceptions for the mean queue length at node 4 at simulation time 3:54, 4:16, and 

4:32 (see Figure 54) are rather insignificant for two reasons: 1) the rejected hypothesis 

associates to 3:54, which is in prior to the arrival rate increase at 4:00; and 2) the failed tests 

are sparse across the entire simulation. 

 

Figure 51: Estimated Arrival Rates across Link 10 in Experiment 1 
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Figure 52: Estimated Mean Queue Lengths at Node 4 in Experiment 1 

 

Figure 53: P-Values from Welch’s t Tests on Estimated Arrival Rates across Link 10 in 

Experiment 1 
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Figure 54: P-Values from Welch’s t Tests on Estimated Mean Queue Lengths at Node 4 in 

Experiment 1 

4.3.2.2 Experiment 2: Bidirectional Tandem Network with Moderate Traffic 

This experiment extends that in Section 4.1.2 by replacing the ad hoc queueing 

simulation method with the new one. The network of interest is in Figure 37(b) and the 

results are in Figures 55 and 56. Here (and afterwards), the flow-rate metric is skipped as it 

leads to the same conclusion as the queue-length metric—the iterative ad hoc method 

performs well. Nevertheless, again, sporadic hypothesis rejections occur (see Figure 56) 

but they are not major, as those in the previous experiment. 
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Figure 55: Estimated Mean Queue Lengths at Node 4 in Experiment 2 

 

Figure 56: P-Values from Welch’s t Tests on Estimated Mean Queue Lengths at Node 4 in 

Experiment 2 
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Experiment 3: Bidirectional Tandem Network with Heavy Traffic 

This experiment intends to show that the iterative ad hoc method is capable of 

promptly responding to sudden, massive state changes. The network of interest is depicted 

in Figure 37(b) and the system transients are introduced by increasing the external arrivals 

to each node as depicted in Figure 57. This makes node 3 saturated—an extremely busy 

server and its queue building up. Node 4 is also saturated with its steady-state traffic 

intensity reaching approximately 0.97. Since the queues grow rapidly, the system transient 

period lasts for only 30 minutes. This allows the ad hoc method to demonstrate that it can 

also capture state changes in the opposite direction (i.e., decrease in flow rates). 

 

Figure 57: An 8-Node Bidirectional Tandem Network with Heavy Traffic 

 

Figure 58: Estimated Mean Queue Lengths at Node 4 in Experiment 3 
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The simulation results affirm that the ad hoc method is competent in this 

heavy-traffic scenario; see Figure 58 for the estimated mean queue length of node 4. For 

clarity, ∆ is set to a moderate value (∆ = 300), leaving off the jagged results from small ∆. 

Furthermore, the respective t tests indicate insignificant differences between the ad hoc and 

sequential simulations (the figure is skipped for space conservation). 

4.3.3 Experiments with an 8 × 8 Grid Network 

The three experiments in this subsection intend to show that the iterative ad hoc 

method can handle the state transients in the networks that involve complex, cyclic unit 

routings. The 8 × 8 queueing network under regular partitioning (i.e., the one in Section 

3.3.1, as shown in Figure 59) is adopted. Moreover, the experiments vary in the service 

processes as well as the respective service-time coefficients of variation (CV), which range 

from 0.5 to 2. 

The modeled scenario is as follows. Throughout the entire simulation, each node in 

the network is associated with an external Poisson arrival process, starting with the rate 

equal to 1 / 6 per second. Then, after 4 hours in simulation time, the external arrival 

processes of nodes 16 and 24 both increase their rates to 1 / 2 per second (see Figure 59); 

this change lasts for 30 minutes and goes back to the starting condition afterwards. During 

the 30-minute period, the steady-state traffic intensities of nodes 16 and 24 are anticipated 

to go up to 0.98 and 0.99, respectively; these two nodes are then the busiest among all. 
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Figure 59: A Regularly Partitioned 8 × 8 Grid Network with Dynamic Flow Rates 

The metrics for evaluation are the mean queue lengths of nodes 26 and 33. Node 26 

is covered by 20 LPs, 10 of which also model nodes 16 and 24 (where the system dynamics 

are introduced) while the remaining 10 LPs require the information shared by the former 

10 LPs. On the other hand, node 33 resides outside the portion where the state changes 

initially take off; that is, the 10 LPs modeling node 33 entirely rely on other LPs with 

regards to the system transients. 

4.3.3.1 Experiment 4: Exponential Service Times 

All the service times in this experiment are IID and follow the exponential 

distribution with the mean equal to 1 second. The CV is 1 since the variance is 1 second 
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squared. After the system transients occur at 4:00, the steady-state mean queue length of 

node 26 is expected to grow from 3.26 to 4.34 and that of node 33, from 2.29 to 3.13. 

Figure 60 illustrates the experiment results: the estimated mean queue lengths 

averaged over 300-second periods and the p-values from the respective Welch’s t tests. 

These results show that the iterative ad hoc method is competitive to the corresponding 

sequential runs under this complex 8 × 8 network with the moderate service-time CV. 

4.3.3.2 Experiment 5: Gamma Service Times with Low Variation 

This experiment employs the gamma service times with the shape and scale 

parameters equal to 4 and 0.25, respectively; the resulting CV is 0.5 (since the mean is 1 

and the variance is 0.25). The mean queue lengths are expected to be shorter than those in 

the last experiment due to this smaller service-time CV. This anticipation is confirmed by 

the results in Figure 61, which also support the claim that the ad hoc method is 

indistinguishable from the sequential simulation. Unlike the results in Section 4.3.3.1, an 

extremely rare number of hypothesis rejections hit the claim. However, these incidents are 

minor unless further evident is presented to against it. 

4.3.3.3 Experiment 6: Gamma Service Times with High Variation 

As opposed to the experiment in Section 4.3.3.2, here the service times follow the 

gamma distribution with the shape and scale parameters equal to 0.25 and 4, respectively. 

Under this configuration, the mean is 1 second and the variance is 4 second squared. That is, 

the service-time CV is 2, which results in longer mean queue lengths compared to those in 

Experiment 4 (in Section 4.3.3.1). The experiment results are depicted in Figure 62, and 

again these positive results show the potential effectiveness of the iterative ad hoc method. 
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Figure 60: Estimated Mean Queue Lengths and p-Values from Welch’s t Tests in Experiment 4 
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Figure 61: Estimated Mean Queue Lengths and p-Values from Welch’s t Tests in Experiment 5 
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Figure 62: Estimated Mean Queue Lengths and p-Values from Welch’s t Tests in Experiment 6 
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4.4 Conclusions 

By extending the study of the accuracy of steady-state metrics in Chapter 3, this 

chapter demonstrated the competitiveness of ad hoc distributed simulation on modeling 

short-term system dynamics in opening queueing networks. First, two experiments with 

flow rates increasing during simulation executions were conducted to argue that the 

original ad hoc method in the previous chapter fails in instant reflection of system 

transients. The extent of those delayed responses relates to the length of the update period 

∆. The failures are due to the fact that the state updates shared by individual LPs are 

regarded as predictions of future system states, rather than reflections of the current state. 

To address the delayed-response issue, the iterative ad hoc method was proposed 

along with detailed discussions on the design of the engaged components as well as the 

potential issues owing to flawed simulation models; suggestions and negative examples 

were delivered as guidelines for preventing application builders from running into such 

issues. The new method was empirically evaluated by six experiments, which 

demonstrated the potential capability of the proposed iterative approach in terms of 

capturing system dynamics by comparing the results against the sequential counterparts. 

The evaluation was based on point estimation, which includes not only the direct 

comparison of the averaged numbers but also Welch’s t test to provide more compelling 

and comprehensive statistical evidence. 
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CHAPTER 5 

CONCLUSIONS AND FUTURE WORK 

5.1 Conclusions 

An ad hoc distributed simulation models an operational system by bringing 

together a collection of autonomous online simulations, each responsible for modeling a 

portion of the system. These simulators (i.e., LPs, short for logical processes) coordinate 

with each other via the ad hoc service (i.e., the synchronization mechanism) along with the 

space time memory (STM), which serves as data storage. The ad hoc service involves 

several mechanisms, such as the rollback mechanism; a proper design of these mechanisms 

with respect to a specific application is essential. This thesis work particularly focuses on 

modeling open queueing networks using ad hoc distributed simulation because queueing 

models are widely used abstractions for analyzing industrial systems. 

First, this thesis mathematically defined the ad hoc approach, primarily for two 

reasons: (1) facilitating the performance analysis and (2) standardizing the terminology to, 

for example, improve the communication between application designers and simulation 

programmers. Furthermore, based upon this formulation this thesis modularized the ad hoc 

approach and provided the pseudo codes to help translate the conceptual descriptions to 

programs. 

The second part of this thesis explored the capability of the ad hoc approach for the 

steady-state analysis of open queueing networks. Both analytical and empirical studies 

were conducted to address the estimation accuracy. The analytical study concerned in 

particular the queueing networks within which the departures of each queueing station (i.e., 
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node) form a renewal process because renewal processes can be accurately modeled 

without a significant computational effort. The study identified such networks and proved 

that the ad hoc approach can model these networks and produce the estimates that are 

statistically equivalent to those from the sequential counterparts. 

On the other hand, three empirical studies were conducted on the queueing 

networks that do not satisfy the above condition. The first one focused on the steady-state 

server utilization and mean queue lengths of the nodes in an 8 × 8 grid network. The 

network was configured with a stochastic unit-routing plan and various service-time 

distributions, leading to non-Poisson departures. The experiment results showed that the ad 

hoc approach is competitive to the sequential simulation approach despite the observable, 

yet mild and tolerable, overestimation in the queue-length estimators. Furthermore, an 

extended study revealed that a major cause of such overestimation issue is the input 

approximation. 

The second empirical study examined the impact of partitioning methods on the 

prediction accuracy by extending the last study to evaluate 10 more partitioning layouts 

with the same experiment settings. Specifically, every node in the network was modeled by 

at least 8 LPs. The results did not show significant discrepancy among those layouts. In 

other words, partitioning methods do not appear to be a critical factor in the estimation 

accuracy as long as an adequate number of LPs are deployed for each node. 

The third empirical study proposed a buffered-area mechanism to improve the 

prediction accuracy, which was shown to deteriorate due to the imperfect input 

approximation in the first empirical study. Instead of improving the accuracy though a 

better, more sophisticated input approximation method (which could be challenging and 

expensive to compute), the proposed buffered-area mechanism attempted to ease this 
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overestimation problem by inserting buffers to “calm the shock wave” induced by the input 

approximation. The experiment results demonstrated that a small buffer is sufficient to 

greatly reduce the estimation biases. 

The third part of this thesis broadened the applications of ad hoc distributed 

simulation to prove its competence in capturing the short-term state transients in open 

queueing networks. This study started with evaluating the capability of the previous ad hoc 

queueing simulation method used for the steady-state analysis. This original method 

showed itself unable to accurately reflect state changes in terms of when the changes 

happen and how long they last. Specifically, the changes were revealed with delay, 

positively connecting to the parameter—the length of the update period. To fix this 

delayed-response issue, the iterative ad hoc queueing simulation method was proposed by 

considering the observations from individual small simulations as the current state, instead 

of the future state predictions. The proposed method was discussed in detail, including the 

ideas behind the design of the involved components and the guidelines to prevent the 

undesirable livelock issue. Also, some instances of violating these guidelines were 

delivered to show the possible consequences. 

The performance of the iterative ad hoc queueing simulation method with respect to 

instantaneous system-state reflection was evaluated empirically under 6 different networks. 

Both tandem and grid networks were included in the experiments, as well as various 

network conditions such as the server loadings (moderate and heavy) and the service-time 

variances (low, medium, and high). The experiment results led to the conclusion that this 

ad hoc method has the ability to model system dynamics accurately with the simulation 

results being statistically equivalent to those from sequential simulations. 
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5.2 Future Work 

Ad hoc distributed simulation, which is motivated by the emerging embedded 

online simulations, presents a great number of future directions, for example, with regard 

to monitoring and optimizing operational systems. While this thesis has explored the work 

primarily focusing on modeling open queueing networks, many areas merit further 

investigation. The following lists some possible directions: 

1. Embracing data correlation. The data processing in the current ad hoc 

queueing network simulations has been assuming that each observed/shared 

value is independent. This configuration benefits the implementation simplicity 

and the execution efficiency while sacrifices the accuracy performance. For 

example, Section 3.3.3 has shown that the renewal assumption regarding the 

arrival processes on input links is the cause of the observed estimation biases. 

Hence, accommodating correlation information into data models may mitigate 

estimation biases. Moreover, several other mechanisms in the ad hoc method 

should take data correlation into account as well. The information aggregation 

is one instance because the LPs modeling the same area may deliver predictions 

with correlation (considering the input data to their individual simulations may 

be potentially correlated). Also, the rollback detection mechanism should avoid 

possibly correlated estimations from destructing rollback criteria, such as 

widening or narrowing acceptable ranges to favor undesirable values or to 

reject valid ones. 

2. Handling unreliable data. When it comes to data processing, it is always one 

of the critical factors that how much data is sufficient to support a claim with a 
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certain statistical significance. This concern impacts the ad hoc approach 

directly in determining the LP-coverage requirements for each portion of a 

system under investigation. Also, it should be taken into consideration the 

reliability of LPs as well as the communication among them because any failure 

and error during simulation executions would lead to data loss. 

In addition to data loss, data contamination harms data reliability. Inaccurate 

data are produced by malfunctioning LPs (resulting from failed computing 

devices and invalid simulation models) and other data sources (e.g., sensors). 

These data should be excluded from simulations as soon as possible to avoid 

further damage. However, identifying such situations can be challenging as a 

productive detection mechanism must distinguish the errors due to pollution 

from true system dynamics. 

3. Balancing tradeoffs. Ad hoc distributed simulation emerges from the issues 

that traditional simulation methodologies may run into when serving for 

real-time operational systems—the issues are responsiveness, scalability and 

failure resistance. In order to tackle these issues, some sacrifices have to be 

made, and the estimation accuracy is one of them. While the notion of tradeoffs 

has been “embedded” every bit in the ad hoc method, a general model to 

quantify the tradeoffs is essential for guiding simulation users throughout all 

the possible choices of the ad hoc mechanisms. Moreover, this may help 

develop new methods for various current and, most importantly, future 

conditions and requirements. 

4. Expanding simulation applications. Queueing models are 

popularly-accepted benchmarking applications for evaluating the performance 
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of a simulation method. While this thesis work has explored the ad hoc method 

on modeling open queueing networks, an apparent next step is to study closed 

queueing networks. A closed queueing network, by definition, involves a 

constant number of units, getting services and looping inside the network; that 

is, no external arrival or departure exists. In practice, closed queueing networks 

deserve the same amount of attention as open ones do; particularly, the 

computer and communication systems are commonly modeled using closed 

queueing networks. 
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