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SUMMARY

Helicopters are versatile vehicles that can serve a variety of roles. One role is

that of a “flying crane” – a load is suspended from the helicopter by a cable, and the

helicopter carries it to a target location. Unfortunately, the load naturally swings,

which degrades control of the helicopter and makes it difficult for the pilot to put the

load back on the ground. Control techniques designed to reduce this detrimental load

swing have relied mainly on feedback of the load states, which is rarely available in

modern full-scale helicopters.

This dissertation investigates the use of input shaping for reducing the load swing

problem. Input shaping is a command-filtering technique which has improved the

performance of many types of machines with unwanted flexibility, and does not require

feedback. The investigation is conducted using two different, but complementary,

approaches. One approach studies manual tracking tasks, where humans attempt

to make a cursor follow a randomly moving target. The second approach studies

horizontal repositioning maneuvers on two small-scale helicopter testbeds.

One of these testbeds is a novel design that constrains the helicopter and load to

a vertical plane. A dynamic model is formed, and position control is achieved with a

multi-loop feedback controller that mimics a human pilot. Several implementations

of input shaping are tested, and their relative effectiveness is compared.

Both approaches are used to study how input shaping affects position control of a

flexible element (the suspended load) and a driven base (the helicopter). Conventional

input shapers that yield the best performance are identified, and new input shapers

are created based on experimental results. A method for adjusting the vibration-

limiting aggressiveness of any input shaper is also introduced.

xiii



CHAPTER I

INTRODUCTION

A helicopter can be used as a flying crane by hanging a load from cables attached to

the helicopter body. The flying crane can carry water to put out forest fires, install

transmission towers in remote locations, and deliver supplies to stranded ships and

offshore oil rigs. Tasks such as these are often too expensive, too slow, or physically

impossible to perform with other types of vehicles.

Unfortunately, the suspended load swings, which hinders load placement and can

significantly degrade the safety of helicopter operations. This load swing, shown in

Figure 1, applies external forces and moments to the helicopter.

Load
Swing

Helicopter

Suspension
Cable

Suspended
Load

Forces and Moments
on Helicopter

Figure 1: Helicopter with a swinging load

By trying to actively cancel the load swing, the helicopter pilot may actually

amplify the problem if the control inputs are not in the correct phase relative to the

swing [14, 98]. If pilots have difficulty getting the load under control, they are advised

to “either lower it to the ground or jettison it promptly [98].” Helicopter accidents

have been caused by loss of control due to excessive load swing, making this practice

of abandoning the load necessary in extreme cases.

1



Reducing the amount of swing could increase both the safety and the productivity

of suspended-load operations; once the load is positioned near its desired location, it

cannot be lowered to the ground until the swing amplitude settles below an acceptable

level. Keeping the swing at low amplitude could allow the pilot to deposit the load

more quickly.

Figure 2 shows a high-level representation of a human-piloted helicopter with a

suspended load. The pilot uses knowledge of the required task to generate a desired

trajectory for the helicopter and uses the cockpit controls to make the helicopter

follow this trajectory. The pilot’s input generally goes through a flight control system

designed to improve the helicopter’s stability and performance.

Helicopter
Pilot Flight

Control
System

Helicopter
States

Task

Figure 2: Helicopter controlled by human pilot and flight control system

Strategies for reducing detrimental load swing must modify one of the three blocks

in Figure 2. Modifying the pilot block is equivalent to retraining the human operator.

Proposed strategies to modify the helicopter have usually focused on adding some

form of active load stabilization [86]. For example, previous studies have found that an

actively controlled, moving suspension point could be an effective way to dampen the

load swing [19, 20]. However, retrofitting existing heavy-lift helicopters with moving

suspension points or other mechanisms would be costly compared to modifying the

computerized flight control system.

A substantial research effort has focused on adding swing-reducing control strate-

gies to the flight control system. Many proposed strategies rely on feedback of the

suspended load states [11, 68, 36]. Such control algorithms have shown promise, but
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First Impulse

Second Impulse

Input Shaper

Figure 3: Two self-canceling impulses

they require real-time measurement of the suspension-cable angle, which is rarely

available in current full-scale helicopters. This thesis will assume that the load states

are unknown to the flight control system.

This thesis investigates the use of a command-filtering technique called input shap-

ing that suppresses swing without requiring feedback of the suspended load states.

The basic concept of input shaping is demonstrated in Figure 3. In the top of Fig-

ure 3, an impulse is applied to a flexible system, and induces a lightly damped response

shown by the black line. A similar response (shown below the first response) results

when a second impulse is applied a short time later. The right side of Figure 3 shows

the response which results from both impulses. If the system is linear and time-

invariant, the two responses combine, and the vibration is eliminated. The specially

timed impulses can be convolved with an arbitrary function, and the resulting input-

shaped function maintains the vibration-canceling properties of the original impulses.

When used in this manner, the series of impulses is an input shaper, as shown in the

right side Figure 3.
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1.1 Research Goals & Methods

Suppressing vibration with input shaping has improved the performance of many

machines. A few initial studies of its application to helicopters with suspended loads

have been performed [11, 68]. However, much work remains to be done, especially for

helicopters with a human pilot “in the loop.”

The ultimate goal for this thesis project is to add input shaping to the flight

control system of a full-scale helicopter with a human pilot. Before taking this major

step, preliminary work must investigate: a) the performance of input shaping in

small-scale experimental helicopter systems; b) how input shaping affects control of

the load (flexible element) and the helicopter (driven base) with human operators

participating in continuous-input control tasks; c) which input shapers provide the

most benefit; and d) the best implementation of input shaping on a helicopter’s flight

control system.

To investigate input shaping’s effect on human-controlled systems with flexibility

(such as helicopters with suspended loads), this thesis will employ two approaches.

One approach has been commonly used in the aerospace and helicopter-control com-

munities to study human-in-the-loop control. Figure 4 shows a manual tracking task.

A human operator views a display and uses an input device to try to make a cursor

Input Device

DisplayDisplay Human Operator

Figure 4: Single-axis manual tracking task
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follow a randomly moving target. The cursor’s dynamic response to the human’s

input is varied, and the resulting tracking performance and subjective difficulty are

recorded, along with the human-machine system’s control behavior.

In the second approach, the two small-scale helicopter testbeds shown in Figure 5

are used to investigate how input shaping affects the performance of horizontal repo-

sitioning tasks. Figure 5(a) shows a micro coaxial helicopter that is controlled with

feedback from a motion-capture system. Figure 5(b) shows a larger model helicopter

which is constrained to move in a vertical plane. A dynamic model of this helicopter

is formed, and experimental data is used to estimate unknown parameter values. The

helicopter is guided by a feedback controller that emulates the control of a human pi-

lot. Horizontal repositioning maneuvers are simulated and experimentally validated.

The effectiveness of several different implementations of input shaping is compared.

After investigating the effectiveness of conventional input shapers using the man-

ual tracking and horizontal repositioning approaches, new input shapers are designed.

Model Helicopter

Suspended Load

Motion-Capture Cameras

(a) Micro coaxial helicopter

Cart

Helicopter

Pivoting Base

Guide Rail

Suspended Load

(b) 400-series helicopter

Figure 5: Small-scale helicopter testbeds
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A technique that adjusts the vibration-limiting aggressiveness of any input shaper is

proposed. This technique gives an operator flexibility in dealing with the tradeoff

between suppressing vibration of the flexible element and maintaining good control

over the driven base.

Input shapers are also designed using experimental results from manual track-

ing experiments. Experimental tracking performance with each conventional input

shaper is compared to different characteristics of the input shaper (such as time of

the final impulse, sum of impulse amplitudes squared, etc.) to find characteristics

that correlate well with performance. A highly correlated characteristic is found, and

is used to design input shapers that maximize tracking performance with a driven

base while still limiting system vibration. The performance of new and conventional

input shapers is compared using operator experiments and helicopter repositioning

maneuvers.

1.2 Thesis Contributions

This thesis makes several significant contributions:

• A thorough study of conventional input shapers for manual control of systems

with a lightly damped flexible mode (Chapters 3, 4, and 5)

• The finding that when humans control a low-frequency, lightly damped flexible

element, the addition of input shaping allows the system to be well-characterized

by the Crossover model (Chapters 3, 4, and 5).

• Novel input shapers designed to maximize human-controlled-system perfor-

mance while controlling a driven base (Chapters 4 and 8).

• A method for continuously varying the vibration-limiting aggressiveness of any

input shaper between unshaped and fully shaped (Chapter 4).
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• A testbed and simulation model for studying the near-hover dynamics of a

helicopter with a suspended load (Chapter 7).

• A study of the effectiveness of different implementations of input shaping for

horizontal repositioning maneuvers (Chapter 7), including the result that con-

ventional input shapers stabilize a system that uses load position as the outer-

loop reference instead of helicopter position.

1.3 Dissertation Outline

Chapter 2 gives necessary background information about input shaping, manual con-

trol, and current methods for evaluating helicopters carrying suspended loads. Im-

portant knowledge gaps in the literature are identified.

Chapter 3 presents two manual tracking experiments with conventional input

shapers. Chapter 4 shows how results from these experiments are used to design

new input shapers. A third manual tracking experiment compares performance of

the new input shapers with the conventional input shapers.

Chapter 5 describes manual tracking experiments that were performed with touch-

screen input devices (Section 5.2), and with time delays in the input channel (Sec-

tion 5.3). Results from these experiments are applicable to a large class of manual

control applications for remotely operated vehicles.

Chapter 6 describes input-shaping experiments performed on a free-flying micro

coaxial helicopter. Simple dynamic models of the helicopter are used to simulate

horizontal repositioning maneuvers.

Chapter 7 presents a novel helicopter testbed that constrains the helicopter and

load to move in a plane. A dynamic model of the helicopter and load is formed,

and a human-inspired feedback controller enables position control of the helicopter.

Horizontal repositioning maneuvers are performed with several implementations of

input shaping.
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Chapter 8 studies the performance of new and conventional input shapers as their

form is varied along a continuum between unshaped and fully shaped. In addition,

experiments search for optimal size of the negative impulse in a specified-negative-

amplitude input shaper.

Chapter 9 summarizes the findings of this thesis, and proposes directions for future

research.
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CHAPTER II

BACKGROUND

This chapter gives background information about the main subject areas used through-

out the thesis. Section 2.1 describes techniques for the design and analysis of con-

ventional input shapers. Section 2.2 discusses the current practice for evaluating

helicopter controllability and gives important conclusions of previous studies investi-

gating the effects of a suspended load on control of the helicopter. Section 2.3 intro-

duces the field of manual control and linear characterization of a human-controlled

system. Knowledge gaps in the literature are identified at the end of each section.

2.1 Input Shaping

Input shaping is a command-filtering method that limits unwanted oscillation by

strategically modifying a reference command [83, 88, 87, 77, 45, 46, 79, 100]. Figure 6

illustrates the input-shaping process. On the left side of Figure 6, a command is sent

to a vibratory system, and causes residual oscillation. If the command is convolved

*

Command
Response

Input
Shaper

Shaped Command
Response

0
0

0
0

Figure 6: Input-shaping a reference command
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with a specially designed series of impulses, called an input shaper, then the result

is a shaped command that causes much less residual oscillation. This result is shown

on the right side of Figure 6. A step command is shown in Figure 6 for simplicity,

but any arbitrary command can be input-shaped in the same way, and will result

in a similar reduction in vibration. Input shaping has proven effective on many

kinds of machines with flexibility, including cranes [90, 12], robotic arms [26, 18, 51],

coordinate measuring machines [42, 85], and satellites [106, 82, 5, 96].

Input shapers may have two or more impulses. The transfer function of a generic

input shaper with n impulses is:

Gis(s) = A1 + A2e
−t2s + · · ·+ Ane

−tns, (1)

where Ai are the impulse amplitudes, and ti are the time locations of each impulse.

Note that without loss of generality, the first impulse time is t1 ≡ 0. An alternative

way to represent input shapers is in matrix form. For example, the input shaper in

(1) can be expressed as: Ai
ti

 =

A1 A2 . . . An

0 t2 . . . tn

 . (2)

Figure 7 shows a block diagram of the operations required for applying an input

shaper with n impulses. The reference command u(t) is multiplied by a gain, and

gains time delays

Figure 7: Input shaping mathematical operations
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time-delayed for each impulse in the input shaper. The resulting amounts are summed

to form the shaped command u∗(t). This is among the simplest control methods in

existence, and it can easily be implemented on any modern digital controller.

2.1.1 Input Shaper Design and Analysis Methods

The impulse amplitudes and time locations of an input shaper are designed using

the estimated natural frequencies and damping ratios of the flexible modes to be

suppressed. Different input shapers are designed using different combinations of per-

formance requirements and mathematical constraints.

2.1.1.1 Constraint Equations

Input shapers are designed to suppress vibration. When a sequence of impulses is

applied to an underdamped second-order system, the amplitude of residual vibration

is given by:

V =
ω√

1− ζ2
e−ζωtn

√√√√( n∑
i=1

Aieζωti cos

(
ωti
√

1− ζ2
))2

+

(
n∑
i=1

Aieζωti sin

(
ωti
√

1− ζ2
))2

(3)

where V is the vibration amplitude, ω is the natural frequency of the system, ζ is the

damping ratio, and Ai and ti are the amplitudes and time locations for impulse i.

Many of the basic input shapers (Zero Vibration input shapers) are formed by

setting the vibration in (3) equal to 0. Note that the sine and cosine terms mean that

there are an infinite number of impulse sequences that would satisfy this equation.

More constraints are required to arrive at a single solution.

To force the impulse sequence to be as short in duration as possible, many input

shapers minimize the time of the final impulse:

min(tn) (4)

To ensure that the steady-state value of the reference command is preserved, the
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impulse amplitudes must sum to 1:

n∑
i=1

Ai = 1 (5)

In addition, amplitude constraints are often applied to the individual impulses to

avoid solutions that contain infinitely large impulses:

Amin ≤ Ai ≤ Amax, for i = 1 to n. (6)

For positive input shapers, all impulses are required to have positive amplitude:

Ai ≥ 0, for i = 1 to n. (7)

Shapers that do not enforce constraint (7) and contain one or more negative impulses

are called negative input shapers.

A nonlinear optimization routine such as MATLAB’s fmincon() function is used

to design a sequence of impulses that satisfies all of the chosen constraints while

minimizing a given quantity (usually chosen to be tn, time of the final impulse). The

resulting impulse sequence is an input shaper.

2.1.1.2 Vector Diagrams

Vector diagrams provide yet another way to represent an input shaper [80]. Figure 8

shows an arbitrary impulse sequence and its corresponding vector diagram. When

converting between the two forms, all impulse amplitudes remain the same. The

0
0

Impulse Sequence Vector Diagram

Figure 8: Vector diagram representation of an input shaper
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main difference is that the time locations of the impulse sequence are converted to

angles on a polar plot. For example, time t2 becomes angle ωt2, where ω is a chosen

frequency. For input shaper analysis, this frequency is generally chosen to be the

natural frequency of the oscillatory system, ωn.

Figure 9 shows the vector, AR, that results when the two impulses are added

together. Vector diagrams are useful for input shaper design because the resultant

vector indicates the amount of residual vibration that occurs when the impulses are

applied to a flexible system with natural frequency ω. The amplitude |AR| is propor-

tional to the amplitude of residual oscillation [76], and the angle ∠AR indicates the

phase of oscillation relative to the response from an impulse at time t = 0 [80].

Figure 9: Resultant vibration vector

To create a sequence of impulses that produces no residual vibration when applied

to a system with vibratory frequency ω, the designer can draw a vector diagram where

the resultant vector is zero. An example of this is shown in Figure 10. The input

shaper has impulse amplitudes A1 = 1, A2 = −1, and A3 = 1. When the three

vectors are added tip-to-tail, they return to the origin. Note that the second impulse

Figure 10: Impulse sequence with zero resultant vector
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points toward the origin because it has a negative amplitude.

While the constraint equations are more useful for designing input shapers with

computer-based optimization, the vector diagram method allows the engineer to de-

sign and analyze input shapers on the back of an envelope. It is an intuitive approach

that relies on geometry instead of computation. It also provides insight into how the

various input shapers achieve their low-vibration effects.

2.1.1.3 Sensitivity Curves

When the estimated values of natural frequency and damping ratio are inaccurate, the

vibration-limiting ability of the input shaper is reduced. Sensitivity curves provide

a way to study how much vibration a particular input shaper will allow when there

are different amounts of error in the estimated frequency. Figure 11 shows one such

sensitivity curve. The horizontal axis is the actual system frequency divided by the

modeled frequency, and the vertical axis shows the residual vibration that results

when the impulses are applied to the system. Note that when the frequency estimate

is perfect (ω/ωm = 1), no residual vibration is caused.

The width of the sensitivity curve at a given level of vibration is called insensitivity.

For example, the width of the curve at 20% vibration is labeled in Figure 11. If this

distance were wider, larger errors would be required to cause the same amount of

(%
)

Insensitivity at
20% Vibration

Figure 11: Sensitivity curve
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vibration, and the input shaper would be more robust. Insensitivity quantifies how

much effectiveness an input shaper has when frequency estimates are inaccurate.

2.1.2 Conventional Input Shapers

Now that input-shaper design and analysis have been introduced, this section will

present some specific input shapers that are used in the thesis. These are certainly

not the only input shaper types. For a more thorough coverage of input shapers and

their characteristics, the author recommends [99, 101, 102].

2.1.2.1 Zero Vibration Input Shapers

By constraining the impulses to be all positive and the residual vibration to be zero

when parameter estimates are perfect, a two-impulse Zero Vibration (ZV) shaper [87]

is generated. The ZV shaper can be calculated in closed form:Ai
ti


ZV

=

 1
1+K

K
1+K

0 Td

 , (8)

where Td is the damped period of oscillation,

Td =
2π

ωn
√

1− ζ2
(9)

and

K = e
−ζπ√
1−ζ2 . (10)

Allowing negative impulses and increasing the number of impulses to three, the

Specified-Negative-Amplitude (SNA) input shaper [81] is formed:Ai
ti


SNA

=

a b a

0 1
ω
cos−1(−b

2a
) 1

ω
cos−1( b2

2a2
− 1)

 , (11)

where a = 1−b
2

. The amplitudes depend on the chosen value of parameter b, which is

the amplitude of the negative impulse.
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Figure 12: Specified-Negative-Amplitude (SNA) input shaper

Figure 12 shows SNA shapers for a range of b values between 0 and -1. With b = 0,

the input shaper is equivalent to the ZV shaper. As the magnitude of b increases,

the input shaper gets shorter in duration and produces a more aggressive command,

but it also loses some robustness to modeling errors, increases actuator effort, and

may excite unmodeled high modes more than the original command. When b = −1,

the input shaper becomes a Unity-Magnitude Zero Vibration (UMZV) input shaper.

This shaper has impulses of 1, -1, and 1, and can be applied to systems that only

allow discrete on-off-type commands.

The sensitivity curves for some of the zero-vibration shapers are shown in Fig-

ure 13. The shapers are designed with zero damping, and the SNA shaper has a

negative amplitude of 0.5. Note that while the ZV shaper has a maximum of 100%

vibration, the SNA and UMZV input shapers have maxima of 200% and 300%. This

means that they can cause more vibration than an unshaped command if the system

has a vibratory mode at around 2.5× or 3× the modeled frequency.

This is a property of positive and negative input shapers in general – positive

shapers never cause more vibration than the original command, while negative ones

may excite vibration in unmodeled high modes.
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Figure 13: Sensitivity curves for zero-vibration input shapers

2.1.2.2 Robust Input Shapers

To maintain effectiveness in the presence of modeling errors, “robust” shapers have

been developed [77, 80, 101, 84, 79]. These shapers are designed to have large in-

sensitivity to modeling errors. Increased robustness generally comes at the cost of

increased rise time.

One way to add robustness is to constrain not only the vibration at the modeled

frequency to be zero, but also one or more derivatives of the vibration as a function

of frequency. This can be seen from the sensitivity curve in Figure 14 that compares

the ZV shaper to the Zero Vibration and Derivative (ZVD) shaper. The ZVD input

shaper has zero slope at the design frequency. This is accomplished by setting the

first derivative of (3) with respect to frequency equal to zero:

0 =
dV

dω
=

d

dω

(
e−ζωtn

√
(C[ω, ζ])2 + (S[ω, ζ])2

)
, (12)

where

C[ω, ζ] =
n∑
i=1

Aie
ζωti cos

(
ωti
√

1− ζ2
)

(13)

S[ω, ζ] =
n∑
i=1

Aie
ζωti sin

(
ωti
√

1− ζ2
)
. (14)

Setting further derivatives of the vibration equation equal to zero produces even more

robust shapers, called ZVDD, ZVDDD, and so on.
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Figure 14: Sensitivity curves for conventional robust input shapers

Another way to increase robustness is to allow some residual vibration when the

oscillatory frequency is guessed correctly. This is the approach used for the Extra-

Insensitive (EI) input shaper. For the EI shaper in Figure 14, 10% residual vibration is

allowed when the modeled frequency is perfectly accurate. The benefit is an increased

zone of insensitivity for a given level of tolerable vibration.

Assuming zero damping, the ZVD and EI input shapers can be calculated as:Ai
ti


ZV D

=

0.25 0.5 0.25

0 Tn
2

Tn

 , (15)

and Ai
ti


EI

=

1+Vtol
4

1−Vtol
2

1+Vtol
4

0 Tn
2

Tn

 , (16)

where Tn is the natural period of oscillation, and Vtol is the tolerable vibration at the

modeled frequency. Note that these input shapers are twice the duration of the ZV

input shaper.

2.1.2.3 Specified-Insensitivity Input Shapers

Researchers have developed a powerful technique for tailoring an input shaper to a

given system. Figure 15 shows a sensitivity curve where a set of points have been

specified. The vibration values at these points are added to the constraints in the
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Figure 15: Specified-Insensitivity (SI) method

input shaper optimization function, and an input shaper which maintains vibration

below these points is generated. The resulting Specified-Insensitivity (SI) input shaper

is the shortest-duration input shaper that limits vibration below the points [78].

2.1.2.4 Reduced-Perceived-Lag Input Shapers

The time distribution of impulse amplitudes can have a major effect on how an

input shaper behaves. Consider the unshaped and ZVD-shaped step commands in

Figure 16. At any time t̂, the input-shaped command consists of three summed

components:

1. the current unshaped command, u(t̂), multiplied by 0.25,

2. the unshaped command Tn
2

seconds ago, u(t̂− Tn
2

), multiplied by 0.5, and

3. the unshaped command Tn seconds ago, u(t̂− Tn), multiplied by 0.25.

These components are shown on the input-shaped command in Figure 16 as white,

light grey, and dark grey areas, respectively. Note that the current unshaped com-

mand only contributes 25% of the current input-shaped command, while the unshaped

command from Tn
2

seconds in the past contributes 50%. As a result, the current com-

mand can be “overpowered” by past commands.
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Figure 16: ZVD-input-shaped step command

If the impulse amplitudes in Figure 16 were [1, 0, 0] instead of [0.25, 0.5, 0.25],

the input-shaped command would be equivalent to the unshaped command, and the

current command at t̂ would determine 100% of the input-shaped command. If the

amplitudes were [0, 0, 1], then the input-shaped command would be completely deter-

mined by the unshaped command Tn seconds in the past, and the current command

would have no immediate effect.

This comparison demonstrates that input shaper duration does not tell the whole

story – making early impulses larger than later impulses weights the current command

more heavily. The Reduced-Perceived-Lag (RPL) input shaper was developed with

this principle in mind [26]. A typical RPL shaper is shown in Figure 17. The majority

of the command is executed immediately by the large initial impulses, and then

smaller impulses eliminate the remaining vibration later in time. This produces an

Move System
Quickly

Reduce Residual
Vibration1 1 1

-1 -1

α α

-α -α

Figure 17: Reduced-Perceived-Lag (RPL) input shaper
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input shaper which is highly responsive, thus reducing the perceived lag, even though

it may not have the shortest duration as quantified by tn.

It will be shown in Chapter 4 that in some circumstances, input shapers with large

initial amplitudes like the RPL input shaper may be desirable for systems piloted by

humans or human-like automatic controllers.

2.1.3 Research Gaps

Input shapers have traditionally been designed based on mathematical or dynamic

constraints. No work has used human performance, either experimental or simulated,

to drive input shaper design. This thesis will use several different approaches to

design input shapers to maximize the performance of a human-controlled system.

2.2 Helicopters with Suspended Loads

A major goal of this thesis is to assess the effects of input shaping on the controllability

of helicopters with suspended loads. In current practice, the controllability of an

aircraft is described by a set of handling qualities.

2.2.1 Helicopter Handling Qualities

Helicopter handling qualities rate the suitability of a given helicopter and flight control

system (FCS) for performing a designated role (utility, attack, etc.). In order to

be approved for operation, a military helicopter must meet the handling qualities

requirements given in ADS-33 [4] for the type of tasks it is intended to perform. Many

civilian helicopters do not have this strict requirement, but meeting the guidelines is

highly valued. Helicopters that require excessive pilot compensation to attain good

performance are deemed to have poor handling qualities. Pilot compensation “... is

the measure of additional pilot effort and attention required to maintain a given level

of performance in the face of less favorable or deficient characteristics [16].”
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Handling qualities are assessed with two main approaches: predicted handling qual-

ities and assigned handling qualities. Predicted handling qualities are determined by

extracting quantitative parameters, related to bandwidth and phase margin, from

frequency-domain models of the combined helicopter and flight control system. Pre-

dicted handling qualities are based solely on the helicopter dynamics with no human

pilot “in the loop.” This thesis will not address predicted handling qualities; it will

instead focus on assigned handling qualities.

2.2.1.1 Assigned Handling Qualities

Assigned handling qualities are determined by having human pilots use the helicopter

to perform various maneuvers, called Mission-Task-Elements (MTEs). An example

MTE is the Depart/Abort maneuver [4], illustrated in Figure 18. The helicopter

begins in a stable hover, moves forward a prescribed distance of xtravel, and resumes

hovering over a target position. The instructions give an approximate time that

should be required to complete the maneuver, along with forward velocities and pitch

angles that should be attained.

Pilots perform the Depart/Abort and other maneuvers with a required level of

aggressiveness and precision, and they rate the helicopter’s desirability on the Cooper-

Harper handling qualities rating scale [16], shown in Figure 19. If the pilot can

perform the maneuver well with low mental workload, then the helicopter is rated

Initial Hover
Position

Target Hover
Position

Figure 18: Depart/Abort maneuver
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Figure 19: Cooper-Harper rating scale

between 1 and 3, and is considered Level 1. If the pilot performed the maneuver

adequately, but moderate to intense concentration was required, then the helicopter

is rated between 4 and 6, and is Level 2. If the performance was not adequate, then

the rating is 7 and below, with higher ratings indicating a higher workload required

to keep the helicopter under control. Helicopters rated Level 3 are unacceptable, and

changes are required for the physical helicopter, the flight control system, or both.

Versions of this Cooper-Harper scale have been used in numerous studies requiring

human operators to give numerical ratings of mental workload [23]. A modified

Cooper-Harper scale will be used in several of the operator studies in this thesis.

2.2.2 Effects of a Suspended Load on Assigned Handling Qualities

It is well known that a suspended load can be detrimental to handling qualities,

especially for low-speed (less than 45 knots) and near-hover (less than 15 knots)

operations that require precise horizontal control [33, 65]. Several studies in 1990’s

and early 2000’s identified two factors with strong effects on an externally loaded
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helicopter’s handling qualities: suspension cable length, `, and load mass ratio (LMR):

LMR =
m

M +m
, (17)

where M is mass of the helicopter, and m is mass of the suspended load. The longer

the suspension cable, and the heavier the load relative to the helicopter, the greater

the negative effect on handling qualities. At low speeds, the suspension cable length

and load mass ratio can be used to estimate the load swing frequency:

ωL =

√
g

`

(
1

1− LMR

)
(18)

where g is gravitational acceleration. For common values of load mass and cable

length, the swinging mode is in the frequency range of manual control [65], and swing

damping during low-speed flight ranges from around 0.1 to 0.3 [65]. Therefore, it is

not surprising that human pilots tend to excite the lightly damped swinging mode.

Of the 5 Mission-Task-Elements required for externally loaded helicopters, 3 are

especially impaired by the presence of a heavy suspended load [33]: Depart/Abort,

Lateral Reposition, and Precision Hover maneuvers. Top-view schematic diagrams of

these maneuvers are shown in Figure 20. As previously mentioned, the Depart/Abort

maneuver starts with a low-speed longitudinal movement and ends with a steady

hover over a target position. The Lateral Reposition maneuver is essentially the

Depart/Abort Lateral Reposition Precision Hover
and Load Placement

Longitudinal
Movement

Lateral
Movement

Diagonal
Movement

Hover

Start Hover

Hover

Start
Start

Figure 20: Horizontal repositioning maneuvers
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same as Depart/Abort, except that the movement is lateral instead of longitudinal.

The Precision Hover maneuver requires a slow diagonal movement before the hover.

These Mission-Task-Elements only consider positioning of the helicopter; they do

not test how easy it would be to deposit the load [37]. One can imagine that when

a heavy helicopter is carrying a relatively light load, such as a 46,000 pound Boeing

Chinook helicopter carrying a 2,300 pound jeep, the load swing would have little

effect on helicopter control, but the swing would still inhibit safe load placement.

Therefore, Ivler proposed a new Mission-Task-Element called Load Placement to test

the ability of a helicopter and control system to quickly translate, stabilize, and

deposit a suspended load [36]. Load Placement is similar to the Precision Hover

maneuver, but the suspended load must be steady enough to be safely deposited

before the maneuver is complete.

These maneuvers all require a horizontal motion of a specific distance before hov-

ering over a target position. Therefore, they will collectively be called horizontal

repositioning maneuvers. This thesis will investigate simulated and experimental hor-

izontal repositioning maneuvers with and without input shaping, and will quantify

the difference using performance metrics such as peak load swing angle, load swing

settling time, helicopter settling time, and amount of pilot control input.

2.2.3 Research Gaps

Little has been done to test horizontal repositioning tasks or other Mission-Task-

Elements with input shaping. Two notable studies have used input shaping combined

with cable angle feedback on experimental helicopter systems. Bisgaard et al. [11]

showed good results with input-shaped lateral repositioning movements, but only

showed a few example movements with basic input shapers. Ottander and Johnson

[68] used input shaping to effectively suppress load swing while attempting to place

cargo on a moving target. Both of these studies used unmanned helicopters. No
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studies have applied input shaping to either manned helicopters, or to helicopters

with automatic flight controllers designed to mimic the control of human pilots.

2.3 Manual Control

Manual control theory studies the control behavior of humans using the tools and

techniques of control theory. A common manual control experiment — the manual

tracking task — will be used to study the control of flexible human-piloted systems

in general, and helicopters with suspended loads in particular. Manual tracking tasks

have frequently been used in aircraft piloting studies. The results of these studies

informed many of the recommendations in ADS-33, so the helicopter-maneuver and

manual-control approaches are related and complementary.

2.3.1 Manual Tracking Task

There are many situations where a human operator attempts to make the output of

a system follow a desired state. For example, Figure 21 shows the task of recording

an athlete with a tripod-mounted video camera. The goal of the camera operator

is to keep the athlete centered in the camera frame. The actual camera direction

is compared to its desired direction (pointed directly at the athlete), and corrective

actions are made by applying force to the tripod handle. This activity is similar to

eye tracking, where a human keeps a moving object in the center of his or her vision

Figure 21: Video camera tracking task.
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CameraHuman

Figure 22: Block diagram of camera directional control.

[38]. In these activities, the human is an active part of a feedback control system.

Figure 22 gives a simplified block diagram of manual camera tracking. The cam-

era operator is represented by the human block with transfer function Gh, and the

tripod’s rotational dynamics is the camera block with transfer function Gc. The ath-

lete’s direction relative to the tripod is the reference input, r(t), the camera’s actual

direction is the camera output, y(t), and the angle between the actual and desired

directions is the error, e(t). The operator’s force on the handle is the command, u(t).

Other examples of manual control tasks include aiming a tank turret [95, 47], driving

an automobile [28, 7], and piloting an aircraft [56].

Figure 23 shows a different type of tracking task. A crane is used to pick up a

payload and move it to a target location. There are obstacles which must be avoided,

and the crane operator plans a desired reference path, r(t), around these obstacles

and uses an input device to make the payload follow the path. Note that in this

example, the reference path is generated by the human, not directly imposed by the

environment. The human is both the path planner and the trajectory controller.

Payload

Target



Reference Path,

Input Device

Trolley

Figure 23: Overhead view of crane tracking task.
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Trolley

Payload

Input Device

Figure 24: Flexibility in a manual tracking task

The difficulty of manual tracking is increased by time delays and flexibility in

the system. Figure 24 shows a situation where the human operator’s command,

u(t), drives a flexible system with an oscillatory output, y(t). Previous studies have

found that the operator’s tracking ability degrades significantly when the controlled-

element’s dynamics include a relatively low-frequency flexible mode with a damping

ratio below 0.35 [58]. Human operators tend to decrease their gain to avoid exciting

the flexible mode, and the low gain results in degraded tracking performance [57].

Recall that the damping ratio of helicopter suspended load swing is between 0.1 and

0.3 in low-speed flight.

Previous studies have made extensive use of single-axis manual tracking tasks to

investigate the control behavior of human-machine systems [57]. The basic setup

is shown in Figure 25. A human operator views a display and uses an input device

Cursor Target

Display

Input Device

Figure 25: Elements of a single-axis manual tracking task
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(a) Compensatory display

(b) Pursuit display

Motion is
displayed

Background
information
is displayed

Figure 26: Two display types for a manual tracking task.

(usually a joystick or force stick) to generate commands. There are two objects on

the screen: one is a target that represents the reference input, and the other is a

cursor that represents the controlled-element output. The operator’s goal is to make

the cursor follow the target as closely as possible.

There are two main display types. Figure 26(a) is a compensatory display, where

only the error between the target and the cursor is displayed. Figure 26(b) is a pursuit

display, where information about the target and/or cursor positions is independently

displayed in addition to the error. Pursuit displays give the operator more informa-

tion about the system, which theoretically allows better tracking performance over

compensatory displays [54, 71].

A diagram similar to Figure 26 will be shown to explain the displays used in each

tracking experiment. Faint trailing copies of either the cursor or the target indicate

that motion of the object is visible to the operator. Hatched lines inside the display

rectangle mean that background information (a “ground” frame) is visible to the

operator.

Tracking performance is usually quantified by root-mean-squared tracking error:

erms =

√
1

T

∫ T

0

[e(t)]2dt, (19)
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where T is the trial duration and e(t) is the tracking error at time t. The tracking

error has three main components: i) Error caused by the human’s delay time, ii) error

caused by deficiencies in the human’s control processing, and iii) error caused by the

human’s not attempting to track parts of the signal that they know are beyond their

capabilities [24].

Piloting a helicopter is a complicated multi-axis, multi-loop control task, so it

might seem that studying one-dimensional control would be an oversimplification.

However, it has been found that multi-axis tracking performance is highly related to

one-axis tracking [94], and that information about the human controller derived from

single-axis tracking tasks can be applied to multi-loop tasks [61].

2.3.2 Forcing Function Design

The target motion is prescribed by a forcing function. This function should be care-

fully designed so that the target motion meets several requirements:

• The target motion should be fairly representative of the real-world task being

investigated.

• Tracking the target should be difficult enough to prevent boredom.

• Tracking the target should not be so difficult that the task is impossible.

• The target motion must appear random to the human operator.

The last requirement is to prevent the operator from predicting future behavior of

the target. From past studies, it has been shown that the sum of 5 or more sine waves

with arbitrary relative phase is unpredictable to human operators [55]. An example

summed-sine forcing function is shown in Figure 27. The individual sine waves on the

left of Figure 27 are combined to yield the more complicated function on the right.

In equation form,

r(t) =
9∑
i=1

Bisin(ωit+ φi), (20)
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Figure 27: Sum-of-sines forcing function

where phase angles φi are randomly generated at the beginning of each trial. The

amplitudes of each wave, Bi, must be chosen carefully. Each amplitude must be

large enough to have a noticeable effect on r(t), but cannot be so large that excessive

power is added to the forcing function, making it infeasible to follow. In general,

low-frequency sine waves are given large amplitudes, and waves with increasing fre-

quency are given increasingly small amplitude [39]. The fastest sine wave often has

an amplitude of about 1/10 the slowest sine wave.

The summed sine wave forcing function is widely used for manual tracking tasks.

It is advantageous because it facilitates frequency-domain analysis, and it provides a

convenient way to generate an unpredictable signal that tests control behavior over

a wide range of frequencies simultaneously.

2.3.3 Precision Model of Human Controller

In a model of a human-machine system performing a tracking task, such as the one

shown in Figure 28, we must ask how well the human’s control behavior can be

characterized by a linear transfer function? Humans are not inherently linear systems,

but in many situations, especially under favorable conditions with easily controlled
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Element
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Figure 28: Manual control system with human remnant and describing function

elements, most of the human’s control behavior can be characterized by a linear

transfer function [31].

The operator is characterized as a quasilinear system, which has two components:

the describing function (Gh in Figure 28) accounts for the part of the response that is

linearly related to the input, and the remnant accounts for the remaining part of the

response that cannot be attributed to the linear model. Most of the remnant appears

to come from fluctuations in the system’s effective time delay [54], nonsteady control

behavior, and nonlinear anticipation or relay-like operations [60]. These effects are

larger when tracking conditions are difficult [29]. The remnant has been found to

have fairly constant power with no major peaks, and tends to be relatively small

when tracking conditions are favorable [3].

One commonly used describing function for the human controller is the preci-

sion model [55], which approximates linear operator dynamics over a wide range of

frequencies:

Gpm
h (s) = Kh

(Tzs+ 1)

(Tps+ 1)︸ ︷︷ ︸
equalization

ω2
nm

s2 + 2ζnmωnms+ ω2
nm

e−τs︸ ︷︷ ︸
limitations

(21)

where Kh is the human’s gain, Tz is the lead time constant, Tp is the lag time constant,

τ is the effective time delay, and ωnm and ζnm are the human’s neuromuscular natural

frequency and damping ratio, respectively. The model is divided into two parts. The

human’s equalization is constantly adjusted to improve tracking performance and to

compensate for any dynamic deficiencies of the controlled element. The human also
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has inherent limitations. A second-order neuromuscular filter accounts for low-pass

and oscillatory dynamics of the limb manipulating the input device. This is shown

as the 2nd-order component in (21). The human also has a time delay due to signal

transmission and processing delays. This time delay is shown on the right side of (21).

The effective time delay and mental workload increase when the human is forced to

generate significant phase lead [56].

In practice, the precision model is often reduced to the simplified precision model

[55]. This model is valid for a narrower range of frequencies, and lag from the neuro-

muscular filter is incorporated into the effective time delay:

Gspm
h (s) = Kh

(Tzs+ 1)

(Tps+ 1)
e−τs (22)

2.3.4 Crossover Model of Human-Machine System

Early manual tracking studies had difficulty identifying a generic transfer function

of the human operator alone, due to the human’s highly adaptable control strategy.

Researchers were much more successful when they considered the control behavior of

the combined human-machine system. In particular, McRuer’s Crossover model [56]

provides a simple and reliable model of the human-machine system under a limited

range of conditions. The Crossover model states that for a variety of controlled-

element dynamics, the operator acts to make the open-loop human-machine system

assume the form:

GhGc =
Ke−jωτ

jω
near ω = K, (23)

where K is the open-loop system gain, and τ is the effective time delay. Figure 29

shows a block diagram of the model. Note that the transfer function is written with

the frequency operator jω instead of the Laplace variable s. This is to emphasize that

the model is only intended to apply in the frequency domain, and may not be accurate

for non-sinusoidal inputs such as steps or ramps. Inputs should be continuous and

must appear random to the human operator [56].
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Figure 29: Crossover model of human-machine system

Crossover Frequency

Phase Margin

Figure 30: Bode diagram of the Crossover model

Figure 30 shows a Bode plot of the Crossover model transfer function. The fre-

quency at which the amplitude |GhGc| passes through 0 dB is called the crossover

frequency, which is equivalent to gain K in (23). The phase margin is the difference

(in degrees) between the phase ∠GhGc and -180 at the crossover frequency. A larger

phase margin indicates a more stable closed-loop system. Together, the phase margin

and crossover frequency can be used as predictors of tracking performance [6].

The Crossover model is only meant to characterize tracking performance near

the crossover frequency (this is the basis of its name). Fortunately, the control sys-

tem’s closed-loop response is generally dominated by its behavior near the crossover

frequency [56]. This simple model has been used to predict pilot-involved oscilla-

tion [59] and to characterize handling qualities of aircraft, automobiles, and other

human-controlled systems [27, 56]. Using the Crossover model as a basis, the human
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operator’s transfer function near the crossover frequency can be approximated if the

machine transfer function, Gc, is known [54]:

Gh =
1

Gc

Ke−jωτ

jω
. (24)

This expression can be used to predict control demands on the human operator. It

can give guidance to a system designer who wants to tune the dynamics of a machine

to make it more easily controlled by the human. However, this useful equation is not

valid if the human-machine system’s behavior does not follow the Crossover model.

Studies have found that the Crossover model breaks down if the controlled element

has a relatively low-frequency (ωn ≤ 7.8 rad/s [57]) oscillatory mode with a damping

ratio below ζ = 0.35 [58].

This thesis will deal with lightly damped oscillatory systems which are difficult

for humans to control, and for which the Crossover model may not be readily applied.

However, this thesis will show that the addition of input shaping allows the human-

machine system to return to “normal” tracking behavior described by the Crossover

model. In effect, input shaping can be used to greatly expand the applicability of the

Crossover model.

McRuer and other researchers found that tracking performance and handling qual-

ities ratings are best when tracking conditions allow a good fit to the Crossover model

[53], and are much worse when the Crossover model is not a good fit [57, 58]. There-

fore, it is expected that the improved resemblance to the Crossover model will be

accompanied by quantitative and qualitative improvements in tracking performance.

2.3.5 Research Gaps

Many human operator studies have documented that input shaping improves the

control of flexible machines [45, 46]. These studies usually used maze-like or point-

to-point tasks and discrete (on/off) input devices. No studies have examined input

shaping for tracking a randomly moving target using a continuous-input device. In
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the manual tracking literature, experiments have tested the control of lightly damped

flexible elements, and have concluded that low frequency oscillation greatly degrades

control and makes modeling the human-machine system very difficult. There is clearly

a need to improve the modeling of such systems. Follow-up tests with input shaping

added to the flexible controlled element have not been performed. Neither has input

shaping applied to the control of a driven base (to simulate control of the helicopter)

been studied.
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CHAPTER III

MANUAL CONTROL OF FLEXIBLE SYSTEMS USING

CONVENTIONAL INPUT SHAPERS

Previous manual tracking studies have concluded that systems with low-frequency,

lightly damped flexibility are difficult for humans to control. This chapter demon-

strates how input shaping can improve quantitative and qualitative measures of track-

ing performance by suppressing the system flexibility. Results from this chapter are

used in Chapter 4 to design new input shapers.

3.1 Tracking Study # 1: Two-Frequency Experiment1

Output when human follows the target with the driven base

Output when human follows the target with the flexible element

Human command moves the driven elementTranslating base

Suspended load

Figure 31: Oscillatory system under manual control

In this experiment, human operators controlled an oscillatory system like the load

suspended from a translating base in Figure 31. The operators were asked to follow

an unpredictably moving target with either the flexible element (suspended load) or

1Results from this experiment are published in [70].
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Output,

Target,

Figure 32: Target and cursor motion in manual tracking experiment

the driven element (translating base).

Figure 32 shows an example time history of the target position and the system

output for a manual tracking trial. The system output, y(t), represents the position

of the controlled element (either the suspended load or the translating base) that

is forced to follow the target. The difference between the target position and the

output position is the error function, e(t). Note that the output motion resembles

the target motion, but it is shifted to the right by a fairly constant amount. This time

shift is due to the human-machine system’s unavoidable time delay. For information

about display types, methods for generating the target motion, and common ways to

characterize tracking performance of the human-machine system, see Section 2.3.

This experiment was an initial investigation of manual tracking with input shap-

ing. Controlled elements with two different oscillatory frequencies were tested to

verify that systems with low-frequency oscillation are more difficult for humans to

control than systems with higher-frequency oscillation, and to determine how input

shaping affects tracking performance in each frequency case.

38



Input Device

DisplayDisplay Human Operator

Figure 33: Experimental setup for Two-Frequency experiment

3.1.1 Participants & Procedure

Five subjects between 23 and 30 years of age participated in the study. All partic-

ipants had experience driving cars, and at least some previous experience using a

computer joystick. Subjects were not paid for their participation.

Each participant signed a consent form describing the risks and rewards involved in

the experiment. Figure 33 shows a photo of the experimental setup. Subjects viewed

a compensatory display which occupied around a 10◦ visual angle. They generated

control inputs with a Logitech Attack 3 spring-centered joystick. The joystick has a

maximum angle of 20◦ from vertical. Around 0.5 Nm of torque is required to move

the joystick from its neutral position, and a maximum torque of 1 Nm is required to

hold the joystick at 20◦.

The manual tracking experiment was implemented in MATLAB2. Each partici-

pant performed 5 trials, each trial lasting 120 seconds. The first 30 seconds of each

trial allowed the subject to get accustomed to the controlled-element dynamics. Mea-

surements from only the final 90 seconds were analyzed.

After each trial, the user was asked to rate the subjective difficulty of the control

2The MathWorks Inc., Natick, MA
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Table 1: Controlled-element transfer functions for Two-Frequency experiment

Controlled Element Transfer Function, Gc = Y(s)/U(s)

Integrator Kc
s

Kc
s

(
(5)2

s2+2(0.1)(5)s+(5)2

)Integrator with High-Frequency

Oscillatory Mode

Kc
s

(
(1.25)2

s2+2(0.1)(1.25)s+(1.25)2

)Integrator with Low-Frequency

Oscillatory Mode

(0.578 + 0.422e−0.632s)Kc
s

(
(5)2

s2+2(0.1)(5)s+(5)2

)
ZV-Input-Shaped Integrator with

High-Frequency Oscillatory Mode

(0.578 + 0.422e−2.53s)Kc
s

(
(1.25)2

s2+2(0.1)(1.25)s+(1.25)2

)
ZV-Input-Shaped Integrator with

Low-Frequency Oscillatory Mode

task by giving a numerical score between 1 (easiest) and 10 (hardest). The program

saved all trial information and calculated RMS error and frequency-domain charac-

teristics. The entire experiment lasted approximately 15 minutes for each subject.

The following five controlled elements were tested: a pure integrator, an integra-

tor with an oscillatory mode of ωn = 1.25 rad/s, an integrator with an oscillatory

mode of ωn = 5 rad/s, and ZV-input-shaped versions of the two oscillatory elements.

All oscillatory modes had a damping ratio ζ = 0.1. The transfer functions for these

controlled elements are given in Table 1. The value of gain Kc was adjusted to al-

low the cursor’s maximum velocity to match the maximum velocity of the reference

input using reasonable joystick deflections. For this experiment, the gain was set to

Kc = 1.4737
◦ visual angle/sec

◦ joystick deflection
.

These controlled-element dynamics were chosen to imitate real-world machines.

Controlling the heading (direction) of a car is like a pure integrator. An integrator

with an oscillatory mode of ωn = 1.25 rad/s is similar to an overhead crane with
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Table 2: Forcing function for Two-Frequency experiment

Wave Number, i Frequency, ωi Amplitude, Bi

(rad/s) (◦ visual angle)

1 0.279 2.565

2 0.349 2.431

3 0.628 2.079

4 0.977 1.814

5 1.606 1.516

6 2.583 1.231

7 4.189 0.941

8 6.772 0.652

9 10.961 0.363

a 20-foot-long suspension cable. An integrator with an oscillatory mode of ωn = 5

rad/s is similar to a long-reach robotic arm [81]. The pure integrator is used both to

allow comparison of the results to previous studies, and to serve as an example of an

easily controlled element.

Subjects completed one trial with each controlled-element for a total of 5 trials.

The trial order was randomized, and the subject was not told which element was

used for each trial. Table 2 shows the frequency content of the forcing function

that drove the target motion. The range of sine wave frequencies and amplitudes

is similar to those from previous manual tracking experiments. Each sine wave in

Table 2 completes a whole number of cycles in the 90 second trial time to improve

the accuracy of frequency-domain calculations. Phase angles for each sine wave were

randomly generated before each trial, so no two forcing functions were exactly alike.

Figure 34 shows a Bode plot of the oscillatory controlled element with and without

input shaping. To generalize the analysis, the frequency axis has been normalized

by the oscillatory mode’s natural frequency, ωn, and the amplitude curve has been

normalized so that the system’s open-loop gain is 1 (0 dB). The damping ratio is 0.1.

Note that at ω = ωn, the unshaped amplitude curve has a large peak where

41



Frequency Ratio (ω/ωm)

Unshaped
Input-Shaped

Figure 34: Bode diagram of an integrator with an oscillatory mode with frequency
ωn and damping ratio ζ = 0.1

the phase curve passes through -180◦. This unshaped system tends to be highly

oscillatory, unless the human operator is able to improve the response by generating

phase lead, reducing the open-loop gain, or both. In contrast, the input-shaped

amplitude curve has no peak at the oscillatory frequency. The operator can use more

aggressive inputs without fear of exciting the oscillatory mode.

3.1.2 Assumptions & Limitations

For this study, it was assumed that the operators gave full attention to the control

task, and there were no major drug or fatigue-related factors that degraded perfor-

mance. It was further assumed that their joystick command inputs did not exhibit

significant nonlinearities such as saturation, rate-limiting, etc. These are reasonable

assumptions based on recorded time histories of command inputs.

All participants were novice operators, meaning they did not have extensive expe-

rience with this kind of tracking task. This study seeks to compare the performance
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of an “average” human operator under different tracking conditions, and is less inter-

ested in the performance of highly specialized operators (such as professional crane

operators, racecar drivers, and aircraft pilots), who might either adjust abnormally

quickly to new conditions, or possibly be hindered by previous training due to nega-

tive transfer [105]. The goal is to determine what tracking situations are inherently

easy or difficult for humans.

There is also value in testing the effectiveness of input shaping with novice oper-

ators – positive results indicate that there is no special training required to use input

shaping. Performance improvements can be achieved immediately rather than after

extensive training.

3.1.3 Results

3.1.3.1 Tracking Performance

Figure 35 shows the average tracking performance as quantified by root-mean-squared

(RMS) error during the 90 second test period. For the high-frequency oscillatory

system, performance was almost the same as with the simple integrator, and input

shaping caused only a slight improvement in the average error. However, with the

low-frequency system, the unshaped trials had very poor performance. The RMS

error increased from approximately 0.8 to nearly 4.5 degrees visual angle. When

input shaping was applied, the performance greatly improved, and the average error

decreased from 4.43 to 1.28 degrees (a 71% reduction).

The low-frequency input-shaped error still appears to be higher than the simple

integrator error, and shaped and unshaped high-frequency errors. This is mainly due

to the time lag caused by the low-frequency input shaper. Because the oscillation

is much slower for the low-frequency system, the spacing between impulses is larger,

and thus the effective lag is larger. Note that although input shaping did not reduce

the low-frequency oscillatory system tracking error completely back down to the level

achieved with the simple integrator, it did transform the dynamics to a level that was
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Figure 35: Tracking error for all controlled elements (mean ± SD)

fairly easy for the test subjects to track.

The shaped vs. unshaped and low vs. high frequency oscillatory systems were

compared using two-way analysis of variance (ANOVA) and Tukey’s honest significant

difference (HSD) tests. There was no statistically significant difference between RMS

error in the shaped and unshaped high-frequency systems and the input-shaped low-

frequency system. RMS error in the unshaped low-frequency system was significantly

higher than in the other three systems (p < 0.05).

3.1.3.2 Subjective Rating

Figure 36 shows the subjective ratings of task difficulty for each system. As expected,

the integrator was the easiest system to control. The high-frequency oscillatory sys-

tem was somewhat more difficult to control than the integrator, and input shaping

was able to reduce the median difficulty. The unshaped low-frequency system was by

far the most difficult to control.

Nonparametric statistical analyses were used because the subjective difficulty rat-

ings are ordinal. Medians were compared instead of means, and Mann-Whitney U

tests were used for post-hoc pairwise comparisons instead of Tukey’s HSD test [25].

Note that by definition, the confidence interval cannot go below 1 or above 10 on the
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Figure 36: Difficulty ratings for all controlled elements (median with 95% CI)

scale. The same trend was observed: task difficulty in the unshaped low-frequency

system is significantly greater than in the other three systems (p < 0.02) which were

not significantly different from each other.

Based on results shown in Figure 35 and Figure 36, input shaping caused a statisti-

cally significant improvement in performance when used to suppress the low-frequency

oscillation. Input shaping also appeared to be beneficial for the high-frequency el-

ement based on the average values, but the effect was not proven with statistical

significance in this study. As anticipated, the higher-frequency oscillation was less

detrimental to tracking performance than the low-frequency oscillation.

3.1.3.3 Control Behavior

Figure 37 shows Bode diagrams of the open-loop human-machine systems. Line

segments are drawn between data points to make the curves easier to visualize, not

to infer interpolation between points. Note that the integrator Bode plot in Figure

37(a) closely matches the form of the crossover model, shown previously in Figure 30.

For the unshaped high-frequency oscillation curves in Figure 37(b), there is a small

peak in the amplitude curve near the resonant frequency. With the addition of input

shaping, this resonant peak disappears, and the amplitude and phase curves both
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(b) High-frequency oscillatory mode

Unshaped
ZV-Input-Shaped

360
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Figure 37: Frequency response of human-machine system (mean ± SD)
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become smoother. The input-shaped curves are well-characterized by the crossover

model. The data for the unshaped low-frequency oscillation in Figure 37(c) show large

variability, especially at frequencies above the oscillatory mode’s natural frequency.

The amplitude curve never crosses above 0 dB. With the addition of input shaping,

the amplitude and phase curves are shifted upward in a range of low frequencies. The

phase characteristics are greatly improved. The input-shaped curves are somewhat

more similar to the crossover model, although the similarity is not as strong as for

the high-frequency input-shaped curves.

3.1.4 Discussion

If a controlled system has relatively low-frequency oscillations, then tracking tasks are

very difficult. Furthermore, such oscillatory human-machine systems do not behave

as predicted by McRuer’s crossover model. The addition of input shaping suppressed

vibration of the oscillatory mode, and it allowed the human operator to approach

“normal” tracking behavior, as defined by the crossover model. Tracking performance

greatly improved, and the operator’s rating of task difficulty significantly decreased.

This experiment only used a ZV input shaper. The next section describes tests

with a variety of different input shapers and documents which input shapers produce

the greatest improvements.

3.2 Tracking Study # 2: Shaper-Correlation Experiment3

In the Two-Frequency experiment, input shaping was not applied to the translating

base. While input shaping improves control of flexible elements, it may be detrimental

to control of the driven base or vehicle. Input shaping delays part of the operator’s

command, and the modified command may create a less-intuitive vehicle response

than the unshaped command. Time delays in aircraft control systems have been

3WooJung Choi assisted with data collection for this experiment.
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associated with control problems such as pilot-induced oscillation [66].

The Two-Frequency experiment showed promising results using the simple ZV

input shaper. This expanded experiment tests many different kinds of input shapers,

and uses a more-complex controlled system with inertia and backdriving. That is,

the load motion influences the base motion. The results of this experiment are used

to design input shapers in the next chapter.

3.2.1 Participants & Procedure

A manual tracking experiment was administered to 11 human operators. Each par-

ticipant signed a consent form describing the risks and rewards involved in the ex-

periment. Operators did not receive monetary compensation. Figure 38 shows a

photo of the experimental setup. Operators viewed a pursuit display that occupied

around 10◦ visual angle, and they generated control inputs with a Logitech Attack 3

spring-centered joystick, described in the previous experiment. The manual tracking

experiment was implemented in MATLAB.

Two practice trials showed the operator how easy and how hard the control task

could be. An extremely easy trial (unshaped driven base) was used to demonstrate

an element that should be rated 1 or 2 on the difficulty scale shown in Table 3,

Display

Input Device

Display Human Operator

Figure 38: Experimental setup for Shaper-Correlation experiment
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Table 3: Difficulty rating scale for Shaper-Correlation experiment

Rating Description

1-3
Desired performance attainable with zero (1) to

minimal (3) mental effort/compensation

4-6
Desired performance requires moderate (4) to

intense (6) mental effort/compensation

7-9
Desired performance not met; Maintaining control

requires mild (7) to intense (9) effort
10 Control cannot be maintained

and an extremely hard trial (unshaped flexible element) demonstrated an undesirable

controlled system that should be rated very poorly. Operators were not informed

which controlled elements were used as the “easy” and “hard” elements.

Operators then performed a set of 28 trials. To prevent fatigue, subjects were

given a mandatory 2-minute break after every 5 trials. Each trial lasted 115 seconds.

The first 15 seconds allowed the subject to get accustomed to the controlled-element

dynamics, and only the final 100 seconds of the trial were analyzed. After each trial,

the user was asked to consult the rating scale in Table 3, and rate the controlled-

element dynamics from 1 (best) to 10 (worst). The scale is a simplified version of the

Cooper-Harper scale discussed in Section 2.2. The experiment lasted around 1 hour

and 20 minutes for each operator.

3.2.2 Tracking Trials

Operators controlled a translating base with a suspended load as shown in Figure 39.

Control input u(t) specifies a force applied to the base, the cart has position x(t) and

mass M , the load has position y(t) and mass m, and is suspended from a cable of

length `. A translational damper with coefficient bx is attached to the cart, and a

damper with coefficient by is attached to the load.

Assuming small load-swing angles, this system can be characterized by the fol-

lowing state-space equation:
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Figure 39: Translating base and suspended load
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where g is gravitational acceleration. The mass and damping parameter values were

tuned such that the load swing had a frequency of 1.256 rad/s and a damping ratio

of 0.1. The cart had a first-order velocity response with a time constant of 1 sec and

a maximum velocity of 13.28 deg/s. Two load-mass ratios were tested: the light load

was 1/1000 of the cart mass, so the load mass ratio was effectively 0; the heavy load

was 1/3 of the total base+load mass, resulting in a load mass ratio of 0.33.

For each trial, the operator attempted to follow the target using either the base in

Figure 40(a) or the load in Figure 40(b). The pursuit display presented background

information (represented by the hatched ground lines) to the operators, allowing them

to see the target and cursor motion independently.

Table 4 shows the frequency content of the reference input that drove the motion

of the target. The range of sine wave frequencies is similar to those from previous

manual-tracking experiments, except for sine wave 9. This very slow, large-amplitude

wave only completed part of a cycle during the trial, which gave the target an overall

baseline motion. From pilot studies, it was found that without this baseline motion,
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(a) Base control (b) Load control

Figure 40: Displays for Shaper-Correlation experiment

Table 4: Forcing function for Shaper-Correlation experiment

Wave Number, i Frequency, ωi Amplitude, Bi

(rad/s) (◦ visual angle)

1 9.362 0.071
2 5.718 0.167
3 3.456 0.266
4 2.073 0.366
5 1.194 0.474
6 0.691 0.581
7 0.314 0.735
8 0.188 0.835
9 0.063 10.493

subjects would sometimes stop making control inputs to leave the cursor in one place,

knowing that the target would eventually come back to it. This strategy was mostly

used with the very difficult controlled elements. The addition of sine wave 9 eliminated

this behavior because the target would drift away without returning.

To ensure that different randomly generated forcing functions had the same diffi-

culty, only functions whose maximum excursions, maximum velocities, and maximum

accelerations fell within certain bounds were used. Forcing functions were generated

until a function that fit these criteria was found. It has been found that the difficulty

of tracking a given forcing function heavily depends on the velocity and acceleration

of the target motion [17]. The MATLAB program used to generate forcing functions

with bounds on the target position and its derivatives is set out in Appendix B.1.
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3.2.3 Input Shapers

The input shapers shown in Figure 41 were added between the command and the

controlled element. For convenience, the figure displays shapers designed for zero

damping instead of 0.1 damping as in the experiment. Impulse times are expressed

in terms of the period of oscillation, T . Note that the unshaped case is equivalent to

an input shaper with one impulse of amplitude 1 at time 0. The conventional ZV,

SNA, UMZV, and ZVD input shapers were discussed in Section 2.1.

The “Test” input shapers were designed to test the hypothesis that input shapers

with initial impulses larger than later impulses are more responsive, and allow better

control over the driven base. The shapers are named Test3 and Test5 because they

have 3 and 5 impulses, respectively. The Test input shapers were designed using

vector diagrams, not with optimization routines.

Figure 42 shows vector diagrams of the Test3 and Test5 input shapers. To design

the Test3 shaper in Figure 42(a), a large initial impulse of 0.75 was specified, and

subsequent impulses were chosen to make the impulse amplitudes sum to 1 and the

1
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Figure 41: Input shapers used in Shaper-Correlation experiment
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(a) Test3 input shaper

(b) Test5 input shaper

Figure 42: Vector diagrams of Test3 and Test5 input shapers

vector sum return to the origin. A path from the tip of the first impulse back to the

origin was formed by using impulses at multiples of T
2
. The amplitudes of the second

and third impulses were chosen to decrease in magnitude so that the first impulse

was the largest.

The same strategy was used to design the Test5 input shaper in Figure 42(b).

Similar input shapers with other numbers of impulses (e.g., 4, 7, 8, and 9) can also

be created.

3.2.4 Results

3.2.4.1 Tracking Performance

Figure 43 shows the root-mean-squared tracking error for controlling the driven base.

Results for the light (LMR = 0) and heavy (LMR = 0.33) loads are compared. In

Figure 43, the heavier load tended to degrade base control because load swing added

a disturbance to the base motion. On average, tracking error was lowest with no
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Test3 Test5

Figure 43: Tracking error for base control (mean ± SD)

Test3 Test5

Figure 44: Tracking error for load control (mean ± SD)

input shaping, and with the Test3 and Test5 input shapers. The ZV, ZVD, and SNA

input shapers yielded approximately the same performance. Performance was very

poor with the ZVD input shaper.

Figure 44 shows tracking error for controlling the flexible load. The heavier load

tended to improve load control, which is the opposite effect seen with base control.

This is because when the subjects steered the load toward the target, the base (and

therefore, the suspension point) was also pulled more strongly toward the target.

Moving the suspension point over the suspended load tends to reduce the swing.

For controlling the load, tracking error was smallest with the SNA, UMZV, and

ZV shapers, and largest with no input shaping. The ZVD and Test5 input shapers
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produced the worst performance, and the Test3 shaper was somewhat better.

3.2.4.2 Subjective Rating

Figure 45 shows the subjective rating results for controlling the driven base. Note

that by definition, the confidence interval cannot go below 1 or above 10 on the scale.

A heavy load tended to make controlling the base subjectively more difficult. The

Test3 and Test5 input shapers were rated essentially the same as the unshaped case.

The ZV, UMZV, and SNA shapers had similar ratings, and ZVD was rated the worst.

Subjective rating results for controlling the flexible load are given in Figure 46.

The heavier load tended to decrease subjective difficulty. The unshaped trial with
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Figure 45: Rating for base control (median with 95% CI)
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Figure 46: Rating for load control (median with 95% CI)
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the light load was rated the worst. The UMZV and SNA input shapers were rated

the best, followed by the ZV, Test3 and ZVD, and the Test5 shaper.

3.2.4.3 Control Behavior

A human-machine system’s control behavior can be identified using both time-domain

and frequency-domain techniques. It has been found that time-domain techniques

can be superior to conventional Fourier-coefficients methods in terms of robustness to

nonlinear and non-stationary control behavior and avoidance of interpolation errors

[6]. MATLAB’s procest function was used to form best estimates of the parameters

of the Crossover model for each trial.

It was found that fitting a model to the whole trial at once produced relatively poor

fits, mainly because humans tend to have time-varying inconsistencies in their control

behavior [92]. Therefore, the trial was divided into sections. The final 90 seconds of

each trial was broken into overlapping 15-second intervals spaced 5-seconds apart, as

shown in Figure 47. For each interval, Crossover model parameters that produced

a minimum-least-squares fit to the experimental data were found. The interval with

the best fit to the Crossover model was selected, and the Crossover model parameters

from this interval were chosen to represent the whole trial. Note that the chosen

interval does not necessarily contain the best tracking performance, only the best fit

Error, e(t)
Output, x(t)

interval #1
interval #2

interval #3

Figure 47: Intervals for Crossover model parameter fitting
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to the Crossover model.

Three parameters were extracted from the Crossover model that produced the

best-fitting interval: gain K, effective time delay τ , and phase margin φm. These pa-

rameters were discussed in Section 2.3.4. Goodness-of-fit to the Crossover model was

quantified by fit percentage, which is calculated from the normalized-mean-squared

error between the experimental and predicted output:

%fit = 100 ·
(

1− ‖xs − x‖
‖x− x̄‖

)
, (26)

where x is the experimental output, and xs is the output of the estimated model

simulation. A perfect model fit to the experimental data would have a fit percentage

of %fit = 100%, and the worst possible fit would have a percentage that approached

%fit = −∞. Figure 48 compares the simulated and experimental outputs for several
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Figure 48: Example 15-second intervals with different fit qualities
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example fit percentages.

Table 5 shows the results of this analysis for controlling the driven base. For each

input shaper, mean and standard deviation values of K, τ , φm, and %fit are shown.

Only results for the light load are given, as results for the heavy load were similar.

As expected, unshaped base control showed the most desirable system characteristics

of the highest gain, lowest effective time delay, highest phase margin, and highest fit

percentage. The Test3 and Test5 shapers were nearly as good as the unshaped case.

The ZVD shaper had the lowest gain, the smallest phase margin, and the largest

delay. Recall that gain K is equivalent to the system’s crossover frequency.

Table 6 shows Crossover model results for controlling the flexible load. The un-

shaped case had the lowest fit percentage. This important result means that all of

Table 5: Crossover model parameters for base control [mean (SD)]

K (rad/s) τ (sec) φm (deg) %fit

Unshaped 1.20 (0.42) 0.62 (0.26) 51.13 (11.66) 89.91 (4.09)

ZV 0.83 (0.29) 1.19 (0.50) 33.98 (30.13) 86.77 (4.83)

ZVD 0.54 (0.12) 2.30 (0.50) 18.76 (18.68) 80.00 (15.95)

UMZV 0.67 (0.29) 1.47 (0.24) 34.12 (26.98) 79.98 (7.68)

SNA(0.5) 0.68 (0.19) 1.44 (0.40) 32.67 (24.26) 84.29 (6.84)

Test3 0.84 (0.21) 0.97 (0.45) 44.75 (20.19) 86.82 (4.43)

Test5 1.05 (0.31) 0.83 (0.31) 40.83 (20.24) 87.94 (3.38)

Table 6: Crossover model parameters for load control [mean (SD)]

K (rad/s) τ (sec) φm (deg) %fit

Unshaped 0.86 (0.43) 1.31 (0.15) 27.69 (28.98) 69.64 (9.62)

ZV 0.77 (0.36) 1.39 (0.54) 7.69 (35.45) 71.81 (13.05)

ZVD 0.51 (0.30) 3.00 (1.79) 3.63 (34.36) 84.53 (7.31)

UMZV 0.77 (0.20) 1.36 (0.22) 30.12 (19.92) 76.34 (12.27)

SNA(0.5) 0.69 (0.19) 1.43 (0.24) 33.56 (17.06) 80.43 (12.31)

Test3 0.53 (0.36) 1.29 (0.46) 31.86 (46.20) 72.14 (11.17)

Test5 0.92 (0.40) 1.28 (0.17) 24.63 (24.90) 73.91 (8.78)

58



Base Control
Load Control

R2 = 0.93
p < 0.0001

Figure 49: Performance vs. subjective rating for Shaper-Correlation experiment

the input shapers increased the applicability of the Crossover model – the human-

machine system’s control behavior was better captured by (23) when input shaping

was applied.

The highest fit percentage was produced by the ZVD shaper, but the large delay

and small phase margin indicate that the system did not perform well. This agrees

with the RMS error results in Figure 43. The SNA input shaper produced the largest

phase margin and a high fit percentage, and the UMZV input shaper also yielded

good system performance.

3.2.4.4 Correlations

The operators’ quantitative performance and qualitative ratings are compared in

Figure 49. Each marker represents one combination of controlled element and input

shaper. Trials where the operator controlled the driven base are in the lower left

region of the plot, where tracking error is small and subjective rating is low. Trials

where the flexible load is controlled are generally in the upper right region of the plot.

Mean tracking error and median subjective rating have a strong log-linear rela-

tionship with an R2 value of 0.925 and an extremely high probability of a nonzero
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correlation (indicated by a p-value of < 0.0001). The dashed curve in Figure 49 is

given by:

rsub = 5.0791 ln(eRMS) + 2.4739, (27)

where rsub is subjective rating and eRMS is root-mean-squared tracking error. This

strong relationship confirms that operators based their ratings partly on tracking

performance, as instructed by the simplified Cooper-Harper scale.

Another interesting relationship may exist between the quantitative and qualita-

tive performance for a trial, and the control behavior (as quantified by the Crossover

model) during that trial. As mentioned in Section 2.3.4, McRuer and other researchers

found that tracking performance and rating are best when tracking conditions allow

a good fit to the Crossover model [53], and are much worse when the Crossover model

is not a good fit [57, 58]. It is hypothesized that the factors of tracking error and

subjective rating should be highly correlated with the Crossover model fit percentage.

A more recent study found that tracking error was not well predicted by the

crossover frequency (gainK), but was more related to the phase margin [6]. Therefore,

a correlation between phase margin and root-mean-squared tracking error will also

be investigated.

Figure 50 compares log-transformed mean tracking error to %fit and φm. While

not as strongly related as tracking error and subjective rating in Figure 49, the corre-

lations are still significant. Crossover model fit has a relatively high R2 value of 0.62,

and the phase margin correlation in Figure 50(b) is somewhat weaker.

Figure 51 plots the median subjective rating against the same two parameters

that were used in Figure 49. Because the tracking error and subjective rating are so

closely related, it is unsurprising that the correlations are similar to the results shown

in Figure 50. Subjective rating has a significant correlation with Crossover model fit

and phase margin. The strength of the relationship is stronger with Crossover model

fit than with phase margin.
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R2 = 0.62
p < 0.0001

(a) Fit to Crossover model

R2 = 0.39
p = 0.0003

(b) Phase margin

Figure 50: Tracking error vs. Crossover model parameters

R2 = 0.62
p < 0.0001

(a) Fit to Crossover model

R2 = 0.31
p = 0.002

(b) Phase margin

Figure 51: Subjective rating vs. Crossover model parameters

3.2.4.5 Discussion

From the qualitative and quantitative results, it is evident that the new input shapers

were effective at maintaining good tracking performance with the driven base. This

gives some evidence that by heavily weighting the first impulse (the human operator’s

current command), the input shaper reacts more quickly and makes the system feel

more responsive to the human operator.
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Another notable result was the excellent tracking performance, subjective rating,

and Crossover model characteristics of the SNA input shaper for controlling the flex-

ible load. Compared to the unshaped case, the SNA shaper greatly increased the

phase margin and improved the Crossover model fit. Figure 52 illustrates one possi-

ble reason that the SNA was better for load control and the Test3 and Test5 shapers

were better for base control. Figure 52(a) shows the response of a driven base to a

pulse command, and the response to the same command input-shaped by an SNA

shaper. The flexible load response to this input-shaped command is shown by the

dotted line. Figure 52(b) shows the same responses for the Test5 input shaper.

As seen in Figure 52(a), the SNA input shaper significantly modifies the base

response at around t = 2 seconds. The input-shaped base briefly stops, and after

it regains its velocity, the shaped response lags behind the unshaped response by

approximately 1 second. The input-shaped load response is almost identical to the

unshaped base response shifted in time. In other words, the SNA input shaper makes

the flexible load respond like the driven base with a small delay. This response is

much more intuitive than is the oscillatory response of an unshaped flexible load.

Unshaped Base Response
Input-Shaped Base Response
Input-Shaped Load Response

(a) SNA(0.5) input shaper (b) Test5 input shaper

Time lag Transient swing

Figure 52: Base and load responses to input-shaped pulse command
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In contrast, the Test5 input shaper in Figure 52(b) produces a fast base response

which does not lag behind the unshaped response. The Test5 shaper causes small

fluctuations in the input-shaped base response, but the dynamic behavior of the base

is largely unchanged. However, the load has overshoot and large transient oscillation

which is eliminated by later impulses. The Test5 input shaper does not create an

intuitive load response like the SNA shaper.

Relationships were found between measures of quantitative tracking performance,

qualitative rating of difficulty, and control behavior of the human-machine system.

The relationships linking tracking performance to similarity of the human-machine

system to the Crossover model were found in previous studies, and are confirmed

in this study. The strong log-linear relationship between tracking performance and

subjective rating was not mentioned in previous studies. It will be shown that this

relationship holds for several other tracking experiments.

3.3 Conclusions

Controlling an oscillatory element with a “fast” natural frequency of 5 rad/s (which

is above the active frequency region of manual control [65]) was much easier than

controlling the slow natural frequency of 1.25 rad/s. Adding input shaping to this

slower oscillatory system greatly improved tracking performance, subjective rating

of difficulty, and resemblance of the open-loop human-machine system to McRuer’s

Crossover model. Upon further study, it was found that all of the traditional input

shapers enabled a better fit to the Crossover model when the operator was controlling

the flexible element.

A significant correlation was found between Crossover model fit and tracking per-

formance. This confirms a trend that has been noted in the literature – when the

human-machine system’s control behavior is better described by the Crossover model,

it performs better, and the human operator rates the system more favorably.
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Traditional input shapers improved control of a flexible element and somewhat

degraded control of the driven base. Two new input shapers were designed based on

the intuitive concept that to maintain responsiveness, initial impulses should have

larger amplitudes than later impulses. The new input shapers allowed better control

of the driven element than conventional shapers while maintaining some improvement

in control of the flexible load.

In the next chapter, a formal way of designing input shapers for improved control

of the driven base will be proposed, along with a method to continuously adjust the

vibration-limiting aggressiveness of any input shaper. This technique, called partial

input shaping, may allow a pilot to adjust the “amount” of shaping using a dial in

the cockpit.
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CHAPTER IV

DESIGNING INPUT SHAPERS FOR MANUAL

TRACKING

Using experimental data from manual tracking trials with conventional input shapers,

new input shapers are designed. In this chapter, experimental performance with a

given input shaper is compared to characteristics of the shaper, and a characteris-

tic that is highly correlated with base-tracking performance is identified. Using this

characteristic as a cost function in an optimization routine yields a new class of

Reduced-Modification (RM) input shapers. In addition, a method to adjust any in-

put shaper between unshaped and fully input-shaped is introduced. The new input

shapers are evaluated by using manual tracking experiments.

4.1 Reduced-Modification Input Shapers

Now that tracking performance with conventional input shapers has been studied and

quantified, a next step is to design novel shapers that can perform better than the

conventional shapers. One approach is to find characteristics of input shapers that

predict tracking performance, and then use those characteristics to drive an optimiza-

tion routine that solves for new input shapers. Useful characteristics are identified

by comparing the performance of each input shaper to the various characteristics of

that shaper.
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Figure 53: Impulse sequence and shaped step command

4.1.1 Input Shaper Characterization

The top of Figure 53 shows an arbitrary impulse sequence, and the bottom compares

a step command to a command shaped by the impulse sequence. The labeled param-

eters in this figure will be used to calculate characteristics that describe the impulse

sequence.

The impulse amplitudes and time locations are Ai and ti. Two additional param-

eters are based on the difference between the shaped command and the original step

command: the function ε(t) is the command difference at any time t, and Ei is the

difference between the commands at the time each impulse is applied:

Ei = ε(ti). (28)

Using these parameters, a set of characteristics can be computed for any given input

shaper. Table 7 defines and describes the characteristics used in this thesis. Oper-

ations applied to the parameters include integration, summing, absolute value and

squaring. Each characteristic yields a performance measure that describes a quality

of the input shaper.
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Table 7: Input shaper characteristics

Characteristic Description

tn Time location of final impulse∑
Aiti∑
Ai

Centroid of impulses (allowing negative amplitudes)∑
|Ai|ti∑
|Ai| Centroid of impulse magnitudes∑
|Ai| Sum of impulse magnitudes∑
Aiti Sum of impulse amplitudes × time locations∑
|Ai|ti Sum of impulse magnitudes × time locations∑
A2
i Sum of squared impulse amplitudes∑

A2
i ti Sum of squared impulse amplitudes × time locations∑

Ait
2
i Sum of impulse amplitudes × squared time locations∑

|Ai|t2i Sum of impulse magnitudes × squared time locations∑
A2
i t

2
i Sum of squared impulse amplitudes × squared time locations

max(|ε|) Maximum command difference magnitude∫
εdt integrated command difference∫
|ε|dt integrated command difference magnitude∫
εtdt integrated command difference × time∫
|ε|tdt integrated command difference magnitude × time∫
ε2dt integrated squared command difference∫
ε2tdt integrated squared command difference × time∫
εt2dt integrated command difference × time squared∫
|ε|t2dt integrated command difference magnitude × time squared∫
ε2t2dt integrated squared command difference × time squared

max(|Ei|) Maximum impulse difference∑
Ei Sum of impulse differences∑
|Ei| Sum of impulse difference magnitudes∑
Eiti Sum of impulse differences × time locations∑
|Ei|ti Sum of impulse difference magnitudes × time locations∑
E2
i Sum of squared impulse differences∑

E2
i ti Sum of squared impulse differences × time locations∑

Eit
2
i Sum of impulse differences × squared time locations∑

|Ei|t2i Sum of impulse difference magnitudes × squared time locations∑
E2
i t

2
i Sum of squared impulse differences × squared time locations

4.1.2 Characteristics that Predict Tracking Performance

The Shaper-Correlation experiment in Section 3.2 tested manual tracking perfor-

mance using a variety of input shapers. In each tracking trial, the operator’s command

was shaped by an impulse sequence. Recall that the “unshaped” case is essentially

shaped by an impulse with magnitude 1 at time t = 0.
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Table 8: Input shaper characteristics vs. tracking performance [R2 (p)]

This section seeks to identify input shaper characteristics that are strongly cor-

related with tracking performance by plotting them against the tracking error and

subjective rating corresponding to the input shaper. Table 8 shows the linear cor-

relation between each characteristic and aggregate measures of tracking performance

from the Shaper-Correlation experiment.
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One noticeable feature of Table 8 is the lack of high R2 values in the load con-

trol columns, indicating that no characteristics were highly correlated with tracking

performance using the flexible load.

For controlling the driven base, there were several characteristics that were strongly

correlated with performance:
∫
ε2t2dt,

∫
ε2tdt,

∫
ε2dt,

∑
Aiti∑
Ai

,
∑
Aiti,

∑
Ait

2
i ,
∫
εdt,

and
∫
εtdt all had significant correlations (p <, 0.0001) and R2 values around 0.9.

Therefore, if an input shaper can be designed to decrease these measures, then con-

trol of the base will be improved.

The characteristics
∑
Aiti∑
Ai

,
∑
Aiti,

∑
Ait

2
i ,
∫
εdt, and

∫
εtdt are not useful as cost

functions for optimization because they allow impulse amplitudes to remain negative

by not squaring or taking an absolute value, and many different combinations of

positive and negative amplitudes can sum to zero. The optimizer cannot find a unique

solution that minimizes a cost function formed from one of these characteristics.

The integrals
∫
ε2t2dt and

∫
ε2tdt are viable cost functions, but the input shapers

they produce are very similar to ZV shapers. The
∫
ε2dt characteristic, highlighted

in Table 8, was by far the most interesting characteristic for input shaper design.

Minimizing this characteristic results in input shapers similar to the Test3 and Test5

input shapers in the Shaper-Correlation experiment. Scatter plots of the
∫
ε2dt char-

acteristic against tracking error and subjective rating are shown in Figures 54(a) and

54(b), respectively. Both correlations have a significant (p < 0.0001) probability of a

nonzero correlation, and R2 values around 0.85.
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R2 = 0.85
p < 0.0001

(a) Correlation with mean tracking error

R2 = 0.86
p < 0.0001

(b) Corellation with median rating

Figure 54: Tracking performance vs.
∫
ε2dt input shaper characteristic

The following are 3-, 4-, and 5-impulse input shapers that limit the residual vi-

bration to 0 at the modeled frequency and minimize
∫
ε2tdt:Ai

ti


RM3

=

0.766 0.507 −0.273

0 0.523 T 0.957 T

 (29)

Ai
ti


RM4

=

0.839 0.323 −0.344 0.182

0 0.510 T 1.015 T 1.452 T

 (30)

Ai
ti


RM5

=

0.878 0.245 −0.246 0.258 −0.137

0 0.523 T 1.006 T 1.513 T 1.950 T

 , (31)

where T is the natural period of oscillation. These input shapers will be called

Reduced-Modification (RM) shapers because minimizing
∫
ε2dt keeps the input-shaped

command as close to the unshaped command as possible, while still achieving zero

vibration. In a practical sense, it attempts to reduce modification of the operator’s

original command.
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The new cost function can be combined with zero-derivative constraints on the

sensitivity curve to produce robust versions of the 4- and 5- impulse shapers:Ai
ti


RM4D

=

0.460 0.700 0.055 −0.215

0 0.593 T 0.825 T 1.512 T

 (32)

Ai
ti


RM5D

=

0.572 0.667 −0.238 −0.162 0.161

0 0.510 T 0.947 T 1.465 T 2.000 T

 . (33)

The duration of these input shapers depends mainly on the number of impulses.

The 4-impulse shapers (30) and (32) have approximately the same duration, as do

the 5-impulse shapers (31) and (33). The main differences between the regular and

robust (with the zero derivative constraint) versions of the input shapers is that the

robust shapers suppress more vibration when modeling errors are present, and the

regular shapers have much larger amplitudes for the first impulse, making them more

responsive. Figure 55 shows sensitivity curves for input shapers (29) through (33),

and a ZV input shaper for comparison. The regular RM input shapers have less

robustness then the ZV shaper, and the RM input shapers with the zero-derivative

constraint have more robustness.

Figure 55: Sensitivity curves for RM shapers
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Figure 56: RM3-shaped step command that approaches the actuator limit

4.1.3 Actuator Saturation

The new RM input shapers are only useful on systems where control inputs do not

approach the actuator limits. This is because each RM shaper has a period of time

where its impulse amplitudes sum to greater than 1. If the system is being driven to

its command limits, the excess command will be clipped, or saturated. This concept

is illustrated in Figure 56. The input-shaped command exceeds the actuator limit

represented by the dashed line, and the resulting command is clipped. The input

shaper’s effectiveness will be greatly decreased unless additional techniques are used

to mitigate this effect [89].

4.2 Partial Input Shaping

The previous section presented a new class of input shapers with large initial im-

pulses and smaller subsequent impulses. This section shows a technique that can be

used to adjust the initial impulse size of any input shaper. The resulting impulse

sequence produces commands that do not suppress all vibration, but are more like

the unshaped command and should aid control of the driven base. Recall that in the

Shaper-Correlation experiment, it was found that input shaping made controlling the

flexible load easier, and controlling the driven base somewhat harder. This is shown

conceptually in Figure 57. Note that there is a large unexplored region between these

two extremes.

Hypothetically, if impulse sequences that behaved somewhere between an input
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Figure 57: Manual tracking with and without input shaping
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Figure 58: Hypothetical curves between unshaped and input-shaped performance

shaper and no input shaper could be created, then the tracking performance would

likely (but not necessarily) be between the performance at the two endpoints. Fig-

ure 58 shows a few possibilities for what the intermediate curves could resemble. If

base-tracking performance degraded more gradually than load-tracking performance

improved, as in Figure 58(a), then an intermediate impulse sequence (represented by

the dashed line) could be extremely beneficial to the system’s overall performance.

The intermediate impulse sequence would be less useful if the curves were fairly lin-

ear like in Figure 58(b), or if base-tracking performance degraded more quickly than

load-tracking performance improved, as in Figure 58(c).

The exact shapes of the curves in Figure 58 are unknown, and the shapes probably

depend on the specific task and input shaper. This discussion was merely to make

the point that an intermediate impulse sequence could be useful. One method for
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creating such an impulse sequence is as follows.

Consider an input shaper with n impulses. As required of any input shaper, the

impulse amplitudes must sum to 1:∑
[A1 A2 · · · An] = 1. (34)

The first impulse amplitude is increased by a chosen amount α, and all other impulses

are unchanged: Ai
ti

 =

(A1 + α) A2 . . . An

0 t2 . . . tn

 . (35)

The sum of amplitudes for the resulting impulse sequence is:∑
[(A1 + α) A2 · · · An]

=
∑

([A1 A2 · · · An] + [α 0 · · · 0])

=
∑

[A1 A2 · · · An] +
∑

[α 0 · · · 0]

= 1 + α. (36)

The new input shaper must be scaled by this factor to maintain an impulse sum of

1. In matrix form, the resulting input shaper becomes:Ai
ti

 =

A1+α
1+α

A2

1+α
. . . An

1+α

0 t2 . . . tn

 . (37)

For simplicity, the current demonstration assumes that the impulse times remain

constant. As the value of α approaches ∞, the input shaper in (37) approaches a

form that is equivalent to no input shaper:Ai
ti

 =

1 0 . . . 0

0 t2 . . . tn

 . (38)

This relationship makes no assumptions about the number of impulses or the am-

plitudes and time locations of the impulses (except that t1 = 0). Therefore, the

technique can be applied to any input shaper.
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Figure 59: Adjusting the “strength” of a ZV input shaper

As α is increased, the shaped command becomes more similar to the unshaped

command, and the input shaper loses some of its vibration-limiting effectiveness –

residual vibration is allowed even at the modeled frequency. This technique will be

referred to as partial input shaping because only part of the vibration is suppressed.

This technique allows the “amount” of input shaping to be continuously varied. Hu-

man operators could use a simple input device (such as a dial in a helicopter cockpit)

to adjust an input shaper between 0 (no input shaping) and 1 (full input shaping).

This concept is illustrated in Figure 59. When the dial is turned to 0, input shaping

is turned off. As the dial is turned toward 1, the second impulse of the input shaper

increases in size and cancels more of the vibration caused by the first impulse. A

normal ZV shaper results when the dial is turned to 1.

One way to choose the first-impulse weighting α in (37) is to pick a value that

allows some amount of vibration, Vpartial, at the modeled frequency. Figure 60 shows

the sensitivity curve for a ZV shaper with several values of Vpartial. An α value of

0.33 produces a partial ZV shaper that allows 25% vibration, and an α value of 1

produces a shaper that allows 50% vibration. For other input shapers, the α values

that result in these levels of vibration will be different, in general.

Thus, there are two related values that can be used to specify a partial input

shaper: first-impulse weighting, α, and allowed vibration, Vpartial. The symbol Vpartial
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Figure 60: Sensitivity curve for partial ZV input shapers

is used to distinguish the vibration allowed for partial input shaping from Vtol, the

tolerable vibration allowed for Extra-Insensitive input shapers. Specifying Vpartial

is useful because it gives an intuitive measure of how much vibration is allowed,

regardless of the type of input shaper. The Vpartial method becomes less reliable with

some input shapers when damping is significant because the sensitivity curve shapes

become less regular.

An alternative method is to simply specify the value of the first-impulse weight α.

The input shaper is unchanged when α is zero, and approaches an unshaped impulse

sequence when α gets large relative to 1. A value of α = 10 produces a practically

unshaped command for normal input shapers.
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4.3 Tracking Study # 3: Shaper-Validation Experiment1

This section presents a follow-up study to test the effectiveness of the new input

shapers compared to conventional ones. There were several differences between this

experiment and the previous two experiments:

1. Input shapers were designed with and without 10% error in the estimated nat-

ural frequency to test how tracking performance with each input shaper would

be affected by modeling error.

2. Two display types were tested for load control – one display fixed the viewpoint

to the load, and the other fixed the viewpoint to the base. Controlling the load

with a base-fixed display corresponds to a helicopter pilot looking down at the

load from the helicopter cockpit.

3. Operators were given a specific mechanical system to envision controlling.

4. The experiment was designed to resemble a video game – it had a storyline,

background music, and a more detailed graphical design than previous exper-

iments. This was an effective way to keep the volunteer operators’ attention

over the 1.25-hour-long experiment.

5. Between 2 and 4 operators were tested simultaneously to improve the consis-

tency of instructions and testing conditions.

6. Each operator only controlled one type of element for the entire experiment:

either the driven base or the flexible load.

Results compare tracking performance, Cooper-Harper rating, and Crossover model

parameters for 12 different input-shaping conditions with and without modeling error.

1Dr. Charles Ume provided the lab space and computers used for this experiment.
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Figure 61: Experimental setup for Shaper-Validation experiment

4.3.1 Participants & Procedure

The tracking experiment was administered to a total of 39 novice participants: 13

participants (10 male and 3 female) controlled the driven base, 13 participants (10

male and 3 female) controlled the load with a load-fixed display, and 13 participants

(10 male and 3 female) controlled the load with a base-fixed display. A room with

multiple computers was used to test between 2 and 4 operators at the same time.

The verbal instructions and testing conditions were exactly the same for operators

testing at the same time, which should reduce experimental variability resulting from

those factors.

Each participant signed a consent form describing the risks and rewards involved

in the experiment. Figure 61 shows a photo of the experimental setup. Subjects

viewed a pursuit display which occupied around 10◦ visual angle, and they generated

control inputs with a Logitech Attack 3 spring-centered joystick, described in the

Two-Frequency experiment of Section 3.1.

An introduction explained that the operator would be controlling futuristic laser
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Figure 62: Laser cannon shown to operators in Shaper-Validation experiment

cannons like the one shown in Figure 622. Operators used their joystick to swivel the

cannon left and right, with the goal of shooting an object coming toward the Earth.

Many cannons would be tested, and “unfortunately,” some cannons had dynamic

problems such as time delays and flexibility between the base and cannon motion,

and were less suitable for the task of shooting the object. The operator’s job was to

determine which cannons would be best to choose for shooting the object and saving

the Earth.

This framework was used to explain the correct interpretation of the Cooper-

Harper rating scale, shown in Figure 63. Cannons should be rated highly (1 to 3)

if operators could use it to perform the shooting task well without much mental

effort, moderately (4 to 6) if adequate performance required moderate to intense

concentration, and poorly (7 or more) if adequate performance was not attainable

even with full concentration. Ratings of 8, 9, and 10 indicate increasing amounts of

concentration required for maintaining basic control over the cannon.

Two practice trials showed the operator how easy and how hard the control task

2“Mac Cannon” by Isaac Hannaford. Accessed online, Jan. 2013, <www.isaachannaford.com>
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Figure 63: Modified Cooper-Harper rating scale for Shaper-Validation experiment

could be. An extremely easy trial (unshaped driven element) was used to demon-

strate an element that should be rated 1 or 2 on the Cooper-Harper scale, and an

extremely hard trial (unshaped flexible element) demonstrated an undesirable element

that should be rated around 8 or 9. Operators were not informed which controlled

elements were used as the “easy” and “hard” elements.

A set of 24 trials was performed. To reduce fatigue, subjects were given a manda-

tory 1-minute break after every 5 trials. Each trial lasted 115 seconds. The first

15-second period allowed the subject to get accustomed to the controlled-element

dynamics, and only the final 100 seconds of the trial were analyzed. After each trial,

the user was asked to assign a rating from the Cooper-Harper scale.
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4.3.2 Tracking Trials

Operators controlled the translating base with the suspended load shown previously

in the Shaper-Correlation experiment (Figure 39 and dynamic Equation (25)). The

load swing had a natural frequency of 1.256 rad/s and a damping ratio of 0.1. The

cart had a first-order velocity response to joystick input with a time constant of 1 sec

and a maximum velocity of 13.28 deg/s. All trials used a load-mass ratio of 0.33.

The three displays used in this experiment are shown in Figure 64. The base

control in Figure 64(a) and load control with load-fixed display in Figure 64(b) keep

the cursor centered on the screen, and show background information (represented by

motion of the hatch lines) along with the target position.

The load control with base-fixed display in Figure 64(c) has a viewpoint fixed

to the base position, and the cursor oscillates about the center of the screen. This

is meant to mimic the view of a helicopter pilot (or a crane operator sitting in the

(a) Base control (b) Load control; load-fixed display

(c) Load control; base-fixed display

Figure 64: Displays for Shaper-Validation experiment
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Figure 65: Visual appearance of Shaper-Validation experimental trial

crane’s trolley) looking downward at the load.

The diagrams in Figure 64 show the information presented to the operator, but

not how this information is presented graphically. Figure 65 shows the graphical

appearance of the tracking task. The target moved unpredictably left and right, and

background information was provided by the stars. Recall that the operators were

aiming cannons to shoot an object in the sky.

The forcing function used in the Shaper-Correlation experiment (Table 4) was used

for this experiment. Once again, only functions with maximum excursions, maximum

velocities, and maximum accelerations falling within certain bounds were used.

4.3.3 Input Shapers

A total of 12 input shapers were tested. Each shaper was designed either for the

correct swinging frequency and damping ratio, or with 10% modeling error in the

estimated swing frequency. Specifically, the load swing frequency was held constant

at 1.256 rad/s, but the input shaper was designed for a frequency of 1.396 rad/s. The

residual vibration effects of this modeling error can be analyzed with the sensitivity

curves in Figure 66.

Figure 66(a) shows sensitivity curves for the zero-vibration input shapers used in

the experiment. When the shapers are designed for the incorrect frequency, they allow
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Figure 66: Sensitivity curves for input shapers in Shaper-Validation experiment

around 13.5% residual vibration compared to an unshaped command. The robust

input shapers in Figure 66(b) only allow between 1.8% (ZVD) and 6.1% (RM4D)

vibration. The reduced-modification shapers in Figure 66(c) are the least robust, and

allow between 21.9% (RM3) and 26.1% (RM5) vibration. These shapers are designed

to facilitate control of the driven base, but they do not have ideal properties for

controlling the flexible load. Tracking performance may decline when error is added

to the modeled frequency.

Figure 66(c) shows both the full and partial input shapers. Note that even though

there is a 10% difference in residual vibration at the modeled frequency, the difference

away from the modeled frequency is small.
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4.3.4 Results

4.3.4.1 Tracking Performance

Figure 67 shows the RMS tracking error results for controlling the driven base. The

error bars show one standard deviation above and below the mean. Two immedi-

ately noticeable results are that the robust input shapers (RM4D, RM5D, and ZVD)

performed poorly, and the non-robust RM input shapers performed better than con-

ventional input shapers. As expected, the unshaped case showed the smallest tracking

error. The addition of modeling error in ωm slightly increased the mean tracking error

for most input shapers.

Results for load control with a load-fixed display are given in Figure 68. The worst

cases were the unshaped and RM5 input shaper with modeling error. The 3 and 4-

impulse RM input shapers had lower tracking error than the unshaped case, but not

as low as the conventional input shapers. For most input shapers, adding modeling

error increased the standard deviation and slightly increased the mean error.

Figure 69 shows results for controlling the flexible load with a base-fixed display.

Most of the trends are similar to results from the load-fixed display. The RM input

shapers performed better than the unshaped case, and not as well as the ZV, SNA,

None

No Error
10% Error in ωm

Conventional Shapers

Figure 67: Tracking error for base control (mean ± SD)
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Figure 68: Tracking error for load control with load-fixed display (mean ± SD)

None

No Error
10% Error in ωm

Conventional Shapers

Figure 69: Tracking error for load control with base-fixed display (mean ± SD)

and UMZV shapers. It appears that time lag might have been more detrimental with

this type of display than with the load-fixed display: the long-duration robust input

shapers performed worse than did the oscillatory unshaped and RM5 cases. This is in

contrast to the load-fixed display, where the robust input shapers outperformed the

RM4 and RM5 input shapers.

A surprising result is the improved performance of a few of the input shapers with

modeling error compared to the perfectly designed input shapers. The input shapers

with modeling error were shorter in duration because the estimated natural frequency
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was faster than the real frequency. The improvement in tracking performance with

modeling error indicates that when operators controlled the load using the base-fixed

display, the benefit of a slightly shorter input shaper partly offsets the extra vibration

due to the modeling error. This was not the case for the other two displays, where

modeling error tended to degrade performance.

4.3.4.2 Subjective Rating

Figure 70 shows the Cooper-Harper ratings for controlling the driven base. The

unshaped case was rated the most desirable, and the three robust input shapers were

the least desirable. The non-robust RM input shapers were rated as good or better

than the conventional shapers. The SNA input shaper was the best conventional

shaper, and it was approximately as good as the 3-impulse RM shaper.

Figure 71 shows the ratings for load control with a load-fixed display. The best-

rated input shapers were the ZV, SNA, and UMZV shapers. The robust RM shapers

were somewhat better than the ZVD shaper. As usual, the unshaped case had the

worst rating, followed closely by the RM5 input shaper. The median rating did not

show consistent increasing or decreasing rating trends when error was added to the

modeled ωn.
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Figure 70: Rating for base control (median with 95% CI)
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Figure 71: Rating for load control with load-fixed display (median with 95% CI)
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Figure 72: Rating for load control with base-fixed display (median with 95% CI)

Figure 72 gives rating results for load control with a base-fixed display. The robust

input shapers were rated similarly to the unshaped case. The SNA and UMZV input

shapers were rated the best, followed by the ZV and non-robust RM shapers. There

was not a consistent trend with modeling error – a few input shaping cases with

modeling error were rated better than the perfectly designed shapers, and a few were

rated more poorly with the error.
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4.3.4.3 Control Behavior

For each input shaper, mean and standard deviation values of K, τ , φm, and %fit were

calculated. Only results for the perfectly designed input shapers are given because

trends for the input shapers with modeling error were similar.

Table 9 shows Crossover model parameters for base control. The unshaped case

had the lowest effective delay, highest phase margin, and highest fit percentage

with the lowest standard deviation. The next best systems were produced by the

RM4P(10%), and RM4, and RM5 input shapers. The ZVD shaper had the lowest

fit percentage and crossover frequency (gain K). The partial input shapers showed

higher average fit percentages and lower effective time delays than their fully shaped

versions (RM3 and RM4).

Table 10 shows the Crossover model results for load control with the load-fixed

display. All input shapers except for RM5 (which is designed to be similar to no input

shaping) increased the fit percent from the unshaped case. Once again, the Crossover

model was more applicable to the input-shaped systems. The ZVD shaper had the

largest fit percentage, but a large effective delay and low phase margin, indicating

poor system performance. This is verified by the rating and tracking error results.

Table 9: Crossover model parameters for base control [mean (SD)]

K (rad/s) τ (sec) φm (deg) %fit

Unshaped 0.96 (0.37) 0.56 (0.38) 60.15 (20.03) 85.30 (3.41)
RM3 0.90 (0.18) 1.15 (0.43) 32.14 (23.21) 78.15 (6.18)
RM3P(10%) 0.87 (0.50) 0.73 (0.59) 19.58 (57.94) 81.79 (6.67)
RM4 1.04 (0.38) 0.74 (0.30) 49.87 (15.00) 79.90 (6.61)
RM4P(10%) 1.01 (0.37) 0.69 (0.35) 50.42 (24.92) 82.02 (5.91)
RM4D 0.81 (0.20) 1.61 (0.16) 15.23 (19.88) 78.69 (5.93)
RM5 0.85 (0.34) 0.70 (0.49) 39.27 (45.30) 81.60 (6.53)
RM5D 0.94 (0.16) 1.55 (0.12) 5.90 (17.41) 77.33 (4.98)
SNA(0.5) 0.79 (0.17) 1.56 (0.34) 19.79 (20.07) 78.75 (7.10)
UMZV 0.74 (0.28) 1.52 (0.48) 5.80 (33.48) 78.03 (6.12)
ZV 0.84 (0.16) 1.63 (0.24) 11.91 (17.51) 80.68 (5.85)
ZVD 0.65 (0.14) 1.60 (0.24) 29.53 (16.38) 69.82 (13.49)
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Table 10: Parameters for load control with load-fixed display [mean (SD)]

K (rad/s) τ (sec) φm (deg) %fit

Unshaped 0.82 (0.46) 1.24 (0.42) 15.53 (39.03) 71.52 (14.29)
RM3 0.58 (0.38) 1.43 (0.72) 23.33 (55.03) 72.11 (14.03)
RM3P(10%) 0.63 (0.37) 1.31 (0.51) 27.30 (39.31) 75.87 (10.85)
RM4 0.77 (0.42) 1.19 (0.44) 20.24 (41.93) 73.87 (17.72)
RM4P(10%) 0.55 (0.44) 1.19 (0.56) 19.54 (54.45) 76.79 (12.11)
RM4D 0.56 (0.37) 1.49 (0.80) 6.82 (49.44) 79.14 (7.58)
RM5 0.78 (0.37) 1.51 (0.75) 28.83 (26.18) 71.19 (11.42)
RM5D 0.70 (0.33) 1.41 (0.49) 15.06 (39.75) 77.57 (9.00)
SNA(0.5) 0.65 (0.26) 1.78 (0.99) 34.95 (22.71) 80.90 (11.97)
UMZV 0.82 (0.41) 1.47 (0.48) 24.14 (38.44) 84.24 (7.24)
ZV 0.65 (0.24) 2.01 (1.20) 23.76 (23.99) 85.17 (9.71)
ZVD 0.63 (0.23) 2.32 (1.07) 12.83 (25.54) 86.26 (7.62)

Table 11: Parameters for load control with base-fixed display [mean (SD)]

K (rad/s) τ (sec) φm (deg) %fit

Unshaped 0.98 (0.40) 1.49 (1.25) 26.99 (23.70) 74.56 (8.37)
RM3 0.75 (0.28) 1.39 (0.21) 31.93 (19.01) 76.66 (11.38)
RM3P(10%) 0.94 (0.29) 1.36 (0.22) 16.10 (28.14) 77.37 (9.11)
RM4 0.78 (0.23) 1.36 (0.27) 28.42 (23.51) 76.26 (7.75)
RM4P(10%) 0.88 (0.49) 1.18 (0.41) 11.73 (41.84) 72.72 (6.79)
RM4D 0.82 (0.22) 1.57 (0.15) 16.84 (17.64) 77.86 (7.89)
RM5 0.86 (0.38) 1.12 (0.36) 16.30 (35.88) 75.17 (7.05)
RM5D 0.92 (0.31) 1.56 (0.40) 8.82 (26.14) 81.84 (6.40)
SNA(0.5) 0.70 (0.26) 1.26 (0.20) 38.62 (22.58) 77.22 (10.13)
UMZV 0.73 (0.30) 1.16 (0.23) 40.28 (24.57) 82.21 (7.18)
ZV 0.68 (0.33) 1.75 (0.80) 15.2 (42.13) 80.27 (6.92)
ZVD 0.57 (0.19) 1.89 (0.52) 29.25 (20.33) 79.11 (10.03)

High fit percentages and high phase margins were produced by the SNA and UMZV

input shapers.

Table 11 shows results for load control with a base-fixed display. All input shapers

except for RM4P(10%) produced better fits to the crossover model than did the un-

shaped case. Robust input shapers had the largest effective delays. The UMZV

shaper produced the largest phase margin and highest fit percentage. Desirable sys-

tem characteristics were also produced by the SNA, RM3, and RM4 input shapers.
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4.3.4.4 Load Oscillation when Controlling the Driven Base

When operators controlled the base, their only goal was to follow the target as closely

as possible, and the flexible load may have been oscillating excessively. This would

correspond to a tanker truck’s liquid sloshing or a helicopter’s suspended load swing-

ing with large amplitude while the driver or pilot focused on controlling the vehicle.

One desirable effect of input shaping would be to keep the system vibration at a low

amplitude even if the human operator’s concentration was elsewhere.

Figure 73 shows the root-mean-squared load deflection during the base-control

trials. It is clear that the UMZV and SNA input shapers were effective at minimizing

the load deflection. The ZVD and ZV shapers were less effective, but they still

produced mean deflections that were lower than deflection in the unshaped trial.

An unexpected result was that a few of the RM-input-shaped trials (especially the

RM3, RM4D, and RM5D trials) had more load swing than the unshaped trial. The

poor performance of the RM shapers seems to be related to the amount of operator

control input during the trial. Figure 74 compares the control input during each

of the RM-shaper trials to the corresponding load deflections from Figure 73. The

trials with more control input had more load swing. The correlation is significant

None

Conventional Shapers

Figure 73: Load swing during base-control trials (mean ± SD)
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R2 = 0.91
p = 0.0003

Unshaped

Figure 74: Load swing vs. control input during base-control trials

(p = 0.0003), and the R2 value is 0.91.

As shown in Figure 74, operators used less input for the unshaped trial than for

any of the RM-shaped trials. The RM shapers made the base somewhat harder to

control, so operators had to use more corrective input, and the base did not stay as

close to the target position in general (see tracking error results in Figure 67). The

base’s movements about the target were larger, which excited more payload swing.

The RM input shapers allow transient oscillation, and this oscillation did not get

cancelled out fast enough relative to the time scale of the tracking task.

4.3.5 Correlations

The operators’ aggregate tracking error and subjective ratings are compared in Fig-

ure 75. Just like in the Shaper-Correlation experiment, there is a strong log-linear

correlation with an R2 value of 0.829, and an extremely high probability of a nonzero

correlation (indicated by a p-value of < 0.0001). The curve’s equation is:

rCH = 4.6244 ln(eRMS) + 3.0679, (39)
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Base Control
Load Control; Load-Fixed Display
Load Control; Base-Fixed Display

R2 = 0.83
p < 0.0001

Figure 75: Performance vs. subjective rating for Shaper-Validation experiment

where rCH is Cooper-Harper rating and eRMS is root-mean-squared tracking error.

Confirming this relationship between quantitative and qualitative results is a way

to ensure that operators were basing their ratings partly on tracking performance.

The other major component of the Cooper-Harper rating should be the mental effort

required to achieve the trial performance.

Crossover model fit and phase margin are compared to log-transformed tracking

error in Figure 76, and to Cooper-Harper rating in Figure 77. These plots do not

include data from the load control with base-fixed display trials.

The Crossover model parameters were better correlated with tracking error than

with Cooper-Harper rating. The strongest relationship was between tracking error

and fit percentage, with an R2 value of 0.45. This is shown in Figure 76(a). The weak-

est relationship was between Cooper-Harper rating and phase margin in Figure 77(b).

The p value was 0.04, and the R2 value was under 0.1.
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R2 = 0.45
p < 0.0001

(a) Fit to Crossover model

R2 = 0.34
p < 0.0001

(b) Phase margin

Figure 76: Tracking error vs. Crossover model parameters

R2 = 0.25
p = 0.0003

(a) Fit to Crossover model

R2 = 0.09
p = 0.04

(b) Phase margin

Figure 77: Subjective rating vs. Crossover model parameters

4.3.6 Discussion

Robust input shapers performed poorly relative to non-robust shapers, even when

there was 10% modeling error in the estimated swing frequency. This indicates that

for these manual tracking tasks, long time delays in the input shaper were more

detrimental to performance than allowing some vibration.
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Unshaped Base Response
Input-Shaped Base Response
Input-Shaped Load Response

(b) SNA(0.5) input shaper

Time lag in base response

No transient oscillation

(a) RM5 input shaper

No time lag in base response

Transient oscillation

Figure 78: Base and load responses to input-shaped pulse command

In general, the RM shapers were better than conventional input shapers for con-

trolling the driven base, and the non-robust conventional shapers were better for

controlling the flexible load. This same result was found in the Shaper-Correlation

experiment. A likely explanation is illustrated in Figure 78. The RM-shaped response

in Figure 78(a) allows transient load oscillation but does not lag behind the unshaped

response, while the SNA-shaped response in Figure 78(b) lags behind the unshaped

response but suppresses all load oscillation.

The SNA and UMZV shapers reduced swing of the suspended load while operators

controlled the driven base. RM input shapers were not effective at reducing load

swing, and a few of the RM shapers actually increased the swing. It should be noted

that the manual tracking tasks considered here are categorically different from discrete

point-to-point tasks, where there is enough time for transient swing to be eliminated

after a movement is complete. In these tracking tasks, commands change rapidly, and

at least some transient swing is present for the whole trial. The ideal input shaper

may differ depending on the kind of trial being performed. Input shapers that are

best for manual tracking may not be the best for point-to-point tasks, and vice-versa.
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4.4 Conclusions

Quantitative results from the Shaper-Correlation experiment were plotted against

characteristics of the input shapers used, and a characteristic (
∫
ε2dt) that correlated

strongly with performance was identified. Input shapers designed by minimizing

this characteristic are called Reduced Modification (RM) input shapers because their

shaped command is as similar to the unshaped command as possible, in a least-

squared-error sense. These input shapers cannot be used on systems that are driven

near their control or actuator limits because they require a command of up to 125% of

the original, unshaped command. If the unshaped command already requires 100% of

the system’s capabilities, the extra 25% of the input-shaped command will be clipped,

and the input shaper will lose its effectiveness.

A second input shaping innovation was presented: a method for increasing the

first impulse magnitude of an input shaper, which gives the current command more

weight. Any input shaper can be adjusted between fully input shaped (the original

input shaper) and unshaped (an impulse with magnitude 1 at time t = 0). This

technique is called partial input shaping because only part of the residual vibration

is eliminated by the modified input shaper. The resulting input-shaped command is

more like an unshaped command, which experiments found to be ideal for controlling

the driven base. Partial input shaping gives an operator more flexibility in dealing

with the tradeoff between vibration suppression and control of the driven base.

An operator study investigated the effectiveness of these new input shapers. The

tested robust input shapers performed relatively poorly, even when there was error

in the modeled frequency. The RM shapers were best for controlling the driven

base, and the SNA and UMZV shapers were best for controlling the flexible load,

and greatly reduced load swing when operators controlled the driven base. Input

shaping improved tracking performance, reduced subjective difficulty, and increased

applicability of the Crossover model when operators controlled the flexible load.
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CHAPTER V

TOUCHSCREENS AND TIME DELAYS: SPECIAL

TOPICS FOR REMOTELY OPERATED MACHINES

Remotely operated machines are an important and growing class of human-controlled

system. These systems may experience communication delays, and may be controlled

using nontraditional input devices. Two manual tracking experiments are used to in-

vestigate these two factors. The first tracking experiment in Section 5.2 compares

manual control with novel touchscreen input devices and a traditional spring-center

joystick. The second experiment in Section 5.3 studies manual control of a flexible

system with and without input shaping, with different amounts of time delay in the

input channel.

5.1 Motivation

After the introduction of the iPhone in 2007, followed by the iPad in 2010, small

touchscreen devices have become ubiquitous. These portable devices pack a large

array of sensors into a small package. A growing number of applications (or “apps”)

allow the touchscreen devices to be used for a wide range of functions. A promising

application is to use touchscreen devices as input devices for machine control.

Touchscreen interfaces have several advantages over traditional, hard-wired me-

chanical input devices: the functionality and layout of controls on the screen can

be changed instantly without physical reconstruction costs; if one touchscreen in-

put device is disabled, the control program can be quickly loaded onto another unit,
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Teleoperated MachineDisplay and Input Device

Communication

Figure 79: Time delay in a manual tracking task.

avoiding downtime of the controlled machine; the device’s light weight and wireless

signal transmission allow the operator to freely move around the workspace. Little

research has studied the use of touchscreen input devices for controlling mechanical

systems such as cranes and unmanned aerial vehicles.

Figure 79 depicts a teleoperated machine. The machine transmits video to the

human operator, who uses an input device to send commands to the machine. There

is a time delay, τ1, between the time the command is issued and when it is executed.

There may also be a delay, τ2, between the video transmission and reception. This

chapter will examine only delays in the command channel. Previous research has

found that, as the time delay increases, tracking error and other performance measures

degrade [2, 30]. Some examples of manually controlled systems which may contain

both flexibility and time delays include remotely operated cranes, robotic arms, and

unmanned aerial vehicles carrying suspended loads [52]. A list of investigations into

the effects of time delay on manual tracking is given in [73]. It is unknown how time

delays impact the effectiveness of input shaping for controlling a flexible system.

5.2 Tracking Study # 4: Touchscreen Experiment1

It is likely that touchscreens will become more popular as input devices for human-

controlled machines. However, little work has examined the performance of touch-

screen input devices relative to traditional devices.

1This section is based on work by Arto Kivila.
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This section describes a manual tracking experiment that compares the quan-

titative and qualitative performance of several touchscreen-based interfaces to the

performance of a traditional joystick. This experiment focuses only on input devices,

and does not involve input shaping or controlled-element flexibility.

5.2.1 Participants & Procedure

Figure 80 shows the experimental setup. Operators viewed a computer display and

performed a series of manual tracking tasks with either a joystick or a touchscreen

interface. Each trial lasted 115 seconds. The first 15-second period allowed the oper-

ator to become familiar with the controlled-element dynamics. Only measurements

from the final 100 seconds of the trial were analyzed.

The controlled-element transfer function between the operator’s input caused a

velocity response with a first order lag:

X(s)

u(s)
=

K

s(s+ 1)
, (40)

where the value of gain K was adjusted to allow the cursor’s maximum velocity to

match the maximum velocity of the reference input The display (base-fixed pursuit)

is shown in Figure 81. Note that this experiment does not involve flexibility or input

Human Operator

Display

Touchscreen
Input Device

Joystick

Figure 80: Experimental setup for Touchscreen experiment

98



Figure 81: Display for Touchscreen experiment

(a) Spring-centered joystick (b) Tilt touchscreen interface

(c) Slider touchscreen interface (d) Buttons touchscreen interface

Figure 82: Command interfaces for Touchscreen experiment

shaping. Only differences between command interfaces are investigated.

The joystick and touchscreen interfaces can be see in Figure 82. The physical joy-

stick shown in Figure 82(a) was a Logitech Attack 3 described in the Two-Frequency

experiment of Section 3.1. The three touchscreen interfaces were displayed on a 2nd-

generation iPod Touch with a 3” × 2” screen. The Tilt controller in Figure 82(b) uses

the touchscreen device’s physical tilt angle to determine a command. The maximum

and minimum commands are reached when the device is tilted to ±50◦.

The slider interface shown in Figure 82(c) works much like the joystick. The

operator drags a finger left and right on the screen, and the finger position (relative
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to the center “zero” position) determines the command. The device plays a loud

beeping sound and resets itself to the zero position when the operator releases the

button.

The Discrete Buttons controller in Figure 82(d) sends the maximum positive or

negative command when a button is pressed and a zero command when no button

is pressed. The large buttons allowed the user to hold the touchscreen device in

both hands, while using the left and right thumbs to give left and right commands

without looking at the screen. The maximum command amplitudes for the joystick

and touchscreen interfaces were all equal.

Table 12 shows the frequency content of the forcing function that drove the motion

of the target. This is the same forcing function used for the Shaper-Correlation

experiment in Chapter 3.

Operators performed one practice trial with each interface. They then performed

two blocks of 4 trials (one with each interface) in random order. Before each trial,

the display showed the name of the interface that would be used. After each trial,

the operator answered a series of qualitative questions. Fourteen novice operators

(4 female and 10 male) between the ages of 21 to 29 years participated. The experi-

ment lasted a total of 30 minutes, and subjects were not paid for their participation.

Table 12: Forcing function for Touchscreen experiment

Wave Number, i Frequency, ωi Amplitude, Bi

(rad/s) (deg visual angle)

1 9.362 0.071
2 5.718 0.167
3 3.456 0.266
4 2.073 0.366
5 1.194 0.474
6 0.691 0.581
7 0.314 0.735
8 0.188 0.835
9 0.063 10.493
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Figure 83: Tracking error for Touchscreen experiment (mean ± SD)

5.2.2 Results

5.2.2.1 Tracking Performance

Figure 83 shows the root-mean-squared tracking error results. The joystick performed

the best, followed by the Discrete Buttons controller, the Tilt controller, and the Slider

controller. The standard deviation was also largest for the Slider controller.

Two tests were used to determine statistical significance between the RMS tracking

errors: a one-way analysis of variance (ANOVA) and Tukey’s honestly significant

difference test (HSD). It was found that only the difference between the Tilt controller

and the Buttons controller is not statistically significant (p = .058). The other

comparisons were far below the required p value at 95% confidence level.

5.2.2.2 Subjective Rating

Operators were asked to rate their preference for each interface compared to the

joystick, and the results are given in Figure 84. Operators preferred the Tilt and

Buttons interfaces over the Slider. The joystick was, on average, preferred to any of

the touchscreen devices. However, compared to the far superior tracking performance

of the joystick, it is surprising that operators rated the Tilt and Buttons interfaces

nearly the same as the joystick.

Figure 85 shows results for the question “How confident were you in the command

you were issuing?” The joystick gave operators the most confidence because it gives

several forms of feedback. The spring-return force increases as the joystick is moved
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Figure 84: Rating for “How did the interface compare to the joystick?” 1 = much

better; 5 = about the same; 10 = much worse (mean ± SD)

Joystick Tilt Slider

Figure 85: Rating for “How confident were you in the command you were
issuing?” 1 = very sure; 10 = very unsure (mean ± SD)

away from zero position, and larger hand motions are probably easier to see, and

to sense with proprioception. The Tilt interface gave operators the second-most

confidence. This interface used gross motion of the device to send commands, so

again, hand motion could be used to help determine the command that was issued.

The Slider interface gave the least confidence. It did not use physical motion of the

device to generate commands – the command value was only represented by graphics

on the screen. Operators were not asked to rate their confidence about the commands

issued with the Buttons interface.

5.2.2.3 Control Behavior

Figure 86 shows example error and command histories issued by each of the command

interfaces. The joystick and Buttons controllers use different types of input (contin-

uous vs. discrete), but keep the error to a similar low level. The Slider was the worst
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Figure 86: Example commands in response to tracking error

for minimizing tracking error, but that is not obvious from this small sample.

Table 13 shows Crossover model parameters for the different command interfaces.

The joystick resulted in a system with the highest gain (crossover frequency), phase

margin and %fit, and the lowest effective delay. The Slider had the lowest gain,

φm and %fit, and highest effective delay. Of the touchscreen interfaces, the Buttons

controller produced the system with the most desirable Crossover model parameters.

The Buttons controller produced a system with a high gain, low time delay, and large

phase margin and fit percentage. These trends in the Crossover model parameters

agree with the quantitative tracking results shown previously in Figure 83.

Figure 87 compares log-transformed mean tracking error to Crossover model fit,
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Table 13: Crossover model parameters for Touchscreen experiment

K (rad/s) τ (sec) φm (deg) %fit

Joystick 1.37 (0.53) 0.48 (0.18) 54.82 (12.11) 86.13 (5.70)

Tilt 1.03 (0.47) 0.72 (0.28) 38.32 (32.58) 80.64 (16.71)

Slider 0.84 (0.49) 0.78 (0.39) 29.81 (45.34) 75.91 (8.13)

Buttons 1.16 (0.58) 0.61 (0.40) 47.22 (32.85) 82.92 (5.05)

R2 = 0.79
p = 0.003

(a) Fit to Crossover model

R2 = 0.51
p = 0.046

(b) Phase margin

Figure 87: Tracking error vs. Crossover model parameters

%fit, and phase margin, φm. As shown in Figure 87(a), the Crossover model fit

was strongly correlated with tracking error. There was a significant (p = 0.003)

probability of a nonzero correlation, and a high R2 value of 0.79.

Phase margin in Figure 87(b) was not as strongly correlated with tracking error.

The probability of a nonzero correlation was barely significant (p = 0.046), and the

R2 value was 0.51.

5.2.3 Discussion

The joystick was a better command interface than the touchscreen interfaces, accord-

ing to the performance metrics in this experiment. The joystick’s physical motion

and force feedback may have helped the operators accurately determine commands
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sent to the controlled element. The joystick is also a familiar type of input device. As

humans gain more experience with touchscreen devices, their preferences may change.

The Slider interface performed the most poorly. It provided auditory feedback

when the slider was released, but did not provide force feedback like the joystick,

or position feedback like the joystick and Tilt controller. Operators had difficulty

estimating the command sent to the controlled element. The Tilt interface was better

than the Slider interface, possibly because the command corresponded to a large

visible motion instead of graphics on the screen. The Buttons controller was better

than other touchscreen interfaces because operators generally did not have to look

at the interface once their hands were set. In addition, discrete, on-off input has

been found to be beneficial for manual tracking, especially with difficult controlled

elements. It has been documented that human operators sometimes use discrete-type

input even with continuous-input devices [107, 29]. Reasons for this will be discussed

in the next section.

Crossover model parameters showed a strong correspondence with the quantitative

tracking results. The systems that one would predict to perform well based on the

parameter values did perform well, and vice-versa.

5.3 Tracking Study # 5: Time-Delay Experiment

Now that several potential command interfaces for teleoperated machines have been

compared, an operator experiment will be used to investigate a common phenomenon

in teleoperated systems: transport delay. This experiment studies how time delays

impact the effectiveness of input shaping for improving control of a flexible system.

5.3.1 Participants & Procedure

The experimental setup is shown in Figure 88. Participants viewed a pursuit display

that occupied approximately 10◦ visual angle, and they generated control inputs with

a Logitech Attack 3 spring-centered joystick.
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Figure 88: Experimental setup for Time-Delay experiment

Table 14 shows the transfer functions of the three controlled elements in this

experiment: an integrator, an integrator with a flexible mode, and a ZV-input-shaped

integrator with a flexible mode. Each transfer function includes a variable time delay,

τ . The value of gain K was adjusted to allow the cursor’s maximum velocity to match

the maximum velocity of the reference input using reasonable joystick deflections. For

this experiment, the gain was set to K = 0.3396
◦ visual angle/sec

◦ joystick deflection
.

The integrator transfer function is equivalent to controlling the base in Fig-

ure 89(a) with a velocity command. The flexible transfer functions are equivalent

to controlling the load in Figure 89(b) by moving the base. Note that the target and

Table 14: Controlled-element transfer functions for Time-Delay experiment

Controlled Element Transfer Function, Gc = Y(s)
U(s)

Integrator Kc
s
e−τs

Kc
s

(
ω2
n

s2+2ζωns+ω2
n

)
e−τs

Integrator with

Oscillatory Mode

(A1 + A2e
−t2s)Kc

s

(
ω2
n

s2+2ζωns+ω2
n

)
e−τs

ZV-Input-Shaped

Integrator with

Oscillatory Mode
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(a) Base control (b) Load control

Figure 89: Displays and controlled states for Time-Delay experiment

cursor motions are shown independently, and the cursor does not stay centered in the

screen. This will be called a ground-fixed pursuit display.

The flexible mode had a natural frequency of ωn = 1.579 rad/s and a damping

ratio of ζ = 0.1. This frequency was slow enough to cause tracking difficulty, but

not so slow that extremely long trial durations would be required to allow multiple

oscillations. It is also a frequency that could be encountered in real-world tracking

tasks: a crane with a 4-meter payload-suspension cable length would oscillate with

approximately this frequency. The ZV input shaper for this natural frequency and

damping ratio is:

Gzv(s) = 0.5783 + 0.4217e−2.00s. (41)

Table 15 gives the frequency content of the reference input that drove the motion

of the target. The range of sine wave frequencies is similar to those from previous

manual tracking experiments, except for sine wave 9. This extremely slow wave was

included to give the target an overall baseline motion. From pilot studies, it was found

that without this baseline motion, participants would sometimes stop making control

inputs to leave the cursor in one place, knowing that the target would eventually

come back to it. The addition of sine wave 9 eliminated this behavior.

Before the real tracking trials, participants completed several practice trials to

become accustomed to the tracking task and different controlled-element dynamics.
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Table 15: Forcing function for Time-Delay experiment

Wave Number, i Frequency, ωi Amplitude, Bi

(rad/s) (◦ visual angle)

1 9.362 0.120

2 5.718 0.256

3 3.456 0.395

4 2.074 0.536

5 1.194 0.688

6 0.691 0.839

7 0.314 1.057

8 0.189 1.198

9 0.031 16.920

Two of the practice trials showed the participant how easy and hard the control

task could be. An extremely easy trial (integrator with no time delay) was used

to demonstrate a controlled element that should be rated 1 or 2 on the Cooper-

Harper scale, and an extremely hard trial (flexible system with a long time delay)

demonstrated an undesirable controlled element that should be rated very poorly.

Participants then performed a series of trials with each of the controlled elements

in Table 14 using time delay values of 0, 0.2, 0.4, 0.6, 0.8, and 1.0 second. The trial

order was randomized, and the participant was not told which element would be used

for each trial. Each trial lasted 115 seconds. The first 15-second period allowed the

participant to become familiar with the cursor dynamics. Only measurements from

the final 100 seconds of the trial were analyzed. After each trial, the user was asked

to consult the Cooper-Harper rating scale shown in Figure 90, and rate the controlled

element on a scale of 1 (best) to 10 (worst).

Eighteen volunteer human operators (17 males and one female, between 20 and

31 years of age) were recruited from the student body of the Georgia Institute of

Technology. All participants had experience driving cars, and at least some previ-

ous experience using a computer joystick. Each participant signed a consent form
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Figure 90: Modified Cooper-Harper rating scale for cursor handling qualities

describing the risks and rewards involved in the experiment. The experiment took

around one hour, and participants were not paid for their participation.

5.3.2 Results

5.3.2.1 Tracking Performance

Tracking performance was quantified by root-mean-squared (RMS) tracking error

during the 100-second test period. For the integrator and input-shaped controlled

elements, strong linear relationships between mean tracking error and time delay

were observed. The error as a function of time delay for the both controlled elements

is shown in Figure 91. The line fit equations for the integrator and input-shaped

flexible elements are:

eintegrator(τ) = 0.844 + 1.130τ (42)

einput−shaped(τ) = 1.486 + 0.86τ (43)
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Figure 91: Mean tracking error and linear fits

with R2 values of 0.996 and 0.994, respectively. The unshaped flexible element was

not well-characterized by a line fit.

Figure 92 shows the tracking performance for all controlled elements. As ex-

pected, the simple integrator had the lowest error in all cases. For all time delay

values, the unshaped flexible system showed the largest mean tracking error, and the

addition of input shaping greatly reduced the error. Input shaping improved tracking

performance with the flexible system enough to nearly match performance with the

integrator.

Error for the integrator and input-shaped elements showed a consistent upward

trend with increasing time delay. This degradation of tracking with increased time

delay is consistent with previous investigations [30]. The unshaped flexible element

trended upward, and then showed a slight decrease in error when the delay was in-

creased from 0.8 to 1 second. It will be shown in Section 5.3.3.1 that the crossover

frequency for the 1 second time delay decreased significantly. This decreased aggres-

siveness on the part of the human operator may have improved tracking performance

by reducing excitation of the flexible mode. Decreasing the crossover frequency to
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Figure 92: Tracking error for 18 subjects (mean ± SD)

improve tracking performance, especially with difficult controlled elements or forcing

functions, is a well-known phenomenon called crossover regression [6].

Two tests were used to determine statistical significance. A two-way analysis of

variance (ANOVA) tested for significant main effects and interaction effects between

the two factors of Time Delay [0, 0.2, 0.4, 0.6, 0.8, 1.0 sec] × Controlled Element

[integrator, integrator with flexible mode, input-shaped integrator with flexible mode],

and a Tukey’s honest significant difference (HSD) tested for significant differences

between different conditions. Before running these statistical tests, the tracking error

data were log-transformed to correct for heteroscedasticity [25].

Significant main effects of Time Delay (F (5, 306) = 61.94, p < 0.0001) and Con-

trolled Element (F (2, 306) = 597.59, p < 0.0001) were found, along with a signifi-

cant interaction effect (F (10, 306) = 6.08, p < 0.0001). Post-hoc comparisons using

Tukey’s HSD test found that within each time delay value, tracking error for the

unshaped flexible element was significantly (p < 0.001) larger than error for the inte-

grator and the input-shaped elements. There was a small difference between the mean

tracking error for the input-shaped flexible element and the integrator element, but

this difference was statistically significant (p < 0.05) for all time delay values except

for the 1-second time delay, where they were not significantly different (p = 0.65).
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Figure 93: Cooper-Harper rating for 18 operators. (median with 95% CI)

5.3.2.2 Subjective Rating

Figure 93 shows the Cooper-Harper ratings for each controlled element. Note that

by definition, the confidence interval cannot go below 1 or above 10 on the scale.

The Cooper-Harper ratings are ordinal, but not interval or ratio [53] – for instance,

a rating of 4 may not be twice as “bad” as a rating of 2, and the difference between

ratings of 2 and 3 is not necessarily the same as the difference between 4 and 5.

To account for this, medians were compared instead of means, and the Wilcoxon

rank-sum test was used for pairwise comparisons instead of Tukey’s HSD test [25].

The ratings showed trends similar to RMS error. For all time delay values, the

integrator was significantly (p < 0.05) better than the other two controlled elements,

and the input-shaped flexible element was significantly (p < 0.05) better than the

unshaped flexible element. Ratings generally got worse as the time delay increased,

which was expected from previous studies. The study in [30] showed that time delays

require the human operator to generate an increased amount of phase lead, and

requiring humans to generate phase lead tends to make them rate a system more

poorly [56].
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Figure 94: Improvement of adding input shaping to flexible element

5.3.3 Improvement with Input Shaping

Figures 92 and 93 can be used to investigate how the benefit of input shaping depended

on the amount of time delay. Figure 94 displays the average improvement of the input-

shaped element over the unshaped flexible element for all six time delay values. Note

that the dotted lines connecting data points are added to improve readability, not to

imply interpolation between points. The performance improvement is normalized by

the performance of the unshaped flexible element. More precisely, the graph shows:

% improvement = 100×
(
xflexible − xinput-shaped

xflexible

)
(44)

at a given time delay value, where x is either mean RMS tracking error or median

Cooper-Harper rating.

The ZV input shaper improved tracking performance by between 30% and 60% in

both the qualitative and quantitative performance measures. This benefit decreased

as the time delay values increased.

5.3.3.1 Control Behavior

Operators used a variety of different strategies to control difficult (sluggish and/or

oscillatory) controlled elements. Two strategies are illustrated in Figure 95. Some
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(a) Continuous Control

(b) Pulsive Control

0

Figure 95: Strategies for controlling difficult elements

operators used continuous control, shown in Figure 95(a). Other operators used a

kind of on-off or pulsive control that has been discussed in [107] and [29], and is

shown in Figure 95(b). These operators used the continuous-input device in a “bang-

bang” manner. They quickly moved the joystick to its maximum angle, then returned

the joystick to its neutral position. To increase the amount of control input, they

either used more pulses, or increased the duration of the pulses. In [107], it was

proposed that human operators use pulsive control in an attempt to ease the mental

computation needed to integrate their own control inputs. It is easier to remember a

number of consistently sized pulses than it is to mentally integrate a smooth function.

With difficult controlled elements, about one third of the operators preferred to

use continuous inputs, one third preferred to use on-off inputs, and the other third

used strategies that do not fit into either category. It should be emphasized that
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operators were not told about any special control strategies before the experiment.

Table 16 shows Crossover model parameters for the Time-Delay experiment. For

controlling the driven base, increasing the time delay tended to decrease the open-

loop gain, increase the effective time delay, decrease the phase margin, and decrease

the Crossover model fit.

When operators controlled the flexible load, the addition of input shaping im-

proved the mean phase margin for all but the 1-second time delay, and increased the

Crossover model fit for all time delay values. As in previous experiments, adding

input shaping to the flexible system made control of the flexible element behave more

like the Crossover model.

When operators controlled the flexible load without input shaping, there was

a large decrease in gain K between the 0.8 and 1-second time delay cases, which

corresponded to an improvement in tracking performance. As noted in Section 5.3.2.1,

Table 16: Crossover model parameters for Time-Delay experiment [mean (SD)]

Element Shaper Delay K (rad/s) τ (sec) φm (deg) %fit

Base None 0 1.47 (0.52) 0.26 (0.11) 69.12 (8.41) 87.73 (3.07)
Base None 0.2 0.94 (0.33) 0.38 (0.16) 71.22 (6.75) 88.07 (4.70)
Base None 0.4 0.91 (0.40) 0.57 (0.22) 59.97 (16.02) 84.59 (4.69)
Base None 0.6 0.82 (0.24) 0.76 (0.28) 54.72 (14.23) 83.30 (5.64)
Base None 0.8 0.63 (0.25) 0.91 (0.30) 56.98 (14.79) 78.16 (8.54)
Base None 1.0 0.85 (0.24) 1.04 (0.17) 39.51 (15.04) 80.25 (7.13)
Load None 0 0.43 (0.25) 0.92 (0.40) 45.93 (50.05) 66.51 (13.52)
Load None 0.2 0.68 (0.40) 0.92 (0.27) 42.39 (37.86) 65.46 (12.26)
Load None 0.4 0.72 (0.42) 1.00 (0.31) 38.08 (37.61) 60.60 (11.03)
Load None 0.6 0.78 (0.39) 1.01 (0.28) 33.08 (36.28) 64.06 (13.08)
Load None 0.8 0.76 (0.45) 0.93 (0.40) 24.14 (46.53) 63.91 (9.22)
Load None 1.0 0.60 (0.49) 1.18 (0.50) 38.97 (42.37) 65.80 (12.07)
Load ZV 0 0.62 (0.22) 1.00 (0.33) 56.06 (16.26) 87.87 (3.83)
Load ZV 0.2 0.51 (0.18) 1.24 (0.43) 54.73 (12.90) 88.41 (3.30)
Load ZV 0.4 0.53 (0.20) 1.32 (0.22) 49.27 (17.30) 85.25 (5.84)
Load ZV 0.6 0.60 (0.14) 1.47 (0.23) 39.76 (11.84) 86.03 (3.09)
Load ZV 0.8 0.56 (0.18) 1.81 (0.33) 34.06 (18.62) 86.40 (4.69)
Load ZV 1.0 0.59 (0.19) 1.92 (0.46) 27.31 (18.39) 84.76 (5.30)
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this is likely an example of crossover regression [6]. The operators were less aggressive

with the extremely delayed system, which resulted in smaller overall tracking error

because the load swing was not excited as strongly.

5.3.3.2 Correlations

The mean tracking errors from Figure 92 and median ratings from Figure 93 for each

time delay value are plotted against each other in Figure 96. There was a strong

relationship between the two variables, given by:

rCH = 4.3043 ln(eRMS) + 2.3219, (45)

where rCH is Cooper-Harper rating and eRMS is root-mean-squared tracking error.

The dashed black curve in Figure 96 shows this function. The R2 value for this

curve is 0.971, the correlation coefficient between ln(eRMS) and rCH is 0.985, and the

p-value is less than 0.0001, indicating a significant correlation.

Figure 97 compares log-transformed mean tracking error of the 18 trials to the

Crossover model fit and phase margin for those trials. Both correlations are significant

with p < 0.0001 and R2 values of 0.67 for the model fit in Figure 97(a), and 0.68 for
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R2 = 0.67
p < 0.0001

(a) Fit to Crossover model

R2 = 0.68
p < 0.0001

(b) Phase margin

Figure 97: Tracking error vs. Crossover model parameters

R2 = 0.59
p < 0.0001

(a) Fit to Crossover model

R2 = 0.60
p < 0.0001

(b) Phase margin

Figure 98: Subjective rating vs. Crossover model parameters

the phase margin in Figure 97(b).

Figure 98 plots the median Cooper-Harper rating against the mean Crossover

model fit and phase margin. The correlations are nearly identical to the tracking

error correlations in Figure 97. Both correlations had a significant (p < 0.0001)

probability of a non-zero correlation, and R2 values of 0.59 and 0.60.
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5.3.4 Discussion

The ZV input shaper was beneficial for a ground-fixed pursuit display. The benefit

decreased somewhat as the time delay increased. However, for all time delay values,

input shaping increased the magnitude and decreased the standard deviation of the

phase margin, and greatly increased the system’s fit to the crossover model. A better

fit to the crossover model while controlling the flexible element should reduce mental

workload. This expectation is confirmed by the significantly reduced Cooper-Harper

ratings with input shaping.

It was found that the Crossover model fit and phase margin of the human-machine

system was strongly correlated with (log-transformed) tracking error. The results

support McRuer’s findings that the resemblance of a human-machine system’ control

behavior to the Crossover model is highly connected to the system’s tracking perfor-

mance [57, 58, 53]. The results also support findings that phase margin is a relatively

good predictor of tracking performance [6]. It is not surprising that the correlations

with the Cooper-Harper rating were similar to the tracking error correlations because

the tracking error and subjective rating were closely related by (45).

5.4 Conclusions

5.4.1 Touchscreen Input Devices

A manual tracking experiment was conducted to investigate the operator perfor-

mance using three different interface designs on a portable touchscreen device, and

comparing them to a physical joystick. The joystick was superior to the touchscreen

interfaces as quantified by tracking error, but operators rated the preferability of two

interface designs nearly the same as the joystick. For tracking performance, a touch-

screen interface with large discrete buttons was second best, and an interface that

used physical tilting of the device was third. The worst interface used finger position

on the screen to determine the amplitude of the command. The author recommends
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that touchscreen interface designs for machine control should not require visual mon-

itoring. Additionally, discrete (as opposed to continuous) input should be considered

by the interface designer. Past studies have shown that humans often use continuous

input devices in a discrete manner to control difficult elements [107, 29]. Tracking

performance with the discrete buttons interface was only slightly worse than with the

physical joystick.

5.4.2 Effects of Time Delay on Input-Shaping Effectiveness

A manual tracking experiment was used to investigate human operator performance

of one-dimensional tracking tasks with flexibility and time-delayed systems. Results

showed that operators were best at tracking with the integrator, and rated its dy-

namics as the most desirable. Some operators naturally used pulsive-type control

with difficult elements, a phenomenon found in previous studies. For all tested time

delay values, applying input shaping to the flexible controlled element decreased the

average tracking error, improved the median Cooper-Harper rating, and increased the

human-machine system’s resemblance to the Crossover model. As in previous exper-

iments, a better fit to the Crossover model was associated with better performance

and subjective rating.
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CHAPTER VI

HORIZONTAL REPOSITIONING MANEUVERS ON A

MICRO-COAXIAL HELICOPTER

The previous chapters on manual control have been generic in nature – the results are

applicable to, but not specific to, helicopter control. The next two chapters will focus

on helicopters. This chapter describes an experimental testbed with a small coaxial

helicopter and motion-capture-based state measurement. Dynamic models of the he-

licopter’s lateral motion are constructed in Section 6.2, and simulations are used to

investigate the effectiveness of input shaping for horizontal repositioning maneuvers

in Section 6.3.

6.1 Experimental Setup

Any study of load-swing-reduction techniques requires a simulated and/or experimen-

tal helicopter and suspended load system. Figure 99 shows one such experimental

system in the Georgia Institute of Technology’s Indoor Flight Facility (IFF). The

helicopter is an E-Flite Blade R© CX3. The custom-made suspended load is designed

to have a low aerodynamic profile in the vertical direction so that the influence of

rotor downwash1 on the payload swing is minimized. The distance from the cable

attachment point to the suspended load’s center of gravity is 1 m.

A motion-capture system calculates the position of the helicopter and load, and

sends this information to a MATLAB program that uses feedback to automatically

1Rotor downwash is the downward wind created by the main rotor.
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Figure 99: Micro coaxial helicopter and suspended load

control the position and orientation of the helicopter. For lateral repositioning ma-

neuvers, roll commands are sent to the helicopter, and feedback is used to suppress

motion in all of the helicopter’s degrees of freedom except for the lateral motion and

roll angle. Suspended load position is recorded but not used for control purposes

Figure 100 gives a block diagram representation of the equipment and signal flows.

The 12 MX-3+ cameras connect to 2 Vicon2 MX Ultranet HD units that stream

camera data to the computer at 120 Hz. Vicon iQ version 2.5 software running on

the computer processes the camera data. The resulting position and orientation mea-

surements are exported to MATLAB using the Vicon Tarsus Realtime data streaming

application. The spatial and orientation information sent to MATLAB is converted

from the ZYX Tait-Bryan convention to Euler angles, and used in a feedback con-

troller to automatically control the position and orientation of the helicopter. The

control signals calculated by the feedback controller are sent to the helicopter through

2VICON Motion Systems Inc., Los Angeles, CA
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Figure 100: Motion capture and flight controller signal flow [1]

a Spektrum DX6i transmitter connected to the computer using a SC-8000 Servo Con-

troller that performs a serial-to-Pulse-Position-Modulation (PPM) conversion.

6.2 Dynamic Models

Helicopter and suspended-load models vary widely in their levels of complexity. Some

researchers have used system identification techniques to construct system models

from recorded data [93, 63, 75]. Others have started from first principles, using dif-

ferent levels of detail. Several studies proposed models for systems in which multiple

helicopters are attached to the same external load [10, 8]. One model considered

only the translational motion of the helicopter and load [19]. This model was used to

evaluate techniques for controlling the load swing [20].

When constructing a model for a given system, it is important to ensure that the

model complexity is appropriate for the intended analysis [19]. In this case, the model

will be used to predict the load swing that results from horizontal translations of the
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helicopter. Any factors which do not significantly affect the load motion during these

translations are not included in the model. Several studies have found that simple

models can be used to describe a model helicopter’s translational motion [9]. This

chapter will introduce two simple translational dynamic models based on experimental

behavior of the helicopter system.

6.2.1 Simple Crane-Like Model

A simple dynamic model was based on experimental measurements of the helicopter’s

response to control inputs. A lateral step command was sent to the helicopter, and a

first-order velocity response was observed. The response, shown in Figure 101, had a

steady-state amplitude of 1.1 m/s, and a time constant of 0.70 s.

In a separate experiment, the helicopter was held in a stable hover, and the load

was displaced. The resulting load swing is shown in Figure 102. The swing showed

a lightly damped second-order response with a damping ratio of approximately ζ =

0.11, and a damped natural frequency of approximately ωd = 3.1 rad/s.

These two responses were used to construct the overall system model shown in

Figure 103. A lateral input u(t) to the helicopter produces a first-order velocity re-

sponse, which is integrated to find the helicopter position, x(t). The second-order

Figure 101: Velocity response to lateral step input, and first-order approximation
(K = 1.1 m/s, τ = 0.70 s)
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Figure 102: Load swing and exponential envelope (ζ = 0.11)

Load-Swing
Dynamics

Base
Dynamics

Figure 103: Simple Crane-Like dynamic model

load swing dynamics uses x(t) as the input, and gives load position, y(t), as the out-

put. Substituting the experimentally determined values into the block diagram, the

transfer functions relating input u(s) to outputs x(s) and y(s) are

x(s)

u(s)
=

1.1

s(0.70s+ 1)
, (46)

and

y(s)

u(s)
=

1.1(9.61)

s(0.70s+ 1)(s2 + 0.682s+ 9.61)
. (47)

This model closely resembles the model of a planar crane.

6.2.2 Backdriven Translation Model3

A more complicated model that incorporates the backdriving effect of the load on the

helicopter is now formed. The Backdriven Translation model is shown in Figure 104.

The suspension cable is assumed to be massless and to never go slack. Due to the

3This section is based on work by C.J. Adams.
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Figure 104: Backdriven translation dynamic model

low speeds attained by the model helicopter, the effects of aerodynamic drag are

modeled as viscous damping terms on the helicopter position and cable angle. Rotor

downwash effects are ignored. Because it is a lateral planar model, it is assumed

that the helicopter maintains a constant heading and altitude, and the helicopter’s

attitude and position in the longitudinal direction remain constant.

The control input is a horizontal force on the helicopter, F (t). System damping

is added with a translational damper with coefficient bx on the helicopter position,

x(t), and a rotational damper with coefficient bβ on the load swing angle, β(t). The

equations of motion for this model are [21]:

ẍ =
−(g cos(β) + `β̇2)m sin(β)

M +m sin2(β)
+

1

M +m sin2(β)
F − bx

M
ẋ, (48)

β̈ =
−(m+M)g sin(β)−m`β̇2 sin(β) cos(β)

M`+m` sin2(β)
+

cos(β)

M`+m` sin2(β)
F − bβ

m
β̇, (49)

where the helicopter and payload masses are M and m, and the suspension cable

length is `. Note that the load position relative to the helicopter position can be

expressed as xload = ` sin(β).

Several parameters of this model can be directly measured. The values of M , m,

and ` were 242 g, 15 g, and 1.03 m, respectively. The other parameters, bx and bβ,

were estimated by comparing experimental data from the helicopter to simulated data

using a range of parameter values. A lateral repositioning maneuver was performed

to provide experimental data for model fitting.
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Figure 105: CX3 helicopter performing a lateral repositioning maneuver

The lateral move executed by the helicopter is illustrated by the photo composite

shown in Figure 105. The helicopter begins in a stable hover at the left of the image

(step 1), moves to the right approximately 7 feet (steps 2-4), and resumes hovering

at the target location (step 5). The command sent to the helicopter to execute this

lateral move was recorded for use in the simulation.

The values of bx and bβ were tuned until a good fit to the experimental data was

acquired. Experimental and simulated responses to the lateral pulse command are

shown in Figure 106. The chosen values were bx = 0.008 N ·s
m

and bβ = 0.009 N ·m · s.

While the helicopter response is not as accurately predicted by the model as is the

payload response, an accurate prediction of the payload response is more important

for designing input shapers to suppress the payload swing. The natural frequency

and damping ratio of the experimental payload swing were approximately 3.2 rad/s

and 0.09, respectively, while the values predicted by linearizing the simulation model
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(a) Helicopter response (b) Load response

Figure 106: Experimental and simulated responses to lateral pulse command

are 3.15 rad/s and 0.1. This shows close agreement between the simulation and the

experimental trial in terms of the two important input shaper design parameters.

A third way to estimate the swing mode parameters is to use the common ap-

proximation for the load swing frequency, ωn =
√

g
`
( 1

1−LMR
) rad/s. This equation

predicts a natural frequency of 3.18 rad/s for the helicopter, which is very close to

the experimental and simulated estimates. A ZV input shaper was designed using

this approximate swing frequency and zero damping ratio.

Figure 107 shows the results of unshaped and ZV-shaped lateral repositioning

maneuvers. The lateral command began at 1.35 seconds. As shown in Figure 107(b),

the ZV shaper significantly reduced the amount of payload swing caused by the

helicopter motion. However, the swing was not completely eliminated because the

input shaper did not specifically target the small amount of initial swing present when

the command was initiated at 1.35 seconds. The ZV shaped helicopter response shown

in Figure 107(a) is only slightly slower due to the time lag introduced by the shaper.

Also, the helicopter arrives at the final hover position with much less overshoot than

in the unshaped case.

This is a positive result for input shaping on the micro coaxial helicopter system.

However, after extensive testing, it was found that the helicopter could not lift loads
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(a) Helicopter response (b) Load response

Figure 107: Unshaped and ZV-shaped responses to lateral pulse command

heavy enough to make the backdriving effect significant. Therefore, the Simple Crane-

Like model of the helicopter will be used for the remainder of this chapter.

6.3 Simulation Results

The Simple Crane-Like model from Section 6.2.1 was used to simulate lateral hor-

izontal moves up to 12 m, with and without input shaping. Figure 108 shows the

residual swing amplitude for each distance using different input shapers. Each input

shaper greatly reduced the residual load swing to a very small fraction of the swing

obtained for the unshaped case. The input-shaped curves are difficult to distinguish

from each other because they are all grouped together just above the horizontal axis.

UMZV

Figure 108: Residual swing amplitude as a function of move distance
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UMZV

Figure 109: Move time as a function of move distance

As shown in Figure 109, this reduction in swing does not cause a significant increase

in move time. For move distances farther than a few meters, the shaper delay is a

small percentage of the total move time.

Note that in Figure 108, the residual swing amplitudes for the ZV, ZVD, and

UMZV input shapers are nonzero, even though these shapers are designed to yield

zero vibration when ωn and ζ are known exactly. The swing is nonzero because in

this simulation, residual swing is recorded when the helicopter enters a zone that is

1 cm from its final position. The zero-vibration input shapers would eliminate all

swing if measurements were taken when the helicopter reached its final position. The

EI shaper is designed to allow some vibration even when the system parameters are

known exactly, so its nonzero residual swing was expected.

6.3.1 Robustness to Errors in Estimated Natural Frequency

For the simulated results in Figure 108, it was assumed that the load swing natural

frequency and damping ratio were exactly known. In real situations, there is always

some error in the estimated parameter values. Figure 110 demonstrates the effect of

error in the estimated ωn on residual load swing when using a ZV shaper. The top

curve shows results for an error of +50%. That is, the estimated ωn was 1.5 times its

true value.
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Increasing
ωn Error

50%

Figure 110: Residual swing amplitude of unshaped and ZV-shaped moves

Increasing
ωn Error

50%

Figure 111: Residual swing amplitude of unshaped and EI-shaped moves

It is clear that a poor estimate of ωn reduces the effectiveness of the ZV shaper

for suppressing load swing. More robust shapers, such as the EI shaper, maintain

effectiveness in the presence of modeling errors. Figure 111 shows that for the same

errors in ωn, the EI shaper keeps the swing amplitude at a much lower level than

the ZV shaper. There is generally a tradeoff between shaper robustness and move

time. Recall that the EI-shaped moves in Figure 109 took slightly longer than the

ZV-shaped moves.
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Figure 112: Residual load swing for move distances and modeled damping ratios

6.3.2 Robustness to Errors in Estimated Damping Ratio

There will also be errors in the estimated damping ratio in real-world situations. For

all input shapers, it was found that the swing-reducing effectiveness was degraded

much less by these errors than it was for errors in ωn. Figure 112 shows the residual

swing amplitude of UMZV-shaped moves as a function of move distance and estimated

damping ratio. When the estimated damping ratio is equal to the true value, the

residual swing amplitude is nearly zero. As the ζ error increases, the swing amplitude

increases, but stays far below the amplitude for unshaped moves. Only the UMZV

shaper results are shown because it is the least-robust shaper to errors in ζ. The

results for other shapers are even more favorable.

6.4 Conclusions

A dynamic model was created to simulate the behavior of a model helicopter and

suspended-load system in response to lateral control inputs. The model was used

to simulate point-to-point motions with and without input shaping. The simulated

trials with input shaping showed a large reduction in residual swing amplitude with

only a minor increase in move time. The ZV shaper was not as effective as robust

shapers when errors existed in the modeled frequency and damping ratio. Errors in

the estimated natural frequency were more detrimental to input shaper performance
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than errors in damping ratio. Experiments showed that for a move distance of 2.5 m,

a UMZV input shaper decreased residual load swing by about 70%.

The micro-coaxial helicopter was safe to fly indoors, but was relatively weak – it

could not lift loads that were heavy enough to affect its translational motion. The

next chapter employs a more powerful helicopter with a larger payload capacity. The

helicopter is mechanically constrained to prevent crashes, thereby increasing safety

and saving time that would be spent repairing the helicopter.
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CHAPTER VII

HORIZONTAL REPOSITIONING MANEUVERS ON A

SMALL-SCALE HELICOPTER WITH PLANAR

CONSTRAINTS

This chapter describes a helicopter testbed that allows horizontal repositioning manuev-

ers, while constraining unnecessary degrees of freedom. Section 7.2 describes the ex-

perimental setup. In Section 7.3, a dynamic model of the helicopter is presented, and

a grey-box modeling technique is used to estimate the unknown model parameters.

Section 7.4 describes a human-pilot-like helicopter control scheme from the literature,

and Section 7.5 shows how it can be dynamically scaled to match the fast dynamics

of the testbed helicopter. Horizontal repositioning tasks are performed in simulation

and on the experimental helicopter in Section 7.6.

7.1 Motivation

Helicopters have complex dynamics, especially when heavy suspended loads are at-

tached. They have many degrees of freedom, and they often exhibit nonlinearity,

cross coupling, and occasionally instability. These factors can make theoretical devel-

opment of helicopter controls and dynamics difficult. For many of the same reasons,

it is difficult to test free-flying helicopters experimentally. For any helicopter testbed,

the designer must consider factors such as fuel or battery duration, safety in the event

of degraded helicopter control, weight of equipment added to the helicopter, noise in

the wireless communication, and environmental factors such as wind.
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Figure 113: Helicopter degrees of freedom

As shown in Figure 113a, a free-flying helicopter may translate longitudinally

(surge), laterally (sway), and vertically (heave). It may also rotate about the lon-

gitudinal axis (roll), the lateral axis (pitch), and the vertical axis (yaw). To reduce

the cost, time, and difficulty of using free-flying helicopters, many researchers have

built mechanisms to eliminate the degrees of freedom that are not required for the

specific research question being investigated. For example, some testbeds allow pitch

rotation and vertical motion, while constraining the helicopter to rotate about an

elbow joint [35]. Some mechanisms allow all rotations while constraining only hor-

izontal translations [49], or all translations [64], and others constrain all degrees of

freedom except the pitch and yaw rotations [103]. Test stands have been constructed

to allow some freedom in all directions within a limited envelope [67]. Other stud-

ies have attached a tether between the rotorcraft and the ground [74]. For these

testbeds, the most important consideration is that the fundamental dynamics of the

degrees-of-freedom of interest are unchanged, or at least minimally affected.

For basic investigations of the swing of suspended loads, the helicopter must be

allowed to translate in a horizontal direction, and rotate in a vertical plane along

this direction. Additional requirements of such a testbed include: the load must be

able to swing freely under the helicopter; the helicopter must be high enough above

the ground to avoid aerodynamic ground effects, and to allow a wide range of cable
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lengths; the helicopter must be able to travel relatively large horizontal distances

to perform load-repositioning maneuvers. None of the helicopter constraint systems

referenced above meet these requirements. The testbed shown in Figure 114 was

constructed to fulfill these requirements. The testbed limits the helicopter’s degrees

of freedom to those shown in Figure 113b. Longitudinal translation and pitch rotation

are allowed, and all other degrees of freedom are constrained. The suspended load

swings in the vertical plane, which adds a third degree of freedom to the system.

Helicopter

Guide Rail

Suspended Load

Pivoting Base

Pitch
Rotation

LongitudinalTranslation

Cart

Figure 114: Planar Experimental Remote-Controlled Helicopter (PERCH) testbed

7.2 Experimental Setup1

The testbed consists of an electric E-Flite Blade 400 helicopter and a Spektrum DX6i

transmitter. The helicopter is attached to a pivoting base suspended between two

carts. The carts translate horizontally along two guide rails and allow the helicopter

to pitch forward and backward. The extruded-aluminum guide rails allow a maximum

horizontal travel of 72 inches, and keep the helicopter 84 inches (3-times the main

rotor diameter of 28 inches) above the floor to reduce aerodynamic ground effect.

There is also adequate space above the helicopter to prevent unusual aerodynamic

conditions.

1Ryan Simpson assisted with troubleshooting, calibration, and data collection on this testbed.
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A load with adjustable weight and cable length is suspended from the underside

of the helicopter. The testbed uses a computer and microcontroller to read sensor

inputs, perform control calculations, and generate commands. A radio transmitter

sends these commands to the helicopter. A preliminary version of this testbed was

presented in [1]. On that earlier version, states were measured with vision tracking

instead of electromechanical sensors.

7.2.1 Mechanical Features

Figure 115 shows one of the two carts that slide along the guide rails on a set of roller

bearings to constrain the translational motion. The pivoting base rotates around

posts attached to the carts, thereby allowing pitch rotation. The axis of pitch rotation

passes through the center of gravity of the helicopter and base to avoid extra rotational

dynamic effects.

To prevent the helicopter from reaching extreme angles (which produce high ve-

locities, and therefore dangerous experimental conditions), the angular hard stops

shown in Figure 115 limit the helicopter pitch angle to ±45◦. As another important

safety feature, the helicopter is decelerated by bumpers when it reaches the end of

the guide rails. One of the bumpers is shown in Figure 116. The carts collide with

the sliding plates, and the motion is resisted by elastic tubing.

Post

Center of
Rotation

Angular Hard Stop Roller Bearings

Pivoting Base

Figure 115: Sliding cart with angular hard stops
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Elastic Tubing

Sliding Plate

Guide Rail

Figure 116: Bumper at end of guide rail

7.2.2 Sensors and Control

A schematic diagram of the testbed is given in Figure 117. The left side shows me-

chanical components, and the right side shows signals, software, and electronic com-

ponents. A master control program reads both sensor values from a microcontroller

and human input values from a joystick. It then makes control decisions and specifies

command voltages through the microcontroller to the transmitter. The transmitter

determines command inputs based on the voltage across potentiometers attached to

the control sticks. Wires to these potentiometers are routed to the microcontroller

outputs in order to send commands to the helicopter.

There are three main states that must be recorded: helicopter horizontal position,

helicopter pitch angle, and suspended load cable angle. The position sensor shown in

Figure 117 is an optical encoder. A string attached to the rolling cart encircles the

Cable Angle
Sensor

Position
Sensor

Tensioning
Pulley

Pitch Angle
Sensor

Transmitter

Pitch
Thrust

Microcontroller
(Arduino Uno)

USB

ADC
ADC

Computer with
Control Program
(MATLAB 2012a)

USB

USB
USB

Position Sensor
(Encoder)

Pitch Angle Sensor
(Potentiometer)

Cable Angle Sensor
(Potentiometer)

PWM PWM

Joystick

Encoder
Pulley

Bridge
Circuits

Smoothing
Filter Circuits

Figure 117: Sensors and signal flows of helicopter testbed
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Figure 118: Pitch angle sensor

Rod

Potentiometer

Cable

Figure 119: Cable angle sensor

encoder pulley and is kept in tension by a pulley on the opposite end of the rail.

Pitch angle is measured by a potentiometer attached to the pivoting base. Fig-

ure 118 shows where one end of the helicopter base is connected to a cart. The

large gear is attached to the cart post and does not rotate. The smaller gear is at-

tached to a potentiometer fixed to the pivoting base. This mechanism enables the

potentiometer to measure the rotation of the base. A bridge circuit converts the resis-

tance of the potentiometer into a voltage, which is measured by the microcontroller’s

analog-to-digital converter. This voltage is calibrated to indicate the pitch angle.

The cable angle sensor shown in Figure 119 works similarly to the pitch angle

sensor. A light-weight rod which is mounted on a potentiometer shaft rotates with
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the suspension cable. A bridge circuit converts the resistance of this potentiometer

into a voltage proportional to the cable angle. It is important to ensure that the

axis of rotation of the potentiometer passes through the pivot point of the cable.

Additionally, any rotational friction in the potentiometer shaft can greatly affect the

measured cable angle and slightly changes the load-swing dynamics. This type of

cable angle sensor is suitable for the testbed, but it tends to be difficult to implement

on full-scale helicopters.

7.2.3 Trim & Calibration

Forces and torques from the guide rails should be minimized to ensure that the heli-

copter dynamics in the unconstrained directions are largely unchanged. To minimize

these loads, the control efforts that result in a neutral, non-accelerating state should

be found for the constrained degrees of freedom. This is called ‘trimming’ the aircraft.

7.2.3.1 Neutral Roll and Yaw Commands

The neutral roll and yaw commands can be found by manually ‘hovering’ the con-

strained helicopter and using the transmitter’s trim adjustment levers.

To find the neutral yaw command, an observer stands below the helicopter, and

looks upward at the pivoting base and carts. If the helicopter is applying yaw torque,

the pivoting base will be slightly rotated in the yaw axis, and one cart will be slightly

in front of the other. The yaw trim is adjusted until the pivoting base is perpendicular

to the rails, and the carts are even.

To find a neutral roll command, the helicopter is viewed from the front or the

rear. While the helicopter is in a controlled hover, the roll trim is adjusted until the

rotor disk (the circle formed by the spinning tips of the rotor blades) is perpendicular

to the main rotor shaft, and parallel to the pivoting base. These tests should be

performed both before and after calibrating the main rotor thrust. Trim may change

slightly with different rotor speeds and collective blade pitch angles.
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Figure 120: Setup for main rotor thrust calibration

7.2.3.2 Thrust Calibration

When the helicopter’s main rotor is spinning, it should provide enough thrust force to

lift the helicopter, base, and suspended load. Therefore, it is necessary to determine

the transmitter thrust command that is required to lift a given amount of weight.

Figure 120 shows a setup for calibrating the main rotor thrust. The helicopter

is held in place by translational stoppers on the rails, and rotational stoppers (not

shown in Figure 120) on the carts. A weight is placed on a scale and attached

to the helicopter with a metal cable. When the main rotor produces thrust, the

weight supported by the helicopter increases and the weight on the scale decreases. A

voltmeter measures the voltage across the transmitter’s thrust-channel potentiometer,

and the scale measures the resulting amount of thrust. Each voltage value is held

until the thrust is steady for at least one second.

The resulting measurements of thrust voltage VT and corresponding thrust force
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Figure 121: Command voltage versus rotor thrust force

T are shown in Figure 121. Note that below approximately 1.2 Volts, no positive

thrust was produced. A dashed line shows a cubic curve fit to the data. To minimize

vertical force on the guide rails, VT should be calculated by setting T equal to the

combined weight of the helicopter, pivoting base, and suspended load.

7.3 Dynamic Model

Now that the experimental setup has been described, the next section will derive its

equations of motion using a Lagrangian approach.

7.3.1 Model Definition

Figure 122 shows a planar sketch of the helicopter pinned through its center of gravity,

G to a horizontally sliding cart. The helicopter’s horizontal location is x(t), and its

pitch angle is θ(t). The suspended load has swing angle β(t) relative to vertical. A

thrust force T (t) is produced by the rotor disk, and the angle of the thrust vector

relative to the helicopter body is α(t). This model is similar to previous planar models

of externally loaded helicopters near hover [72, 19].

In the proposed model, the main rotor disk angle is specified by α – the rotor disk

is not modeled as a separate rigid body. It is further assumed that the rotor disk

angle α can change instantaneously. This assumption (called the quasistatic rotor
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Rotor Disk

Figure 122: Dynamic model of helicopter and load

assumption [72]) is commonly used because for most helicopters, the main rotor’s

flapping response is fast relative to the helicopter’s gross motion and the pilot’s control

inputs. To capture the effect of rotor stiffness, a torsional spring with stiffness kα is

attached from the helicopter to the rotor disk [72, 62]. When the rotor disk rotates

relative to the helicopter, a torque is applied to the helicopter equal to kαα.

The helicopter has mass M and rotational inertia IG about point G, and the load

has mass m. There are dampers with coefficients cx and cθ on the helicopter position

x(t) and helicopter pitch angle θ(t), respectively. A suspension cable of length `

connects the load to the helicopter. In helicopter-body-fixed coordinates, the load

suspension point is a distance dS below the helicopter’s center of gravity, and the

rotor thrust force is applied a distance dT above the helicopter’s center of gravity. It

is assumed that the suspension cable is inextensible, the load has no rotational inertia

(it is a point mass), and aerodynamic effects on the load are negligible.

This type of planar constraint matches some simplifying assumptions which are
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Figure 123: Coordinate frames

commonly made for helicopter dynamic models – it is often assumed that the heli-

copter has a heading-hold controller to prevent yaw rotation and a height-hold con-

troller to prevent vertical translation [72]. Additionally, for helicopters near hover,

lateral and longitudinal dynamics may experience some cross-coupling, but they are

often treated separately for controller design and stability analysis [69].

The derivation will require two frames: an inertial frame with unit vectors Î and

Ĵ , and a frame attached to the helicopter with unit vectors î and ĵ. These frames are

shown in Figure 123. The vector from the helicopter center of gravity, G, to the load

suspension point, S, is defined as

~rS/G = dS(−ĵ) (50)

The vector between the helicopter center of gravity and the point where main rotor

thrust is applied, T , is given by

~rT/G = dT ĵ (51)

7.3.2 Equations of Motion2

Lagrange’s equations will now be used to derive the model’s equations of motion. The

generalized coordinates are x, θ, and β. Lagrange’s equations are given by

d

dt

(
∂T

∂q̇j

)
− ∂T

∂qj
+
∂V

∂qj
= Qj, j = 1, 2, . . . , N (52)

2C.J. Adams made significant contributions to this section.
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where qj are the generalized coordinates, T is the total kinetic energy of the system,

V is the total potential energy of the system, Qj are the generalized forces, and N is

the total number of generalized coordinates (in this case, N = 3).

The total kinetic energy of the helicopter and suspended load is

T =
1

2
M (~vG · ~vG) +

1

2
IGθ̇

2 +
1

2
m (~vm · ~vm) , (53)

where vG is the velocity of the point G, and vm is the velocity of the payload. The

velocity of point G is given by

~vG = ẋÎ , (54)

and the velocity of the payload is

~vm =
(
dS θ̇ + ẋ cos θ + `β̇ cos(β − θ)

)̂
i+
(
− ẋ sin θ + `β̇ sin(β − θ)

)
ĵ. (55)

Substituting (54) and (55) into (53) and simplifying gives the following expression for

the kinetic energy:

T =
1

2
Mẋ2 +

1

2
(IG +md2

S)θ̇2

+
1

2
m
[
ẋ2 + (`β̇)2 + 2`β̇ẋ cos β + 2dS θ̇ẋ cos θ + 2`dSβ̇θ̇ cos(β − θ)

]
.

(56)

The total potential energy of the helicopter and suspended load is

V = mg (−L cos β + dS cos θ) , (57)

where the potential energy datum is a horizontal line passing through point G. Equa-

tions (56) and (57) express the kinetic and potential energy of the system as functions

of the generalized coordinates and velocities. These functions can be differentiated

with respect to the generalized coordinates for use in Lagrange’s equations.

The generalized forces were found using the method of virtual displacements. The

generalized force for the helicopter position generalized coordinate x is

Qx = −F sin (α + θ)− cxẋ (58)
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The generalized force for the helicopter attitude generalized coordinate θ is

Qθ = FdT sinα− cθθ̇ (59)

The generalized force for the payload deflection angle generalized coordinate β is

Qβ = 0 (60)

The partial derivatives of T and V with respect to the generalized coordinates

and velocities are:

∂T

∂x
= 0 (61)

∂T

∂θ
= −mdS

(
ẋ sin θ − `β̇ sin(β − θ)

)
θ̇ (62)

∂T

∂β
= −m`

(
ẋ sin β + dS θ̇ sin(β − θ)

)
β̇ (63)

∂V

∂x
= 0 (64)

∂V

∂θ
= −mgdS sin θ (65)

∂V

∂β
= −mg` sin β (66)

∂T

∂ẋ
= (M +m)ẋ+m`β̇ cos β +mdS θ̇ cos θ (67)

∂T

∂θ̇
= (IG +md2

s)θ̇ + (mdS cos θ)ẋ+m`dS cos(β − θ)β̇ (68)

∂T

∂β̇
= m`

(
`β̇ + ẋ cos β + dS θ̇ cos(β − θ)

)
(69)
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The time derivatives of (67), (68), and (69) are:

d

dt

(
∂T

∂ẋ

)
= (M +m)ẍ+ (mdS cos θ)θ̈ + (m` cos β)β̈

−(mdS sin θ)θ̇2 − (m` sin β)β̇2 (70)

d

dt

(
∂T

∂θ̇

)
= (mdS)ẍ+ (IG +md2

s)θ̈ +
(
m`dS cos(β − θ)

)
β̈

−m`dS sin(β − θ)β̇2 +m`dS sin(β − θ)θ̇β̇ − (mdS sin θ)ẋθ̇ (71)

d

dt

(
∂T

∂β̇

)
= (m` cos β)ẍ+m`dS cos(β − θ)θ̈ + (m`2)β̈

+m`dS sin(β − θ)θ̇2 −m`dS sin(β − θ)θ̇β̇ −m` sin βẋβ̇ (72)

The generalized forces (58) through (60), differentiated terms (61) through (66),

and (70) through (72) are substituted into Lagrange’s equation (52). This yields the

following equations of motion for x, θ, and β:

(M +m)ẍ+ (mdS cos θ)θ̈ + (m` cos β)β̈ + (mdS sin θ)θ̇2 − (m` sin β)β̇2

= −F sin (α + θ)− cxẋ
(73)

(mdS cos θ)ẍ+ (IG +md2
S)θ̈ +m`dS cos(β − θ)β̈ −m`dS sin(β − θ)β̇2

− gmdS sin θ = FdT sinα− cθθ̇
(74)

(m cos β)ẍ+mdS cos(β − θ)θ̈ + (m`)β̈ +mdS sin(β − θ)θ̇2 +mg sin β = 0 (75)

These equations describe the dynamics of the helicopter translation, helicopter orien-

tation, and the payload swing for this model. The correctness of the equations was

verified using a commercial dynamic modeling software package [43], and the program

given in Appendix B.3. After factoring m out of (75), the equations of motion are
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given by:


M +m mdS cos θ m` cosβ

mdS cos θ IG +md2S m`dS cos(β − θ)

cosβ dS cos(β − θ) `




ẍ

θ̈

β̈

 =



−ẋcx +m(dS sin θ + ` sinβ)θ̇2

−F sin(α+ θ)

mdS
(
` sin(β − θ)θ̇2 − g sin θ

)
+kαα− cθ θ̇ + (dT sinα)T

−dS sin(β − θ)θ̇2 − g sinβ


(76)

7.3.3 Parameter Estimation

Several parameters of the helicopter-load system were directly measured. The he-

licopter mass is M = 1.724 kg (composed of 1.134 kg for the helicopter itself and

0.590 kg for the carts), the load mass is m = 0.312 kg, and the suspension cable

length is ` = 1.2 m. The distance from the center of gravity to the suspension point

is dS = 8.0 cm, and the center of gravity to main rotor hub distance is dT = 13.0 cm.

The center of gravity location was determined by physically balancing the helicopter

and rotating base on a support point. That is, the rotating base was detached from

the carts, the helicopter and base were rotated perpendicular to the ground, and a

small support was placed under different parts of the helicopter. The center of gravity

was the point at which the helicopter and base physically balanced

System-identification software was used to estimate the parameter values in (76)

that could not be directly measured. The helicopter was flown along the guide rails

while the helicopter and load states were recorded. A sinusoidal input that tested the

helicopter over a range of input frequencies was generated. The helicopter velocity,

pitch angle, and load swing angle were used for model fitting.

Figure 124 shows the experimental and simulated responses to a sinusoidal α(t)

input with increasing frequency. The simulated helicopter velocity and pitch angle

peaks have slightly lower magnitudes than the experimental data, but provide a fairly

good fit. Simulated load swing is very similar to the experimentally recorded swing.
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Figure 124: Time responses to α frequency sweep

In order to obtain the simulation results shown in Figure 124, the experimental

data sets and (76) were used in a nonlinear grey-box model identification routine.

The routine accepts information about which parameters are already known (these

parameters are held constant, and are given a fixed constraint), and it varies those

which are not. A range of acceptable values can be specified for non-fixed parameters.

It produces a set of parameter values that result in responses which most-closely match

the experimental data in a least sum-of-squared-errors sense. The constraints for each

parameter, along with the final values, are shown in Table 17.

A suspended load mass of 0.312 kg is used for this paper. This load was heavy
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Table 17: Dynamic model parameters

Parameter Units Constraint Value

M kg Fixed 1.724

m kg Fixed 0.312

` m Fixed 1.20

dS cm Fixed 8.0

dT cm Fixed 13.0

IG kg ·m2 ≥ 0 0.0857

cx
N ·s
m

≥ 0 3.6035

cθ
N ·m·s
rad

≥ 0 0.1795

kα
N ·m
rad

≥ 0 390.87

enough to affect the helicopter motion, but light enough to allow several minutes of

flight time on one battery charge.

7.3.4 Dynamic Behavior

Figure 125 shows a pole-zero plot for the helicopter-load dynamic model. The effect

of different poles can be identified by analyzing the eigenvector corresponding to each

pole’s eigenvalue [41, 1].

Re
-2 -1-4

Load Oscillation

Long-Term Longitudinal Oscillation

Rigid-Body Motion

Short-Term Pitch Mode
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2
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Figure 125: Poles of dynamic model linearized about hover
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The pole at the origin is the helicopter’s longitudinal rigid-body motion. Two

modes strongly couple the helicopter pitch and longitudinal velocity – the short-term

pitch mode represents the fast coupling effects, and the underdamped long-term lon-

gitudinal oscillation poles represent the slower coupling effects. The lightly damped

load oscillation mode represents the suspended load swing. A planar helicopter model

in [50] found a similar pair of lightly damped modes, and simply called them the he-

licopter mode and the load mode.

7.4 Control With a Virtual Pilot

Helicopter control is often broken into two main feedback loops: the inner loop drives

the helicopter to a desired angle (or attitude), and the outer loop drives the helicopter

to a desired position by specifying the desired angle that is given to the inner loop

controller [40]. Several control schemes that use this inner/outer loop organization

have been used to approximate the control behavior of human pilots. One such

model is the Simplified Pursuit model, which was developed as “... a unified, albeit

simplified, pilot modelling approach that requires a minimum set of application rules

and that is applicable to the study of realistic piloting tasks [32].”

The Simplified Pursuit model is shown in Figure 126 [32]. It contains four gains
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Figure 126: Model helicopter controlled by virtual pilot
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and a second-order filter which represents the pilot’s neuromuscular dynamics. De-

sired position xd is compared to the current position x, and the difference xe is mul-

tiplied by gain Kx to specify the desired velocity ẋd. This is compared to the current

velocity ẋ, and the difference ẋe is used to specify the desired pitch angle θd. After

two more comparisons, a desired disk-angle command αd is determined. This is sent

through the neuromuscular filter to create the αc command issued to the helicopter.

The neuromuscular parameters ωnm and ζnm have been determined experimentally

[27]. The gains Kx, Kẋ, Kθ, and Kθ̇ are tuned by closing one loop at a time and

using humanly attainable values for the performance of each loop, as quantified by

responses in the frequency domain.

To tune Kθ̇, the frequency response of θ̇(jω)

θ̇d(jω)
is computed, and the gain is increased

until the pilot’s neuromuscular mode creates a magnitude peak that is 5 dB above the

low-frequency baseline magnitude. Kθ is tuned to yield a crossover frequency of 1 rad
sec

in the θ(jω)
θe(jω)

frequency response. Kẋ is tuned to yield a crossover frequency of 1 rad
sec

in

ẋ(jω)
ẋe(jω)

, and Kx is tuned for a crossover frequency of 1/3 rad
sec

in x(jω)
xe(jω)

. For additional

details about the tuning method, see [32]. To reflect the reduced aggressiveness of

helicopter pilots when carrying suspended loads, these crossover-frequency values are

less aggressive than the ones prescribed in [32].

7.5 Dynamic Scaling

The goal of this research is to draw conclusions applicable to full-scale helicopters

with human pilots. The model helicopter has much faster dynamics than full-scale

helicopters, and unaugmented human pilot dynamics would be comparatively much

slower [13, 22]. Therefore, the pilot needs to be “faster” to match the fast dynamics

of the model helicopter. This is accomplished by using the pilot model from the

previous section, but with dynamically scaled parameter values.
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Table 18: Dynamically scaled human pilot parameters

Parameter Full-Scale Simulation

(Robinson R22) (E-Flite Blade 400)

DMain Rotor 7.67 m 0.71 m

ωnm 10 rad
s

32.87 rad
s

ζnm 0.707 0.707

ωθ loopcrossover 1 rad
s

3.29 rad
s

ωẋ loopcrossover 1 rad
s

3.29 rad
s

ωx loopcrossover 0.33 rad
s

1.10 rad
s

Dynamic scaling has been used to compare frequency, time, velocity, and geomet-

ric parameters between helicopters of different sizes [62, 63]. While the small-scale

helicopters in those studies were larger than the helicopter in this testbed (main-rotor

diameters of 1.54 m vs. 0.71 m), it is expected that the same techniques should apply

reasonably well to the current helicopter.

First, the ratio of helicopter sizes is computed, often using main rotor diameter

as the characteristic length: N =
Dfull
Dmodel

. This scaling factor N can be used to adjust

other parameters using the following Froude scaling relationships [62]:

Lmodel =

(
1

N

)
Lfull (77)

ωmodel =
(√

N
)
ωfull (78)

vmodel =

(
1√
N

)
vfull (79)

τmodel =

(
1√
N

)
τfull (80)

where L, ω, v, and τ are length, frequency, velocity, and time. Using these dynamic

scaling factors, parameters of the virtual pilot and Depart/Abort task were modified

to the values shown in Table 18. The full-scale helicopter chosen for comparison was

the Robinson R22, a light utility helicopter.

Feedback controller gains were tuned using the helicopter dynamic model in (76)

and the modified pilot parameters given in Table 18. Figure 127 shows frequency
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5 dB

(a) Tuning Kθ̇

ωc = 3.29 rad/s

(b) Tuning Kθ

ωc = 3.29 rad/s

(c) Tuning Kẋ

ωc = 1.10 rad/s

(d) Tuning Kx

Figure 127: Gain tuning for Simplified Pursuit model with 0.155 load-mass ratio

response magnitude curves for each of the feedback loops to be tuned. The tuning

rules described in the previous section yielded gain values of Kθ̇ = 3.181, Kθ = 5.334,

Kẋ = −0.716, and Kx = 2.468. Note that Kẋ has a negative value because of the

variable definitions in Figure 122. A positive velocity is produced by rotating the
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helicopter forward (nose-down), which is defined as a negative pitch rotation. If

any of the dynamic parameter values in Tables 17 or 127 are modified, the tuning

procedure must be repeated.

The ratio of main rotor diameters yields a scaling factor of N = 10.80. This scaling

factor will be used to modify the prescribed distances and time durations used for a

common helicopter evaluation task, described in the next section.

7.6 Input Shaping on Different Response Types

Human pilots use a control stick (the “cyclic” stick) to control a helicopter’s horizontal

motion. Most modern helicopters are equipped with automatic feedback controllers

which can improve stability and performance. These feedback controllers can also be

used to change the type of helicopter response to the pilot’s commands. For example,

an Attitude Command response type means that the pilot’s stick input specifies a

desired angle for the helicopter, and the automatic feedback controller drives the

helicopter to this angle. Other response types can allow the pilot’s stick input to

specify a desired horizontal velocity, angular rate, position, etc.

This thesis will focus on the four response types shown in Figure 128. The pilot’s

input δ is converted into one of four commanded states that the helicopter auto-

matically pursues: αc, θ̇c, θc, or ẋc. These are called Unaugmented, Angular Rate,

Automatic
Flight
Control
System

Unaugmented Command

Angular Rate Command

Attitude Command

Translational Rate CommandPilot Input

Figure 128: Different helicopter responses to pilot input
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Attitude, and Translational Rate Commands, respectively. A Position Command

response type also exists, but it will not be addressed in this thesis. The Position

Command is less common than the response types listed in Figure 128, and it has

not been the focus of ADS-33E, or of the major reports on suspended-load handling

qualities [65, 33].

The gains Kα/δ through Kẋ/δ in Figure 128 are scaling factors between the stick-

input magnitude and the commanded-state magnitude (for example, Kẋ/δ could be

2 m
s

1
◦ stick angle

for a Translational Rate Command). The three augmented response

types are extensively discussed in ADS-33E.

To simulate different response types, this section will apply the pilot’s neuromus-

cular filter to the desired command. Input shaping is then applied to the filtered

command. The flight-control-system gains “downstream” of the pilot input are not

changed from their original values because the human-like controller is a well-tuned

control system with good performance in the frequency range of manual control, and it

is assumed that an automatic feedback controller would be tuned to behave similarly.

In the following sections, Depart/Abort maneuvers will be simulated with input

shaping applied to the chosen response types, and performance metrics will be used

to compare the effectiveness in each case. The Depart/Abort maneuver is illustrated

in Figure 129. The helicopter begins in a stable hover, moves forward a prescribed

distance xtravel, and resumes hovering over a target position. For full-scale helicopters,

Initial Hover
Position

Target Hover
Position

Figure 129: Depart/Abort maneuver
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Desired position
Helicopter position
Load position

Figure 130: Performance metrics for horizontal repositioning maneuvers

the move distance is xtravel = 243.84 m, and should be completed in 35 sec for

adequate performance with a suspended load [4].

Using the dynamic scaling from Table 18, the model helicopter should complete a

22.58 m maneuver in 10.65 sec for adequate performance. A trajectory for xd(t) (de-

sired position) was specified and the virtual pilot and flight control system attempted

to follow the trajectory. The trajectory was a ramp with slope 22.58 m
10.65 sec

= 2.12 m/s,

filtered through a first-order low-pass filter with time constant 0.91 sec.

The performance metrics illustrated in Figure 130 are computed for each De-

part/Abort maneuver. Figure 130 shows the very end of the maneuver where the

helicopter and load decelerate to a hover over the target position. The time at which

the helicopter and load stay within ±5 cm of the final position are defined as theli

and tload, respectively. The maximum swing angle at any point in the maneuver is

defined as βmax.

When a suspended load must be deposited in a specific location, the pilot may

compare the load’s current position to its desired position, and make control decisions

based on this difference. In other words, the pilot may use load position instead of

helicopter position in the outer-most control loop. To mimic this load-positioning

situation, a modification to the Simplified Pursuit model is defined in Figure 131. For

helicopter positioning in Figure 131(a), desired position is compared to the helicopter
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(a) Helicopter positioning (b) Load positioning

Figure 131: Outer-loop position control

position x, and the position error xe is used to specify a desired velocity. For load

positioning in Figure 131(b), desired position is instead compared to the load position

to form xe. Load position is given by

xload = x+ dS sin θ + ` sin β. (81)

To determine load-swing mode frequencies and damping ratios for different re-

sponse types, the response of each system to pilot stick input was linearized about

hover. The load-swing pole was then identified on a pole-zero plot (as shown in

Figure 125). The resulting swing modes are shown in Table 19.

For comparison, the common approximation for the load swing frequency is:

ωL =

√
g

`

(
1

1− LMR

)
=

√
9.81

1.2

(
1

1− 0.155

)
= 3.11 rad/s (82)

This gives an estimate that is within 8% of the true swing frequencies for any of

the response types. Input shapers can easily be designed to accommodate this error.

However, for the following sections, input shapers will be designed with the accurate

frequencies and damping ratios in Table 19.

Table 19: Load-swing modes for different response types

Response Type
Unaugmented Angular Rate Attitude Translational Rate

ωn (rad/s) 3.28 3.02 3.01 2.87
ζ 0.13 0.05 0.04 0.06
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Table 20: Input shapers applied to different response types

Input Vpartial Impulse Amplitudes Impulse Times

Shaper (%) (sec)

None N/A [1] [0]

ZV 0 [0.56 0.44] [0 1.05]

25 [0.70 0.30] [0 1.05]

SNA(0.5) 0 [0.81 -0.500 0.69] [0 0.43 0.82]

25 [0.87 -0.35 0.48] [0 0.43 0.82]

UMZV 0 [1 -1 1] [0 0.40 0.70]

25 [1 -0.70 0.70] [0 0.40 0.70]

ZVD 0 [0.32 0.49 0.19] [0 1.05 2.10]

25 [0.60 0.29 0.11] [0 1.05 2.10]

RM3 0 [0.85 0.38 -0.23] [0 1.12 2.01]

25 [0.91 0.23 -0.14] [0 1.12 2.01]

RM4 0 [0.92 0.18 -0.25 0.15] [0 1.09 2.16 3.05]

25 [0.96 0.08 -0.12 0.07] [0 1.09 2.16 3.05]

RM4D 0 [0.72 0.46 -0.33 0.15] [0 1.04 2.11 4.21]

25 [0.91 0.14 -0.10 0.05] [0 1.04 2.11 4.21]

RM5 0 [0.96 0.10 -0.12 0.17 -0.10] [0 1.09 2.13 3.20 4.10]

25 [0.99 0.03 -0.04 0.06 -0.03] [0 1.09 2.13 3.20 4.10]

RM5D 0 [0.72 0.51 -0.31 -0.05 0.14] [0 1.08 2.07 3.41 4.13]

25 [0.91 0.16 -0.10 -0.02 0.04] [0 1.08 2.07 3.41 4.13]

7.6.1 Input Shapers

Each response type in Figure 128 was tested with a variety of full and partial input

shapers shown in Table 20. The input shapers in are designed for a natural frequency

of 3.0 rad/s, and a damping ratio of 0.08. The input shapers used for each response

type will be similar to those in Table 20, but with slight changes due to the differing

swing frequency and damping ratio for each response type.

Table 20 lists the impulse amplitudes of each input shaper, and the respective time

locations of the impulses. The conventional and new input shapers are separated by

dashed lines. Partial versions of the input shapers in Table 20 allow 25% residual

vibration at the modeled frequency. The first impulse amplitude of these partial

input shapers gets larger and the other impulse amplitudes shrink. The impulse

times are unchanged. Allowing increasingly large amounts of vibration for any of
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the input shapers makes the first impulse amplitude approach 1, and makes later

impulses amplitudes approach zero, rendering their time locations unimportant. A

more thorough description of partial input shaping was given in Section 4.2.

Reports on helicopter pilot-induced oscillation have concluded that both flexibility

and time delays are undesirable [59, 66]. With input shaping, we are essentially

introducing small, strategic time delays to suppress highly detrimental flexibility.

Partial input shaping allows a compromise that suppresses only some of the vibration

while introducing smaller time delay effects than the original input shaper.

The next sections present results from simulated Depart/Abort maneuvers using

each of the response types in Figure 128. Input shapers from Table 20 are applied to

pilot commands. The pilot-like controller is not retuned after input shaping is added

to the control system. This means that any positive results of input shaping in the

following sections are achieved without requiring pilot adjustment or retraining.

7.6.2 Unaugmented Command

Figure 132 shows the control system for an Unaugmented Command response type.

The pilot’s stick input commands a rotor disk angle, αc. Input shaping is applied

to create the shaped command, α∗c . Table 21 shows the performance metrics for

Depart/Abort maneuvers with this control system.

The simulation duration was set to 120 seconds. If theli or tload is equal to 120, it
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Figure 132: Control system for Unaugmented Command
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Table 21: Depart/Abort maneuvers for Unaugmented Command

Input Vpartial Helicopter Positioning Load Positioning
Shaper (%) theli tload βmax theli tload βmax

None 13.52 14.89 13.46 120 120 134.45
ZV 0 28.82 28.87 9.44 120 120 1216.68

25 19.41 19.41 11.24 120 120 141.31
SNA(0.5) 0 N/A N/A

25 N/A N/A
UMZV 0 N/A N/A

25 N/A N/A
ZVD 0 N/A N/A

25 N/A 120 120 140.54
RM3 0 13.59 16.88 13.14 120 120 138.76

25 13.57 15.75 13.06 120 120 137.02
RM4 0 13.58 16.75 13.06 120 120 137.12

25 13.57 15.68 13.03 120 120 135.15
RM4D 0 13.66 20.04 13.29 120 120 1236.71

10 13.57 15.73 13.07 120 120 136.86
RM5 0 13.58 15.69 13.03 120 120 135.22

10 13.58 15.67 13.02 120 120 134.96
RM5D 0 13.64 21.04 13.31 120 120 871.10

10 13.57 16.84 13.12 120 120 139.02

means that a steady hover was not attained. In some cases, the helicopter and load

reached a stable limit cycle, and in other cases, the system was unstable. Unstable

cases are most easily identified by extremely large maximum swing angles (for exam-

ple, βmax = 134.45◦ for the unshaped case). For systems that reached a steady state,

the swing angle is usually less than 30◦. In other unstable cases, the simulation was

unable to finish because the program ran out of memory. These cases are labeled

N/A in Table 21.

None of the input shapers improved the load or helicopter settling times. In fact,

only the ZV and RM input shapers maintained a stable helicopter-positioning system.

These shapers slightly reduced the peak swing angle, but the load required longer to

settle. For load positioning, all cases were unstable, including the unshaped case.
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7.6.3 Angular Rate Command

Figure 133 shows the helicopter control system with an Angular Rate Command

response type. The human gives a pitch rate command, θ̇c, and the helicopter’s

automatic flight control system attempts to make the helicopter attain this pitch

rate. Input shaping is applied to θ̇c to create the shaped command θ̇∗c . Simulation

results are shown in Table 22.

For helicopter positioning, the 5-impulse RM shaper appeared to yield the best

performance, but it was not improved from the unshaped case for the chosen perfor-

mance metrics. Once again, allowing Vpartial = 25% was beneficial to performance for

all input shapers.

Load positioning did not converge under any input-shaping condition (including

no input shaping). This means that the helicopter pilot would need to modify his

or her control strategy if using only the load as the outer-loop reference position.

Retuning gains in the pilot model with input shaping included in the control system

may be able to improve performance with the input-shaped cases. However, the

next sections will show that other response types do perform well with input shaping

without any pilot adjustment.
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Figure 133: Control system for Angular Rate Command
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Table 22: Depart/Abort maneuvers for Angular Rate Command

Input Vpartial Helicopter Positioning Load Positioning
Shaper (%) theli tload βmax theli tload βmax

None 13.55 15.77 13.47 120 120 136.44
ZV 0 30.55 119.16 15.94 120 120 1213.78

25 15.09 19.56 14.15 120 120 509.55
SNA(0.5) 0 120 120 73.54 120 120 85.39

25 17.96 29.99 15.09 120 120 92.09
UMZV 0 120 120 67.44 120 120 97.02

25 15.49 24.58 14.46 120 120 95.7
ZVD 0 120 120 1613.98 120 120 6978.06

25 120 120 20.04 120 120 77.99
RM3 0 120 120 2994.06 120 120 1200.41

25 14.98 33.45 15.9 120 120 877.74
RM4 0 120 120 65.05 120 120 4428.65

25 13.45 23.09 14.11 120 120 1236.31
RM4D 0 120 120 3370.96 120 120 156.02

25 29.32 71.08 17.77 120 120 107.09
RM5 0 14.17 53.41 13.6 120 120 5140.96

25 13.62 19.32 13.54 120 120 151.36
RM5D 0 120 120 1558.46 120 120 134.98

25 25.49 58.23 17.38 120 120 103.02

7.6.4 Attitude Command

Figure 134 shows the helicopter control system with an Attitude Command response

type. The human gives a pitch angle command, θc, and the helicopter’s automatic

flight control system attempts to force the helicopter to this pitch angle. Input

shaping is applied to θc to create the input-shaped command, θ∗c . Simulation results

are shown in Table 23.

For helicopter positioning, both the SNA and UMZV input shapers with Vpartial =

25% reduced the peak load swing and load settling time relative to the unshaped case.

The RM4 input shaper with Vpartial = 25% also performed well. For all input shapers,

allowing Vpartial = 25% reduced the helicopter and load settling times.

For load positioning, only the ZVD input shaper with Vpartial = 25% case con-

verged to the target position. While it took over 30 seconds for the helicopter and
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Figure 134: Control system for Attitude Command

load to settle over the target, the maximum swing of βmax = 12.17◦ was very small,

indicating that the load swing was under control. Note that the unshaped case was

again unstable.

The addition of the partial-ZVD input shaper allowed the pilot to use the load

Table 23: Depart/Abort maneuvers for Attitude Command

Input Vpartial Helicopter Positioning Load Positioning
Shaper (%) theli tload βmax theli tload βmax

None 13.52 15.76 13.72 120 120 1319.42
ZV 0 24.74 28.29 13.11 120 120 38.74

25 15.09 17.01 12.9 120 120 18.49
SNA(0.5) 0 17.29 18.97 12.04 120 120 30.58

25 13.94 13.76 12.36 120 120 16.18
UMZV 0 15.4 18.45 11.46 120 120 15.47

25 13.89 13.68 12.06 120 120 14.09
ZVD 0 120 120 34.53 120 120 64.52

25 20.81 22.9 11.11 33.75 37.86 12.17
RM3 0 20.39 29.21 12.69 120 120 58.97

25 15.69 18.64 13.4 120 120 66.45
RM4 0 18.2 29.11 13.35 120 120 82.94

25 13.3 17.98 13.96 120 120 92.18
RM4D 0 120 120 53 120 120 99.06

25 21.93 29.76 13.12 120 120 56.47
RM5 0 15.53 28.17 15.11 120 120 98

25 15.25 17.65 14.47 120 120 155.97
RM5D 0 120 120 51.34 120 120 100.48

25 20.6 26.8 13.43 120 120 55.78
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as a position reference instead of the helicopter. This important result will be fur-

ther discussed in Section 7.6.7. Input shaping was more beneficial on the Attitude

Command response type than on the Angular Rate Command.

7.6.5 Translational Rate Command

Figure 135 shows the helicopter control system with a Translational Rate Command

response type. The human gives a longitudinal velocity command, ẋc, and the heli-

copter’s automatic flight control system drives the helicopter to this velocity. Input

shaping is applied to ẋc to yield the input-shaped command ẋ∗c . Simulation results

are shown in Table 24.

The first thing to notice about Table 24 is that the helicopter positioning was

stable for all of the tested input shapers. The SNA, UMZV, and RM4 input shapers

with Vpartial = 25% were able to reduce the settling times and load swing relative to

the unshaped case. Among the input shapers with Vpartial = 0, the RM3 shaper had

the fastest helicopter settling time, the RM4 shaper had the lowest load settling time,

and the UMZV shaper had the smallest maximum swing angle. Partial input shaping

again improved the helicopter and load settling times for all input shapers.

Load positioning was unstable without input shaping, and was stabilized by all

conventional input shapers except for the ZV shaper. The SNA and UMZV input
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Figure 135: Control system for Translational Rate Command response type
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Table 24: Depart/Abort maneuvers for Translational Rate Command

Input Vpartial Helicopter Positioning Load Positioning
Shaper (%) theli tload βmax theli tload βmax

None 13.52 14.89 13.46 120 120 134.9
ZV 0 28.82 28.87 9.44 120 120 57.26

25 19.41 19.41 11.24 120 120 115.53
SNA(0.5) 0 15.41 15.42 9.03 14.52 14.46 10.39

25 12.64 14.91 10.18 13.53 18.81 11.7
UMZV 0 15.14 15.22 8.82 14.25 14.12 10.27

25 11.91 14.77 10.02 13.43 22.34 11.62
ZVD 0 35.55 35.76 10.4 46.18 46.4 12.77

25 19.14 19.1 9.01 18.33 18.67 9.84
RM3 0 14.36 17.3 12.25 50.49 69.36 15.14

25 14.27 14.14 12.63 120 120 15.17
RM4 0 15.09 14.98 12.85 120 120 55.71

25 13.35 14.39 13.08 120 120 78.32
RM4D 0 28.55 32.33 12.66 120 120 44.31

25 16.11 16.05 12.39 17.24 120 15.41
RM5 0 16.15 16.03 12.95 120 120 75.2

25 15.42 15.43 13.3 120 120 108.19
RM5D 0 26.94 29.02 11.86 120 120 41.71

25 15.9 16.97 12.29 16.93 120 15.51

shapers yielded performance that was comparable to helicopter positioning. Interest-

ingly, the ZVD shaper performed poorly in its original form, but performed well when

Vpartial was increased to 25%. The RM shapers performed poorly for load positioning.

Input shaping was most beneficial for the Translational Rate Command. The

remaining sections will focus mainly on this response type.

7.6.6 Experimental Validation

Depart/Abort maneuvers were performed on the experimental helicopter with input

shaping applied to a Translational Rate Command response type. Due to the testbed’s

limited travel, move distances of 1.5 m and move times of 3 sec were used. The

same controller gains were used for the experimental control system, except for Kθ̇,

which was reduced by a factor of 3. Noise from differentiating the θ signal caused

unsteadiness and stability problems when the original gain was used. Figure 136
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shows experimental trials for helicopter positioning.

The two robust input shapers that performed poorly in simulation (ZVD and

RM4D) also performed poorly in this experiment, in that the helicopter overshot the

target location and ran into the bumpers at the end of the guide rails. All other input

shapers stayed well within the limits of the workspace. Most of the input shapers

reduced the amplitude of residual load swing at the final position. The partial RM4

and RM5 shapers created a helicopter response much like the unshaped response,

but the load responses were damped out more quickly. The SNA and UMZV shapers

changed the helicopter response somewhat, but eliminated the load swing very quickly.

For load positioning, only the SNA and UMZV input shapers were able to perform

the maneuver without hitting the end bumpers. Two trials with the SNA input

shaper are shown in Figure 137(a), and two trials with the UMZV shaper are shown

in Figure 137(b). Multiple trials are shown to demonstrate the system’s repeatability.

The SNA and UMZV responses are similar. The helicopter initially overshoots the

target position, but then settles to a steady-state position that is close to the desired

position. The steady-state error is not eliminated because the load is used for the

position reference instead of the helicopter, and the load position oscillates near the

desired position. Unlike in simulation, the experimental load swing does not vanish

over time, and reaches a low-amplitude steady-state oscillation.
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Hit Bumper

Hit Bumper

Desired position
Helicopter position
Load position

Figure 136: Experimental Depart/Abort maneuvers with input-shaped
Translational Rate Command and helicopter-positioning outer loop

167



Desired position
Helicopter position
Load position

(a) SNA input shaper (b) UMZV input shaper

Figure 137: Experimental Depart/Abort maneuvers with input-shaped
Translational Rate Command and load-positioning outer loop

7.6.7 Discussion

From these analyses, it appears that input shaping is best applied to either Attitude

Command or Translational Rate Command response types. This is a positive result

for input shaping because these are common response types on heavy lift helicopters.

The less augmented response types (Unaugmented and Angular Rate) were not even

investigated in several of the major studies of suspended load handling qualities [65,

33]. These studies assumed at least an Attitude Command response type.

One reason why input shaping may be most beneficial when applied to the outer

control loops is that the outer-loop translational dynamics are much slower (approx-

imately 3-times slower [31]) than inner-loop rotational dynamics. In other words,

the helicopter’s pitch rotation is on a faster time scale than its horizontal movement.

Because the input shaper applied to each loop was approximately the same, the same

time delays would be smaller relative to the slower outer-loop dynamics.
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Figure 138: Block diagram for load-positioning root loci

4-impulse RM input shaper seemed to be outstanding for helicopter positioning.

The SNA, UMZV, and robust input shapers with a large Vpartial worked well for load

positioning, and fairly well for helicopter positioning.

With a Translational Rate Command response type, input shapers (especially

SNA and UMZV) were able to stabilize the load-positioning system without modifying

any controller gains. Root locus diagrams will be used to investigate this result.

Figure 138 shows the system used for the root locus plots in Figures 139 and 140.

The input to this system is the pilot’s velocity command, ẋc, and the output is the

load position, xload. The root locus tracks the location of the system poles when load

position is fed-back, and gain Kx is applied to the error. The gain Kx is varied to

form the root locus.

A root locus of the unshaped case is shown in Figure 139. The load oscillation

mode quickly goes unstable. When the UMZV input shaper is added, the root locus in

Figure 140 results. Zeros are placed on top of the load-oscillation poles and prevents

them from moving into the right-half plane. On root locus diagrams, input shapers

inside a feedback loop add an infinite number of open-loop zeros and an infinite

number of open-loop poles at −∞ ± jω [34]. The two zeros closest to the real axis

are used to suppress the unwanted vibration.

Without input shaping, the system becomes unstable with an outer-loop gain of

Kx = 0.707. The UMZV input shaper increases this allowable gain to Kx = 3.675.
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Figure 139: Load positioning with Translational Rate Command
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Figure 140: Load positioning with UMZV-shaped Translational Rate Command

The Simplified-Pursuit tuning rules resulted in a value of Kx = 2.468. As predicted

from the root loci, this gain would drive the unshaped system unstable, but not the

UMZV-shaped system.
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7.6.8 Collocated and Non-Collocated Control

The preceding results showed that load positioning with a Translational Rate Com-

mand was originally unstable, and could be stabilized by applying an input shaper.

This same result was found in [34] when a trajectory-following experiment was per-

formed with a damped mass-spring-mass system. The problem was framed as a

collocated control vs. non-collocated control problem – positioning the larger mass

(equivalent to the helicopter) by controlling the larger mass is collocated control,

whereas positioning the smaller mass (equivalent to the suspended load) by control-

ling the larger mass is non-collocated. As noted in [34], researchers have begun adding

time delays to stabilize non-collocated control systems [48, 44, 97]. Input shapers are

a set of strategic time delays that target vibration at a chosen frequency.

Manual tracking results from Chapters 3 and 4 support the findings that input

shaping can improve the stability of non-collocated control systems. Many of the

manual tracking experiments used essentially a damped mass-spring-mass as the con-

trolled system, and found that input shaping improved the stability of non-collocated

control (controlling the load by moving the base), as quantified by phase margin.

Figure 141 compares the backdriven-translation model to a mass-spring-mass system

Equivalent damped
mass-spring-mass system

Controlled system for
tracking experiments

Figure 141: Backdriven-translation system from tracking experiments and
equivalent mass-spring-mass model from [34]
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similar to the one studied in [34]. The main difference between the two is that a

spring with stiffness k = mg
`

replaces the suspension cable.

7.6.9 Root Loci for Helicopter Positioning

Input shapers did not appear to be helpful for the Unaugmented and Angular Rate

Command response types in this particular experiment. This result can be explored

using root locus diagrams.

The system shown in Figure 142 is used to generate the root loci. The input to this

system is the pilot’s desired velocity, ẋc, and the output is the helicopter position, x.

The root locus tracks the location of the system poles when load position is fed-back,

and gain Kx is applied to the error. The gain Kx is varied to form the root locus.

The Kx value represents the pilot’s aggressiveness in converting a position error into

a command. For the horizontal-repositioning maneuvers in this section, this gain was

set to Kx = 2.468.

For input shaping different response types, one of the input shapers in Figure 142

is applied to the appropriate command. UMZV input shapers will be used for the

present analysis.

A root locus for position control of the unshaped helicopter is shown in Figure 143.

The rectangle shows a closeup view of the pole and zero near the imaginary axis.

There are two oscillatory modes near the imaginary axis – the helicopter mode and
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Figure 142: Block diagram for helicopter-positioning root loci
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Figure 143: Unshaped helicopter positioning

the load mode discussed in Section 7.3.4. The load mode crosses into the right-half

plane at a gain value of Kx = 6.68, and the helicopter mode crosses over at Kx = 8.14.

This system is stable for the controller gain of Kx = 2.468, but the load mode is very

lightly damped and problematic. The goal of applying input shaping is to place zeros

over the load-mode poles while maintaining desirable system dynamics.

When a UMZV input shaper is applied to the Unagumented command, the root

locus in Figure 144 results. A pair of zeros, colored in blue, are indeed placed over

the load-swing mode poles. However, additional poles and zeros also appear, and

one of the new poles is unstable for any value of Kx. This pole is near jω = −15.

The eigenvector corresponding to this pole has a large component in the helicopter’s

angular rate, indicating that the helicopter’s pitch rotation is most affected by this

instability.

A UMZV input shaper applied to the Angular Rate Command produces the root

locus in Figure 145. Once again, zeros are placed over the load-swing mode poles.

The load mode is no longer problematic, but the helicopter’s long term oscillatory
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Figure 144: Helicopter positioning with UMZV-shaped Unaugmented Command
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Figure 145: Helicopter positioning with UMZV-shaped Angular Rate Command

mode shifts closer to the imaginary axis, and a gain value of Kx = 1.76 makes this

mode unstable. The Simplified-Pursuit controller gain of Kx = 2.468 would be too

large, as confirmed from the results in Table 22.

Applying a UMZV input shaper to the Attitude Command produces the root
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Figure 146: Helicopter positioning with UMZV-shaped Attitude Command

locus in Figure 146. The load-swing mode poles are neutralized by the zeros of the

UMZV input shaper. The helicopter’s long-term oscillatory mode is again the first

to go unstable, but in this case, the gain value can be up to Kx = 4.05 before

instability results. The Simplified-Pursuit controller gain of Kx = 2.468 is well below

this threshold.

A UMZV input shaper applied to the Angular Rate Command produces the root

locus in Figure 147. The UMZV shaper places poles over the load-swing mode, and

the helicopter oscillatory mode is stable for much larger gain values than it was for the

Attitude Command response type. The short-term pitch mode and helicopter rigid-

body mode combine, and break away from the real axis to form an underdamped pair

of poles. These poles cross into the right-half plane at a gain value of Kx = 7.08. This

appears to be the most stable of the examined implementations of input shaping, and

the results in Table 24 showed that it also had the best performance for horizontal

repositioning maneuvers.

175



-10

-5

Re

Im

-15

-15 -10-20 -5 5

Figure 147: Helicopter positioning with UMZV-shaped Translational Rate
Command

7.7 Conclusions

An experimental testbed was constructed to investigate the dynamics and control of a

helicopter carrying a suspended load. A dynamic model of the planar helicopter was

presented and its parameter values were estimated with a grey-box system identifica-

tion program. The resulting dynamic model captured the most important dynamics

of the system and gave an adequate fit to the experimental data for the purposes of

controller design and testing. The simulation model was controlled by a human-like

feedback controller from the literature, and was scaled to the fast dynamics of the

model helicopter relative to a full-scale helicopter. The feedback controller was modi-

fied to simulate different helicopter responses to pilot input. Horizontal repositioning

maneuvers were simulated with input shaping applied to different response types.

It was shown that input shaping is effective when applied to a Translational Rate

Command response type, and to a lesser extent, an Attitude Command response type.

The addition of input shaping to the Translational Rate Command allowed the load
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position to be used as a position reference instead of the helicopter position. Without

input shaping, using the load position as a position reference resulted in an unstable

system. This is another example where input shaping greatly improved the position

control of a flexible element, as was found in the manual tracking experiments of

previous chapters.

The horizontal repositioning maneuvers were performed without adjusting any

gains after adding input shaping to the control system. It is likely that better perfor-

mance could have been attained with all input shaping cases if the controller gains

were retuned for each shaper. Indeed, it would be expected for real human pilots to

adjust their “gains” in mid flight to accommodate an input shaper because humans

are highly adaptable controllers and can reorganize and retune their control behavior

to fit a given system. However, this analysis showed that input shaping could improve

performance of certain response types even without pilot adjustment.
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CHAPTER VIII

OPTIMIZING INPUT SHAPER PARAMETERS USING

HUMAN-CONTROLLED-SYSTEM PERFORMANCE

Partial input shaping is a technique that increases the size of the first impulse of

any input shaper relative to later impulses. This technique gives all input shapers

a continuous degree of freedom. In Section 7.6, it was found that one value along

this continuum improved performance relative to either extreme (unshaped and fully

shaped). Section 8.1 studies the whole spectrum of possible input shapers using the

same horizontal repositioning maneuver from Chapter 7. SNA input shapers have a

second degree of freedom – amplitude of the negative impulse. Section 8.2 presents

a manual tracking experiment that searches for the negative amplitude of an SNA

shaper that yields the best tracking performance.

8.1 Partial Input Shaping Study using Horizontal Reposi-
tioning

In Section 7.6, it was found that applying partial input shaping with an allowable

vibration of Vpartial = 25% enabled the helicopter and load to settle over the target

position faster than original input shapers. It is likely that a value of Vpartial other

than 25% would enable even better performance. Recall that to form a partial input

shaper, an amount α is added to the first impulse, and the shaper is rescaled to

maintain a sum of 1. The α value determines the first-impulse weighting.

This section studies the whole spectrum between a standard input shaper and

no input shaper. The α value will be varied between 0 (fully shaped, allowing no
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residual vibration) and 10 (practically unshaped, allowing 100% vibration). Simulated

Depart/Abort maneuvers will be performed using either the helicopter position or the

load position as the outer-loop reference.

A Translational Rate Command response type will be used for all analyses in this

section. The performance metric will be settling time, tsett. This is defined as the

larger of the helicopter and load setting times:

tsett = max(theli, tload). (83)

Settling time indicates the time required for both the load and the helicopter positions

to stabilize over the target position.

8.1.1 Helicopter Positioning

Figure 148 shows how various input shapers behave when α is varied between 0 and

10. Recall from Section 4.2 that the amount α is added to the first impulse of the

input shaper, and then all amplitudes are rescaled to maintain a sum of 1. The curves

in Figure 148 have a stepped appearance because the load settling time depends on

ZV
UMZV
ZVD

(a) Conventional input shapers

RM3
RM4
RM4D
RM5
RM5D

(b) Reduced-modification input shapers

Figure 148: Settling time vs. α for helicopter positioning
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how fast the helicopter reaches the target position, as well as the phase of the swing

angle when the helicopter arrives. These two factors make tload vary cyclically.

The ZV and ZVD input shapers in Figure 148(a) have relatively long settling

times, and the times decrease as α is increased. The UMZV shaper produces a fast

settling time for any value of α, and appears to reach a minimum at around α = 1.

Results for the RM shapers are shown in Figure 148(b). The robust 4- and 5-

impulse shapers behave much like the ZVD shaper. They have a large settling time

until the α value is increased to around 1. From that point on, the input shapers

converge toward the same value because they all approach the unshaped case. The

RM3 and RM4 shapers have regions where the settling time is very small.

Because the SNA input shaper has two degrees of freedom when α, the amount

added to the first impulse, is included, a settling-time surface is shown in Figure 149

instead of a curve. This surface can be used to pinpoint the ideal values of both b

and α. The height of the surface in Figure 149 gives the settling time, the front-left

axis shows a range of α values, and the front-right axis shows a range of b values.

Note that the upper-left edge of the plot is essentially unshaped, the front corner is

a UMZV shaper, and the right corner is a ZV shaper.

Negativ
e Amplitude, b

α Value

Figure 149: Settling time for helicopter control with SNA input shaper
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The surface reaches a minimum when b = 1 and α = 0.89. The settling time for

this case is tsett = 14.64 sec. The input shaper that produces this minimum is:Ai
ti


SNAheli

=

1 −0.529 0.529

0 0.404 0.732

 . (84)

Approximately 43.9% vibration is allowed by this input shaper, which is much higher

than the 25% tested in the previous chapter.

8.1.2 Load Positioning

Settling-time curves for positioning the load are given in Figure 150. Not all input

shapers are shown because only some of the input shapers produced a system that

was stable and converged to the target location. The settling time with all input

shapers increases out of the plot window when α is increased to around 1. This is the

point at which the input shapers become too much like the unshaped command, and

the ability of the system to converge to the target position is lost.

The UMZV input shaper produced a quickly settling system for α values below

0.3. An unexpected result was that the ZVD input shaper has a region of very fast

settling time around α = 0.7. This partial-ZVD input shaper is given by:Ai
ti


ZV D(α=0.7)

=

0.588 0.291 0.121

0 1.097 2.193

 . (85)

RM3
RM4D
RM5D
UMZV
ZVD

Figure 150: Settling time vs. α for load positioning
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Figure 151: Settling time for load control with SNA input shaper

This input shaper allows 28% residual vibration at the modeled frequency. When α

was increased to around 0.8, the system performance dropped steeply.

The SNA input shaper α-b surface for controlling the load position is given in

Figure 151. As the α value increases toward the upper left of the plot, the settling

time suddenly increases to over 120 seconds for any value of b. Again, when α is

large, the input shaped command becomes too much like the unshaped command,

and the load-positioning system becomes unstable. The surface reached a minimum

where b = 1, α = 0.22, and tsett = 13.70 sec. The input shaper that produced this

minimum was: Ai
ti


SNAload

=

1 −0.820 0.820

0 0.404 0.732

 , (86)

Residual vibration of approximately 16.3% was allowed by this input shaper. It

makes intuitive sense that the input shaper in (86), which is best for load control,

allowed less vibration than the input shaper in (84), which is best for helicopter

control. Manual tracking experiments, and now simulated horizontal repositioning

maneuvers, have demonstrated that an unshaped command tends to be better for

controlling the driven base, and an input-shaped command tends to be better for

controlling the flexible element.
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8.1.3 Discussion

For the analyses in this section, input shapers yielded the best performance when at

least some vibration was allowed (α > 0). Partial input shaping proved to be a useful

technique for this task.

The RM input shapers were good for helicopter positioning in Figure 148, but

very poor for load positioning as shown in Figure 150. Recall, the Shaper-Validation

experiment in Chapter 4 indicated that the RM shapers were poor at reducing load

swing when the operators were not concentrating on the load.

The UMZV and SNA input shaper have consistently shown the best performance

for controlling the load position, and fairly good performance for controlling the

helicopter position while keeping the load swing to a minimum. With this in mind,

the following recommendations can be made for researchers seeking to add input

shaping to a human-piloted helicopter control system:

• Input shaping will likely be most effective when applied to Attitude or Trans-

lational Rate commands.

• If a continuous input device (such as a dial) for adjusting the input shaper is

available to the pilot, then a UMZV input shaper with dial-controlled partial

input shaping should be implemented. If the pilot must apply input shaping

with a discrete on/off switch, then an SNA input shaper may be the best option.

8.2 Tracking Study # 6: Golden-Search Experiment

In many cases, the machine dynamics in a human-machine system can be well-

characterized by a transfer function. Human control behavior, on the other hand,

is more difficult to quantify. The human reorganizes and refines his or her control

behavior depending on the machine configuration, the task, and the operating condi-

tions. Therefore, the human is difficult to model with a transfer function.
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Manually controlled machines may include additional control systems, such as

feedback controllers, feedforward controllers, and command shapers. These elements

attempt to improve stability and performance of the human-machine system. It is

often difficult to choose the optimal values for these control system parameters with

a human “in the loop.” Adaptability of the human operator is a double-edged sword:

the human may be able to attain comparable performance with a wide variety of

parameter values (sometimes at the expense of high mental workload), but unfortu-

nately this same variability makes it difficult to calculate the best control parameter

values analytically.

Instead of trying to quantitatively model the human operator, this section pro-

poses that the combined human-machine system can be tested experimentally to find

the best value for a control parameter. An experimental task can be used to assess

performance of the system for a given control parameter value, and an optimization

routine can be used to strategically choose new parameter values to test based on

previous values.

This overall construct is not new. Previous studies have used humans as partic-

ipants in optimization loops. One notable example is a technique called Interactive

Evolutionary Computation (IEC) [91]. This technique uses a human to assign a nu-

merical rating to the system being optimized, and an evolutionary algorithm (such as

a genetic algorithm) is used to generate new variations of the system. This technique

has been used to design and evaluate sounds, animations, and artwork, where spec-

ifying an explicit cost function would be nearly impossible due to the large number

of variables involved.

In contrast, this section investigates one-dimensional optimization. As shown in

Figure 152, the independent variable is a parameter value in the control system, and

the dependent variable is a quantitative measure of performance. The goal is to

“optimize” performance of the human-machine system with respect to one of the
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Figure 152: Optimization using a human-machine performance

control parameters.

The rest of this section focuses on a specific application of the concept. The

human-machine system is a simulated overhead crane with continuous motor control

and a joystick input device. The controller parameter being optimized is the negative

impulse in a specified-negative-amplitude (SNA) input shaper [81] that is used to

reduce oscillation of the crane payload. A manual tracking task with a sum-of-sines

reference signal is used to test performance of the human-machine system. A golden-

section search is used to optimize the input-shaper parameter value.

The design task is to choose the b value in the range of −1 ≤ b ≤ 0 that yields the

best performance for the manually controlled crane. It is likely that the best value

will vary from operator to operator.

8.2.1 Optimization Method

One strategy for choosing test values of b is to use evenly spaced points over the whole

parameter range. However, this strategy does not use any knowledge of previous

results, so many parameter values that could be ruled out by past trends might

needlessly be tested. Extra trials may overwork the human operator being tested.

Studies have shown that operator fatigue is an important factor which can affect

experimental outcomes [104]. Instead, an optimization algorithm could be used to

choose b values in a systematic way, thereby reducing the required number of trials.

There are many kinds of one-dimensional optimization algorithms that could be

used to choose b values. The one that will be used in this study is the golden-section

search [15] illustrated in Figure 153. This search is only guaranteed to converge to
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Figure 153: Golden-section search method

the maximum value if the function is unimodal, meaning that the function has only

one global maximum in the region of interest, and no other local maxima. If the

experimentally determined function has many peaks, or has so much experimental

variability that the shape of the function is difficult to determine, then it may be

advisable to try a different optimization method or change the experimental approach.

The golden-section search method is illustrated in Figure 153. In Figure 153(a),

four initial points are tested, including the low (x1) and high (x4) parameter end-

points. Two internal points (x2 and x3) are also tested. Their locations are deter-

mined by using the golden ratio, which gives the technique its name. Points x2 and

x3 are chosen such that x3−x1
x2−x1 = 1.618 and x4−x2

x4−x3 = 1.618.

In Figure 153(a), f3 is larger than f2. This means that the maximum value for

f(x) cannot be to the left of x2, so the search region is reduced to the interval between

x2 and x4, as shown in Figure 153(b). The next test point is chosen such that the

ratios of distances between points in the new bracket is the same as the ratios in the

old bracket. This allows previously tested points to be used in the new bracket. The

same process is followed for each step of the search algorithm; intervals that cannot

contain the maximum value are removed from the search.
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Figure 154: Experimental setup for Golden-Search experiment

8.2.2 Participants & Procedure

The experimental setup is shown in Figure 154. Four novice human operators were

tested for this study. Each human operator was shown a pursuit display, and used

a Thrustmaster T16000 spring-centered joystick to control the cursor. The operator

controlled a simulated crane shown in Figure 155. During tracking tasks, only the

area inside the lower rectangle in Figure 155 was displayed to the human operator.

Unlike in previous tracking studies, the suspension cable was visible to the operator.

The rectangle spanned approximately 10◦ of the operator’s visual field. Table 25

shows the sum-of-sines forcing function used to drive the target position.

For the crane dynamics, the model given in Figure 156 was used with the following

Figure 155: Ground-fixed display for Golden-Search experiment
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Table 25: Forcing function for Golden-Search experiment

Wave Number, i Frequency, ωi Amplitude, Bi

(rad/s) (◦ visual angle)

1 3.456 0.200

2 2.073 0.272

3 1.194 0.349

4 0.691 0.426

5 0.314 0.536

6 0.188 0.607

7 0.031 8.583

Load-Swing
Dynamics

Base
Dynamics

Figure 156: Dynamic model of crane

parameter values: ωn = 1.269 rad/sec, τ = 0.5 sec, and ζ = 0. These values simulate

an overhead crane with a 20-foot load-suspension cable. The value of gain K was

chosen to allow the crane’s maximum velocity to match the maximum velocity of the

reference input using reasonable joystick deflections.

After each tracking task, performance was quantified by the inverse of the root-

mean-squared (RMS) tracking error:

P =
1

eRMS

=
1√

1
T

∫ T
0
e2(t)dt

, (87)

where T is the duration of the tracking task, and e(t) is the error between the target

and payload. Low overall error results in high performance values.

In preliminary manual tracking tests, it was found that the RMS error usually

converged to a steady value within 75 seconds. Thus, a trial duration of 75 sec

was chosen. It was also found that testing the same b value multiple times yielded

slightly different performance values. To reduce the effect of this experimental noise,
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Figure 157: Optimization procedure

performance was characterized by the average of 2 consecutive trials with the same

b value. Two practice trials were performed before the real experiment. Including

the practice trials, a total of 18 trials were performed by each human operator. Each

experiment lasted approximately 40 minutes.

Figure 157 shows an overview of the optimization procedure. The golden-section

search picks new values for b. The tracking task described above is used to assign

a performance value to the chosen b value. The optimization loop can be stopped

either when a certain number of b values have been tested, or when the performance

improvement for successive b values is lower than a specified threshold value.

8.2.3 Results

Figure 158 shows the experimental results. The markers show the average of the

two trials at each value of b. Lines between markers are added to improve readabil-

ity. As expected, different operators showed different levels of performance, and the

optimization converged to different amplitudes of b.

Operators 1 and 2 performed similarly, and converged to a relatively low amplitude

of b. This means that they performed best with an input shaper that resembles the 2-

impulse ZV shaper. Operator 3 converged to approximately |b| = 0.6, and Operator 4

converged to |b| = 0.9.
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Figure 158: Tracking error results of Golden-Search experiment

For each operator, there were regions with low overall performance (for example,

0 ≤ |b| ≤ 0.4 for Operator 4). The golden-section search quickly stopped testing

points in these regions, and focused on the regions of high performance.

8.2.4 Discussion

An important assumption in this operator experiment was that operator performance

was unimodal. From Figure 158, the performance curves appear roughly unimodal.

However, this could be due partly to learning effects: later trials tend to have higher

performance because operator skill improves. In other words, the later trials may

have had better performance partly because they converged to a better value of b,

and partly because the operator was getting better at the task.

The size of this effect was not measured. The effect could have been reduced

by including more practice trials, and only starting real trials after performance had

reached a constant level. It is also possible that this learning effect was partially offset

by operator fatigue, which decreases performance, and becomes more problematic for

later trials.

It would also be interesting to perform a parameter sweep method, where evenly
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spaced points along the parameter range are tested, and to compare results to the

optimization method presented in this section. Another follow-up experiment could

optimize other input-shaper parameters, such as the Vpartial for a partial input shaper.

8.3 Conclusions

Settling time during a simulated Depart/Abort maneuver with a Translation Rate

Command response type was plotted as a function of α, the amount added to the

first impulse of an input shaper to form a partial shaper. When the virtual pilot

focused on positioning the helicopter, robust input shapers produced long settling

times for small values of α. The RM input shapers yielded good performance, as did

the SNA and UMZV input shapers. When the virtual pilot attempted to position the

load, the UMZV input shaper yielded the shortest settling time. Two-dimensional

surfaces showed the settling time produced by different forms of an SNA shaper, and

the forms that produced the minimum settling time for helicopter positioning and

load positioning were identified. The best input shaper for helicopter positioning

allowed more residual vibration than the best shaper for load positioning.

An operator experiment searched for the best negative impulse amplitude in an

input shaper used to control a simulated crane. An optimization routine was used to

reduce the required number of trials. Experimental results showed that the method

focused on an optimal range for the parameter value, and this range varied between

operators. Future work could examine the effects of operator learning and operator

fatigue on experimental results. It would also be interesting to perform a parametric-

sweep method (where evenly spaced points along the parameter range are tested in

random order), and compare results to the optimization-based method.
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CHAPTER IX

CLOSING

This chapter summarizes the methods, findings, and contributions of this thesis, and

proposes directions for future research.

9.1 Dissertation Summary & Contributions

This thesis has worked toward understanding and improving the control performance

of human-machine systems with flexibility, with a focus on human-piloted helicopters

carrying suspended loads. The investigation was conducted with two complementary

approaches: human-in-the-loop tracking tasks, and horizontal maneuvers on small-

scale helicopter testbeds. Both of these approaches were used to investigate how

input shaping affected control over the flexible element (suspended load) and the

driven base (helicopter).

Using human operator studies, it was first confirmed that a relatively low-frequency

flexible mode is more detrimental to tracking performance than a high-frequency flex-

ible mode. It was then shown that when humans control the position of a flexible

element, conventional input shapers greatly improve tracking performance, subjec-

tive difficulty, and resemblance of the human-machine system’s control behavior to

McRuer’s important Crossover model. When operators control a driven base (to

which the flexible element is attached), input shaping tends to degrade tracking per-

formance and increase subjective difficulty. However, vibration of the flexible element

attached to the base is reduced, especially by SNA and UMZV input shapers.

To allow more flexibility in addressing this tradeoff between control of the flexible
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and driven elements, a method for adjusting the vibration-limiting aggressiveness of

any input shaper was presented. These “partial” input shapers do not eliminate all

vibration, but modify the original command less than full input shapers. In addition,

a new class of input shapers was specifically designed to reduce modification of the

original command. These reduced modification (RM) input shapers are only useful

on systems that are not driven near their performance limits, as they briefly require

over 100% of the original commanded effort.

An operator study showed that the RM input shapers improve control of the

driven base compared to traditional input shapers, but do not improve control of

the flexible element as much. The best input shapers for controlling the flexible

element were the SNA and UMZV shapers. They produced large improvements in the

human-machine system’s tracking performance, subjective difficulty, phase margin,

and fit to the Crossover model. For all tracking experiments, a strong correlation was

found between log-transformed tracking error and median subjective rating. There

were also significant correlations between tracking performance (both qualitative and

quantitative) and control behavior (parameters from the Crossover model fit). Results

in this thesis support the usefulness of the Crossover model as a descriptor of the

human-machine system’s behavior and a predictor of its tracking performance.

Two operator studies were used to investigate manual tracking with communica-

tion delays and nontraditional input devices. It was found that the benefit of input

shaping for controlling a flexible element was somewhat decreased as the time delay

was increased, but the tracking performance was still improved up to the maximum

tested delay of 1 second. A separate operator study compared a traditional joystick

to 3 different touchscreen interfaces. Performance was best with the joystick, but

a touchscreen interface with two buttons and discrete on/off commands was a rea-

sonable alternative. The use of discrete input should be considered by designers of

remotely operated human-controlled systems.

193



Next, initial investigations of horizontal maneuvers with and without input shap-

ing were conducted on a free-flying micro coaxial helicopter. Simple translational

dynamic models of the helicopter were formed, and they were used to show that in-

put shaping reduces load settling time after a lateral repositioning maneuver. It was

also found that input shapers are more sensitive to modeling error in the modeled

oscillatory frequency than in the damping ratio.

Second, a novel testbed was designed to constrain the helicopter and load to

move in a vertical plane. A dynamic model was formed, and position control was

achieved with a multi-loop feedback controller that mimics a human pilot. Several

implementations of input shaping were tested. It was found that input shaping yields

the greatest performance improvements when applied to Attitude Command and

Translational Rate Command response types. These are common response types

which have been the focus of several reports on externally loaded helicopters.

For horizontal repositioning maneuvers with a Translation Rate Command re-

sponse type, the SNA and UMZV input shapers produced the largest performance

improvements. Helicopter settling time, load settling time, and peak load swing were

all reduced from the unshaped case. Furthermore, partially shaped versions of the

SNA and UMZV input shapers resulted in even greater improvements, demonstrat-

ing the potential usefulness of partial input shaping on flexible systems controlled by

humans, or human-like feedback controllers.

When the same controller was used to position the load instead of the helicopter,

the system was unstable without input shaping. Several of the conventional input

shapers were able to stabilize the system, and the UMZV and SNA input shapers

yielded performance that almost equaled the helicopter-positioning performance. This

improvement was accomplished without modifying any gains in the pilot-like feedback

controller, indicating that human pilots would not need to adjust their control be-

havior in order to benefit.
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In summary, the following contributions were made:

• A thorough study of conventional input shapers for manual control of systems

with a lightly damped flexible mode (Chapters 3, 4, and 5)

• The finding that when humans control a low-frequency, lightly damped flexible

element, the addition of input shaping allows the system to be well-characterized

by the Crossover model (Chapters 3, 4, and 5).

• Novel input shapers designed to maximize human-controlled-system perfor-

mance while controlling a driven base (Chapters 4 and 8).

• A method for continuously varying the vibration-limiting aggressiveness of any

input shaper between unshaped and fully shaped (Chapter 4).

• A testbed and simulation model for studying the near-hover dynamics of a

helicopter with a suspended load (Chapter 7).

• A study of the effectiveness of different implementations of input shaping for

horizontal repositioning maneuvers (Chapter 7), including the result that con-

ventional input shapers stabilize a system that uses load position as the outer-

loop reference instead of helicopter position.

9.2 Future Work

The research presented in this thesis can be extended in many different directions.

While this work only considered single modes, many real-world systems include two

or more flexible modes. Operator studies on overhead cranes have shown that these

systems tend to be more difficult for humans to control than systems with a single

mode [46]. Input shaping has the potential to greatly improve manual tracking when

multiple oscillatory modes are present.
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Initial results with partial input shapers (presented in Chapters 4, 7 and 8) were

encouraging. Future work could investigate alternative algorithms to convert a stan-

dard input shaper into a partial input shaper. Additionally, operator tests on cranes

and other types of human-controlled machines could further tests how partial input

shapers perform relative to standard shapers.

Manual tracking studies in this thesis used only novice operators. The main goal

was to assess the inherent difficulty of a given tracking situation for a generic, non-

specialized human controller. Future tracking studies with input shaping could be

conducted with expert human controllers, such as professional helicopter pilots or

crane operators, to quantify the differences in performance from novice operators,

and to ensure that the same beneficial effects of input shaping found with novice

operators also occur with skilled operators.

Different control systems and a larger variety of load weights and cable lengths

could be tested on the planar small-scale helicopter testbed. Previous studies have

found that a helicopter’s roll dynamics are more negatively affected by a heavy sus-

pended load than its pitch dynamics [33]. This is because the helicopter’s angular

moment of inertia is generally much smaller about the roll axis. To study the roll

dynamics, the planar helicopter testbed could be redesigned to move laterally instead

of longitudinally.

This thesis investigated several implementations of input shaping on just one type

of multi-loop feedback controller; countless other control schemes exist for helicopter

systems. The effectiveness of input-shaping implementations on other control systems

should be explored. Additionally, future work could investigate the combination of

input shaping and load-state feedback control [36]. This combination has already

been applied to overhead cranes and has yielded gains in positioning accuracy and

swing reduction [90]. By leveraging the advantages of both approaches, a control

system that outperforms either approach alone can be produced.
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APPENDIX A

LOAD-MASS RATIO PARAMETER STUDY

A.1 Helicopter-Load Dynamics

A load mass ratio of 0.155 was used for results in the body of the thesis. This was the

heaviest load that could reasonably be carried by the experimental helicopter system.

On full-scale helicopters, heavier loads resulting in load-mass ratios of 0.25 and 0.33

are often encountered. A load-mass ratio of 0.5 is considered extremely high.

This appendix contains many of the same analyses presented in Chapters 7 and

8, but with different load weights. Table 26 gives controller gains that were attained

using the Simplified Pursuit tuning methods presented in Section 7.4. Note that the

change in gain from one load mass ratio to another is not always predictable. The

most consistent trend appears to be a decrease in the Kθ̇ gain. This gain decreases

as the load weight is increased.

Table 27 gives the frequency and damping ratio of the load swing mode for a

variety of load mass ratios and response types. Parameters in the first 5 rows were

computed by linearizing the helicopter and control system about hover and identifying

the load swing mode on a pole-zero plot.

As the load weight increases, the swing frequency and damping generally increase.

Table 26: Controller gains for different load weights

Load-Mass Ratio
0 0.155 0.25 0.33 0.5

Kθ̇ 1.6712 1.6528 1.6282 1.5909 1.3318
Kθ 3.5649 4.0039 5.0185 5.0608 4.5964
Kẋ 0.7893 0.3945 0.2553 0.2667 0.4094
Kx 1.5068 1.8051 2.0957 1.9369 1.4835
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Table 27: Load swing mode for different response types (ωn; ζ)

Load-Mass Ratio
0 0.155 0.25 0.33 0.5

α response 2.86; 0.00 3.28; 0.13 3.82; 0.17 4.35; 0.18 5.70; 0.16

θ̇ response 2.86; 0.00 3.02; 0.05 3.17; 0.10 3.35; 0.13 4.00; 0.24
θ response 2.86; 0.00 3.01; 0.04 3.14; 0.07 3.27; 0.10 3.64; 0.17
ẋ response 2.86; 0.00 2.87; 0.06 2.95; 0.11 2.93; 0.15 2.69; 0.17
x response 2.86; 0.00 2.79; 0.09 2.84; 0.20 2.62; 0.24 2.44; 0.15
Predicted 2.86; N/A 3.11; N/A 3.30; N/A 3.49; N/A 4.04; N/A

This is most true for the bare-airframe response to α input, shown in the top row of

Table 27. The predicted swing mode frequency was obtained using the formula:

ωL =

√
g

`

(
1

1− LMR

)
(88)

where g is gravitational acceleration, and ` is the suspension cable length. The

damping ratio is not addressed by this approximation, which is why the value of the

damping ratio in the bottom row of Table 27 is not applicable (N/A). From flight

tests, it has been found that the damping during low-speed flight ranges from around

0.1 to 0.3 [65].

The predicted load swing frequency is generally similar to the frequencies with

Angular Rate Command (θ̇) and Attitude Command (θ) response types. The swing

frequency with a Translational Rate Command (ẋ) response type is lower than the

predicted frequency, except in the unloaded case (LMR = 0).

Figure 159 gives the helicopter’s horizontal velocity response (ẋ) to control inputs

(δ) when an Attitude Command response type is implemented. Frequency responses

for load mass ratios of 0, 0.155, 0.25, 0.33, and 0.5 are shown. The unloaded helicopter

has fairly smooth magnitude and phase curves. The addition of a suspended load

creates a notch in the magnitude curve, which results in two crossover frequencies.

The phase curve is distorted near the same frequency as the notch in the magnitude

curve. These features become more pronounced as the load weight increases.
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Figure 159: Translational rate bandwidth with Attitude Command response type

Figure 159 closely resembles the Figure E-2 in [33], which displays the same fre-

quency response for a Boeing Chinook helicopter with a variety of load weights. The

main difference between the plots is that the load effects happen at a higher fre-

quency on the small-scale helicopter in the testbed. It is on a faster time scale than

the full-scale helicopter.

A.2 SNA Surfaces for Depart/Abort Maneuvers

The Depart/Abort maneuvers described in Section 7.6 were performed with the same

input shapers, response type, and move distance, but with several heavier loads. The

surface plots in Figure 160 show the setting time yielded by different α and b values

of an SNA input shaper, for a helicopter-positioning task. In each plot, there is a
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groove, or valley, in the surface that yields the smallest settling times. As the load

weight increases, the valley shifts to the right, which corresponds to a smaller α value,

and toward a greater amount of input shaping. As the load gets heavier, its effect on

the helicopter gets stronger, and swing gets more problematic. Therefore, suppressing

the load swing becomes more beneficial.

For helicopter positioning, the following input shapers yielded the smallest settling

times for the 0.25, 0.33, and 0.50 load-mass ratios, respectively:Ai
ti


LMR=0.25

=

0.8934 −0.1549 0.2616

0 0.4690 0.8902

 (89)

Ai
ti


LMR=0.33

=

0.8753 −0.1586 0.2833

0 0.4944 0.9195

 (90)

Ai
ti


LMR=0.50

=

0.8132 −0.1899 0.3768

0 0.5589 1.028

 (91)
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Figure 160: Settling time vs. α for helicopter positioning with different load
weights
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Surface plots for load positioning are shown in Figure 161. In the upper left

of each plot, there is a region of settling times over 20 seconds. As the load-mass

ratio increases from 0.25 in Figure 161(a) to 0.5 in Figure 161(c), this region shifts

rightward. The other prominent feature is a plateau of higher settling times in the

right corner of Figure 161(a) and 161(b), where the input shaper resembles a ZV

shaper. This plateau disappears in Figure 161(c).

The smallest settling times for load positioning were yielded by the following three

input shapers: Ai
ti


LMR=0.25

=

1.0000 −0.6567 0.6567

0 0.4174 0.7240

 (92)

Ai
ti


LMR=0.33

=

1.0000 −0.6567 0.6567

0 0.4488 0.7337

 (93)

Ai
ti


LMR=0.50

=

0.9098 −0.3799 0.4701

0 0.4956 0.9215

 (94)
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Figure 161: Settling time vs. α for load positioning with different load weights
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APPENDIX B

COMPUTER PROGRAMS

B.1 MATLAB Program for Generating a Sum-of-Sines Forc-
ing Function

function [phiVec, sineMat, cosMat, targetVec] = ...

MakeForcingFunction(ampVec, freqVec, timeVec, velBounds, accelBounds)

%=======================================================================%

% INPUTS:

% ampVec = amplitude of each sine wave

% freqVec = frequency (in rad/sec) of each sine wave

% timeVec = vector of time instants (frames) for forcing function

% velBounds = lower and upper bounds on target velocity

% accelBounds = lower and upper bounds on target acceleration

% OUTPUTS:

% phiVec = vector of phase values for each sine wave

% sineMat = matrix of sine waves at instants in timeVec

% cosMat = matrix of cosine waves at instants in timeVec

% targetVec = target trajectory at instants in timeVec

%=======================================================================%

% Re-seed random number generator

rng shuffle

% Find number of sine waves and time frames

numSines = length(freqVec);

numTimes = length(timeVec);

dt = timeVec(2)-timeVec(1); % Time per frame

% Initialize numbers and arrays

sineMat = zeros(numSines, numTimes);

cosMat = zeros(numSines, numTimes);

velAverage = 0;

accelAverage = 0;

% Keep generating target trajectories until one is within bounds

while (velAverage > velBounds(2)) || ...

(velAverage < velBounds(1)) || ...

(accelAverage > accelBounds(2)) || ...

(accelAverage < accelBounds(1))

% Generate random phase values
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phiVec = 2*pi*rand(numSines,1);

% Calculate sine and cosine time histories

for i = 1:numSines

sineMat(i,:) = ampVec(i)*sin(freqVec(i)*timeVec + phiVec(i));

cosMat(i,:) = ampVec(i)*cos(freqVec(i)*timeVec + phiVec(i));

end

% Find target trajectory, average velocity and acceleration

targetVec = sum(sineMat, 1);

targetVel = (targetVec(2:end) - targetVec(1:end-1))/dt;

targetAccel = (targetVel(2:end) - targetVel(1:end-1))/dt;

velAverage = mean(abs(targetVel));

accelAverage = mean(abs(targetAccel));

end

end

B.2 MATLAB Program for Calculating Input-Shaper Char-
acteristics

function [charOut] = InputShaperCharacteristic(inputShaper, charName)

%=======================================================================%

% INPUTS:

% inputShaper = row vector of impulse amplitudes, then times

% charName = code name of characteristic

% OUTPUTS:

% charOut = value of chosen characteristic for input shaper

% DEMO FUNCTION CALL:

% [mychar] = InputShaperCharacteristic([0.5, 0.5, 0, 1.5], ’inte2’)

%=======================================================================%

% Unpack shaper amplitudes and times

n = round(length(inputShaper)/2); % number of shaper impulses

A = inputShaper(1:n); % shaper impulse amplitudes

t = inputShaper(n+1:2*n); % shaper impulse times

E = 1-cumsum(A); % impulse differences from step

% Calculate characteristic value

if strcmp(costName, ’tn’)

costOut = t(n);

elseif strcmp(costName, ’maxAbsE’)

costOut = max(abs(E));

elseif strcmp(costName, ’sumA’)

costOut = sum(A);

elseif strcmp(costName, ’sumE’)

costOut = sum(E);
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elseif strcmp(costName, ’sumAbsE’)

costOut = sum(abs(E));

elseif strcmp(costName, ’sumA2’)

costOut = sum(A.^2);

elseif strcmp(costName, ’sumAbsA’)

costOut = sum(abs(A));

elseif strcmp(costName, ’sumAt’)

costOut = sum(A.*t);

elseif strcmp(costName, ’sumAbsAt’)

costOut = sum(abs(A).*t);

elseif strcmp(costName, ’sumA2t’)

costOut = sum(A.^2.*t);

elseif strcmp(costName, ’sumEt’)

costOut = sum(E.*t);

elseif strcmp(costName, ’sumE2t’)

costOut = sum(E.^2.*t);

elseif strcmp(costName, ’sumEt2’)

costOut = sum(E.*t.^2);

elseif strcmp(costName, ’sumAt2’)

costOut = sum(A.*t.^2);

elseif strcmp(costName, ’sumAbsAt2’)

costOut = sum(abs(A).*t.^2);

elseif strcmp(costName, ’sumA2t2’)

costOut = sum(A.^2.*t.^2);

elseif strcmp(costName, ’sumAt_sumA’)

costOut = sum(A.*t)/sum(A);

elseif strcmp(costName, ’sumAbsAt_sumAbsA’)

costOut = sum(abs(A).*t)/sum(abs(A));

elseif strcmp(costName, ’sumAbsEt’)

costOut = sum(abs(E).*t);

elseif strcmp(costName, ’sumE2’)

costOut = sum(E.^2);

elseif strcmp(costName, ’sumA2’)

costOut = sum(A.^2);

elseif strcmp(costName, ’sumAbsEt2’)

costOut = sum(abs(E).*t.^2);

elseif strcmp(costName, ’sumE2t2’)

costOut = sum(E.^2.*t.^2);

% Characteristic requires integration

elseif strcmp(costName, ’intAbse’) || strcmp(costName, ’inte’) ...

|| strcmp(costName, ’intet’) || strcmp(costName, ’inte2’) ...

|| strcmp(costName, ’intAbset’) || strcmp(costName, ’inte2t’) ...

|| strcmp(costName, ’intAbset2’) || strcmp(costName, ’intet2’) ...

|| strcmp(costName, ’inte2t2’)

costOut = 0;

for u = 1:n-1
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timeFrame = t(u+1)-t(u);

if strcmp(costName, ’intAbse’)

costOut = costOut + timeFrame*abs(E(u));

elseif strcmp(costName, ’inte’)

costOut = costOut + timeFrame*E(u);

elseif strcmp(costName, ’intet’)

costOut = costOut + 0.5*E(u)*(t(u+1)^2 - t(u)^2);

elseif strcmp(costName, ’inte2’)

costOut = costOut + timeFrame*E(u)^2;

elseif strcmp(costName, ’intAbset’)

costOut = costOut + 0.5*abs(E(u))*(t(u+1)^2 - t(u)^2);

elseif strcmp(costName, ’inte2t’)

costOut = costOut + 0.5*E(u)^2*(t(u+1)^2 - t(u)^2);

elseif strcmp(costName, ’intAbset2’)

costOut = costOut + (1/3)*abs(E(u))*(t(u+1)^3 - t(u)^3);

elseif strcmp(costName, ’intet2’)

costOut = costOut + (1/3)*E(u)*(t(u+1)^3 - t(u)^3);

elseif strcmp(costName, ’inte2t2’)

costOut = costOut + (1/3)*E(u)^2*(t(u+1)^3 - t(u)^3);

end

end

else

error(’Not an expected characteristic name!’);

end

end

B.3 Motion Genesis Program for Generating Equations of
Motion for Planar Testbed

% SYSTEM: Planar Experimental Remote-Controlled Helicopter (PERCH)

% DESCRIPTION: cart with body pinned through its CG, no horizontal

% (relative to body frame) offsets of thrust point or suspension point,

% and specified rotor disc angle ’alpha’ and thrust magnitude ’thrust’.

% Damping on linear helicopter motion and angular helicopter motion.

% Rotational spring between alpha disk angle and helicopter

% theta angle to represent torque on hub from rotor stiffness. Offsets

% thetaOff and betaOff are included to account for differences between

% assumed and actual neutral angles while helicopter is in a stable

% hover (helicopter theta may not be at zero degrees when trimmed).

%--------------------------------------------------------------------

% FRAMES AND PARTICLES

%--------------------------------------------------------------------

NewtonianFrame N % Newtonian reference frame (ground)

RigidBody H % Helicopter body

RigidFrame T % Thrust frame

RigidFrame S % Load swing frame
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Point R(H) % Thrust force application point

Point A(H) % Load suspension point

Particle P % Suspended load as a massive particle

%--------------------------------------------------------------------

% VARIABLES AND CONSTANTS

%--------------------------------------------------------------------

Variable x’’ % Distance from No to Ho/Hcm

Variable theta’’ % Angle of helicopter body (+ angle nose-up)

Variable beta’’ % Inertial swing angle (+ swing noseward)

Specified alpha % Main rotor disk angle

% with quasi-steady rotor assumption

% (+ angle tailward) relative to helicopter

Specified thrust % Thrust force

constant thetaOff % Offset for neutral helicopter angle

constant betaOff % Offset for neutral swing angle

Constant g % Gravity

Constant L % Suspension cable length

Constant cx % Linear damping on body H

Constant ctheta % Rotational damping on body H

Constant kalpha % Torsion spring between main rotor and helicopter

Constant yR % Thrust application point in H-body coordinates

Constant yA % Load suspension point in H-body coordinates

P.SetMass( mP ) % Load mass

H.SetMass( mH ) % Helicopter mass

H.SetInertia( Hcm, 0, 0, IH ) % Helicopter inertia

%--------------------------------------------------------------------

% KINEMATICS

%--------------------------------------------------------------------

SetGeneralizedSpeed( x’ )

SetGeneralizedSpeed( beta’ )

SetGeneralizedSpeed( theta’ )

H.RotateZ( N, theta + thetaOff )

T.RotateZ( H, alpha )

S.RotateZ( N, beta + betaOff )

Ho.Translate( No, x*Nx> )

Hcm.Translate( Ho, 0> )

R.Translate( Ho, yR*Hy> )

A.Translate( Ho, yA*Hy> ) % Note: yA should be a negative number!

P.Translate( A, -L*Sy> )
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%--------------------------------------------------------------------

% FORCES

%--------------------------------------------------------------------

System.AddForceGravity( -g*Ny> )

R.AddForce( thrust*Ty> )

H.AddTorque( -ctheta*theta’*Nz> )

H.AddTorque( kalpha*alpha*Nz> )

Ho.AddForce( -cx*x’*Nx> )

%--------------------------------------------------------------------

% EQUATIONS OF MOTION

%--------------------------------------------------------------------

KaneEquations = System.GetDynamicsKane()

%--------------------------------------------------------------------

% SIMPLIFY AND SOLVE

%--------------------------------------------------------------------

FactorLinear( KaneEquations, x’’, beta’’, theta’’ )

Save PERCH.all
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