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SUMMARY

Acoustic modeling in state-of-the-art speech recognition systems is commonly

based on discriminative criteria. Different from the paradigm of the conventional distri-

bution estimation such as maximum a posteriori (MAP) and maximum likelihood (ML),

the most popular discriminative criteria such as MCE and MPE aim at direct minimization

of the empirical error rate. As recent ASR applications become diverse, it has been increas-

ingly recognized that realistic applications often require a model that can be optimized for

a task-specific goal or a particular scenario beyond the general purposes of the current dis-

criminative criteria. These specific requirements cannot be directly handled by the current

discriminative criteria since the objective of the criteria is to minimize the overall empirical

error rate.

In this thesis, we propose novel objective-driven discriminative training and adaptation

frameworks, which are generalized from the minimum classification error (MCE) crite-

rion, for various tasks and scenarios of speech recognition and detection. The proposed

frameworks are constructed to formulate new discriminative criteria which satisfy various

requirements of the recent ASR applications. In this thesis, each objective required by

an application or a developer is directly embedded into the learning criterion. Then, the

objective-driven discriminative criterion is used to optimize an acoustic model in order to

achieve the required objective.

Three task-specific requirements that the recent ASR applications often require in prac-

tice are mainly taken into account in developing the objective-driven discriminative criteria.

First, an issue of individual error minimization of speech recognition is addressed and we

propose a direct minimization algorithm for each error type of speech recognition. Second,

a rapid adaptation scenario is embedded into formulating discriminative linear transforms

under the MCE criterion. A regularized MCE criterion is proposed to efficiently improve

the generalization capability of the MCE estimate in a rapid adaptation scenario. Finally,

1



the particular operating scenario that requires a system model optimized at a given specific

operating point is discussed over the conventional receiver operating characteristic (ROC)

optimization. A constrained discriminative training algorithm which can directly optimize

a system model for any particular operating need is proposed. For each of the developed

algorithms, we provide an analytical solution and an appropriate optimization procedure.
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CHAPTER 1

INTRODUCTION

The technology of automatic speech recognition (ASR) by a machine has advanced sub-

stantially in the last two decades [1, 2, 3], thanks to the mathematical formalization of the

statistical modeling approach that forms the foundation of the ASR system design method-

ology. Most of the research in the ASR system design has concentrated on hidden Markov

models (HMMs) [1, 2]. The statistical estimation approaches in solving the estimation

problem of the HMM parameters, such as the maximum a posteriori (MAP) estimation and

the maximum likelihood (ML) estimation [4, 5], have made HMMs become mainstream in

ASR.

In practice, the statistical modeling approaches based on the paradigm of distribution

estimation such as ML and MAP often cannot lead to optimal performance of the ASR

system because of several limitations. One fundamental issue is that the lack of knowl-

edge associated with the choice of the functional form of the real-data distribution would

impede the optimal distribution estimation. Furthermore, maximizing the likelihood or the

posterior of the observations does not guarantee the minimum error rate in ASR since there

is no direct relationship between the training criterion and the system evaluation criterion,

which is normally defined by the phone or word error rate (PER/WER) in ASR.

An effective alternative to the conventional distribution estimation approaches is dis-

criminative training (DT) [6, 7, 8], such as maximum mutual information (MMI) [9, 10,

11], minimum classification error (MCE) [12, 13, 14], and minimum phone/word error

(MPE/MWE) [15, 16], of which MCE and MPE/MWE aim at direct minimization of the

empirical error rate rather than fitting the distributions while MMI tries to maximize the

mutual information that is utilized as a measure of association between data and their cor-

responding labels. The DT methods construct a discriminative objective function corre-

sponding to the task evaluation measure and obtain the required recognition models by
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minimizing or maximizing the given objective function. These methods have shown suc-

cessful results in various speech recognition tasks. Thus, the training of acoustic models

in state-of-the-art speech recognition systems is commonly based on the discriminative

criteria.

Motivated by the success of DT, the use of the discriminative criteria has been widely

investigated for model adaptation [17, 18, 19]. This is referred to as discriminative adap-

tation [20, 21, 22, 23]. It is well known that the performance of the ASR system severely

degrades when the test speech has a different acoustic condition, which is not matched with

that of the training data. To deal with the mismatch between the training and testing acous-

tic conditions, in discriminative adaptation, one of the discriminative criteria is chosen in

adapting an acoustic model to a specific test domain. Several studies [24, 25, 26] show that

the discriminative adaptation methods generally outperform the conventional adaptation

methods based on the distribution estimation.

Most of recent studies on discriminative training and adaptation have focused on train-

ing hypothesis structures and optimization algorithms given an objective function, in order

to further improve the overall ASR performance. In [8], the use of word lattices, instead

of N-best lists, for estimating the parameters of the acoustic model under the MMI, MWE,

and MCE criteria was implemented without changing the structure of the lattice. Later,

weighted finite state transducers (WFSTs)-based DT methods [27, 28] were proposed to

produce much more hypothesis sequences than the word lattices. In addition, several op-

timization techniques over the DT methods have been compared in a unified framework

[8, 6].

However, as recent ASR applications become diverse, it has been increasingly recog-

nized that the realistic applications often require a model that can be optimized for a task-

specific goal or a particular scenario beyond the general purposes of the current discrimina-

tive criteria. For one example, a level of significance for each type of speech recognition er-

rors is often scaled according to the task-specific direction. In an automatic dialog-enabled

4



language-learning system [29, 30], a deletion error may be regarded as more serious than

a substitution error because currently there exist no evaluation guidelines for the deletion

error. For this task, a direct minimization mechanism of the deletion error has to be taken

into account in the learning criterion.

Another example is that one may require a model optimized at a particular operating

scenario. A speaker identification system [31, 32] often claims to have a very low false

alarm rate (FAR) while taking a relatively high false rejection rate (FRR) to ensure that

legitimate users are not unduly denied access. For this particular scenario, it is necessary to

provide a training algorithm that minimizes a FRR at a very low FAR point (e.g., minimize

a FRR at a fixed 1% FAR).

Similarly, the area of model adaptation has been attracted to a particular scenario, in

which the amount of adaptation data is severely limited (typically less than 10 seconds of

adaptation speech). Such a practical adaptation scenario is referred to as rapid adaptation

[33, 34, 35]. However, there has been little effort to develop a discriminative adaptation

method for rapid adaptation. It is well known that the discriminative criteria easily cause

an over-fitting problem in the parameter estimation given the severely limited adaptation

data. To utilize discriminative adaptation for rapid adaptation, a new type of an objective

function which can efficiently prevent the over-fitting is required.

The current discriminative criteria cannot directly handle the practical and specific re-

quirements discussed above since the objective of the current DT methods is to minimize

the overall empirical error rate (e.g., string, word, or phone error rate) or maximize the

mutual information between data and their corresponding labels. The critical limitation

of these methods lies on the rigid structure of the objective function formulation. It is

necessary that the chosen objective function to be optimized can be redesigned depending

upon an application specification or requirement. Then, any particular objective would be

achieved through the objective-driven learning.

As a consequence, to utilize a discriminative criterion for various task-specific goals

5



and scenarios, a flexible and versatile design in the objective function formulation is cru-

cial. In this dissertation, several objective-driven discriminative training and adaptation

frameworks are constructed to overcome the current limitations in utilizing the discrimina-

tive criteria for various tasks and scenarios of speech recognition and detection. In partic-

ular, the proposed learning frameworks are generalized from the MCE criterion since the

MCE criterion provides the flexible framework in formulating the error objective functions

appropriate for various tasks and directly links the error objectives to the empirical error

rate.

Generalized from the MCE criterion, the main focus of this thesis is to formulate var-

ious objective-driven discriminative criteria, which directly minimize the error objective

defined by a task-specific goal or a particular scenario. In this formulation, any objective

that an application or a developer requires is directly embedded into the learning crite-

rion. Then, the required objective can be achieved by minimizing the specialized objective

function based on the objective-driven discriminative criterion.

In this thesis, three task-specific requirements, briefly discussed above, are mainly taken

into account in developing the objective-driven discriminative criteria. First, the issue of

individual error minimization of the ASR errors is addressed and we propose a direct min-

imization algorithm of each error type. The three types of errors are explicitly the deletion

error, the insertion error, and the substitution error. Second, the rapid adaptation scenario

is embedded into formulating discriminative linear transforms under the MCE criterion.

A regularized MCE criterion is proposed to efficiently improve the generalization capabil-

ity of the MCE estimate in a rapid adaptation scenario. Finally, the particular operating

scenario that requires a model optimized at a given specific operating point is discussed

over the conventional receiver operating characteristic (ROC) optimization [36, 37, 38]. A

constrained discriminative training algorithm which can directly optimize a model for any

particular operating need is proposed. For each of the developed algorithms, we provide an

analytical solution and an appropriate learning procedure.
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This thesis is organized as follows: Chapter 2 introduces the origin of the problems and

the related work. In this chapter, the conventional and discriminative approaches to training

and adaption of the acoustic model are extensively discussed since the focus of this thesis is

on discriminative training and adaptation. Chapter 3 presents individual error minimization

learning frameworks for speech recognition and detection. Discriminative training for di-

rect minimization of deletion, insertion, and substitution errors is first presented as a direct

solution to minimizing each type of the ASR errors. Then, as a natural extension to the de-

tection and verification problem, an adaptive utterance verification framework is described.

Chapter 4 provides discriminative linear transform-based adaptation using MVE and MCE

criteria. MVE linear regression (MVELR) is first presented as an effective discriminative

adaptation method to the detection and verification problem. Then, the regularized MCE

linear regression (RMCELR) is proposed to directly deal with a rapid adaptation scenario.

Additionally, a structural framework to the prior density estimation is incorporated into

the RMCE criterion and thus the structural RMCELR (SRMCELR) is formulated as more

efficient discriminative adaptation method for rapid adaptation. Chapter 5 presents a new

constrained discriminative training algorithm for particular operating point optimization.

The MVE criterion is reformulated by the augmented Lagrange multiplier (ALM) to deal

with a particular operating scenario. Finally, the summary and the contributions of the

entire thesis are presented in Chapter 6.
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CHAPTER 2

BACKGROUND AND RELATED WORK

In this chapter, we first give an overview of an automatic speech recognition (ASR) system.

Among the building blocks in the ASR system, acoustic modeling based on hidden Mar-

cov models (HMMs) and maximum likelihood (ML) training is mainly discussed. Then,

acoustic model adaptation methods to a different acoustic environment or a new speaker

are described. Finally, the conventional discriminative training (DT) criteria and discrimi-

native linear transform-based adaptation methods are extensively discussed since the focus

of this thesis is on discriminative training and adaptation.

2.1 An Automatic Speech Recognition System

Rapid progress in the technology of automatic speech recognition (ASR) has been wit-

nessed for the last few decades [1, 2, 3] by the advance of the mathematical formalization

of the statistical modeling approaches to learning acoustic and linguistic characteristics

from the speech data.

The aim of the ASR systems is to transcribe speech into words. It can be seen as

recognizing a word sequence W in a spoken speech waveform X. This can be formulated

as a well-known maximum a posterior (MAP) decision rule as follows:

Ŵ = arg max
W

P(W |X) = arg max
W

{acoustic score︷  ︸︸  ︷
P(X|W) ·

LM score︷︸︸︷
P(W)

}
(1)

where P(W |X) is the posterior probability, P(X|W) is the likelihood of the observation se-

quence X for the hypothesis W to have produced the observation sequence X, and P(W) is

the prior probability of the hypothesis. The likelihood P(X|W) is computed by using the

acoustic model (AM), which models the distribution of observations X, and the prior prob-

ability P(W) is approximated by the language model (LM), which indicates the probability

of the occurrence of the underlying hypothesis W. In this statistical ASR system, a decoder
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Figure 1: A Block Diagram of an Automatic Speech Recognition (ASR) System.

produces the most probable word sequence Ŵ as the output which has the largest proba-

bility from AM and LM. Figure 1 presents a block diagram of the statistical ASR system

described above.

2.1.1 Feature Extraction

In an ASR system as shown in Figure 1, the input continuous speech waveform is first con-

verted into an appropriate form that is normally defined as a sequence of discrete parameter

vectors. These parameter vectors capture the essential discriminating characteristics of the

raw speech signal and are referred to as acoustic features. This feature extraction module

is often referred to as the front-end processing of the ASR system. The feature extraction

which carries out compact and effective acoustic features is a common and important pro-

cess so as to model the statistical properties well and construct a good recognition system.

The most widely used acoustic features in state-of-the-art speech recognition systems

are Mel-frequency cepstral coefficients (MFCC) [39] and perceptual linear prediction (PLP)

[40]. Both types of feature extraction generate cepstrum-based features, which use the per-

ceptually motivated parameterization, and have been used successfully in most ASR sys-

tems. In this thesis, our work is based on the MFCC feature vectors whose default stream is

the basic parameter vector, the first (delta) and second (acceleration) difference coefficients

and the log energy.
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Additionally, there exist various methods as feature-domain post-processing to further

enhance the acoustic features. Cepstral mean normalization (CMN) [41], spectral subtrac-

tion (SS) [42], and vocal tract length normalization (VTLN) [43] are used to make speech

features robust to environmental or speaker variations.

2.1.2 Acoustic Modeling

In Figure 1, the acoustic model (AM) provides the likelihood of a hypothesis W that has

led to the acoustic features extracted from the speech observations X. From the figure and

Eq. (1), we can see that the acoustic score P(X|W) computed from the acoustic model

plays a very critical role in the ASR system to finally obtain the accurate and reliable word

sequence Ŵ. Hence, acoustic modeling has become one of the most active research topics

in ASR, in order to build a high performance speech recognition system.

Most of the research in the acoustic model design has concentrated on Hidden Markov

Models (HMMs) [1, 2]. HMMs provide a flexible formulation of the acoustic model in

which the short-time stationarity of a speech signal can be well characterized as a para-

metric random process. In particular, the statistical estimation approaches in solving the

estimation problem of the HMM parameters, such as the Maximum a posterior (MAP) es-

timation and the Maximum Likelihood (ML) estimation [4, 5], have made HMMs become

mainstream in ASR. HMMs have been widely used in various ASR tasks and as the most

popular and successful acoustic model so far.

In general, given a speech observation sequence X = {x1,x2, . . . , xT }, where xt is a

feature vector within a specific time window, an N-state HMM with a state sequence q =

{q0, q1, . . . , qT } is characterized by a parameter set λ = {π, A, B}, where π = {πi = P(q0 =

i) : 1 ≤ i ≤ N} is the initial state distribution, A = {ai j : 1 ≤ i ≤ N, 1 ≤ j ≤ N} is the

transition probability matrix, and B = {b j(xt) : 1 ≤ j ≤ N} is the observation probability

of the states. For instance, the HMM used as a distribution of the speech utterance X is

10
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Figure 2: A three-state left-to-right Hidden Markov Model (HMM).

defined as

P(X|λ) = P(X|π, A, B) =
∑

q

P(X|q, λ)P(q|λ)

=
∑

q

πq0

T∏
t=1

aqt−1qtbqt(xt). (2)

Each state in the N-state HMM is associated with an output probability distribution and

a state transition probability is attached for transitions from any given state to each of N

possible states. Figure 2 depicts a widely used three-state left-to-right HMM. In this figure,

an HMM is used to model one acoustic unit, a phoneme /ah/, as described above.

Most state-of-the-art ASR systems are based on a continuous density HMM (CDHMM)

and use a multivariate Gaussian Mixture Model (GMM) as the output probability distribu-

tion defined by b j(xt) =
∑M j

m=1 c jmN(xt; µ jm,R jm), where M is the number of mixture com-

ponents in state j, c jm is the weight of the mixture component m for state j, and µ jm and R jm

are the mean vector and the covariance matrix for the m-th component of the j-th state. The

weights c jm are constrained to add up to one for each state. To use HMMs for ASR, there

are three fundamental problems [1]: the evaluation, decoding, and estimation problems. In

this thesis, the last problem, referred to as the estimation or training issue, will be mainly

11



discussed according to the objective of the proposed research.

Generally, the estimation problem concerns how to adjust a set of HMM parameters,

λ, so as to best fit the given set of observations (called the training set). This parameter

estimation can be viewed as training the model that maximizes the probability of the ob-

servations. For this goal, in the ASR literature, the ML estimation has been widely used

because of its attractive attributes, such as easy implementation and excellent properties of

convergence. In the ML criterion, a set of HMM parameters, λ, are estimated by maximiz-

ing the likelihood given a set of training dataD = {X1,X2, . . . , XK} as follows:

λ̂ML = arg max
λ

P(D|λ) = arg max
λ

 K∑
k=1

log P(Xk|λ)

 , (3)

where K is the amount of training data, and Xk is the training utterance for utterance k.

As direct optimization of the ML objective function is difficult, the Baum-Welch algorithm

[44], which is a practical implementation of the expectation maximization (EM) algorithm

[45], is iteratively used to estimate the HMM parameters. In this approach, an auxiliary

function, which provides a lower bound on the log-likelihood, is defined by the current

model parameters λk at the k-th iteration. The new estimates of the model parameters λk+1

at the (k + 1)-th iteration are then achieved by maximizing this lower bound, which in turn,

increases the log-likelihood. This procedure iterates until the log-likelihood converges to a

local optimum. The ML criterion has been adopted to many ASR applications as a standard

training method [1, 2].

However, this ML training may provide an optimal solution for the density estimation,

but it often does not lead to the optimal performance of the ASR system, meaning the

minimum recognition error rate. As a remedy, several discriminative training (DT) meth-

ods [12, 46, 15, 47] have been proposed to directly minimize the recognition error rate

instead of maximizing the likelihood of the observations. Since the focus of this thesis is

on discriminative training and adaptation, some widely used discriminative training and

adaptation algorithms will be extensively reviewed in Sections 2.3 and 2.4.
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2.1.3 Language Modeling

In Eq. (1), the prior probability P(W) is approximated by the language model (LM) and

the LM score as well as the AM score is important factor in recognizing a word sequence

W. The language model is a statistical model which represents the syntactic and seman-

tic information in spoken word sequences. In Figure 1, a lexicon, or called a dictionary,

defines how each word is pronounced and formed by a set of HMMs in the allowed vo-

cabulary set. On the other hand, the language model determines what sequences of words

are grammatically formed and assigns a probability to the word sequence as the LM score.

This knowledge information about language is especially important to large vocabulary

continuous speech recognition (LVCSR) and spontaneous speech recognition systems.

The most popular language model in the state-of-the-art speech recognition systems

is the N-gram language model [1, 2]. Suppose a word sequence W = {w1,w2, . . . ,wM}

constitutes a sequence of words wm. In an N-gram model, the probability P(w1, . . . ,wM) is

approximated as follows:

P(w1, . . . ,wM) =

m∏
i=1

P(wi|w1, . . . ,wi−1) ≈
m∏

i=1

P(wi|wi−(N−1), . . . ,wi−1). (4)

It is assumed that the probability of the i-th word wi in the word sequence W can be approx-

imated by constraining the history to the preceding (N-1) words. The simplest case is not

to use any history and thus every word has an equal probability as an uniform distribution.

In Eq. (4), when N = 1, it is referred to as a unigram language model while a bigram

language model is assigned for N = 2. In this thesis, a simple loop network, unigram and

bigram language models are used for the ASR experiments.

2.2 Acoustic Model Adaptation

Although the HMMs in an ASR system are well trained by the effective optimization algo-

rithm with a sufficient amount of training data, the performance of the ASR system severely

degrades when the test speech is from a different acoustic environment or a new speaker

who is not matched with the original speakers or environment during training. This serious
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degradation is due to the mismatch between acoustic conditions of the training and testing.

In real-world applications, such mismatched scenarios are unavoidable [48, 49, 2]. One

direct and effective solution to deal with this mismatch is to adapt the acoustic models to

the environmental distortion or the speaker variation. This approach is usually referred as

model adaptation [17, 18, 19, 33], which is an active research area in ASR.

Figure 3 presents a block diagram of a speech recognition system when the adapted

model is applied to a noisy speech input. From the figure, we can see that the original

acoustic model is adapted so as to match the testing acoustic condition prior to recognizing

the test speech. This model adaptation can be performed with the allowed adaptation data

which can represent the acoustic characteristics of the testing domain. In practice, the

amount of adaptation data is very limited. The critical issue is thus how the initial acoustic

model can be accurately and rapidly adapted to the different acoustic condition with the

limited adaptation data.

In the ASR literature, there are two popular model adaptation methods, Maximum a

posteriori (MAP) adaptation [18] and Maximum Likelihood Linear Regression (MLLR)

adaptation [19]. A fundamental procedure of these adaptation methods is to adapt the initial

HMMs to a specific test domain – either a new environment or a new speaker – using a small

amount of test domain data. The MAP approach directly adapts the HMM parameters by
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maximizing the a posteriori distribution of the HMM parameters given the adaptation data

while the MLLR approach estimates an affine transformation by maximizing the likelihood

of the adaptation data, so as to shift the parameters closer to those for the test condition.

2.2.1 Maximum a posteriori (MAP) Adaptation

In the MAP criterion, the adapted HMM parameters can be obtained by

λ̂MAP = arg max
λ

P(λ|D) = arg max
λ

P(D|λ)P(λ), (5)

whereD is the adaptation data, and P(λ) is the a priori distribution over the HMM parame-

ters. In the MAP estimate, the prior term, P(λ), represents prior knowledge about the distri-

bution of model parameters and imposes constraints on the values of the parameters. Thus,

the MAP adaptation method can prevent the parameters from being over-trained when the

amount of adaption data is limited. Note that if P(λ) assumes a uniform distribution, then

this MAP criterion becomes identical to the ML criterion defined in Eq. (3).

An important issue for MAP adaptation is the choice of the prior distribution. In prac-

tice, the initial HMM parameters are generally used as the informative priors [18]. For

example, the final update formulation of the ML estimate, here no prior yet, with respect to

the mean vector of the m-th Gaussian mixture component for the j-th state is written as

µ̂ML
m j =

∑
t γ jm(t)x(t)∑

t γ jm(t)
(6)

where γ jm(t) is the occupation probability of m-th mixture component for the j-th state and

x(t) is t-th observation vector. On the other hand, if we assume the prior mean is µ0, the

MAP estimate can be then written as follows:

µ̂MAP
m j =

τµ0 +
∑

t γ jm(t)x(t)
τ +

∑
t γ jm(t)

(7)

where τ is a hyper-parameter that controls the balance between the prior mean and the ML

estimate of the mean. From Eqs. (6) and (7), we can see that the update formulation of the

MAP adaptation is a weighted sum of the prior mean with the ML estimate of the mean
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vector. Therefore, as the amount of adaptation data increases, the MAP solution approaches

the ML solution. On the contrary, if the amount of adaptation data is very small, then the

MAP estimate will remain close to the initial HMM parameters.

2.2.2 Maximum Likelihood Linear Regression (MLLR) Adaptation

On the other hand, a linear transform-based adaptation method has been a widely used

alternative to MAP adaptation when there are limited adaptation data. The aim of the linear

transform is to adapt the mean parameters of a Gaussian-mixture HMM system using an

affine transformation:

µ̂ = Wξ = Aµ + b, (8)

where ξ = [µ 1]T is the extended mean vector, and W = [A b] is the linear transform

matrix, which includes both a linear transformation matrix A and a bias vector b. By using

the above transform strategy, the mean parameters µ of the initial ASR system are adapted,

depending on the availability of the adaptation data. The MLLR method estimates the linear

transform by maximizing the likelihood associated with the adaptation data as follows:

ŴMLLR = arg max
W

P(D|λ,W). (9)

In order to solve the maximization problem, the expectation-maximization (EM) algo-

rithm [44, 45] is applied into the auxiliary function as defined by

Q(λ, λ̂) = K −
1
2

R∑
r=1

d∑
i=1

(
wriG(i)

r wT
ri − 2wrik(i)T

r

)
(10)

where wri is the i-th row of Wr along with:

G(i)
r =

∑
m∈Mr

∑
t

γm(t)ξmξ
T
m

1
σ2

mi

(11)

k(i)
r =

∑
m∈Mr

∑
t

γm(t)xi(t)ξT
m

1
σ2

mi

(12)

where γm(t) and x(t) is the occupation probability and the t-th observation vector, and σ2
mi

is the i-th element of the covariance matrix of the m-th Gaussian, respectively. Note that
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HMM label m corresponds to regression class r with membership set Mr. By differentiating

the auxiliary function with respect to Wr, MLLR calculates the i-th row of Wr as follows:

wML
ri = k(i)

r

(
G(i)

r

)−1

=

∑
m∈Mr

∑
t

γm(t)xi(t)ξT
m

1
σ2

mi


∑

m∈Mr

∑
t

γm(t)ξmξ
T
m

1
σ2

mi


−1

. (13)

This method is particularly effective for a small amount of adaptation data because a

single transform W can be shared across a set of Gaussian components. In MLLR, all of the

Gaussian components are dynamically clustered into several regression classes as specified

by a regression-class tree [19], depending upon the amount of adaptation data available.

For a small amount of adaptation data, MLLR usually outperforms MAP since MLLR

makes use of the pooled Gaussian transformation approach. A major drawback of MAP

adaptation is that MAP can only adapt the models that are observed in the allowed adap-

tation data. State-of-the-art ASR systems normally have many thousands of Gaussians,

and thus MAP adaptation will require a substantial amount of adaptation data to update all

parameters.

In this thesis, adaptation tasks, with the small amount of adaptation data or the ex-

tremely limited adaptation data, have been mainly taken into account. Therefore, a linear

transform-based adaptation approach is the main focus of this research.

2.3 Conventional Discriminative Training

As discussed in Section 2.1.2, ML training estimates HMM parameters by maximizing the

likelihood P(D|λ) of observations given the labeled training data. This training criterion

usually cannot lead to optimal recognition performance because it has several limitations.

First, the chosen distribution form does not really match the real-data distribution. Since

no one can really ascertain the distribution of speech parameters, the chosen distribution

is almost surely of a wrong form. Second, the training data are normally limited, and

hence the optimality properties of the ML criterion may not mean much of substance. Last,
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maximizing the likelihood does not guarantee the minimum error rate in an ASR system

since there is no direct relationship between the training criterion and the system evaluation

criterion, which is normally defined by the phone/word error rate (PER/WER) [12].

To overcome the fundamental limitations of the traditional distribution estimation ap-

proach, Discriminative Training (DT) criteria have been proposed as an alternative to the

ML criterion. Instead of fitting the distributions to the data, DT attempts to construct an ob-

jective function corresponding to the system performance measure and obtain the required

models by maximizing or minimizing the given objective function. This discriminative

objective function-based approach makes it easier to directly embed the discriminative cri-

terion related to the task evaluation measure into the model optimization. Furthermore,

while the ML training only considers the labeled training data on a correct transcription

as reference hypotheses, DT utilizes the recognition results provided from a recognizer, as

competing hypotheses, over the reference hypotheses.

DT of HMMs has been found to outperform ML training [6, 7, 8, 47] and has been

widely used in state-of-the-art ASR systems. In the ASR literature, there are three popular

discriminative training methods: the MMI [10, 11], MCE [12], and MPE/MWE [16] meth-

ods. Among them, MCE and MPE/MWE focus on direct minimization of the empirical

error rate while MMI aims at maximizing the mutual information between data and their

corresponding labels/symbols. In this section, we review each of the three popular DT

methods.

2.3.1 Maximum Mutual Information (MMI)

The MMI method [10] was derived from information theory rather than decision theory.

MMI training optimizes the a posteriori probability of training utterances by maximizing

mutual information between the observations and the corresponding class labels. The MMI

criterion can be defined by the sum over the logarithms of the posterior probabilities of each
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observation as follows:

FMMI(λ) =
1
K

K∑
k=1

log P(W (k)|Xk, λ)

=
1
K

K∑
k=1

log
P(Xk|W (k))P(W (k))∑

W P(Xk|W)P(W)
(14)

where W (k) is the correct transcription and W is a set of all possible word sequences for

utterance Xk. MMI training maximizes the above objective function. From Eq. (14), we

can see that the MMI criterion is equivalent to maximizing the ratio of the likelihood of the

correct hypotheses (numerator) to that of the possible hypotheses (denominator).

In [9], the MMI method was initially applied for an isolated-word-recognition task. It

was then successfully applied to connected digit recognition [10], continuous phone recog-

nition [11], and large-vocabulary continuous speech recognition (LVCSR) [46], with the

aid of an efficient optimization algorithm, the Extended Baum-Welch (EBW) algorithm

[50].

2.3.2 Minimum Classification Error (MCE)

Although the MMI method demonstrated significant performance advantages over conven-

tional ML training, MMI is not based on direct minimization of the empirical training error

rate. Since the underlying objective function in MMI is the mutual information which is

utilized as a measure of association between data and their corresponding labels, there is no

direct relationship between the optimization criterion and the system performance measure

defined by the recognition error rate in ASR.

In [13], the MCE method was first proposed by formulating an objective function that

allows direct minimization of the empirical training error rate. The MCE objective func-

tion is constructed by a smooth loss function, which is a differentiable function of class

misclassification measure defined as a close approximation to the actual classification error

between the labeled model and other competing models. The MCE objective function can
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be written as follows:

FMCE(λ) =
1
K

K∑
k=1

`
(
d(Xk|W (k))

)
=

1
K

K∑
k=1

1

1 + exp
(
−α

(
−g(Xk,W (k)|λ) + G(Xk,W |λ)

)
+ β

) (15)

where `(·) is a smoothed loss function normally defined by a sigmoid function, g(Xk,W (k)|λ)

is a discriminant function for the correct transcription W (k), and G(Xk,W |λ) is an anti-

discriminant function, which is a weighted sum over all competing hypotheses defined as

follows:

G(Xk,W |λ) =
1
η

log

 1
N

N∑
n=1

exp
[
g(Xk,W (n)|λ)η

] (16)

where W (n) is the n-th best string in the given N-best list. MCE training minimizes the

smoothed loss function as shown in Eq. (15), which approximates the number of misclas-

sification utterances.

Hence, MCE training can achieve the minimum training error rate by minimizing the

misclassification measure given the training data. To optimize the MCE criterion, the gen-

eralized probabilistic descent (GPD) algorithm [13, 12] is generally used. The MCE cri-

terion was originally proposed for isolated word recognition [13] and was extended to

continuous speech recognition by making use of N-best lists [51, 12] or lattices [52]. It

was also applied to LVCSR tasks [8].

2.3.3 Minimum Phone/Word Error (MPE/MWE)

The MPE/MWE method, which is directly related to the empirical training error rate similar

to the MCE method, was proposed in [15, 16]. The objective function of this method is a

weighted string posterior probability as follows:

FMWE(λ) =
1
K

K∑
k=1

P(W (k)|Xk, λ)A(W,W (k))

=
1
K

K∑
k=1

P(Xk|W (k))P(W (k))A(W,W (k))∑
W P(Xk|W)P(W)

(17)
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where A(W,W (k)) is a phone or word accuracy function. The weighting function, A(W,W (k)),

can be defined at either the phone (MPE) or word (MWE) level and referred to as a “raw

accuracy” function that is measured by the accuracy of the competing hypothesis W given

the reference transcription W (k). Therefore, the MPE/MWE criterion can be viewed as the

weighted sum over the posterior probability of each sentence.

As a result, MPE/MWE is also intended to minimize classification error similar to the

MCE method, but is weighted by the accuracy function. Similar to the MMI method,

the EBW algorithm is used to optimize the entire MPE/MWE estimation process. The

MPE criterion has been shown to yield better performance than the MMI criterion [15, 16].

However, it is still not clear whether or not the MPE/MWE method is better than the MCE

method in LVCSR tasks since these methods have competed with each other in several

different experiments [8, 53, 54].

In this thesis, the MCE criterion is used as the specific discriminative criterion and is

generalized to formulate the objectives of this research. Among all those DT methods in-

vestigated above, the MCE method provides the most flexible framework in formulating

the error objective functions appropriate for various tasks and scenarios. The MCE crite-

rion also directly links the error objectives to the empirical error rate while following the

minimum error principle for acoustic modeling.

2.4 Discriminative Linear Transform-based Adaptation

Inasmuch as the DT methods had shown several promising results in state-of-the-art ASR

systems, there has been increased interest in discriminative adaptation [20, 21, 22, 23], in

which discriminative criteria are employed to adapt HMM parameters, instead of the ML

criterion. The limitations of the ML criterion discussed in Section 2.1.2 still remain in the

adaptation of HMMs. Furthermore, in most adaptation scenarios, the amount of adaptation

data is limited; thus, it is very difficult to achieve reliable and robust estimates in such

scenarios. As discussed in Section 2.2, when a small amount of adaptation data is available,
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MLLR outperforms MAP since MLLR makes use of the pooled Gaussian transformation

approach. Therefore, the use of discriminative criteria, such as MCE and MPE/MWE, has

been widely investigated in estimating adaptation transforms. This adaptation strategy is

referred to as discriminative linear transform (DLT) based adaptation.

Discriminative linear transform-based adaptation mainly uses one of the discriminative

criteria, such as MMI, MCE or MPE/MWE, to estimate linear transforms given the adapta-

tion data. Discriminative linear transforms adapt either Gaussian means, variances, or both,

in a regression-class tree structure, similar to MLLR adaptation. As a result, discriminative

linear transform-based adaptation methods take advantage of MLLR by sharing the same

tree structure and overcome the limitations of MLLR by adopting the discriminative crite-

ria. The three popular methods are referred to as MMI linear regression (MMILR) [25],

MCE linear regression (MCELR) [55, 24], and MPE linear regression (MPELR) [26]. In

addition, some new discriminative linear transform-based adaptation methods, minimum

Bayes risk linear regression (MBRLR) [56] and soft margin estimation linear regression

(SMELR) [57], have been recently proposed. All of these methods have been primarily

applied for speaker adaptation and have been found to outperform the MLLR method.

However, there has been little effort in the ASR literature to apply discriminative linear

transform-based adaptation for various ASR tasks and practical scenarios. As mentioned,

the use of discriminative linear transforms has been mainly investigated for speaker adap-

tation. Furthermore, the use of discriminative linear transforms in a practical situation,

where the amount of adaptation data is extremely limited (less than 10 seconds of adapta-

tion speech), has not yet been addressed in detail. It is well known that linear transforms

suffer from the data-sparseness problem, and it is very hard to increase generalization capa-

bility in such a practical scenario [17, 58], called rapid adaptation. In this thesis, these two

issues will be discussed in detail, and new discriminative linear transform-based adaptation

methods will be proposed to overcome the current limitations.
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2.5 Chapter Summary

This chapter describes the origin of the problems and the related works. We first reviewed

the conventional automatic speech recognition system. We introduced each building block

in the ASR system: feature extraction, acoustic modeling, and language modeling. Among

them, acoustic modeling based on the hidden Marcov models and maximum likelihood

criterion was mainly described. Acoustic model adaptation based on the ML and MAP

criteria was also revisited. Finally, the conventional discriminative training criteria and

discriminative linear transform-based adaptation methods were extensively discussed.
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CHAPTER 3

INDIVIDUAL ERROR MINIMIZATION LEARNING FOR SPEECH
RECOGNITION AND DETECTION

In this chapter, a new discriminative training paradigm for direct minimization of three

types of ASR errors, namely, the insertion error, the deletion error and the substitution er-

ror, is first proposed. We follow the minimum error principle for acoustic modeling and

formulate error objectives in insertion, deletion, and substitution separately for minimiza-

tion during training. This new training paradigm is generalized from the minimum veri-

fication error (MVE) criterion and can explain the direct relationship between recognition

errors and detection errors. In the end, by minimizing each objective function, we can ob-

tain three individual error minimization learning algorithms: MD(eletion)E, MI(nsertion)E,

and MS(ubstitution)E, respectively. In addition, as a natural extension to the detection and

verification problem, an utterance verification (UV) task is chosen to evaluate the proposed

individual error minimization algorithm, especially MSE for the UV task. An integrated

solution to enhance the overall UV performance, which is defined by a keyword recogni-

tion rate and an out-of-vocabulary (OOV) word rejection rate, is proposed by utilizing the

MSE-trained models in both recognition and verification stages.

3.1 Direct Minimization of Deletion, Insertion, and Substitution Er-
rors

In continuous speech recognition, recognition errors can be classified into three types after

alignment between the transcription and the recognized string by a dynamic programming

(DP) procedure. The three error types are deletion, insertion, and substitution. In various

ASR applications, a level of significance for each of the errors is often scaled according

to the task-specific direction and performance target. For example, a deletion error by the

ASR system may be regarded as more serious than a substitution error in an automatic
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dialog-enabled language-learning system because currently there are no evaluation guide-

lines for deletion errors, and the system does not know how to respond to such errors.

Thus, it is desirable to formulate a training algorithm that can directly minimize each of

these three types of errors.

As discussed in Section 2.3, several discriminative training (DT) methods, such as

MMI, MCE, and MPE/MWE, have achieved success in various speech-recognition tasks

over the years. Among them, MCE and MPE/MWE focus on direct minimization of mainly

the substitution error on the chosen unit class, say a word, either on the same level as the

unit, or at a level above (e.g., a string of words) or below (e.g., a string of phonemes) word.

It is considered very difficult to present a natural solution to directly minimize deletion and

insertion errors.

However, if we re-interpret the three types of the recognition errors in the context of a

detection problem, deletion, insertion, and substitution errors can be respectively explained

as miss, false alarm, and miss/false-alarm errors happening together. Then, each of the

errors can be minimized under the framework of detection theory. The difference between

the two problem descriptions is detailed in Table 1 (adopted from [59]). First, in terms of

error type, the recognition problem is associated with only one misclassification error while

the detection problem is associated with both the Type I error (miss) and Type II error (false

alarm). Second, in the presence of alignment errors, the recognition output will inevitably

contain deletion, insertion and substitution errors, and each of the errors in the recognition

problem can be viewed as a miss, false alarm, and both in the detection problem. Last, in

the traditional training criterion, normally during recognition, only the substitution error is

minimized, whereas the training criterion for the detection problem can be formulated to

minimize a combination or the total of the detection errors associated with miss and false-

alarm, respectively. As a result, we may rethink the recognition problem as a detection

problem.

In this section, based on the above analysis, a multi-objective DT method using the
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Table 1: Comparison between different problem descriptions.

Error Type Alignment Errors Training Criterion

Recognition
Problem

Misclassification
Error

Deletion
Insertion

Substitution

Minimize
sub-errors

only

Detection
Problem

Type I/II
(Miss/FA)

Errors

Type I
Type II

Type I&II

Minimize
Type I&II

both

minimum verification error criterion (MVE) [60, 61, 59] is proposed not only to directly

deal with each type of the recognition errors from a detection viewpoint, but also to min-

imize each of the errors and the composite recognition error rate. Under the MVE crite-

rion, a multi-objective training framework is developed by applying two mis-verification

measures for miss and false alarm errors selectively, along with the types of the recognition

error definitions. In contrast to a string-level MCE [12], the proposed training framework is

performed only on error segments between the transcription and the recognized string after

DP matching. This training framework provides a direct measure of each type of the three

errors and significantly reduces the computational complexity, compared to the string-level

MCE. Hence, each objective criterion is named for the minimum deletion error (MDE),

minimum insertion error (MIE), and minimum substitution error (MSE), respectively.

3.1.1 Recognition Errors from a Detection Viewpoint

The conventional, well-established MCE objective function was designed to mainly re-

duce the empirical substitution errors on the training data. For every training utterance

Xk, a string-level misclassification measure, d(Xk|λ), [12, 14] compares two discriminant

functions, g(Xk, S r|λ) for the known reference string S r and G(Xk, S n|λ) for the competing

N-best strings S n, as follows:

d(Xk|λ) = −g(Xk, S r|λ) + G(Xk, S n|λ), (18)
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where λ is the HMM parameter set, and G(Xk, S n|λ) is a weighted sum over the competing

N-best strings. Given the misclassification measure, only the local accumulation of the

string-level errors can be minimized. However, as argued, it is not appropriate to ignore a

direct measure of deletion and insertion errors in discriminative training.

As an alternative, the so-called enhanced minimum classification error (E-MCE) train-

ing algorithm was proposed in [62]. MDE, MIE, and MSE were constructed by training

three sets of competing strings from the constrained N-best search within the conventional

MCE framework. However, E-MCE is not a direct individual error minimization method,

but a balanced method for the three types of the recognition errors. Furthermore, since E-

MCE explicitly follows the conventional string-based MCE framework based on the mis-

classification measure in Eq. (18), the objective function of the E-MCE still focuses on

minimizing the empirical average loss of the three errors in the given competing string.

To construct individual direct objective functions for deletion and insertion errors, a

new training-event-selection scheme is proposed as illustrated in Figure 4. Suppose that

the reference string is Wr, and the one-best decoded string from ASR is Wd. After a DP-

based string alignment procedure, one deletion error Wr
2 and one insertion error Wd

2 are

counted as shown in Figure 4. If we interpret the two recognition errors from a detection

viewpoint, the deletion error Wr
2 can be regarded as a miss error in the detection problem

since Wr
2 has to exist on the decoded string, but it is missed with respect to the decoded

output sequence. On the other hand, Wd
2 has to be rejected, but it is inserted on the decoded

output sequence. Thus, the insertion error Wd
2 can be viewed as a false alarm error in the

detection problem. Then, from the MVE criterion, the segments of the deletion error Wr
2

and the insertion error Wd
2 are trained by the first mis-verification measure dI(Xk,Wr

2|λ) and

the second mis-verification measure dII(Xk,Wd
2 |λ), respectively, as follows:

dI(Xk,Wr
2|λ) = −gt(Xk,Wr

2|λt) + ga(Xk,Wr
2|λa), (19)

dII(Xk,Wd
2 |λ) = +gt(Xk,Wd

2 |λt) − ga(Xk,Wd
2 |λa), (20)
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Figure 4: Error count and corresponding mis-verification measures under MVE criterion.

where dI and dII are the type I and type II mis-verification measures [59, 63, 64], respec-

tively. In Eqs. (2) and (3), gt and ga are the normalized log likelihoods, and λt and λa are

the parameter sets of the target model and the anti-model [59, 63, 64, 65] for the given

segment, respectively.

This new training paradigm generalized from the MVE criterion can explain the direct

relationship between the recognition and detection errors. Nevertheless, it is intuitively

obvious that counting only error segments, Wr
2 and Wd

2 , may not reflect effective model

separation and error minimization in the DT phase since the deletion and insertion errors are

directly related to the preceding and succeeding segments. In addition, there is a prominent

need in identifying the part of speech data containing the potential deletion and insertion

errors for the purpose of discriminative parameter optimization. Therefore, a new training

framework covering the segments right before and after the error segment is proposed as

shown in Figure 4. One can further extend this framework by associating the preceding

and succeeding segments with non-uniform error costs or by containing more connected

segments with dI and dII than proposed.
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3.1.2 Derivation of Multi-objective Discriminative Training

Segment-based MVE has shown its effectiveness in constructing detectors [63, 64] and

rescoring hypotheses [66, 67] from an ASR system for improved continuous speech recog-

nition. In this section, the multi-objective discriminative training generalized from the

segment-based MVE criterion is derived in detail.

Suppose there are M classes and K training samples in a given training data set. After

DP matching, the given K training samples are assigned into {Xr
1, X

r
2, . . . , Xr

k} for the ref-

erence transcript and {Xd
1 , X

d
2 , . . . , Xd

k } for the decoded output. From the samples and error

assignments of the decoded output, the empirical average loss is defined by

L(λ̃) =
1
K

K∑
k=1

`total(Xd
k |λ), (21)

where `total(Xd
k |λ) is the composite loss function which combines four different types of

the recognition outputs from the general DP-based string error assignment. For the multi-

objective discriminative learning, the composite loss function can be described as

`total(Xd
k |λ) = `Del(Xd

k |λ)1(Xd
k ∈ “Del”) + `Ins(Xd

k |λ)1(Xd
k ∈ “Ins”)

+ `S ub(Xd
k |λ)1(Xd

k ∈ “S ub”) + `Hit(Xd
k |λ)1(Xd

k ∈ “Hit”), (22)

where `Del(·), `Ins(·), and `S ub(·) denote respectively individual objective functions: MDE,

MIE, and MSE.

First, the objective function for MDE can be written as

`Del(Xd
k |λ) = PWI

M∑
i=1

`(dI(Xr
k |λ

i))1(Xr
k ∈ Ci)

+ PWII

∑
j=−1,1

M∑
i=1

`(dII(Xd
k+ j|λ

i))1(Xd
k+ j ∈ Ci), (23)

where PWI and PWII are the penalty weights for type I and type II errors, respectively, and

`(·) is a smoothed loss function normally defined by a sigmoid function [12], i.e.

`(dI) =
1

1 + exp(−αdI + β)
, (24)
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where α is a constant which controls the slope of the smoothing function, and β sets an

offset of the function. Note that the two kinds of mis-verification measures are separately

assigned to the reference segment Xr
k and decoded segment Xd

k+ j as defined by

dI(Xr
k |λ

i) = −gt(Xr
k |λ

i
t) + ga(Xr

k |λ
i
a), (25)

dII(Xd
k+ j|λ

i) = +gt(Xd
k+ j|λ

i
t) − ga(Xd

k+ j|λ
i
a). (26)

Unlike Eq. (18), in Eqs. (25) and (26), gt and ga are the segment-based normalized log

likelihood, and λi
t and λi

a are the parameter set of the target and the anti-model for the i-

th class, respectively. In HMMs described in Section 2.1.2, g(X|λi) can be described as

the maximum log likelihood of the state sequence obtained by Viterbi alignment [1]. For

example, a set of the class discriminant functions g(X|λi), i = 1, 2, . . . ,M can be expressed

by

g(X|λi) = P(X,q|λi) = πi
q0

T∏
t=1

ai
qt−1qt

bi
qt

(xt), (27)

where q is any state sequence being generated by the Markov chain, and λi is the HMM

parameter set for the i-th class. In this research, the maximum joint observation-state prob-

ability is chosen for the discriminant function g(X|λi) such that

g(X|λi) = log
{

max
q

g(X,q|λi)
}

= log
{
g(X, q̄|λi)

}
=

T∑
t=1

[
log ai

q̄t−1q̄t
+ log bi

q̄t
(xt)

]
+ log πi

q̄0
, (28)

where q̄ = {q̄0, q̄1, . . . , q̄T } is the optimal state sequence that achieves maxq g(X,q|λi). In

addition, the output likelihood bi
j(xt) of the K-mixture Gaussian can be defined by

bi
j(xt) =

K∑
k=1

ci
jkN(xt; µi

jk,R
i
jk) =

K∑
k=1

ci
jk

(2π)D/2
∣∣∣∣Ri

jk

∣∣∣∣1/2 exp

−1
2

D∑
`=1

(
xt` − µ

i
jk`

)2(
σi

jk`

)2

 , (29)

where N (·) denotes a normal distribution, D is the dimension of xt = [xt1, xt2, . . . , xtD]′,

ci
jk are the mixture weights, µi

jk =
[
µ jk`

]D

`=1
the mean vector, and Ri

jk the covariance matrix

which, for simplicity, is assumed to be diagonal, i.e. Ri
jk =

[
σ2

jk`

]D

`=1
, of the k-th mixture

component in the j-th state for the i-th HMM model.
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Similar to MDE, the objective function of MIE can be written as

`Ins(Xd
k |λ) = PWI

∑
j=−1,1

M∑
i=1

`
(
dI(Xr

k+ j|λ
i)
)

1(Xr
k+ j ∈ Ci)

+ PWII

M∑
i=1

`
(
dII(Xd

k |λ
i)
)

1(Xd
k ∈ Ci). (30)

For MSE, as discussed, the substitution error can be regarded as miss and false alarm errors

happening together at the given segments. As is done above, the objective function of MSE

can be formulated as

`S ub(Xd
k |λ) = PWI

M∑
i=1

`
(
dI(Xr

k |λ
i)
)

1(Xr
k ∈ Ci)

+ PWII

M∑
i=1

`
(
dII(Xd

k |λ
i)
)

1(Xd
k ∈ Ci). (31)

Last, as in the conventional segment-based MVE, the hit tokens can be optionally trained

either on the reference transcript or on the decoded output.

Finally, the minimization of each objective function can be accomplished through the

generalized probabilistic descent (GPD) algorithm [12, 60, 51, 14]. According to an itera-

tive procedure with the given training data, all the parameters in λt and λa follow the update

rule of the GPD algorithm as defined by

λk+1 = λk − εk∇`(Xk|λ)
∣∣∣
λ=λk

, (32)

where εk is a learning rate, and k is the cumulative number of the processed training samples

at time t. In this research, the optimization algorithm above is operated on a sample-by-

sample update. For brevity, here the updating process is derived only for the mean vector

in the parameter set. The discriminative adjustment of the mean vector in the target model

parameter set λi
t follows

µ̃i
jk`(n + 1) = µ̃i

jk`(n) − εn
∂`(Xn|λ)
∂µ̃i

jk`

∣∣∣∣∣∣
λ=λk

, (33)

where µ̃i
jk` = µi

jk`/σ
i
jk` satisfying the internal constraints [12, 1] in the HMMs. If Xn ∈ class

i, and ` (·) is associated with dI (·) as defined in Eq. (24), then the partial derivative part in
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Eq. (33) is expressed in detail as follows:

∂`(Xn|λ
i)

∂µ̃i
jk`

= α`(Xn|λ
i)
(
1 − `(Xn|λ

i)
) −∂g(Xn|λ

i
t)

∂µ̃i
jk`

+
∂g(Xn|λ

i
a)

∂µ̃i
jk`

 . (34)

In Eq. (34), the mean vector µ̃i
jk` is associated only with the output likelihood functions,

and the gradient of g(Xn|λ
i) is therefore written as

∂g(Xn|λ
i)

∂µ̃i
jk`

=

T∑
t=1

δ (q̄t − j)
∂ log bi

j(xt)

∂µ̃i
jk`

(35)

and

∂ log bi
j(xt)

∂µ̃i
jk`

=
ci

jk

(2π)D/2
∣∣∣∣Ri

jk

∣∣∣∣1/2 bi
j(xt)

 xt`

σi
jk`

− µ̃i
jk`

 exp

−1
2

D∑
`=1

 xt`

σi
jk`

− µ̃i
jk`

2 , (36)

where δ (·) is the Kronecker delta function. The last step is to convert µ̃i
jk` back according

to the following equation:

µ̃i
jk`(n + 1) = µ̃i

jk`(n + 1)σi
jk`(n). (37)

Similarly, the derivations for the variance vectors, mixture weights, and transition proba-

bilities can be easily accomplished [12, 60, 14].

In the following experiments, uniform penalty weights for both PWI and PWII are used.

The experiments are conducted on each objective criterion and then a simple combination

of the multi-objective criteria. Furthermore, the scheme of recognizer output voting error

reduction (ROVER) [68] is tested as a post-processing scheme for the multiple ASR sys-

tem combination of the proposed MIE/MDE/MSE. One can investigate the non-uniform

penalty weights and rule-based combinations of the multi-objective criteria with particular

constraints such as [69] over the proposed training framework.

3.1.3 Recognition Experiments on the TIMIT Database

The experiments reported in this section are carried out on the TIMIT database, and the

standard experimental setup as specified in [70] is used. Phone and word recognition tasks

are conducted, respectively.
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As a baseline in phone recognition, context-independent (CI) HMM phone models are

trained by the latest version of the hidden Markov model toolkit (HTK) [71]. The CI system

consists of 48 monophones defined in [70], and all phones except for the short pause “sp”

are modeled by three-state left-to-right HMMs with 70 Gaussians per state. The short

pause model “sp” has only one state. The anti-models needed in the likelihood ration test

share the same structure as the recognition models, which are regarded as the target models

in the proposed training framework. In the phonetic recognizer’s evaluation, a bigram

language model over phones estimated from the training set is used. In addition, forty-

eight monophones are merged into 39 monophones according to the standard mapping

described in [70], and the confusion among the merged phones is not considered as errors.

The number of training iterations for all MCE and the proposed method in Table 2 is fixed

to be five.

On the other hand, in word recognition, context-dependent (CD) target models and CI

anti-models are trained. The CI anti-models consist of 41 monophones that are folded from

the 48 monophones defined in [70]. Separately, the set of cross-word triphone target mod-

els contains a total of 4,328 physical triphone models with 1,024 tied-states. In both the

CI and CD models, all phones are modeled by three-state HMMs with each state having

eight-mixture Gaussian components. In the word-recognition evaluation, a bigram lan-

guage model over words estimated from the training set is used. For the proposed discrim-

inative training, a word-loop network is used to generate competing strings in the training

data. In addition, the number of training iterations for all MIE/MDE/MSE in Table 2 is

fixed to be three.

In all experiments, the speech is represented by 39 dimensional feature vectors with

12MFCC, 12∆, 12∆∆, and three log-energy values. The standard 3,696 training utterances

excluding the “sa” utterances and 192 core-test utterances were used for training and test-

ing, respectively.

In the phone-recognition task, the phone accuracy rate of the baseline system is 70.57%
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Table 2: Phone accuracy rate (%) comparison for ML, MCE, and multi-objective training
techniques.

Del Ins Sub

ML 678 170 1289

MCE 674 179 1265

MDE 655 175 1279

MIE 687 156 1278

MSE 691 159 1273

D+I+S 687 159 1272

H+D+I+S 521 274 1278

after four iterations with ML estimation using the bigram language model. A performance

comparison between the conventional string-based MCE and the proposed multi-objective

DT method is detailed in Table 2. In particular, the detailed performance of each objective

criterion and two kinds of simple combinations of individual objective criteria such as

“D+S+I” and “H+D+S+I” is presented. Note that in the combined multi-objective training

methods, the three error segments and “hit” segments are simply incorporated into the DT

phase.

As shown in Table 2, it is evident that MCE mainly reduces the substitution error as

intended. However, each objective criterion of MDE, MIE, and MSE results in primarily

reducing its target error type, respectively. Furthermore, although the simple combina-

tions of the individual objective criteria are constructed, the two combined multi-objective

training methods still confirm the effectiveness of the proposed training framework. A rule-

based optimization method such as [69], unlike the simple combinations reported here, may

bring about a higher overall error reduction.

In the word-recognition task, the word error rate (WER) of the baseline system is

44.59% with the recognition models trained by ML estimation. A performance compar-

ison between the baseline ML and the proposed training methods on the WER is detailed
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Table 3: Word error rate (%) comparison between ML and multi-objective training tech-
niques.

Del Ins Sub

ML 89 84 527

MDE 76 87 533

MIE 95 71 527

MSE 88 83 514

ROVER 81 79 522

in Table 3. In Table 3, it appears that the proposed training framework leads to direct min-

imization of word-level individual errors. However, compared to the ML baseline, MIE

and MDE yield more deletion and insertion errors, respectively. One possible cause of

such instability is a lack of modeling anti-models with a corresponding discriminability.

As mentioned, the anti-models for the limited 41 CI monophones were employed during

evaluation with the CD target models in the DT phase. It is likely that use of the CD anti-

subword models discriminatively trained with the corresponding CD target models would

lead to improved performance as shown in [65].

Furthermore, the ROVER as a post-processing scheme is used to combine the multi-

ple ASR outputs of the proposed MIE/MDE/MSE. The ROVER algorithm was originally

proposed to improve the performance of speech recognition by combining multiple speech

recognizers. The outputs of multiple ASR systems are aligned into a word transition net-

work (WTN) by dynamic programming, and then majority voting is performed for each

correspondence set. The consensus output yields a word error rate (WER) of 43.44%,

which is a slight reduction over the best single system MSE of a WER of 43.63%. Note

that this combination scheme of individual recognition outputs using ROVER does not ex-

tensively explore the issue of sensitivity of individual error minimization since the essence

of ROVER is to extract a consensus/unanimity hypothesis from multiple alternatives.
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Table 4: The number of word-tokens in the training hypotheses generated by a word-loop
network.

Del Ins Sub Hit

1,957 264 7,087 21,088

We have seen that the proposed learning framework leads to direct minimization of

the individual errors. In particular, the deletion and insertion errors, which are typically

considered very difficult to handle, were directly reduced by the proposed MDE and MIE,

respectively. Although the proposed learning framework achieved very encouraging results

in this task, there are still many challenging issues.

In this research, a word-loop network is used to generate the competing hypotheses for

the proposed discriminative training while the bi-gram language model is used for decod-

ing. In this setup, the number of tokens for MDE and MIE, i.e., tokens that are likely to

cause insertion and deletion errors, is limited. Table 4 shows the number of word-tokens

in the training hypotheses generated by a simple word-loop network. As can be seen, most

of tokens are correctly recognized and a very limited number of the deletion and insertion

errors are obtained (e.g., roughly on the order of one percent of the tokens led to insertion

errors). These limited tokens have a great impact on the performance of the proposed MDE

and MIE since MDE and MIE are performed only on the corresponding error tokens. Re-

cently, weighted finite state transducers (WFSTs)-based discriminative training [27, 28] has

been proposed to produce much more hypotheses for discriminative training. We believe

that WFST-based approach would significantly improve the performance of the individual

error minimization learning.

In addition, while the testing set as well as the training set in TIMIT contains only a

small number of the deletion and insertion errors, yet many of them are articles such as “a”

and “the” or one short syllable-based word such as “in” and “on”. This is commonly ob-

served in general read speech databases such as TIMIT and wall street journal (WSJ) [72].
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Instead of the read speech databases, spontaneous and conversational speech recognition

systems [73, 74] that normally contain a wide variety of deletion and insertion errors would

be a promising application in use of the proposed individual error minimization learning

framework.

3.2 Adaptive Utterance Verification Framework

In the previous section, although the proposed learning method yields discriminatively

trained anti-models and target models at the same time, only the recognition performance

by the target model has been investigated. As the discriminatively trained target model can

be directly used for the recognition task, the simultaneously trained anti-model with the

target model, as a set of detectors, can also be used for detection and verification tasks.

Since the proposed individual error minimization learning criteria are essentially gener-

alized from the MVE criterion, it is expected that the proposed method has an intrinsic

nature of the MVE criterion; thus, a viable application using the proposed method may be

extended to detection and verification.

In this section, utterance verification (UV) [75, 76, 77] is chosen as a target task to de-

termine whether the proposed individual error minimization method can be directly applied

to a UV task. In particular, not only the recognition performance, but also the rejection per-

formance of the recognition errors in UV will be investigated by using both the target and

anti-models. Note that MVE in this section can be viewed as MSE in the previous sec-

tion. Since a UV task considered in this section consists of isolated keyword recognition

followed by verification, there are no deletion or insertion errors.

In contrast to the conventional two-stage UV, an integrated solution is proposed to en-

hance the overall UV system performance. The integration is accomplished by adapting

and merging the target model for UV with the acoustic model for ASR based on the MVE

principle at each iteration in the recognition stage. The proposed iterative procedure for
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UV model adaptation also involves revision of the data segmentation and the decoded hy-

potheses.

3.2.1 Utterance Verification

Conventional ASR systems are generally task specific with a fixed system construct, such

as vocabulary and grammar, which does not provide a user-friendly interface with flexi-

bility in accepting a wide range of user responses. The performance of these systems is

seriously degraded by out-of-vocabulary (OOV) words (improper input utterances) spoken

by the user or mismatched operating designs, such as different training and testing condi-

tions. To enhance the ASR performance for a friendlier voice user interface, it is necessary

to provide a mechanism for verifying the level of confidence in the recognition results.

Such a mechanism should reject OOV utterances, as well as potentially misrecognized ut-

terances, to avoid detriments caused by senseless recognition errors. This mechanism is

often referred to as utterance verification (UV).

The conventional UV framework consists of a recognition stage and a verification stage

as shown in Figure 5. In the recognition stage, the decoder produces a tentatively recog-

nized output for the verification stage. The decoder produces the output using generally

trained acoustic (recognition) models. The verification system considers the recognition

output as hypotheses and verifies the confidence level for the provided tentative decisions.

The UV system determines the scores of the hypotheses by using the corresponding target

models and anti-models – a set of verification models – on the segments of the hypotheses

provided by the decoder. Finally, in the evaluation stage, a ratio of the scores is compared

to a pre-specified operating threshold. Based on the threshold, a final decision is made to

either accept or reject the hypothesis.

In this research, UV refers to the ability to accept or reject a hypothesized word cor-

responding to a correctly decoded keyword, an incorrectly decoded keyword, or an OOV

word. This capability, different from the conventional formulation of speech recognition,
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Figure 5: Basic architecture of two-stage system in conventional UV.

is implemented as a likelihood ratio-based hypothesis testing procedure for verifying indi-

vidual subword units in a decoded word as a result of ASR decoding. In other words, the

verification is performed as post-processing after the recognition.

Conventional hypothesis testing in the verification stage is based on the Neyman-Pearson

lemma [78], which teaches the use of the likelihood ratio to accept or reject a proposed hy-

pothesis as defined in

LR(k) =
P(Xk|H0)
P(Xk|H1)

≷ τk ; Accept or Reject. (38)

A generalized likelihood ratio is computed when testing data Xk is observed and then

compared against a decision threshold to decide which one of two hypotheses is to be ac-

cepted. The two hypotheses are the null hypothesis H0 corresponding to the target model

and the alternative hypothesis H1 corresponding to the anti-model. Hypothesis testing is

performed by comparing the likelihood ratio LR(k) to a pre-specified operating threshold

τk. If the two likelihood functions of P(Xk|H0) and P(Xk|H1) are known exactly, the above

likelihood ratio test is the most powerful test [78]. However, the true likelihood or distribu-

tion functions are unknown in a real-world application.
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3.2.2 Limitations of Conventional Utterance Verification Framework

As shown above, a reliable estimate of the verification models plays a key role in UV since

hypothesis testing is performed by the discrimination (ratio) between the target and the

anti-models. In the context of UV, MVE training has shown successful results in several

UV tasks. Nevertheless, an additional level of uncertainty needs to be addressed, namely

the potential mismatch in the statistical behaviors of the training data and of the field data.

Since the pre-labeled data normally consisting of phoneme boundaries – the start and end

times of each phoneme on a reference transcription – are at best a limited representation

to support the given recognition models, the parameters optimized for a given training set

often undergo significant degradation under mismatch operating conditions.

Furthermore, although the two stages in UV may jointly affect the overall verification

performance, many researchers have been considering the first stage (recognition stage) and

the second stage (verification stage) separately, as shown in Figure 5. Integrating speech

recognition and UV in a single decoding scheme is believed to offer substantial perfor-

mance improvement, particularly for speech signals containing OOV words, ill-formed

words, or ill-modeled utterances. Past attempts at such integration include the hybrid de-

coder proposed in [79] and the one-pass likelihood ratio-based decoder proposed in [77].

Although these proposals take advantage of information from anti-models and likelihood

ratio testing, the benefits in general do not materialize simultaneously in terms of recogni-

tion and verification performances.

3.2.3 Adaptive Utterance Verification Framework

As shown in Section 3.1, the discriminatively trained target model directly leads to perfor-

mance improvement in recognition. Thus, it is expected that the label information obtained

from the target model can be advantageously utilized to adapt the model parameters to the

field data. In contrast to the conventional UV framework, in which the label information

obtained from the recognition model is fixed throughout the training stage, in this proposed

research, labels and segmentations are sequentially updated along with the target model
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Figure 6: Adaptive UV framework.

refinement in discriminative training with the given adaptation data. That is, the verifica-

tion models are updated iteratively by discriminative training, using a matched set of data,

which are associated with iteratively obtained labels and segmentations, as shown in the

training session of Figure 6.

Furthermore, in the context of the conventional UV, the recognized hypotheses do not

change regardless of the UV models. This limitation of using only the recognized hypothe-

ses carried out by the recognition models may substantially affect the entire verification

framework. It is obvious that improved segmentation and duration in a way consistent with

the verification models will directly affect the verification performance. Meanwhile, if the

recognition error is improved, resulting in a reduced portion of the incorrectly recognized

hypotheses, the entire verification framework will deliver superior performance. Hence, as

an integrated solution for the entire verification framework, the use of target models up-

dated in MVE training is proposed for the recognition stage again, as shown in the UV

session of Figure 6.

The proposed UV framework can be considered essentially as one integrated stage as-

sociated with only the verification models in contrast to the conventional rigid two stages

associated with the inconsistent recognition models and verification models as shown in

Figure 5. In this new framework, at every iteration during discriminative training, not only
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the label information for the next MVE training, but also the recognized output for the

hypothesis testing is sequentially updated by the current-stage MVE target model. Hence,

throughout the adaptive UV framework with MVE training, improved decoding results and

discriminatively trained verification models can be simultaneously obtained. It is obvious

that the updated decoder would produce a possibly better set of hypotheses than the fixed

decoder for the verification stage.

3.2.3.1 Segment-based Minimum Verification Error (MVE) Training

The MVE training method can be viewed as a special version of the MCE method for

detection and verification problems. Similar to the MCE criterion, the objective of MVE

training is to directly minimize the empirical average loss. In contrast to the conventional

string-based MVE [60, 61], here the segment-based MVE [63, 64] will be derived. Note

that the string-based MVE was initially designed to minimize the empirical average loss in

the given strings when a pair of detectors is used as a recognizer. Hence, it still focuses on

minimizing recognition errors rather than verification errors. Alternatively, segment-based

MVE directly minimizes the total verification errors as the weighted sum of type I and

type II errors not in the given strings, but in the given segments. An obvious advantage

of segment-based MVE is that the intrinsic properties of the speech signal, which is based

on segments during recognition and verification, can be directly embedded into the training

phase. Accordingly, the total verification errors latent in every given segment are efficiently

minimized. In this section, the theoretical framework of the segment-based MVE is briefly

reviewed.

Suppose there are M classes and K training tokens (segments) in a training set. For a

given training set {X1, X2, . . . , Xk}, the empirical average loss is defined by

L(λ̃) =
1
K

K∑
k=1

M∑
i=1

`total(Xk|λ
i)1(Xk ∈ class i), (39)

where 1(·) is an indicator function that returns one when the condition set in its argument

is satisfied and zero otherwise, and `total(Xk|λ
i) is the composite error estimation function
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which combines two different kinds of verification errors: type I error (miss) and type II

error (false alarm). The composite error estimation function can be described as

`total(Xk|λ
i) = PWI`I(Xk|λ

i) + PWII

M∑
j=1, j,i

`II(Xk|λ
j), (40)

where PWI and PWII are the penalty weights for type I and type II errors, respectively, and

`I and `II are smoothed loss functions to approximate the empirical verification error on

each training sample Xk defined as follows:

`I(Xk|λ
i) =

1
1 + exp(−αdI(Xk|λi) + β)

, (41)

`II(Xk|λ
j) =

1
1 + exp(−αdII(Xk|λ j) + β)

; j = 1, 2, . . . ,M, j , i, (42)

where d(Xk) is the mis-verification measure for the two types of detection errors. The two

misclassification measures for each incoming training token Xk labeled as the i-th class

event can be formulated according to Eqs. (25) and (26), respectively. In addition, the

discriminant functions, gt and ga, for the target and anti-models are defined by Eq. (27).

In this research, the maximum joint observation-state probability as defined by Eq. (28) is

also chosen for the discriminant functions.

Finally, according to an iterative procedure with the given training data, all the param-

eters in the target and anti-models follow the update rule of GPD algorithm as defined by

Eqs. (32–37) when minimizing (39).

3.2.4 Experiments

All experiments presented in this section were conducted on distance-talking and noisy-

speech databases collected under four different remote talking conditions: 30 centimeters,

60 centimeters, 100 centimeters, and 150 centimeters corresponding to the distance be-

tween a talker and the microphone.

In all evaluation sets, the number of keywords and that of OOV words are chosen to

be identical. Each of the databases comprises of 1,470 utterances recorded by 49 speakers,

with 30 utterances per speaker. Each utterance consists of an isolated word such as a
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command or point of interest for a voice control application of an in-car navigation system.

For the keyword detection and OOV word rejection experiments, a set of 130 keywords

and 50 OOV words are predefined in the 1,470 utterances. Among the 1,470 utterances,

a set of 1,113 (75.71%) utterances contains 130 keywords considered as legitimate inputs,

and the other 357 (24.29%) utterances contain 50 OOV words considered as invalid inputs

to be rejected by the system.

As a baseline, a set of 45 Korean monophone models were used. All models are rep-

resented by three-state strict left-to-right HMMs with 16 Gaussian mixture components

per state. For the baseline recognition models and verification models, a large-vocabulary

speech corpus consisting of 1,700,000 phone-optimized word utterances, 40,000 sentence-

based utterances, and 160,000 distant-talking utterances was used for training the initial

ML models. Then, the ML-trained models were refined by the conventional MVE method.

The refined-MVE models have been used for all adaptation experiments as the baseline

models.

On the adaptation side, the baseline models were trained based on the two MVE train-

ing scenarios: In the first scenario, conventional MVE training under the two-stage conven-

tional UV framework is performed without updating the transcription during MVE training

and the recognition hypotheses in the verification stage. In the second scenario, adaptive

MVE (A-MVE) training is performed to yield the updated transcriptions for the next train-

ing phase and the improved recognition hypotheses in the verification stage.

Both are trained with 490 utterances (one third of the total 1,470 testing utterances)

randomly chosen in the keyword utterances at each iteration. Then, the DT procedure is

performed over 10 iterations. As discussed, at each iteration, the label information on the

transcription is realigned by the current-stage MVE target model. Also, the updated label

information is used for the next DT stage.

The changes of the overall UV performance by A-MVE are illustrated in Figure 7.

In detail, the changes of WER and OOV rejection rate (REJ) with increasing number of
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iterations about the four different databases are shown in Figure 7 (a) and (b), respectively.

In both WER and OOV REJ, there is no performance degradation iteration-by-iteration,

and most of the performance gains have been achieved largely in the first three iterations.

In addition, after eight iterations, the performance change curves in both Figure 7. (a) and

(b) are flat.
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Figure 7: Changes of performance (%) over 10 iterations about four different databases. (a)
Change of WER. (b) Change of OOV rejection rate.

3.2.4.1 30 cm Database

An overall performance comparison on three different methods, which are the baseline, the

conventional MVE, and the adaptive MVE (A-MVE), respectively, is presented in the Table

5. From the second row in Table 5, with no rejection (that is, REJ=0.0%), the initial WER

of 29.05% is observed by the baseline model. On the other hand, with the verification,

the WER is reduced to 13.09% at seven percent false REJ and 8.66% at 15% false REJ.

Furthermore, after the verification, the REJ of the OOV words is 64.99% at seven percent

false REJ and 79.27% at 15% false REJ, respectively.

The overall performance by the MVE-trained model under the conventional UV frame-

work is summarized in the third row (MVE) of Table 5. With the verification, the WER

drops to 4.01%, and the OOV REJ is increased to 90.48% at 15% false REJ. Although
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Table 5: Overall performance comparison on 30cm database.

WER at 0%
rejection

WER / OOV REJ at
7% false rejection

WER / OOV REJ at
15% false rejection

EER

Baseline 29.05% 13.09% / 64.99% 8.66% / 79.27% 17.08%

MVE 29.05% 7.98% / 78.99% 4.01% / 90.48% 12.49%

A-MVE 25.37% 3.77% / 89.92% 1.48% / 96.08% 8.26%

the MVE method under the conventional UV framework produces substantial word error

reduction and improved OOV REJ compared to the baseline performance, the proposed

method, the A-MVE under the adaptive UV framework, confirms that considerable addi-

tional gains of performance can be achieved all over the performance metrics. In particular,

the WER has been reduced to 3.77% and 1.48% at seven percent false REJ and 15% false

REJ, respectively. In addition, with respect to the OOV REJ, remarkable performance

improvement is also obtained. The OOV REJ of 89.92% and 96.08% is achieved by the

A-MVE method at seven percent false REJ and 15% false REJ, respectively.

Finally, the EER performance is presented in the rightmost column of the Table 5. It

can be shown that the EER of the A-MVE is significantly reduced compared to the baseline

as well as the MVE. For details, Figure 8 shows detection error tradeoff (DET) curves of

the three different methods on the 30 cm database.

3.2.4.2 60 cm and 100 cm Databases

The second and the third testing sets are the “60 cm database” and the “100 cm database”

with a larger recording distance than the 30 cm database. As we have observed in the

30 cm database, the A-MVE significantly reduces the WERs, both with and without the

verification, and notably improves the verification performance, the OOV REJ, and the EER

on both databases. Details of a performance comparison on these databases are presented

in Tables 6 and 7, respectively.

In particular, at 7% false REJ on the 60 cm database and the 100 cm database, the
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Figure 8: DET curves of three different methods on 30cm database; the circles on the
diagonal line are EER points.

Table 6: Overall performance comparison on 60cm database.

WER at 0%
rejection

WER / OOV REJ at
7% false rejection

WER / OOV REJ at
15% false rejection

EER

Baseline 37.69% 19.79% / 56.02% 14.88% / 70.87% 19.03%

MVE 37.69% 15.24% / 65.83% 9.64% / 81.79% 14.97%

A-MVE 28.11% 8.38% / 78.71% 3.74% / 91.88% 12.22%

proposed framework using the A-MVE training reduces the WER by further 6.86% and

7.70% and simultaneously increases the OOV REJ by further 12.88% and 3.38%, respec-

tively, over the conventional framework using the MVE training.

From the experimental results on the 30 cm, 60 cm, and 100 cm databases, it is clear that

under the proposed adaptive UV framework, the two types of false alarms (misrecognized

keywords and OOVs) are minimized while the detection of correctly recognized keywords

is maximized.

3.2.4.3 150 cm Database

The last testing set is the 150cm database with the longest distance between a talker and

the microphone among all the databases. The performance comparison of ML, MVE, and
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Table 7: Overall performance comparison on 100cm database.

WER at 0%
rejection

WER / OOV REJ at
7% false rejection

WER / OOV REJ at
15% false rejection

EER

Baseline 52.15% 29.67% / 58.03% 22.60% / 71.55% 18.68%

MVE 52.15% 19.90% / 70.70% 13.62% / 80.28% 13.56%

A-MVE 33.06% 12.13% / 74.08% 5.44% / 89.58% 12.60%

A-MVE is detailed in Table 8. In particular, the baseline performance is seriously degraded

from 29.05% to 59.71%, in terms of the WER, compared to the 30cm database. Even with

the verification, the performance is limited to the WER of 26.82% and the OOV REJ of

74.01% at a 15% false REJ. By the A-MVE method, the WER rapidly drops from 59.71%

to 39.06%, even without the verification. Furthermore, with the verification by the A-MVE,

the WER is reduced to 7.66%, and the OOV REJ is increased to 88.14% at a 15% false REJ.

Table 8: Overall performance comparison on 150cm database.

WER at 0%
rejection

WER / OOV REJ at
7% false rejection

WER / OOV REJ at
15% false rejection

EER

Baseline 59.71% 36.09% / 54.80% 26.82% / 74.01% 17.79%

MVE 59.71% 23.00% / 73.16% 15.91% / 83.90% 12.88%

A-MVE 39.06% 14.59% / 73.73% 7.66% / 88.14% 13.09%

As a result, the adaptive UV framework reduces the WER without the verification and

also provides benefits with the verification by producing improved knowledge such as seg-

mentation for the hypothesis testing. All experimental results confirm that under the adap-

tive UV framework, the WER is remarkably reduced, and a substantial improvement of the

OOV REJ is achieved simultaneously.
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3.3 Chapter Summary

In this chapter, we proposed the individual error minimization learning framework and

investigated its applications to speech recognition and utterance verification. First, we re-

interpreted the commonly known three recognition error types, namely, insertion, deletion

and substitution, from an event detection viewpoint. By considering the deletion, inser-

tion, and substitution errors as miss, false alarm, and simultaneous miss/false-alarm, the

MVE criterion was generalized to MD(eletion)E, MI(nsertion)E, and MS(ubstitution)E, as

the objective functions for direct minimization of each of the three types of errors. This

new training paradigm follows the minimum error principle for acoustic modeling and can

explain the direct relationship between recognition errors and detection errors. In addition,

the adaptive utterance verification (UV) framework was proposed to enhance the overall

UV performance. This new UV system fully utilizes the proposed individual error mini-

mization framework by integrating the recognition and verification stages using the MSE-

trained models and thus overcomes several limitations of the conventional rigid two-stage

UV system.

In evaluation, we first carried out experiments in phone and word recognition on the

TIMIT corpus. Experimental results demonstrated that each objective criterion of MDE,

MIE, and MSE results in minimization of its target error, respectively. Furthermore, the

UV experiments consisting of keyword recognition followed by OOV rejection were con-

ducted on the ETRI distance-talking speech databases. Throughout the proposed adaptive

UV framework, we simultaneously obtained an improved overall system decoder with a

much reduced recognition error rate and discriminatively trained verification models which

significantly enhance the entire verification performance.
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CHAPTER 4

DISCRIMINATIVE LINEAR TRANSFORM-BASED ADAPTATION
USING MCE AND MVE CRITERIA

In this chapter, several discriminative linear transform (DLT) based adaptation methods us-

ing the MCE and MVE criteria are proposed for speech recognition and detection. In the

context of discriminative adaptation, most of the research has been limited to speech recog-

nition and speaker adaptation. To further consider discriminative adaptation for detection

and verification tasks under a noisy condition, a new DLT-based adaptation method using

the MVE criterion is proposed. The proposed MVE linear regression (MVELR) formulates

an objective function as a way of keeping consistency between detector training and per-

formance evaluation under a noisy condition. The essence of MVELR is to estimate a set

of discriminative linear transformations, which directly minimize the total detection errors,

some of which are due to characteristic mismatch in the given adaptation data compared to

the original training data.

Despite the effective discriminability and adaptation capability of the DLT-based adap-

tation methods, it is well known that these methods suffer from the data-sparseness prob-

lem. When the adaptation data are severely limited (less than 10 seconds of adaptation

speech/called rapid adaptation), it is highly difficult to obtain a solid and consistent per-

formance improvement. The rationale is that the DLTs are easily over-trained given the

extremely limited adaptation data. This problem is well known as the generalization issue

in the machine learning literature. To overcome the limitation of the DLTs for rapid adap-

tation, a regularized MCE (RMCELR) criterion is formulated by introducing the a priori

distribution as a regularization term to the original MCE empirical risk. This RMCE cri-

terion is applied to the DLT-based adaptation and the RMCE linear regression (RMCELR)

adaptation method is proposed for rapid adaptation.

Furthermore, a structuring framework to the prior density estimation is proposed to
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better estimate the hyper-parameters of the priors. In this framework, the prior densities for

the transform matrices are hierarchically structured in a context decision tree according to

the amount of the adaptation data available. Then, the transform matrices are derived using

the regularized MCE criterion. For this reason, we call the proposed approach structural

regularized MCELR (SRMCELR).

4.1 Discriminative Linear Transform-based Adaptation for Detection
and Verification Problems

4.1.1 Introduction

As discussed in Section 2.2, linear transform-based adaptation methods have been widely

used in automatic speech recognition. The aim of the linear transform is to adapt the mean

parameters of a Gaussian-mixture HMM system using affine transformation as defined by

Eq. (8). Based on the transform strategy, the mean parameters µ of the initial ASR system

are adapted based on the available adaptation data. In particular, maximum likelihood

linear regression (MLLR), a common adaptation method, estimates the linear transforms

by maximizing the likelihood of the transforms associated with the adaptation data. The

basic idea of MLLR in the adaptation of HMM parameters is shown in Figure 9.

The ML-based transform adaptation method has limited performance in accurately es-

timating the transforms. As discussed in Section 2.4, when the adaptation data are sparse,

the estimated transforms may not reliably adapt to the speaker variation or the environ-

mental distortion encapsulated in the given adaptation data. Furthermore, maximizing the

likelihood does not guarantee the minimum error rate in an ASR system since there is no

direct relationship between the training criterion and the system evaluation criterion. As

a result, discriminative criteria, such as MMI, MCE, and MPE/MWE described in Section

2.3, have been investigated for discriminative adaptation.

Among them, the MCE criterion directly minimizes the empirical classification error

over a set of training data. Similar to [55, 24], the MCE criterion can be directly applied
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Figure 9: Maximum likelihood linear regression (MLLR) in adaptation of HMM parame-
ters.

to the estimation of linear transforms and model parameter adaptation by using the gen-

eralized probabilistic descent (GPD) method. The results show that MCELR outperforms

MLLR in recognition accuracy with any given amount of adaptation data. In this research,

analogous to MCE-based approaches, the adaptation problem with the minimum verifica-

tion error (MVE) criterion is investigated thoroughly since there has been little effort in the

literature to apply discriminative criteria for detection and verification tasks.

In [63], the effectiveness of the MVE method on various broad phonetic class detection

tasks is reported. This paper presents three sets of phonetic category detection as a partic-

ular application for detection-based automatic speech recognition (ASR) [80, 81]. These

taxonomical sets comprise acoustic-phonetic classes according to their articulatory man-

ners, broad phonetic definition and phonemic identities. The three sets of categorization

are often studied in the context of a detection-based approach toward speech recognition.

In this section, detectors are designed for adaptation experiments in the same manner as in

[63].

Furthermore, in [63], detection errors were significantly reduced in terms of the total

error rate since the MVE training method directly minimizes the total verification errors

consisting of a combination of type I errors (miss) and type II errors (false alarm). The

effectiveness of MVE training in designing detectors has also been confirmed in the pre-

vious section. In this research, the MVE criterion is extended for the estimation of linear

transforms under the adaptation scenario.
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The essence of MVE linear regression (MVELR) is to estimate a set of discrimina-

tive linear transformations that achieve the smallest empirical average loss with the given

adaptation data. The loss function is minimized by the GPD algorithm according to an

iterative procedure. Similar to [63] in the general detection problem, the MVELR directly

minimizes the total detection errors, some of which are due to characteristic mismatches

in the given adaptation data compared to the original training data. Hence, discriminative

linear transforms by MVELR are likely to be more effective in adapting to noisy environ-

ments or various speakers than the standard ML-based linear-transform approaches in the

minimization of detection errors.

In this section, the MVELR equations are derived, and the MVELR adaptation frame-

work is developed following the MVE criterion. In an adaptation experiment, using MVE-

trained target models and anti-models as the initial models for detection of the afore-

mentioned acoustic-phonetic categories, two kinds of adaptation techniques, MLLR and

MVELR, respectively, are applied. A comparison study between detectors designed on

MLLR and on MVELR is conducted.

4.1.2 MVE linear regression (MVELR) Adaptation

In Section 3.2, MVE training was described in detail, and the effectiveness of the MVE

method has been shown in the verification task. In this section, a formulation of MVE

linear regression (MVELR) adaptation is derived.

The objective of MVELR is to estimate a set of linear transformations that achieve the

smallest empirical average loss with the given adaptation data {Xr
1, X

r
2, . . . , Xr

k}. Using the

GPD algorithm described in Section 3.1.2, the updated linear transforms W i can be found

by minimizing the empirical average loss defined in Eq. (39). Similar to Eq. (32), the

update rule of parameter W i at epoch k is

W i(k + 1) = W i(k) − εk
∂`total(Xk|λ)

∂W i

∣∣∣∣∣∣
W=W i

, (43)

where the parameter W i is defined by µ̂ = W iξ and W i =
{
W i

t ,W
i
a

}
, i = 1, 2, . . . ,M. The
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Figure 10: MVE linear regression (MVELR) adaptation.

set of linear transforms, W i
t and W i

a, are the linear transforms of the target model and anti-

model for the i-th class, respectively. The above partial derivative part is expressed in detail

as follows:

∂`i(Xn|λ
i)

∂W i = α`i(Xn|λ
i)
(
1 − `i(Xn|λ

i)
) (
−
∂g(Xn|λ

i
t)

∂W i
t

+
∂g(Xn|λ

i
a)

∂W i
a

)
, (44)

where Xk ∈ class i in the adaptation data set, and W i is the linear transformations for the

i-th class. In Eq. (44), g(·) is the normalized log likelihood function as a class discriminant

function defined in Eq. (27). Since the transformation matrices are associated only with

output likelihood functions, the gradient of g(·) is written as

∂g(Xk|λ
i)

∂W i =

T∑
t=1

δ (q̄t − j)
∂ log bi

j(xt)

∂W i (45)

and the final update equation of W i
m in each regression class m for class i is written as

∂ log bi
j(xt)

∂W i =

R∑
r=1

ci
mr

(2π)D/2
∣∣∣Ri

mr

∣∣∣1/2 bi
j(xt)

(
xt − µ̂

i
mr

Ri
mr

)
ξmr exp

−1
2

(
xt − µ̂

i
mr

)2

Ri
mr

 , (46)

where µ̂mr = Wmξmr , mr is the R Gaussian components of a particular regression class m, and

W i
m is a linear transformation of the m-th regression class for the i-th class in the adaptation

data set. This MVELR adaptation framework is illustrated in Figure 10. As shown in

Figure 10, a set of linear transforms for target and anti-models are separately treated and

estimated during discriminative adaptation.

Unlike [24], the scaling of variables in parameter transformation did not show any

performance gains. The MVELR parameter transformation is more sensitive than MCELR.

One can investigate the scaling in (46) and the optimization problem for MVE framework

adaptation.
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Table 9: Mapping rule for six-class category.

six-class Monophones
Percentage (%)
in the testing set

fricatives ch dh f jh s sh th v z zh 16.88

vowels aa ae ah ao aw ax ay eh er
ey ih ix iy ow oy uh uw

39.62

nasals en m n ng 10.32

stops b d g k p t 13.08

others dx el hh l r w y 12.95

silence sil 7.14

4.1.3 Broad Phonetic Class (BPC) Detection Experiments

Experiments in this section were conducted on the original TIMIT database and one of the

distance-talking speech databases [82] recorded from the original TIMIT database. The

speech databases, referred to as TIMIT DM, were recorded with a variety of commercial

portable devices in a conference/meeting room equipped with sound attenuating wall panels

and acoustic ceiling tiles. The original TIMIT database was used for training the baseline

models, and the HP1 database was chosen among the five databases [82] for the adaptation

and testing.

Similar to [63], three taxonomical phonetic category detectors are defined and trained

by the ML method followed by the MVE method on the original TIMIT database. The

categories include six classes based on the articulatory manner [1], 14 classes based on

the broad phonetic definition from [83], and 48 classes based on monophones defined in

[70]. The mapping rules from 48 monophones into the six- and 14-class sets are shown

in Tables 9 and 10, respectively. The target models and anti-models in all detectors are

constructed by three-state strict left-to-right HMMs and 16-component Gaussian-mixture

densities with diagonal covariance matrices.
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Based on the initial MVE seed detectors described above, two kinds of adaption tech-

niques, MLLR and MVELR, respectively, are applied using the given adaptation data for

comparison. In both MLLR and MVELR, only the mean adaptation was investigated, and

the baseline class for each detector is pre-defined to specify the set of components that

share the same transform. Three 13×13 block diagonal matrices in all transforms are used

for the 39 dimensional feature vectors. In particular, note that in MLLR adaptation, the

transforms estimated for the target model are shared in the anti-model. The transforms

for the anti-model are not separately considered since the acoustic and environmental dis-

tortion is assumed to be properly captured and represented in the transform parameters as

part of the signal characteristics. On the other hand, MVELR treats the transforms for the

target model and anti-model as separate because the anti-models are constructed strictly

for the purpose of facilitating formal hypothesis testing with minimized verification error.

MVELR has a different parameter update rule for each transform following Eq. (43).

For training the initial ML and MVE detectors, a total of 3,696 utterances in the training

set of the original TIMIT database are used. Regarding the adaptation, some of 3,696

utterances in the training set of TIMIT HP1 are randomly chosen for both MLLR and

MVELR adaptations. For all categories, the randomly chosen 200 utterances from TIMIT

HP1 were used as the adaptation data. In testing, a total of 1,344 utterances in the testing

set of the TIMIT HP1 database are used. All feature vectors have 12MFCCs + energy, and

their first- and second-order time derivatives.

Three different kinds of experiments were conducted on the three phonetic categories,

six-class, 14-class, and 48-class categories, respectively. The aim of these evaluations is to

observe performance gains of MLLR and MVELR under detector-based supervised adap-

tation scenarios. Performance is obtained based on the minimum total error rate (MTER).

As already presented in [63], the MTER is simply the minimum error rate based on an ex-

hausted search of the thresholds when applying the detectors to the test tokens. Hence, the

error rate can be seen as a lower bound. In addition, all performance metrics in MVELR
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Table 10: Mapping rule for 14-class category.

14-class Monophones
Percentage (%)
in the testing set

front vowels ae eh ey ih ix iy 20.06

mid vowels ah ax er 9.33

back vowels aa ao ow uh uw 7.02

diphthongs aw ay oy 2.41

voiced fricatives dh v z 6.50

unvoiced fricatives f th s sh zh 9.08

affricatives ch jh 1.30

voiced consonant b d g 3.72

unvoiced consonant k p t 7.91

nasals en m n ng 10.32

liquids dx el l r 10.91

glides w y 2.98

whispers hh 1.31

silence sil 7.14
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Figure 11: Performance comparison in six-class category with respect to the number of
adaptation utterances.

are measured at an iteration of 10.

A performance comparison based on the minimum total error rate with respect to vari-

ous amount of adaptation data in utterances is shown in Figure 11. It is evident that MVELR

performs better than MLLR, even when the amount of adaptation data is seriously limited.

The minimum total error rate of all sub-classes in the six-class category is detailed in Table

11. It is clear that the error rate of all sub-classes is significantly reduced when compared

to baseline and MLLR performance.

For 14- and 48-class categories, a similar pattern on performance improvement is ob-

served. In the 14 classes, MVELR produces an absolute performance gain of 0.94% com-

pared to using MLLR with respect to the weighted average error rate. On the other hand,

in the 48 classes, the weighted average values of the minimum total error rates for MLLR

and MVELR are 3.21% and 2.88%, respectively. A detailed performance comparison in

the 14 and 48 classes is presented in Tables 12 and 13 [64]. In conclusion, experimental
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Table 11: Minimum total error rate (%) for the six-class category.

six-class MVE Seed
Adaptation

MLLR MVELR

fricatives 6.74 7.00 4.74

vowels 5.99 6.65 5.41

nasals 6.68 7.16 5.15

stops 9.13 8.16 6.10

others 9.81 9.09 7.44

silence 4.36 3.80 1.70

Weighted
Average 6.98 7.07 5.35

results confirm that the proposed MVELR method significantly reduces the total error rate

and outperforms MLLR over all categories.

Note that no performance gain has been observed in MLLR. One possible reason may

be the inconsistency in the estimation of the transforms of anti-models. As previously

discussed, in these experiments, no particular transform for the anti-model was considered,

and the transform of the target model was simply shared with the anti-model. It is suggested

that one investigates the transform for the anti-model with some particular constraints using

MLLR.
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Table 12: Minimum total error rate (%) for the 14-class category.

14-class MVE Seed
Adaptation

MLLR MVELR

front vowels

mid vowels

back vowels

diphthongs

voiced fricatives

unvoiced fricatives

affricatives

voiced consonant

unvoiced consonant

nasals

liquids

glides

whispers

silence

7.62

7.59

5.16

2.08

5.68

5.54

1.18

3.23

6.28

7.57

7.34

2.21

1.31

4.36

8.13

7.61

5.30

2.00

6.28

5.14

1.09

3.25

6.03

8.49

7.69

2.11

1.31

3.79

7.30

7.35

4.95

1.94

5.57

4.51

1.06

3.16

5.25

5.04

7.26

2.25

1.31

1.60

Weighted Average 6.13 6.31 5.37
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Table 13: Minimum total error rate (%) for the 48-class category.

Name(%)
MVE
Seed

Adaptation
Name(%)

MVE
Seed

Adaptation

MLLR MVELR MLLR MVELR

aa(1.67)
ae(1.52)
ah(1.70)
ao(1.50)
aw(0.43)
ax(2.81)
ay(1.35)
b(1.07)
ch(0.51)
d(1.28)

dh(1.63)
dx(1.22)
eh(2.46)
el(0.68)
en(0.43)
er(3.34)
ey(1.58)
f(1.80)
g(0.79)

hh(1.11)
ih(2.84)
ix(4.91)
iy(3.57)
jh(0.58)

1.55
1.24
1.70
1.25
0.43
2.52
1.03
0.93
0.51
1.25
1.59
1.00
2.28
0.64
0.43
2.70
1.16
1.80
0.78
1.11
2.72
4.22
1.95
0.58

1.56
1.28
1.68
1.25
0.43
2.54
1.04
0.89
0.51
1.26
1.58
1.04
2.34
0.66
0.43
2.76
1.29
1.59
0.71
1.11
2.82
4.25
2.04
0.54

1.52
1.22
1.69
1.25
0.43
2.51
0.89
0.99
0.51
1.25
1.57
0.95
2.29
0.63
0.43
2.68
1.14
1.80
0.76
1.09
2.78
4.20
2.01
0.53

sil(6.01)
epi(0.65)
k(2.30)
l(3.66)

m(2.75)
n(4.78)

ng(0.74)
ow(1.18)
oy(0.25)
p(1.76)
r(3.63)
s(4.29)

sh(0.91)
t(2.60)

th(0.51)
uh(0.42)
uw(1.13)
v(1.40)
w(1.77)
y(0.74)
z(2.44)

zh(0.14)
vcl(4.98)
cl(10.19)

4.32
0.64
1.99
2.51
2.45
4.35
0.71
1.14
0.19
1.74
2.58
2.32
0.68
2.46
0.51
0.42
1.02
1.39
1.26
0.55
2.11
0.14
4.97

10.10

3.40
0.62
1.71
2.68
2.50
4.76
0.73
1.17
0.24
1.75
2.87
2.43
0.69
2.40
0.51
0.42
1.07
1.40
1.21
0.66
2.30
0.14
4.93

10.13

1.90
0.62
1.73
2.53
2.29
4.11
0.71
1.13
0.19
1.69
2.46
2.16
0.57
2.24
0.51
0.42
1.00
1.39
1.25
0.58
2.03
0.14
4.79
8.89

Weighted
Average 3.21 3.21 2.88
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4.2 Regularized MCE Linear Regression Adaptation

In the previous section, to overcome the current limitation in utilizing discriminative lin-

ear transform-based adaptation for detection and verification tasks under a noisy condition,

MVE linear regression was proposed and has generally shown effective discriminability

and adaptation capability. However, the MVELR method has shown very limited per-

formance when the amount of adaptation data is less than 10 utterances. In a practical

adaptation scenario, in which the amount of adaptation is extremely limited (typically less

than 10 seconds of adaptation speech), it is difficult to obtain a solid and consistent perfor-

mance improvement by DLT-based adaptation. It is well known that DLT-based adaptation

methods are subject to the data-sparseness problem [58, 24, 26, 57].

To overcome the limitation of DLT-based adaptation for rapid adaptation, in this thesis

we propose a regularized minimum classification error linear regression (MCELR) algo-

rithm for rapid adaptation in which the amount of adaptation data is severely limited. In

regularized MCELR, a regularization term is introduced as a weight penalty to the MCELR

risk and the penalized empirical risk is then minimized with respect to the transformation

parameters. The regularization term in the penalized empirical risk is regarded as a prior

distribution of the transformation parameters. The prior knowledge as a regularization term

can serve as constraints on the transformation parameters to prevent over-fitting and as in-

terpolation weights for the MCELR estimation process.

This chapter provides an analytical solution for the regularized MCELR framework

by deriving the penalized empirical risk in association with the prior distribution of the

transform parameters. Adaptation experiments with a small amount of adaptation data

are performed on a supervised adaptation scenario using the noisy and distorted speech

database, TIMIT HP [64, 82]. We conduct a comparison of the adaptation capability, in

terms of the environmental distortion, of four methods, MLLR, MAPLR, MCELR and

regularized MCELR (RMCELR), and confirm the effectiveness of the proposed approach

especially in a rapid adaptation scenario.
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4.2.1 Regularization of Discriminative Linear Transforms

It is well known that DLT-based adaptation methods are subject to the data sparseness prob-

lem. For example, the MCELR adaptation method by Wu and Huo [24] was successfully

applied to speaker adaptation. However, it showed very limited performance improvement

when the amount of adaptation data was less than one minute. This limitation has been

shown in several other studies using DLTs [25, 26, 57, 64]. It is mainly because they may

lower the discriminability for unseen data while the parameters for observed data may be

overly tuned.

This problem is known as the generalization issue in the machine learning literature.

To deal with the generalization problem, one of the common approaches is to control the

capacity or complexity in model training [84]. In this way, regularization involves intro-

ducing additional information as a penalty for complexity to avoid over-fitting. Another

approach is to maximize the margins of training samples closest to the decision boundary

[85, 86]. The use of variability of the error margin [87] and variational bounds [88, 89] for

regularization has also been proposed to address the generalization issue.

In addition, from a Bayesian point-of-view, a regularization technique is equivalent to

imposing certain prior distributions on model parameters. In the ASR literature, maxi-

mum a posteriori linear regression (MAPLR) [90] and structural MAPLR (SMAPLR) [91]

were proposed under a Bayesian framework. A key idea is to take advantage of additional

information on the possible values of the transformation parameters when the amount of

adaptation data is limited. In the Bayesian framework, this additional information can take

the form of a prior distribution of the transformation parameters. However, these methods

are still based on the optimal distribution estimation. It is desirable to take advantage of

both the Bayesian perspective and discriminative adaptation.

In [92], the use of different forms of a dynamic prior in linear transforms was investi-

gated for rapid speaker adaptation. Prior information estimated by VTLN [93] was used for

fast and robust CMLLR transform estimation. In this thesis, to utilize the prior knowledge
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in association with the MCE discriminative objective for rapid adaptation, we propose reg-

ularized MCELR by introducing a matrix normal prior distribution as a regularization term

to the MCELR empirical risk.

4.2.2 MCE Linear Regression (MCELR) Adaptation

As described in Section 2.2 and 4.1.2, linear transforms, Wm, are assigned to a particular

regression class m, which consists of R similar Gaussian components as follows: {mr}
R
r=1.

In MCELR adaptation [55, 24], the MCE criterion [12] is employed to estimate a set of

discriminative linear transformations, Ŵm, which achieve the smallest empirical average

loss with the given adaptation data.

For a given adaptation data set {X1, X2, . . . , Xk}, the empirical average loss of MCELR

is defined by

Lemp(λ) =
1
K

K∑
k=1

` (d(Xk|λ)) , (47)

where K is the total number of adaptation utterances, `(·) is a sigmoid function as shown

in Eq. (24), and d(Xk|λ) is a mis-classification measure. In the string-based MCE training,

a string-level misclassification measure is defined by

d(Xk|λ) = −g(Xk, S k|λ) + G(Xk, S k,n|λ), (48)

where S k is the correct label sequence for the k-th utterance, and S k,n is n-th best compet-

ing sequence for the k-th utterance, which is a recognized string not equal to S k. Here,

g(Xk, S k|λ) is a discriminant function as defined in Eq. (28), and G(Xk, S n,k|λ) is an anti-

discriminant function, which is a weighted sum over the competing N-best strings [12, 24],

defined as follows:

G(Xk, S n,k|λ) =
1
η

log

 1
N

N∑
n=1

exp
[
g(Xk, S k,n|λ)η

] . (49)

For a k-th utterance, g(Xk|λ) > G(Xk|λ) implies correct classification, and g(Xk|λ) < G(Xk|λ)

means false classification. When η approaches ∞, the anti-discriminant function becomes

maxn,n,k g(Xk, S k,n|λ), which is the best competitor not equal to g(Xk, S k|λ).
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Given the above definitions, MCELR can achieve discriminative linear transforms, Ŵm,

by minimizing the MCE objective function defined in Eq. (47) with respect to Wm. Finally,

the update rule of Wm using the generalized probabilistic descent (GPD) algorithm [12, 14]

becomes

Wm(k + 1) = Wm(k) − εk
∂`

∂Wm

∣∣∣∣∣∣
Wm=Wm(k)

= Wm(k) − εkα`(1 − `)
(
−
∂g
∂Wm

+
∂G
∂Wm

) ∣∣∣∣∣∣
Wm=Wm(k)

, (50)

where α is a constant which controls the slope of the sigmoid function, εk is a learning rate,

and k is the cumulative number of the given adaptation samples. The derivatives of the

discriminant function with respect to Wm follow Eqs. (45–46).

4.2.3 Regularized MCELR Formulation

As discussed, although the effective adaptation capability of MCELR in estimating the

parameters of the transformation matrices has been shown in several studies, MCELR gen-

erally suffers from the generalization problem given severely limited adaptation data. In

this research, to deal with the generalization issue for rapid adaptation, we formulate regu-

larized MCELR by introducing the regularization term to the MCELR objective function.

In regularization, a penalty term Freg(λ), which is called a regularizer, is added to the

original MCELR empirical risk and the penalized empirical risk can be written as follows:

min
λ

Lemp(λ) + Freg(λ), (51)

where Lemp(λ) is the MCELR empirical risk defined in Eq. (47). If we use a prior dis-

tribution of transformation matrices in the regularization term, we can add − log P(W) as

follows:

min
λ

Lemp(λ) − log P(W). (52)

Then, we define a penalized empirical loss function for a k-th utterance in a regularized
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MCELR criterion as follows:

`R(Xk|λ) = `(Xk|λ) − ζ log P(W), (53)

where `(Xk|λ) is the original MCELR loss function as shown in Eq. (47), ζ is a regulariza-

tion factor scaling parameter, and P(W) is the prior distribution of transformation matrices,

respectively.

The objective of regularized MCELR is to estimate a set of linear transformations which

achieve the smallest penalized empirical average loss with the given adaptation data. Using

the GPD algorithm, the update rule of a linear transform, which minimizes the regularized

loss defined in Eq. (53), is represented as

Wm(k + 1) = Wm(k) − εk

(
∂`(Xk|λ)
∂Wm

− ζ
∂ log P(Wm)

∂Wm

) ∣∣∣∣∣∣
Wm=Wm(k)

. (54)

Comparing Eq. (54) with the non-regularized MCELR update shown in Eq. (50), it can

be seen that a derivative of the prior distribution is used as constraints and interpolation

weights to the original MCELR loss.

Main issues here are how to define the prior distribution and how to obtain the derivative

of the prior distribution with respect to Wm. A conjugate distribution as the prior distribution

is preferable to obtain an analytical solution. In this research, a matrix variate normal

density, which can be viewed as a matrix version of a multivariate normal distribution as

shown in [90, 91, 94], is used as the prior distribution. Let p be the feature dimension and

Wm be a p × (p + 1) matrix, then the matrix normal distribution is defined as

P(Wm) = N(Wm|Mm,Φm,Ωm)

∝
exp

(
−1

2 tr
[
Ω−1

m (Wm − Mm)T Φ−1
m (Wm − Mm)

])
|Ωm|

(p+1)/2|Φm|
p/2 , (55)

where Mm is a p× (p + 1) matrix, Φm is a p× p matrix, Φm ≥ 0, and Ωm is a (p + 1)× (p + 1)

matrix, Ωm ≥ 0. These three matrices, Mm, Φm, and Ωm, are the hyper-parameters to be

carefully chosen. Generally, Mm can be obtained by a mean of Wm, and Φm and Ωm are
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estimated by

Φm = E
[
(Wm − Mm)(Wm − Mm)T

]
, (56)

Ωm = E
[
(Wm − Mm)T (Wm − Mm)

]
/c, (57)

where c is a scalar coefficient. Then, the partial derivative of log P(Wm) with respect to Wm

in Eq. (54) is obtained as follows:

∂ − log P(Wm)
∂Wm

=
∂

∂Wm
−

1
2

tr
[
Ω−1

m (Wm − Mm)T Φ−1
m (Wm − Mm)

]
= −

1
2

(
Φ−1

m (Wm − Mm)Ω−1
m + (Φ−1

m )T (Wm − Mm)(Ω−1
m )T

)
= −Φ−1

m (Wm − Mm)Ω−1
m . (58)

As can be seen, many hyper-parameters have to be carefully estimated and thus make

the implementation difficult. In this research, Φm is set to the identity matrix as Φm = I,

and Ωm is set to a scaled identity matrix as Ωm = I/c. Then, the Eq. (58) is simplified as

∂ log P(Wm)
∂Wm

= −(Wm − Mm)c. (59)

Therefore, the update rule of RMCELR as defined in Eq. (54) can be rewritten as

Wm(k + 1) = Wm(k) − εk

(
∂`(Xk|λ)
∂Wm

+ ζc(Wm(k) − Mm)
) ∣∣∣∣∣∣

Wm=Wm(k)

, (60)

where the derivative of `(Xk|λ) follows Eqs. (44-46).

From the Eq. (60), it can be seen that the update rule during the regularized MCELR

estimation is guided by a linear combination of the MCELR estimate ∂`(Xk |λ)
∂Wm

and the corre-

sponding constraint ζc(Wm(k) − Mm). When the sample size n increases, the influence of

the constraint diminishes and thus the MCELR estimate is dominant. On the other hand, if

n is small, the prior opinion about Wm is strong and the new estimate of the linear transform

is highly influenced by the constraint εkζc(Wm(k) − Mm).

4.2.4 Rapid Adaptation Experiments

Experiments are conducted on the original TIMIT database and the TIMIT HP [82] database

which is one of the distance-talking speech databases, TIMIT DM [64, 82]. The TIMIT
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HP database was introduced in Section 4.1.3 and chosen again for rapid adaptation experi-

ments in this section. The original clean TIMIT database was used for training the baseline

models and the TIMIT HP database was chosen for adaptation and testing.

To build the baseline acoustic models with maximum likelihood (ML) training, the

HTK is first used with a total of 3,696 utterances from the original clean TIMIT database.

The set of clean baseline models contains a total of 3,443 physical triphone models with 865

tied-states, and each state is modeled by a 16-component Gaussian mixture. In decoding,

a bi-gram language model over phones estimated from the training set is used. In addition,

the standard 48 monophones are merged into 39 monophones according to the standard

mapping described in [70], and the confusion among the merged phones is not considered

as errors. In all experiments, input speech is represented by 39 dimensional feature vectors

with 12MFCC, 12∆, 12∆∆, and three log-energy values.

We randomly chose 2, 4, 6, 8, 10, 25, and 50 utterances from the training set of TIMIT

HP database for adaptation while a total of 192 core-test utterances in the testing set of

TIMIT HP were used for testing. MLLR adaptation was performed on a regression tree

with 31 base-classes for speech and one base-class for non-speech (silence). A leaf occu-

pation count threshold was differently set according to the number of adaptation utterances.

For instance, 2, 4, 6, and 8 utterances had fewer than 500 threshold values while 10, 25,

and 50 utterances had more than the threshold.

As an initialization for linear transformations, both MCELR and regularized MCELR

(RMCELR) commenced the adaptation process using transformation matrices estimated

by MLLR. The total number of training iterations was set to be 20 for both MCELR and

RMCELR. The initial learning rate εk was set to be 5.0 × 10−6 for MCELR while it was set

to be 1.5 × 10−6 for RMCELR. Then, similar to [24, 57], the learning rate εk was gradually

decreased as the following schedule:

εk+1 = εk −
ε0Tk

I
∑K

k=1 Tk
, (61)
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Figure 12: Phone Accuracy Rate (%) of MLLR, MAPLR, MCELR and RMCELR for the
number of adaptation utterances.

where I and Tk are the total number of iterations and the number of frames in the k-th cu-

mulative adaptation utterances, respectively. This learning rate is required for the stochastic

convergence [95, 96, 97]. The other parameters were set as ζ = 1.0, α = 0.2, and η = 20.

Note that all adaptation experiments were performed under the supervised adaptation

scenario. In MCELR and RMCELR, the TIMIT reference transcription was used as a

correct sequence, and the 10-best string lists generated from the baseline recognizer were

used as competing sequences. Finally, for the prior distribution, the clean TIMIT database

was used to estimate the hyper-parameters. In this research, the identity matrices were

set for Φm and Ωm, and the constant parameter c was heuristically handled. The hyper-

parameter Mm defined in Eq. (55) was estimated by the mean of the MLLR transforms

obtained from all different speakers in a set of the clean training database. This prior

distribution is used in both MAPLR and RMCELR.

One main goal of the experiments in this section is to investigate the adaptation capabil-

ity and the generalization effect of RMCELR compared to MLLR, MAPLR, and MCELR

when the amount of adaptation data is extremely limited (less than 10 seconds of speech).

In all adaptation experiments, only the mean vectors of the Gaussian components were

adapted by using linear transformations. On the core testing set of the TIMIT HP database,
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Table 14: Adaptation Performance Comparison in Phone Accuracy Rate (%) for a Rapid
Adaptation Task.

Adaptation utterances
(seconds)

2
(4.32s)

4
(8.46s)

MLLR 42.46 44.13

MCELR 42.53 44.24

MAPLR 42.91 44.57

RMCELR 44.95 45.71

the clean baseline yields a phone accuracy rate (PAR) of 33.38% because of the environ-

mental mismatch while it shows a PAR of 69.12% on the clean core testing set.

An overall performance comparison of MLLR, MAPLR, MCELR and the proposed

RMCELR with regard to the PAR (%) for various amounts of adaptation data is shown

in Figure 12. As previously discussed, when the amount of adaptation data is severely

limited, it is clear that MCELR is faced with the generalization problem and thus yields

very minor gains over MLLR as reported in several other studies [24, 57, 64]. On the other

hand, MAPLR gives slightly better adaptation performance than MLLR and MCELR in this

rapid adaptation scenario. The better performance of MAPLR over MLLR and MCELR is

attributed to the exploitation of the prior information in the regression parameter estimation.

It is demonstrated that the MAP criterion is better than ML and MCE criteria in case of very

limited adaptation data. Nevertheless, MAPLR still finds the transform parameters through

the optimal distribution estimation as discussed and thus leads to the limited performance

improvement [90, 91].

However, the proposed RMCELR adaptation method significantly outperforms MLLR,

MAPLR and MCELR in the rapid adaptation scenario. It is mainly because RMCELR

iteratively improves the generalization capability and the discriminability with the help of

the regularized discriminative estimation instead of the distribution estimation in MAPLR.

The proposed RMCELR adaptation method is inherent in the Bayesian property where the

70



prior information is involved such as MAPLR and in the discriminative nature where the

competing hypotheses are applied like MCELR. As a consequence, the prior information

as additional assumptions on the transformation parameters efficiently constrains and in-

terpolates the MCELR loss as defined in Eq. (53) for rapid adaptation. In addition, as

usual in the Bayesian analysis, as the amount of adaptation data increases, MAPLR and

RMCELR converge to MLLR and MCELR, respectively, because of the small impact of

prior information in the relatively large amount of adaptation data.

The detailed comparison results, where the amount of adaptation data is fewer than 10

utterances, are summarized in Table 14. As can be seen, the proposed RMCELR consider-

ably outperforms MLLR, MAPLR and MCELR for rapid adaptation. In particular, it is in-

teresting that RMCELR with “two utterances” outperforms MLLR, MAPLR and MCELR

with “four utterances.” This finding implies that the proposed adaptation method can have

a superior effect at half the cost of MLLR, MAPLR and MCELR in this rapid adaptation

scenario. Furthermore, although the proposed RMCELR method demands higher compu-

tational cost than MLLR and MAPLR, it has the same complexity as MCELR where the

hyper-parameters of a prior distribution are obtained.

The influence of the scaling factor c in RMCELR with the smallest amount of adapta-

tion data (two utterances/4.32 seconds) is illustrated in Figure 13. The scaling factor c is

used to weigh prior information. If c is given as a small value such as 50 shown in Fig-

ure 13, the influence of the prior information is trivial, and thus RMCELR brings about a

small gain. On the other hand, if c is set too large such as 300 shown in Figure 13, the

transformations are misguided to the adaptation data as the number of iterations increases.

Therefore, the adjustment of the scaling factor c is another important issue, as well as the

hyper-parameter estimation of the prior density in the proposed RMCELR adaptation.
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Figure 13: Sensitivity of RMCELR on the different values of the scaling factor c over
iterations when the number of adaptation utterances is fixed to two utterances.

4.3 Structuring Framework to Prior Density Estimation for RMCELR

In the previous chapter, the proposed RMCELR adaptation method was trying to find

the regularized MCE estimates of linear regression models by combining the prior, ϕ =

{Mm,Φm,Ωm}. The hyper-parameters, {Mm,Φm,Ωm}, of the prior distribution are estimated

from the training data in an empirical Bayes manner [98]. Although highly improved gener-

alization and adaptation capability have been obtained by RMCELR over MLLR, MAPLR,

and MCELR in a rapid adaptation task as reported in Chapter 4.2.4, this limited approach in

estimating the hyper-parameters may not be reliable or accurate due to a mismatch between

the training and testing conditions.

An estimate of the prior distribution from the training data or the speaker independent

model such as RMCELR and MAPLR cannot directly represent the characteristics of the

testing condition. A better solution is therefore to estimate the prior distribution directly

from the adaptation data in association with RMCELR adaptation. In addition, a regression

tree in MAPLR and RMCELR has been used to correlate model parameters and transform

matrices W. However, it is necessary to cluster and estimate the prior densities in the given

tree structure along with the transform estimation. For example, a prior evolution scheme

can be incorporated in each level of the tree as the amount of adaptation data increases.
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A structural maximum a posteriori (SMAP) adaptation framework was proposed in

[99, 100] to provide a proper structuring of model parameters and prior densities. As a

transformation-based approach like MLLR, SMAP organizes HMM mean vectors in a tree

containing all the Gaussian distributions. Each leaf node in the tree is estimated using

the MAP criterion where the prior densities at the leaf nodes are defined as the posterior

densities of their parent nodes. This prior/posterior structural information is propagated

from the root node down to the leaf nodes of a context decision tree.

A natural extension of the SMAP approach to the linear transform estimation is called

SMAP linear regression (SMAPLR) [91, 101]. In SMAPLR, the transform matrices are

estimated using a MAP criterion where prior densities for the transform matrices are hi-

erarchically structured in a tree as proposed in SMAP. This hierarchical structure to the

priors supports a better use of the adaptation data for the whole estimation process and thus

provides more robust estimates to efficiently prevent over-fitting the adaptation data.

We motivate the use of the SMAP technique for the hyper-parameter estimation in

RMCELR adaptation. In particular, we propose to add a hierarchical structure to the priors

in the proposed RMCELR framework shown in the previous section. The prior densities

for the transform matrices are hierarchically structured in a context decision tree according

to the amount of the adaptation data available. Then, the transform matrices are derived

using the regularized MCE criterion. For this reason, we call the proposed approach in

this chapter structural regularized MCELR (SRMCELR). It is expected that more robust

estimates can be obtained through the structured priors for rapid adaptation. Also, we

expect that SRMCELR outperforms the MAP-based estimation of the transform matrices,

such as MAPLR and SMAPLR, and RMCELR using the subjective priors.

4.3.1 Structured Prior Evolution for RMCELR

The structured priors, as a prior evolution scheme, to the linear transform matrices have

been used in SMAPLR [91] and EMAPLR [102]. A key idea is that a transform estimated

at a certain node can provide some useful information to constrain the estimation of its
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Figure 14: Tree-based SMAPLR Algorithm.

child nodes. Based on the MAP criterion, the posterior distribution at the parent node

can be used as the prior distribution for the child nodes. In SMAPLR and EMAPLR, this

process is propagated from the root node down to the leaf nodes as illustrated in Figure 14.

Figure 14 depicts an SMAPLR algorithm in a regression tree structure. Suppose nodes

1, 2, 4, and 5 are only valid for estimation based on the leaf occupation count threshold.

Transform matrices W6 and W7 choose Ŵ1 as an optimal solution. On the other hand, to es-

timate Ŵ4 in node 4, the prior distribution P(W4) can be defined as the posterior distribution

in its parent node. It can be derived as P(W4) = P(W2|X2). In the same way, the posterior

distribution P(W1|X1) in node 1 can be used as the prior distribution P(W2) in node 2. Such

a structural constraint can be also hierarchically derived in a large regression tree. It has

been shown that this hierarchical prior/posterior propagation can efficiently reduce the risk

of over-fitting the adaptation data and thus improve the adaptation performance especially

for very small amount of adaptation data available. SMAPLR and EMAPLR generally

outperform MLLR and MAPLR.

In this thesis, we propose to apply the hierarchical prior structure into the RMCELR

framework. Similar to SMAPLR/EMAPLR, in structural RMCELR (SRMCELR), the prior

densities for the transform matrices are hierarchically structured in a tree based on the
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amount of the adaptation data available. However, several issues have to be carefully taken

into account to implement SRMCELR. First, the posterior distribution of the parent node

which is propagated down to its child nodes as the prior in SMAPLR/EMAPLR is replaced

by the approximation of the RMCELR solution in SRMCELR. Then, the approximation of

the RMCELR solution of the parent node is propagated down to the child nodes and used

as the mode of the prior distribution for the child nodes. Finally, based on the regularized

MCE criterion, the prior approximation penalizes the MCELR solution in the child nodes.

In Figure 14, to estimate Ŵ4 in node 4, the prior distribution P(W4) can be approxi-

mated by the RMCELR solution in its parent node and incorporated into the RMCELR

objective function. Suppose i is an index of a certain node in a tree and i − 1 is an index

of its predecessor node, which means the parent node of the child node i. Then, the prior

approximation in SRMCELR can be derived as follows:

P(Wi) u Ŵi−1

Mi = Ŵi−1. (62)

where Ŵi−1 is the RMCELR solution in the parent node and Mi is the mode of the prior

distribution in the child node. Then, the RMCELR update equation shown in Eq. (60) can

be rewritten as

Ŵi = W MCELR
i + εζ log P(Wi)

= W MCELR
i − εζc

(
W MCELR

i − Mi

)
= W MCELR

i − εζc
(
W MCELR

i − Ŵi−1

)
(63)

where Ŵi is the SRMCELR solution in the child node i and ε, ξ, and c are the GPD step

size, the regularization factor, and the scaling coefficient, respectively. In summary, the

prior distribution at each node is taken to be the approximation of the RMCELR solution

of its parent node. This process is propagated from the root node down to the leaf nodes in

a tree structure.
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4.3.2 A Comparison Study on DLT-based Adaptation Methods
4.3.2.1 MLLR and MAPLR/SMAPLR

In chapter 2.2, Maximum Likelihood Linear Regression (MLLR) was discussed and de-

rived in detail. The objective function and the final update equation were defined by

ŴMLLR = arg max
W

P(X|λ,W). (64)

and

wML
ri =

∑
m∈Mr

∑
t

γm(t)xi(t)ξT
m

1
σ2

mi


∑

m∈Mr

∑
t

γm(t)ξmξ
T
m

1
σ2

mi


−1

(65)

where wri is the i-th row of Wr, and γm(t), xi(t), and σ2
mi were described in chapter 2.2.

As discussed, when the amount of adaptation data is very sparse, MLLR is faced with

the generalization problem and thus W ML is poorly estimated. To overcome the limitation

of the MLLR adaptation method, maximum a posteriori linear regression (MAPLR) was

proposed using the MAP criterion as follows:

ŴMAPLR = arg max
W

P(W|X, λ)

= arg max
W

P(X|W, λ)P(W). (66)

In this criterion, the prior distribution of transform matrices W is defined by a matrix vari-

ate normal density shown in Eq. (55) same as RMCELR and SRMCELR. Given hyper-

parameters ϕ = {Mm,Φm,Ωm} of the prior distribution and assuming Φm is set to the identity

matrix, the final update equation in MAPLR can be defined as

wMAP
ri =

∑
m∈Mr

∑
t

γm(t)xi(t)ξT
m

1
σ2

mi

+ mriΣ
−1
ri


∑

m∈Mr

∑
t

γm(t)ξmξ
T
m

1
σ2

mi

+ Σ−1
ri


−1

(67)

where mri and Σ−1
ri are mean vector and covariance matrix of the prior distribution for re-

gression row vector wri. The key difference between MLLR and MAPLR is the use of

the prior information which is defined by the matrix variate normal density with hyper-

parameters, Mm and Ωm. As seen in Eq. (67), the additional terms, mriΣ
−1
ri and Σ−1

ri , in both

brackets are added in the MLLR solution shown in Eq. (65). These additional terms can

76



serve as constraints to the estimation of the adaptation data and thus better performance

can be obtained for the small amount of adaptation data available.

SMAPLR follows the same update rule as MAPLR shown in Eq. (67), but has a differ-

ent prior estimation and evolution scheme as explained in the previous section. In estimat-

ing the hyper-parameters, especially mri and Σ−1
ri , the structured priors are hierarchically

derived in a regression tree structure and estimated directly from the adaptation data avail-

able.

4.3.2.2 MCELR and RMCELR/SRMCELR

In MCELR, the MCE criterion is employed to estimate a set of discriminative linear trans-

formations (DLTs), Ŵ MCE, which achieve the smallest empirical average loss with the given

adaptation data. The final update equation for regression row vector wMCE
ri can be written

as follows:

w(k+1)
ri = w(k)

ri + εkα`(X; wri) (1 − `(X; wri))
(
−
∂g
∂wri

+
∂G
∂wri

) ∣∣∣∣∣∣
wri=wri(k)

= w(k)
ri + εkα`(X; w(k)

ri )
(
1 − `(X; w(k)

ri )
)

×

[
−

∑
t

∑
m∈Mr

γm(t)

 xi(t) − w(k)
ri ξm

σ2
mi

 ξT
m


+

∑
t

∑
n∈Mr

γn(t)

 xi(t) − w(k)
ri ξn

σ2
ni

 ξT
n


]
. (68)

where the HMM labels m belong to the correct transcription of X and the labels n are asso-

ciated in the competing sequences of X obtained by an N-best list or a phone/word lattice

which is not equal to the transcription. From the above update equation, we can see that

the adjustment of MCE-based transform matrices w(k)
ri is determined by the discrimination

of the correct labels against the competing labels. Therefore, the classification error in

association with the adaptation data can be efficiently minimized by the MCE-based dis-

criminative adaptation approach.

However, when the severely limited adaptation data is available, the MCE-based DLTs
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are generally over-trained to the adaptation data and thus the adjustment of w(k)
ri is mis-

guided. To overcome the problem for the very limited adaptation data available, in this

thesis we propose regularized MCELR which effectively constrains the MCE-based ad-

justment by using the prior information to the transform matrices w(k)
ri . The final update

equation of RMCELR can be written as follows:

w(k+1)
ri = w(k)

ri + εkα`(X; w(k)
ri )

(
1 − `(X; w(k)

ri )
)

×

[
−

∑
t

∑
m∈Mr

γm(t)

 xi(t) − w(k)
ri ξm

σ2
mi

 ξT
m + ζc

(
w(k)

ri −m(m)
ri

(
Σ

(m)
ri

)−1
)

+

∑
t

∑
n∈Mr

γn(t)

 xi(t) − w(k)
ri ξn

σ2
ni

 ξT
n − ζc

(
w(k)

ri −m(n)
ri

(
Σ

(n)
ri

)−1
)

]
. (69)

where m and n are the correct and competing sequences for X, respectively, same as in

MCELR. As can be seen, two different types of additional terms, which are ζc
(
w(k)

ri −m(m)
ri

(
Σ

(m)
ri

)−1
)

and ζc
(
w(k)

ri −m(n)
ri

(
Σ

(n)
ri

)−1
)

serve as constraints to the MCE adaptation. In particular, the

gradient of the correct labels m is constrained by +ζc
(
w(k)

ri −m(m)
ri

(
Σ

(m)
ri

)−1
)
. On the other

hand, the gradient of the competing labels n is constrained in the opposite direction by

−ζc
(
w(k)

ri −m(n)
ri

(
Σ

(n)
ri

)−1
)
. Therefore, the adjustment of w(k)

ri in RMCELR can be more ro-

bust and accurate than MCELR, by the additional constraints which can sequentially adjust

the MCE estimation.

SRMCELR follows the same update rule as RMCELR shown in Eq. (69). However, the

different prior estimation and evolution scheme are applied into SRMCELR. As explained

in Section 4.3.1, the hierarchical priors are embedded into the tree structure and derived

in a prior evolution scheme based on the adaptation data available. Hence, the hyper-

parameters mri and Σ−1
ri in SRMCELR can be more robust than RMCELR because of the

enhanced prior selection and estimation scheme.

4.3.2.3 MAPLR/SMAPLR and RMCELR/SRMCELR

We have studied different DLT-based methods: MLLR, MAPLR, SMAPLR, MCELR, RM-

CELR, and SRMCELR. From the Eqs (64–69), we can see the clear difference among the

78



methods. As a conclusion, we summarize some critical difference between MAPLR/SMAPLR

and RMCELR/SRMCELR, of which all use the prior information for adaptation.

First, these adaptation methods choose different objective criteria, MAP and RMCE,

for optimization. The RMCE criterion takes advantage of both the MCE and MAP criteria.

It has been shown in several studies [24, 103, 64] that the MCE criterion is superior to the

MAP criterion given larger amount of adaptation data. The MCE discriminative criterion

can achieve the optimal model by efficiently minimizing the empirical error in the given

adaptation data. However, when the adaptation data is severely limited, the MAP-based

adaptation is better than the MCE-based adaptation because of the use of the prior informa-

tion. In the RMCE criterion, the prior information as a regularization form is incorporated

into the MCE criterion. Hence, RMCE overcomes the limitation of MCE for rapid adap-

tation while keeping an intrinsic nature of the discriminative criterion. It is thus expected

that RMCE is better than MAP for rapid adaptation.

Second, the use of the competing hypotheses play a key role in not only training, but

also adaptation. As discussed, the adjustment of the transform matrices in RMCELR/SRMCELR

is composed of the contributions from both the correct and competing hypotheses. On the

other hand, MAPLR/SMAPLR concentrate on optimizing the model where the correspond-

ing labels are introduced in the given correct transcription. This difference in the hypothesis

utilization has a great effect on both the prior estimation and adaptation process.

Finally, a critical difference between MAPLR/SMAPLR and RMCELR/SRMCELR is

the way in utilizing the prior information. From the final update rules of these methods

shown in Eq. (67) and Eq. (69), the difference can be analyzed as follow:

MAPLR/SMAPLR: mriΣ
−1
ri

RMCELR/SRMCELR:


ζc

(
w(k)

ri −m(m)
ri

(
Σ

(m)
ri

)−1
)

m ∈ correct

−ζc
(
w(k)

ri −m(n)
ri

(
Σ

(n)
ri

)−1
)

n ∈ competing

(70)

where mri and Σ−1
ri are mean vector and covariance matrix of the prior distribution for re-

gression row vector wri. We can see that the constraints mriΣ
−1
ri from the prior distribution
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is added as a simple linear combination in MAPLR/SMAPLR. On the other hand, in RM-

CELR/SRMCELR, two types of constraints, m(m)
ri

(
Σ

(m)
ri

)−1
and m(n)

ri

(
Σ

(n)
ri

)−1
, from the cor-

rect and competing labels, respectively, are first subtracted from the MCELR solution w(k)
ri .

The differences are then weighted by ζc and the weighted differences are finally incorpo-

rated into the MCELR estimation as a form of a weighted linear combination. Separately

from the objective criterion difference, this sophisticated utilization of the prior information

in RMCELR/SRMCELR establishes the clear superiority against MAPLR/SMAPLR, and

thus directly leads to better adaptation and generalization capability for rapid adaptation.

4.3.3 An Overall Comparison on Rapid Adaptation Experiments

Rapid adaptation experiments are conducted on the same database as shown in Section

4.2.4. Moreover, all experimental setups are identical with the section. Experiments re-

ported in this section can be viewed as the additional comparison study including SMAPLR

and SRMCELR. An overall comparison between the various DLT-based adaptation meth-

ods studied in the previous section can be also investigated in detail. We will present the

results by MLLR, MCELR, MAPLR, SMAPLR, RMCELR, and SRMCELR, respectively.

As discussed, SMAPLR and SRMCELR follow the update rule of MAPLR and RM-

CELR, respectively. However, they have the different prior selection and estimation scheme.

As shown in section 4.3.2 in detail, the structured priors in SMAPLR and SRMCELR are

hierarchically derived in the tree and evolved based on the adaptation data available. In

particular, SRMCELR performs the iterative prior estimation where the hyper-parameters

are re-estimated at every iteration. In addition, the model structure and initial parameter

setups are also the same as in Section 4.2.4.

A goal of the experiments in this section is to investigate the adaptation capability

and the generalization effect of SMAPLR and SRMCELR compared to other DLT-based

methods when the amount of adaptation data is extremely limited (less than 10 seconds of

speech). A direct comparison between SMAPLR and SRMCELR can be drawn as done

between MAPLR and RMCELR in Section 4.2.4.
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Table 15: Rapid Adaptation Performance Comparison in Phone Accuracy Rate (%) on
Various Adaptation Methods

Adaptation utterances
(seconds)

2
(4.32s)

4
(8.46s)

MLLR 42.46 44.13

MCELR 42.53 44.24

MAPLR 42.91 44.57

SMAPLR 43.60 45.09

RMCELR 44.95 45.71

SRMCELR 45.30 46.03

The results by various DLT-based adaptation methods for a rapid adaptation task are

summarized in Table 15. Also, Figure 15 depicts a graphical comparison on the methods for

the proposed experimental setup. Adaptation results except for SMAPLR and SRMCELR

are adopted from Section 4.2.4. We can still maintain the experimental observations and

conclusions in Section 4.2.4.

Additionally, first we can see that SMAPLR which utilizes the structured prior estima-

tion outperforms MAPLR with the limited approach in estimating the prior distribution.

It is obvious that the structural and hierarchical prior estimation can provide a better use

of the adaptation data. The enhanced prior estimation approach directly leads to a bet-

ter adaptation performance by efficiently constraining the transform parameters for rapid

adaptation.

However, SMAPLR yielded a smaller amount of improvement compared to the pro-

posed RMCELR and SRMCELR methods. It can be explained that the MAP criterion

is less effective than the RMCE criterion for rapid adaptation. As discussed, the RMCE

criterion takes advantage of both the MCE and MAP criteria, by incorporating the prior

distribution as a regularization term into the MCE criterion. Moreover, more sophisticated

utilization of the prior information compared in Eq. (70) directly makes the clear superior-

ity against SMAPLR.
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Figure 15: A Graphical Comparison on Various Adaptation Methods for Rapid Adaptation
Experiments

In particular, SRMCELR is better than RMCELR for a rapid adaptation task. For the ex-

tremest setup (2 utterances/4.32 seconds of adaptation speech available), a PAR of 45.30%

was obtained by SRMCELR while RMCELR yielded a PAR of 44.95% in the same setup.

The performance improvement by SRMCELR mainly comes from the use of the structured

priors and their evolutive estimation scheme described in Section 4.3.1. In the end, SRM-

CELR outperforms all other DLT-based adaptation methods for rapid adaptation because of

the superior objective criterion, RMCE, and the structured framework to the prior density

estimation.

Finally, we provide a cross validation study of MLLR, SMAPLR and SRMCELR so as

to statistically demonstrate the effectiveness of the proposed SRMCELR adaption method

over SMAPLR which has shown the most successful performance among the current linear

transform-based adaptation methods. Specifically, we chose a single male speaker (mtcs0)

in the noisy TIMIT database for a k-fold cross validation. In the TIMIT dataset, each

speaker read a different set of 10 sentences. We excluded two dialect sentences (the SA

sentences) which are meant to expose the dialectal variants of the speakers.
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Table 16: Adaptation Performance (in PAR %) of MLLR, SMAPLR, and SRMCELR using
a Four-fold Cross Validation Procedure

CV-subset #
(seconds)

CV-subset 1
(5.46s)

CV-subset 2
(5.10s)

CV-subset 3
(6.91s)

CV-subset 4
(6.29s)

MLLR 50.22 47.52 46.32 50.00

SMAPLR 51.98 50.83 49.78 51.46

SRMCELR 55.95 53.72 51.52 57.28

Upon the eight utterances for the chosen male speaker, a four-fold cross validation

technique is used to evaluate the rapid adaptation performance of MLLR, SMAPLR, and

SRMCELR. Each validation fold consists of two utterances. Then, four adaptation exper-

iments are conducted, with one of the folds used for adaptation and the remaining three

folds for testing. To ensure fairness, the adaptation and the testing datasets are the same

for all three adaptation methods. Other experimental setups such as the baseline model and

hyper-parameter initialization are identical to the setup described in the previous adaptation

experiment.

In this experiment, the phone accuracy rates (PARs) of MLLR, SMAPLR, and SRM-

CELR are evaluated using the four-fold cross validation procedure. The PARs of these three

adaptation methods using each cross validation subset are tabulated in Table 16. As we can

see, SMAPLR leads to slightly better performance than MLLR when using the validation

subset 1 and 4 while much notable improvements are obtained by SMAPLR using the val-

idation subset 2 and 3. On the other hand, the proposed SRMCELR method significantly

outperforms both MLLR and SMAPLR on all validation subsets. In particular, an average

absolute gain of 6.11% is achieved by SRMCELR over MLLR while SMAPLR yields an

average absolute gain of 2.49% over MLLR. It is demonstrated that SRMCELR produces

a consistent and significant performance enhancement on any given validation subset. As a

result, these cross validation experimental results lead us to claim that the proposed SRM-

CELR method has more robust and effective adaptation capability than SMAPLR for rapid
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Table 17: A Statistical Significance Testing using a p-value on the Cross Validation Exper-
imental Results

p-value

SMAPLR over MLLR 0.05743

SRMCELR over MLLR 0.00848

adaptation.

Furthermore, we conduct a statistical significance test on the cross validation experi-

mental results in Table 16. In many statistical tests, a p-value is commonly used as the

probability of the difference in a dataset being due to sampling error. It is well known that

if a p-value is less than the pre-determined significance level which is often 0.05, then one

can determine that a test statistic is statistically significant.

Table 17 shows the p-values of SMAPLR and SRMCELR over MLLR. A p-value of

0.05743 is obtained by SMAPLR over MLLR and exceeds 0.05 which is normally deter-

mined as a significance level. Hence, the results of SMAPLR are not statistically signifi-

cant over MLLR in this cross validation study. On the other hand, a p-value of 0.00848 is

obtained by SRMCELR over MLLR. This p-value is extremely lower than a typical signif-

icance level (0.05) and the p-value of SMAPLR. From this statistical significance test, we

can see that SRMCELR is statistically much significant than SMAPLR over MLLR.

4.4 Chapter Summary

In this chapter, we proposed several novel discriminative linear transform (DLT) based

adaptation methods using MVE and MCE criteria for speech detection and recognition.

First, we proposed the MVE linear regression (MVELR) adaptation method which esti-

mates a set of DLTs within the MVE criterion. The proposed MVELR method directly

minimizes the total verification error with the given adaptation data and thus yields bet-

ter estimations to the linear transforms compared to the conventional ML-based adaptation
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approach (MLLR). Experimental results confirmed that the proposed MVELR method sig-

nificantly reduces the total error rate over all three phonetic categories of the detectors

compared to MLLR.

Furthermore, the limitations of the DLTs for rapid adaptation were addressed and the

regularized MCE (RMCE) criterion was proposed to effectively utilize the MCE-based

DLTs for rapid adaptation. The RMCE criterion was formulated by introducing the a pri-

ori distribution as a regularization term to the original MCE empirical risk. This RMCE

criterion was applied to estimating the DLTs and the RMCE linear regression (RMCELR)

adaptation method was proposed for rapid adaptation. In addition, structural RMCELR

(SRMCELR), in which the prior densities for the transform matrices are hierarchically

structured in a tree according to the amount of the adaptation data available, was proposed.

The proposed RMCELR and SRMCELR adaptation methods take advantage of both the

Bayesian perspective and DLT-based adaptation. Therefore, more robust estimates and im-

proved generalization capability can be secured for rapid adaptation. Extensive rapid adap-

tation experiments were carried out to validate the effectiveness of the proposed methods.

The experimental results revealed that the proposed RMCELR and SRMCELR methods

significantly outperform all current linear transform-based adaptation methods in a rapid

adaptation scenario.
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CHAPTER 5

CONSTRAINED DISCRIMINATIVE TRAINING FOR RECEIVER
OPERATING CHARACTERISTIC OPTIMIZATION

5.1 Motivation

Many machine learning algorithms have been developed to achieve the optimal perfor-

mance of various classification and verification applications. One critical issue is how to

optimize a model to meet a pre-set performance objective. In many real-world applications,

the model performance can be summarized by the false rejection (FR) and false alarm (FA)

rates. Minimizing FRR and FAR has been thus chosen as an overall objective in a wide

variety of machine learning methods [104, 37, 105, 36].

As recent pattern recognition applications become diverse, it has been increasingly rec-

ognized that many realistic applications often require an optimal solution that meets a par-

ticular operating target. In applications that involve detection, this particular operating

target may be a specific FRR (or FAR), say 0.1%, and the design objective is to optimize

model parameters to minimize FAR (or FRR). For example, an automatic teller machine

(ATM) with voice authentication may demand a very low FAR because a banking busi-

ness needs to avoid excessive inconveniences imposed on its clients for fear of driving the

clients away. In contrast, a language learning application may allow a relatively high FAR,

but requires a very low FRR because a good student may reject the learning aid when he

or she is unjustly graded by the system. Therefore, it is desirable that a novel system de-

sign methodology be developed to allow model optimization at any given operating point,

ultimately forming a new ROC curve, at every point of which there exist a pair of models,

the target and the alternative, that achieve an optimal performance at that specific operating

point.

Figure 16 shows two receiver operating characteristic (ROC) curves achieved by two

sets of system models, respectively. As shown in the figure, the two ROC curves have equal
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Figure 16: Two ROC Curves with Same AUC and EER Values

areas under the ROC curve (AUC) and equal error rate (EER) values. Without referencing

to a particular operating point, these two systems may be considered equally valuable.

However, if a low FAR is required at a fixed 30% FRR point, the system with a red dotted

ROC curve is much preferred. In a reversed condition, it is clear that the system with a blue

ROC curve is much more valuable. As a consequence, it is desirable to formulate a training

method which can directly optimize a system for such particular operating needs.

In this chapter, we will propose a constrained optimization formulation of minimum

verification error (MVE) [63, 64, 106] training for particular operating characteristic opti-

mization. Suppose there are two conflicting objectives such as FAR and FRR as mentioned

above. One goal is to construct a constrained objective function in which one objective,

e.g., FAR, is minimized with a specified constraint on another target objective, e.g., FRR at

1%. It is necessary to provide an analytical solution in formulating the constrained objec-

tive function and the corresponding optimization procedure. In this research, we propose

to apply augmented Lagrange multiplier (ALM) [107, 108, 109] into the MVE framework

for a constrained objective function formulation. In the following sections, a derivation of

the constrained MVE objective function and a systematic learning/optimization procedure
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are described in detail.

5.2 Receiver Operating Characteristic (ROC) Definition and Optimiza-
tion

The receiver operating characteristic (ROC) curve [36, 110] has been widely used in eval-

uating the reliability of diverse pattern recognition applications such as text categorization

[111, 112] and speaker verification/identification [31, 32, 113]. In binary classification, a

traditional ROC curve is plotted by varying a threshold on positive and negative sample

scores. This is thus a plot of a false positive rate against a true positive rate to all possible

operating points without changing the system model parameters. The ROC metric gener-

ally provides more useful information than a single error measurement. Among a set of

different models, it allows one to evaluate a performance tradeoff of a certain model with

respect to a wide variety of operating conditions so as to select the model that better suits a

particular operating need.

A detection error tradeoff (DET) curve [114, 115] as a variant of the ROC curve has

been found useful in speech applications. The DET curve plots a false negative rate on the

Y axis instead of a true positive rate in ROC. Another key difference is that DET graphs are

log scaled on both axes. Therefore, the area of the lower left part of the curve is expanded

and a curve shape is almost linear. The DET curve makes it easier to read the lower left part

and determine a tradeoff between FAR and FRR than the ROC curve when well-performing

models are evaluated.

The area under the ROC curve (AUC) [104, 37] is also an important factor as a measure

of model performance. A single AUC value can be found by calculating the area under

the ROC curve. It is closely related to the quantity of ranking performance defined as the

probability of the positive samples ranked higher than the negative samples. The AUC

value is thus equivalent to Wilcoxon-Mann-Whitney statistic [116]. The AUC metric has

been mostly used as a ranking performance measure [117, 118, 119].
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In the machine learning literature, there has been a lot of effort in optimizing ROC and

AUC for diverse applications. In [120], the AUC metric is directly used as an objective

function to be optimized for the classifier learning in the area of information retrieval.

Herschtal and Raskutti proposed a RankOpt algorithm [105] to optimize a linear binary

classifier by using the AUC rank statistic as an objective function and gradient descent-

based optimization. Similarly, ROC–AUC optimization methods have also been proposed

for neural networks [121] and SVMs [122, 38]. All these methods aim at a perfect ranking

on the sample instances, e.g., AUC=1, and thus directly lead to maximizing the AUC value.

However, as discussed already, two ROC curves with the same AUC value can be very

different at certain operating points.

Several studies have shown that the ROC–AUC criterion is not rich and flexible enough

in optimizing a model for diverse operating needs. To address this issue, multi-objective

optimization (MOO) [123, 124, 109] in which many different objectives can be optimized

simultaneously has been investigated in machine learning communities. The earliest work

was founded on the Pareto optimality [124]. Some of successful methods to solve the MOO

problem include multi-objective evolutionary algorithms (MOEA) [125, 126, 127], goal

programming (GP) [128, 129], and a classifier combination approach [130, 131]. These

methods have achieved great success in a wide range of applications, for example, text

categorization [132, 133] and biometric systems [134, 135]. However, most of the MOO-

based methods aim at balancing conflicting objectives or an error tradeoff and thus can be

considered as an ensemble solution.

In the ASR literature, iterative constrained optimization (ICO) based on the MOO

framework was proposed in [69] for finding compromise solutions that are satisfactory for

each of multiple competing performance criteria. The proposed ICO approach was applied

to an automatic language identification (LID) task and resulted in a good balance among

the many competing objectives. However, it is still viewed as an ensemble solution, which

is not directly related to a particular operating need.
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In [136], a constrained optimization problem for a specific operating point was ad-

dressed in the context of utterance verification. The minimum verification error rate con-

strained optimization (MVER-CO) training was proposed by utilizing a penalty function

approach in the constrained optimization literature [107, 123]. However, the penalty pa-

rameter which determines the quality and convergence of constrained optimization was not

tuned during training. Furthermore, decision threshold variations at a given particular oper-

ating point over learning were not taken into account as well. It is still necessary to design

a direct and effective solution for particular operating point optimization. In this thesis, we

make use of the augmented Lagrange multiplier (ALM) framework and empirical threshold

variation over the minimum verification error (MVE) criterion.

5.3 Limitations of MVE Criterion for Particular Operating Point Op-
timization

As discussed in Section 3.2.3.1, MVE training was proposed to optimize detectors or veri-

fiers by directly minimizing the empirical detection/verification error given labeled training

data. The empirical error is approximated by a loss function which is continuous and dif-

ferentiable function, for example, a sigmoid function. The smoothed MVE loss constitutes

an unconstrained objective function, typically using a sum of the two types (I and II) of

errors as the default optimization objective.

Although the empirical error may be measured at diverse operating points to meet some

particular design requirements, it is normally assigned as the number of FR and FA given

labeled transcription without taking into accounts any operating points. Therefore, it can

be viewed as the error counting function depending on the number of positive and negative

samples in the training data. In real-world applications, the dataset for learning is often

imbalanced where the number of observations belonging to each of positive and negative

classes is different. In this case, the majority class, e.g., negative class, is dominantly

trained and the class-dependent error type, here FAR, is thus further reduced. The current
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MVE framework constructs an objective function as a combination of errors regardless of

the between-class imbalance problem.

According to the MVE objective function, MVE results directly in reducing the total

number of errors. For this reason, the minimum total error rate (MTER) [59, 64] has been

used as a direct measure in evaluating a model trained by the MVE method. However,

in designing and evaluating a model for a particular operating point, AUC, EER, and the

whole ROC curve as well as MTER are not directly related to a point-wise performance

metric. Therefore, to enable the particular operating point optimization in the current MVE

framework, the MVE objective function has to be redesigned by embedding the specific

operating need into the empirical error estimates.

In addition, a mis-verification measure in the MVE framework assumes that the de-

cision threshold is always zero or pre-set as a median value heuristically found from a

development set. It is hard to tune the decision threshold over learning. If one inexplic-

itly adjusts the decision threshold, some important samples may be regarded as outliers and

thus would not be involved in learning. When the learning objective is targeted at a particu-

lar operating point, the decision threshold should shift onto the operating point and assume

an important role in model optimization. Then, those samples near the adjusted threshold

can be appropriately treated and the discrimination of the samples would be intensively

enhanced. This gives rise to the new concept of ROC optimization, aiming at obtaining

optimized models at every point on the optimized ROC curve.

To address this need, we propose to apply augmented Lagrange multiplier (ALM) into

the MVE framework and utilize threshold variation at the particular operating point over

learning. The ALM framework makes the MVE objective function flexible enough to em-

bed a particular operating need into the empirical error estimates. Furthermore, the ALM

parameters associated with the empirical error variation efficiently handle the constrained

MVE optimization over iterations. Meanwhile, the required decision threshold at an oper-

ating point is searched at every iteration and directly used in a mis-verification measure so
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as to shift a critical decision boundary onto the point to be optimized.

5.4 Constrained Scenarios in Speech Detection and Verification

In speech detection and verification, a hypothesis H0 with speech segment Xk is claimed

to have come from a target model λt. To verify the claim, a model λa for the alternative

hypothesis Ha is used to generate the log-likelihood ratio (LLR) as follows:

LLR(Xk|H0, λt,Ha, λa) =
1
fk

log
[

P(Xk|H0, λt)
P(Xk|Ha, λa)

]
≷ θk ; Accept or Reject. (71)

where fk is the total number of frames in speech segment Xk and a decision is made by

comparing LLR with a threshold θk. Let the whole training set X be partitioned into two

parts according to correct labels:

X = {Xpos, Xneg} = {x+
m, x

−
n ∈ RD|1 < m < M, 1 < n < N}. (72)

Then, a set of LLR scores, S + and S − for positive and negative tokens x+
m and x−n , can be

found by Eq. (71):

S = {S +
i , S

−
j ∈ R|1 < i < M, 1 < j < N}. (73)

Finally, a given threshold θk determines a FAR and FRR for a particular operating point at

θk as follows:

FRRk =
1
M

M∑
i=1

I(S +
i < θk) (74)

FARk =
1
N

N∑
j=1

I(S −j > θk). (75)

where I(·) is an indicator function.

As discussed, there are two types of constrained scenarios commonly adopted in detec-

tion/verification as follows:

minFRR subject to FAR = α, 0 ≤ α ≤ 1 (76)

minFAR subject to FRR = β, 0 ≤ β ≤ 1. (77)
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The expressions above are defined at a particular operating condition, either α or β, which

can be set to any value between 0 and 1. There exist a wide variety of potential operating

conditions depending upon an application specification or requirement. Obviously, we can

sample every operating conditions with their corresponding thresholds as follows:

{FARi, θFARi |0 ≤ i ≤ ∞, 0 ≤ FARi ≤ 1} → {FARi = αi, θαi} (78)

{FRR j, θFRR j |0 ≤ j ≤ ∞, 0 ≤ FRR j ≤ 1} → {FRR j = β j, θβ j}. (79)

As can be seen, if the number of conditions, I and J, is large enough (∞), we can sample

every operating points representing the entire ROC behavior. As a result, we can have a

set of information for every operating points when I and J are set to be large enough. If

these objectives are incorporated into model training, basically we will have I + J sets of

models. It would directly lead to huge computational complexity and memory capacity.

Thus, an appropriate number of I + J should be carefully chosen for tradeoff between

optimal performance and computation. Finally, by combining or fusing a set of information

from the I + J sets of models, we may form a new ROC curve optimized at every operating

point, of which there exist a pair of models. This new type of ROC formation is out of

scope of this thesis. Furthermore, in order to obtain the new ROC curve, a system design

methodology that allows model optimization at any given operating point has to be taken

into account first. In this thesis, we focus on optimizing a system model for a particular

operating condition.

For a particular operating point with the corresponding decision threshold, Eqs. (76)

and (77) can be expressed as

minFRR subject to FAR = αi at θαi (80)

minFAR subject to FRR = β j at θβ j (81)

where αi and β j are particular operating points with the corresponding thresholds θαi and

θβ j , respectively. The key challenge here is how to translate an operating point requirement
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(e.g., FRR=0.01) to the corresponding threshold for testing and further to the error objective

function, which properly combines the two types of errors and is the target to be minimized.

Unfortunately, the classical MVE training cannot explicitly cope with the scenarios

such as Eqs. (80) and (81) because of the constraints and non-linearity. To embed these

constrained scenarios into an MVE training framework, a theory of constrained and non-

linear optimization should be considered. Furthermore, a systematic learning procedure

with constrained objective functions have to be investigated thoroughly. We will review the

fundamental principles of the constrained optimization in the next section.

5.5 Constrained Optimization Techniques

The standard structure of most constrained optimization problems [107, 108, 137] is essen-

tially contained in the following:

minimize f (λ)

subject to gi(λ) = 0, i = 1, . . . , p (82)

where λ has dimensions n × 1, λ ∈ Rn, f (λ) is the objective function to be minimized,

and g(λ) are a set of equality constraints. The most simple and straightforward approach

to handling constrained problems of the above form is to apply a suitable unconstrained

optimization algorithm.

5.5.1 Penalty Function Approach

Historically, the earliest development to solve the constrained optimization problem, Eq.

(82), is a sequential minimization method based on the use of penalty or barrier functions.

This is referred to as a sequential penalty function technique. For the equality problem such

as Eq. (82), the quadratic penalty function is defined as

φ(λ, ρ) = f (λ) +
ρ

2

P∑
i

{gi(λ)}2 (83)
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where ρ is the penalty parameter, ρ � 0. The penalty is formed from a sum of squares of

constraint violations and the parameter ρ determines the amount of the penalty. By mak-

ing this penalty parameter larger, we penalize constraint violations more severely, thereby

forcing the minimizer of the penalty function closer to the feasible region for the con-

strained problem. For example, we can choose a fixed sequence
{
ρ(k)

}
→ ∞, typically{

1, 10, 102, 103, . . .
}

and then find a local minimizer for each ρ(k) [137, 108].

5.5.2 Lagrange Multiplier

In mathematical optimization, Lagrange multiplier provides a strategy for finding the local

minima of a function subject to equality constraints such as Eq. (82). We introduce a new

variable c called a Lagrange multiplier [107] and study the Lagrange function defined by

φ(λ, c) = f (λ) −
P∑
i

cigi(λ) (84)

In general, we can set the partial derivatives to zero to find the minimum:

∇λφ(λ∗, c∗) = 0 (85)

∇cφ(λ∗, c∗) = 0 (86)

where λ∗ is the minimum solution and c∗ is the set of associated Lagrange multiplier. This

means that ∇λ f and ∇λg must be parallel [107, 108]. That is, there exists some c ∈ R such

that

∇λ f − c∇λg = 0 → ∇λ f = c∇λg. (87)

5.5.3 Augmented Lagrange Multiplier

The penalty function and Lagrange multiplier methods suffer from some computational

disadvantages and are not entirely efficient. The augmented Lagrange multiplier (ALM)

method combines the classical Lagrange method with the penalty function approach. The

ALM [107, 108] for the equality constrained problem defined in Eq. (82) is introduced as

φ(λ, c, ρ) = f (λ) −
P∑
i

cigi(λ) +
ρ

2

P∑
i

{gi(λ)}2 (88)
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where ci are the Lagrange multipliers and ρ is the adjustable penalty parameter. If all the

multipliers ci are chosen to be identically zero, this becomes the usual penalty function

approach as described in Section 5.5.1. On the other hand, if all stationary values c∗i are

available, then it can be shown [108] that for any positive value of ρ, the minimization of

φ(λ, c, ρ) with respect to λ gives the solution λ∗ to problem of Eq. (82).

We now design an algorithm that fixes the penalty parameter ρ to some value ρk > 0 at

its k-th iteration, fixes c at the current estimate ck, and performs minimization with respect

to λ. Using λk to denote the approximate minimizer of φ(λ, c, ρ), we have by the optimality

conditions for unconstrained minimization [137] that

0 ≈ ∇λφ(λ, c, ρ) = ∇ f (λ) −
P∑
i

[
ck

i − ρkgi(λ)
]
∇gi(λ) (89)

By comparing with the optimality condition Eq. (87) for Eq. (82), we can set

ck+1
i = ck

i − ρkgi(λ) (90)

With this setup and sufficiently large ρ, the minimizer λ∗ can be iteratively searched.

5.6 Constrained MVE Training using Augmented Lagrange Multi-
plier

5.6.1 Preliminaries

Before we derive a constrained MVE formulation, we will re-interpret the constrained sce-

narios discussed in Section 2 through a MVE training perspective.

First, the FRR and FAR shown in Eqs (74-75) can be written in a MVE framework as

follows:

FRRk =
1
M

M∑
i=1

I(S +
i < θk) ≈

1
M

M∑
i=1

{
1 − `(S +

i , θk)
}

=
1
M

M∑
i=1

1

1 + exp
(
−γdI(S +

i , θk)
) (91)

FARk =
1
N

N∑
j=1

I(S −j > θk) ≈
1
N

N∑
j=1

`(S −j , θk) =
1
N

N∑
j=1

1

1 + exp
(
−γdII(S −j , θk)

) (92)

where I(·) is an indicator function, `(·) is a sigmoid function, and d(·) is a mis-verification
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measure function. dI(S +
i , θk) and dII(S −j , θk) are two different types of mis-verification mea-

sures for Type I (FR) and Type II (FA), respectively. They are defined by

dI(S +
i , θk) = −gt(Xpos|λ

i
t) + ga(Xpos|λ

i
a) + θk (93)

dII(S −j , θk) = +gt(Xneg|λ
j
t ) − ga(Xneg|λ

j
a) − θk. (94)

where gt and ga are the normalized log likelihoods, and λt and λa are the parameter sets of

the target model and the anti-model [63, 106] for the given speech segment, respectively.

Now recall one of the constrained scenarios that we are interested:

minFRR subject to FAR = αi, at θαi . (95)

This can be written as the constrained optimization problem form defined in Eq. (82) as

follows:

minimize f (λ) = FRR(θαi)

subject to gi(λ) = FAR(θαi) − αi = 0. (96)

Similarly, we can define the constrained form for Eq. (81):

minimize f (λ) = FAR(θβ j)

subject to g j(λ) = FRR(θβ j) − β j = 0. (97)

Above two equations are our target problem definitions that will be embedded into a con-

strained MVE objective function.

5.6.2 Constrained MVE Objective Function

As shown in [63, 106, 64], the classical MVE objective function is defined by

L(X|λ) =
1
M

M∑
m=1

`(dI(X+
m|λ)) +

1
N

N∑
n=1

`(dII(X−n |λ))

= FRR(θ) + FAR(θ) ; θ = 0 (98)
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From the above definition, it is clear that the original MVE does not assume any threshold

preference and does assume equal importance (no constraint) between the FAR and FRR.

Thus, it can be viewed as a simple combination (total) of empirical error of the FAR and

FRR without threshold concerns.

Suppose that given a constraint αi with respect to FAR we are going to minimize FRR

as described in Eq. (96). This objective can be incorporated into MVE by using the penalty

function method:

L(X|λ, ρ) = FRR(θαi) +
ρ

2
{
FAR(θαi) − αi

}2 . (99)

Similarly, the Lagrange multiplier method introduced in Section 3.2. can be used to con-

strain FAR = αi and the constrained MVE objective function using the Lagrange multiplier

method is defined by:

L(X|λ, c) = FRR(θαi) − c
{
FAR(θαi) − αi

}
. (100)

Finally, the augmented Lagrange multiplier (ALM) method can assign the constrained

MVE objective function as follows:

L(X|λ, c, ρ) = FRR(θαi) − c
{
FAR(θαi) − αi

}
+
ρ

2
{
FAR(θαi) − αi

}2 . (101)

In the same ALM structure, we can define the constrained MVE objective function for the

scenario described in Eq. (97):

L(X|λ, c, ρ) = FAR(θβ ji) − c
{
FRR(θβ j) − β j

}
+
ρ

2

{
FRR(θβ j) − β j

}2
. (102)

We have defined three constrained MVE objective functions: L(X|λ, ρ), L(X|λ, c), and

L(X|λ, c, ρ). Among them, we will adopt the form L(X|λ, c, ρ) which is defined by the ALM

method because of its effective optimality property.

5.6.3 Derivation of the Training Procedure

The constrained MVE objective function, either Eq. (101) or (102), can be minimized by

the generalized probabilistic descent (GPD) algorithm as the classical MVE adopts:

λk+1 = λk − εk∇L(X|λ, c, ρ)
∣∣∣
λ=λk

(103)
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where εk is the learning rate, and k is the cumulative number of the processed training

samples. A derivative of the objective function L(X|λ, c, ρ) can be written as

∇λL(X|λ, c, ρ) = ∇λFRR(θαi) −
[
c − ρ

{
FAR(θαi) − αi

}]
∇λFAR(θαi). (104)

∇λFRR(θαi) and ∇λFAR(θαi) can be expressed as

∇λFRR(θαi) =
1
M

M∑
m=1

γ`(dI) {1 − `(dI)}
∂

∂λ

{
dI(S +

m, λ
m, θk)

}
(105)

∇λFAR(θαi) =
1
N

N∑
n=1

γ`(dII) {1 − `(dII)}
∂

∂λ

{
dII(S −n , λ

n, θk)
}

(106)

where dI(·) and dII(·) are mis-verification measure functions defined in Eqs. (93-94). As

discussed in Section 3.3., the optimality condition in Eq. (90) suggests the following update

rule for Lagrange multiplier c at iteration l:

cl+1 = cl − ρl

{
FAR(θαi(l)) − αi

}
. (107)

Meanwhile, ρl is fixed at its current iteration l and then increased at the next iteration l + 1

such as

0 < ρl ≤ ρl+1 ∀l (108)

where
{
ρ(l)

}
> 0.

In this research, to reasonably adjust the penalty parameters, we increase ρl by multi-

plication with a factor η > 1 only if the constraint violation as measured by |FAR(θαi) − αi|

is not decreased by a factor ξ < 1 over the previous minimization. For example,

ρl+1 =


ηρl if |FAR(λl, θαi(l)) − αi| > ξ|FAR(λl−1, θαi(l−1)) − αi|,

ρl else.
(109)

In our implementation, we set η = 10 and ξ = 1
4 as typically recommended [107, 108].

The proposed training procedure is iteratively performed when the following stopping

conditions are not met:

L(X|λl, cl, ρl) ≤ L(X|λl+1, cl+1, ρl+1) ∀x+, x− ∈ X (110)
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‖∇λL(X|λ, c, ρ)‖ ≤ δ (111)

where δ is a tolerance level, generally set as very small value. It means that the proposed

iterative minimization method is terminated when the constrained objective function value

is not decreased in comparison with the previous iteration and the gradient of the objective

function is sufficiently small, but not necessarily zero. In summary, an algorithm descrip-

tion of constrained MVE for particular operating point optimization is presented in Table

18.

5.7 Experiments

In order to study the impact of the proposed method for particular operating point optimiza-

tion in the ROC space, we have conducted a series of experiments on the standard TIMIT

database [70]. We chose 6-class broad phonetic class (BPC) [1] detection for an evaluation

task. This BPC category is based on the articulatory manner [83] and mapped from 48

monophones into 6 articulatory features as shown in Table 9. Among the 6 classes, we

exclude the silence class since the baseline ML-trained model on this class already shows

very low FAR or FRR at any given constraints. For example, an FAR of 0.3% is observed

at a 2% FRR constraint while an FRR of 0.7% is observed at a 2% FAR constraint.

Table 19 gives the numbers of positive and negative segments for each BPC sub-class

except the silence class in the TIMIT training dataset. As can be seen from the table,

the negative segments are much more dominant than the positive segments in the TIMIT

training set. In many real-world applications, we can see a similar class imbalance problem

between positive and negative samples.

In all experiments, the input speech is represented by the common 39 dimensional

feature vectors with 12MFCC, 12∆, 12∆∆, and three log-energy values. Based on the

mapping rule in Table 9, the target models and anti-models in all sub-class detectors are

constructed by three-state strict left-to-right HMMs and 16-component Gaussian-mixture

density with diagonal covariance matrices in each HMM state. Given sample observations
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Table 18: An Algorithm Description of Constrained Minimum Verification Error Training
Given FAR=αi Constraint

I. Initialization
1. A set of training samples; x+, x− ∈ X.

2. Calculate LLR scores, S +, S − ∈ S , using a set of initial (ML) model λ0.

3. Input a particular operating condition αi.
4. Find the corresponding threshold θαi(0) .
5. Choose γ = 1.0, ε � 1.0, η = 1.5, ξ = 1

4 and δ = 10−3.

6. Initialize c0 = 0 and ρ0 = 1.

II. Repeat L iterations (e.g., 10 iterations, l ∈ [1, 2, . . . , 10])
1. Do constrained MVE learning given K training samples.

for k ∈ 1, 2, . . . ,K

Calculate the gradient ∇λL(Xk|λ, c, ρ)

Update λ by GPD: λk+1 = λk − εk∇L(Xk|λ, c, ρ)
∣∣∣
λ=λk

end for
2. Update the LLR scores and thresholds by the current iteration model.

Calculate LLR scores, S +, S − ∈ S , using the updated model λl

Find new θαi(l) at the input constraint αi

3. Update the Lagrange multiplier c and penalty parameter ρ.

cl+1 = cl − ρl

{
FAR(θαi(l)) − αi

}
if |FAR(λl, θαi(l)) − αi| > ξ|FAR(λl−1, θαi(l−1)) − αi|

ρl+1 = ηρl

else
ρl+1 = ρl

end if
4. See if the stopping conditions are satisfied.

if L(X|λl−1, cl−1, ρl−1) ≤ L(X|λl, cl, ρl) and ‖∇λL(X|λl, cl, ρl)‖ ≤ δ

Stop iteration

end if
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Table 19: Numbers of Positive and Negative Segments for each BPC Sub-class in the
TIMIT Training Set.

segments Positive Negative

fricatives 20,271 96,601

vowels 46,471 70,401

nasals 12,224 104,648

stops 15,741 101,131

others 13,896 102,976

on the training set as shown in Table 19, all models are first estimated by the conventional

maximum likelihood (ML) method using the EM algorithm as a baseline. Then, the ML

baseline models are further trained by the MVE method and these MVE-trained models are

compared with the proposed constrained MVE (CMVE) method. Same as MVE, CMVE

is applied to the ML models and thus we can see a direct comparison between MVE and

CMVE over ML.

In MVE training, we follow the conventional setup that constructs an overall objective

function as the total number of errors and assumes that thresholds are equals to zero for all

classes and every iteration. Unlike the conventional MVE setup, the proposed constrained

MVE method constitutes a constrained objective function formulated by the ALM frame-

work as described in Chapter 5.6.2. In this objective function formulation, the FAR and

FRR are first approximated as smooth functions of the detectors and then one of the error

types is constrained with an input particular operating point. The derivation of the con-

strained objective function and the update rule over iterations is described in Chapter 5.6.3.

In the proposed method, the input operating constraint is required prior to the learning.

In addition, associate hyper-parameters such as the GPD parameters and ALM parameters

require experimental investigation for proper initialization.

In our experiments, a sigmoid slope parameter γ is fixed at 1 and a GPD learning rate ε

102



has a small value less than 1.0 to avoid the over-training problem. For the ALM parameter

initialization, we simply set c0 = 0 and ρ0 = 1 while η and ξ are heuristically adjusted for

each sub-class. The threshold values corresponding to the input operating point are updated

every iteration using the current iteration model. In the following experiments, all reported

results are observed at 6-th iteration for both MVE and CMVE.

In the evaluation, either FAR or FRR at a particular operating constraint is mainly

concerned instead of AUC, EER, and MTER. As discussed, in evaluating a model for a

particular operating point, overall performance measures such as AUC and EER are not

directly related to a point-wise performance metric. Hence, we directly measure a target

error rate at a given particular constraint. In this thesis, we choose two different types of

constraints, a 2% FRR and a 2% FAR to illustrate the design methodology without loss of

generality. A main goal of the experiments is to investigate the tradeoff at a particular op-

erating condition, not on the overall ROC space. We report the performance at a particular

operating condition and also provide the DET curves to see the difference between ML,

MVE, and CMVE on the entire ROC space.

5.7.1 Minimize FAR at 2% FRR Constraint

The first experiment scenario is to minimize the FAR at a given 2% FRR constraint. First

of all, the performance of the two learning algorithms, MVE and CMVE, with increasing

number of iterations is provided to demonstrate the effectiveness and convergence property

of the proposed CMVE method over MVE. The performance is measured by either the

minimum total error rate (MTER) or the FAR at a 2% FRR constraint. Figure 17 shows the

MTERs of MVE and CMVE on a fricative class over 10 iterations. The MTER of MVE

was consistently decreased as the number of iterations increases. As discussed, since the

MVE method aims at minimizing the total number of errors, the MTER can be directly

minimized by MVE. Meanwhile, the proposed CMVE method is not directly related to

the MTER metric and hence the inconsistent error reduction was observed by CMVE.

Furthermore, a relatively small amount of gain in minimizing the MTER was achieved
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Figure 17: The Minimum Total Error Rates (MTERs in %) of the Traditional MVE Method
and the Proposed CMVE Method over 10 Iterations: On a Fricative-Class in Training Set.
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Figure 18: The False Alarm Rates (FARs) of the Traditional MVE Method and the Pro-
posed CMVE Method at a 2% False Rejection Rate (FRR) Point over 10 Iterations.: On a
Fricative-Class in Training Set.
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by CMVE when compared to MVE.

However, a goal of the experiments in this research is to investigate the tradeoff at a

particular operating condition, not on the overall error metric such as the MTER. Figure

18 presents the FARs of MVE and CMVE at a 2% FRR constraint on the same class over

10 iterations. The proposed CMVE method significantly reduced the FAR at a 2% FRR

as the iteration proceeds. As the objective of CMVE is to directly minimize a target error

rate at a given particular constraint, a considerable amount of FAR reduction at the given

2% FRR constraint was achieved by CMVE. In addition, the FAR of CMVE was consis-

tently decreased over the iterations and converged after 5 iterations. On the contrary, the

MVE method yielded very limited FAR reduction because of the inconsistent optimization

criterion in this constraint scenario.

The results on each BPC sub-class by ML, MVE, and CMVE are summarized in Table

20. At a 2% FRR point, the FARs of all sub-classes by the ML method represents very high

error rate. It is obvious that the ML method cannot optimize the detection performance at

a particular operating need. The ML criterion aims at the optimal distribution estimation

by maximizing the likelihood of the model parameters with the given set of observations.

However, maximizing the likelihood does not guarantee a minimum error rate both in total

and at a certain point because of the inconsistent criteria between detector training and

performance evaluation.

On the other hand, the FARs of most sub-classes at the 2% FRR constraint are sub-

stantially reduced by the MVE method. For example, the FARs of vowels and stops are

reduced, from 11.96% to 3.77% and from 14.15% to 5.97%, respectively. However, the

FARs of fricatives and others still have very high error rate. From Figure 19, we see that the

MVE-trained model shows only moderate performance improvement over the ML model

at the 2% FRR point. In contrast, the FRR of the MVE-trained model at a the 2% FAR is

significantly reduced over ML. It is because the MVE method mainly handles the negative

samples during learning and thus the errors around a low FAR is dominantly reduced. As
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Table 20: False Alarm Rate (%) at 2% False Rejection Rate Constraint on Training Set

ML MVE
Constrained

MVE

Relative
Improvement

over MVE

fricatives 16.61 14.03 3.59 74.41

vowels 11.96 3.77 2.68 28.91

nasals 9.69 5.67 1.10 80.60

stops 14.15 5.97 2.44 59.13

others 36.09 21.90 6.75 69.18

Average 17.70 10.27 3.31 62.45
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Figure 19: DET Analysis of fricative-class by ML, MVE, and CMVE at 2% False Rejection
Rate Constraint
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intended in the MVE criterion which aims at minimizing the total number of errors, MVE

training has a much greater impact on the negative samples which directly lead to a low

FAR.

Finally, the proposed CMVE method dramatically reduces the FARs of all sub-classes

at the 2% FRR constraint over ML and MVE. The relative improvement of the proposed

CMVE method over MVE on the training dataset is tabulated in the last column of Ta-

ble 20. On a direct comparison of CMVE over MVE, an average relative improvement

of 62.45% is obtained. In particular, two tricky classes, fricatives and others, which have

been observed with the limited improvement by MVE, have been substantially enhanced

by CMVE with a relative improvement of 74.41% and 69.18%, respectively. Meanwhile,

the CMVE-trained models on nasals and stops yielded an extremely low FAR of 1.10%

and 2.44%, respectively. The CMVE-trained model on vowels class showed a moderate

performance improvement compared to other classes. Unlike other classes, statistics of

the positive samples in the vowels class represent almost zero mean and small variance. It

means that the threshold at the 2% FRR point is not far away from the zero that is nor-

mally set for a threshold of a mis-verification measure in the conventional MVE training.

Therefore, the main gain by the CMVE method on this class comes from the ALM-based

weighting rather than the threshold shifting.

Table 21 shows the results of the same models on the testing set. Experimental obser-

vations on the training set also hold for the testing set. The FARs of all sub-classes by the

CMVE-trained models at a 2% FRR are considerably reduced when compared to ML and

MVE. Although an average relative improvement from the training set to the testing set is

reduced from 62.45% to 32.31%, the CMVE method still demonstrates its effectiveness for

particular operating point optimization. Since the CMVE method makes use of the empir-

ical weighting and threshold shifting on the training data over the iterations, it often gives

rise to the over-fitting problem onto the training set. To prevent this over-fitting problem,

regularization techniques [85, 122, 84] in the machine learning literature would be helpful.

107



Table 21: False Alarm Rate (%) at 2% False Rejection Rate Constraint on Testing Set

ML MVE
Constrained

MVE

Relative
Improvement

over MVE

fricatives 15.84 14.56 7.25 50.21

vowels 12.59 5.45 4.96 8.99

nasals 9.95 5.69 4.06 28.65

stops 13.75 6.64 4.37 34.19

others 34.79 21.06 12.74 39.51

Average 17.38 10.68 6.68 32.31

This issue is currently out of scope of this dissertation. However, we expect that it would

be a promising extension to the proposed CMVE method.

5.7.2 Minimize FRR at 2% FAR Constraint

The second experiment scenario is to minimize the FRR at a given 2% FAR constraint.

The results on the BPC detection task by ML, MVE, and CMVE are summarized in Table

22. Similar to the first experiment results, the target error of all sub-classes by the ML

method represents very high error rate at a given operating constraint. As discussed, the ML

criterion cannot lead to the optimal performance for particular operating point optimization.

On the other hand, the FRRs of most sub-classes at the 2% FAR constraint are sub-

stantially reduced by the MVE method. For example, the FRRs of vowels and stops are

reduced, from 33.32% to 3.46% and from 22.90% to 5.45%, respectively. In particular, for

all sub-classes the MVE method provides much better results at an FAR constraint than at

an FRR constraint. As seen in Table 19, the numbers of the negative segments are much

more than those of the positive segments in the TIMIT training set. In this between-class

imbalance dataset, the MVE method is more efficient at an FAR constraint so that the nega-

tive samples mostly contributes to the optimization. Therefore, by the MVE-trained models
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Table 22: False Rejection Rate (%) at 2% False Alarm Rate Constraint on Training Set

ML MVE
Constrained

MVE

Relative
Improvement

over MVE

fricatives 16.25 6.30 4.38 30.48

vowels 33.32 3.46 2.96 14.45

nasals 10.65 4.02 1.43 64.43

stops 22.90 5.45 3.18 41.65

others 44.83 13.10 9.60 26.72

Average 25.59 6.47 4.31 35.54

we can see an average FRR of 6.47% at a 2% FAR constraint, instead of an average FAR

of 10.27% at a 2% FRR.

The proposed CMVE method still outperforms the MVE method at an FAR constraint.

In the last column of Table 22, we can see that the relative improvement of the proposed

CMVE method over MVE on the training dataset is 35.54%. At an FAR constraint, the

CMVE method generally reduces the FRR in the ROC space when compared to MVE as

shown in Figure 20. However, when compared to ML, the most reduced point lies on a

2% FAR as expected in its learning criterion. On the other hand, the results of the same

models on the testing set are summarized in Table 23. Although experimental observations

on the training set also hold for the testing set, we can also see the over-training problem

as we have already seen in the first experiment scenario. An average relative improvement

from the training set to the testing set is reduced from 35.54% to 11.09%. As discussed,

it is necessary to apply some regularization techniques into the current CMVE learning

framework so as to prevent the over-fitting problem.

In summary, Figure 21 shows an overall DET analysis by ML, MVE, and two different

CMVE methods. It is evident that the CMVE methods result in mainly minimizing the

target error at the given operating constraints, either at the 2% FRR or at the 2% FAR.
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Figure 20: A DET Analysis of fricative-class by ML, MVE, and CMVE at 2% False Alarm
Rate Constraint

Table 23: False Rejection Rate (%) at 2% False Alarm Rate Constraint on Testing Set

ML MVE
Constrained

MVE

Relative
Improvement

over MVE

fricatives 16.60 7.36 6.56 10.87

vowels 35.90 6.11 5.33 12.77

nasals 11.13 4.65 4.00 13.98

stops 22.10 7.37 6.45 12.48

others 45.29 18.42 17.43 5.37

Average 26.20 8.78 7.95 11.09
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(a) fricative-class. (b) stop-class.

Figure 21: An Overall DET Analysis by ML, MVE, and CMVE. (a) fricative-class. (b)
stop-class.

Several conclusions in regard of a comparison study between MVE and CMVE are drawn

from the DET curves in Figure 21 and the results in Tables 20–23:

• In the highly unbalanced dataset between the positive and negative samples, the MVE

method yields biased models which were optimized toward the dominant-class sam-

ples although its objective criterion aims at minimizing an equally weighted sum of

FAR and FRR.

• Given the highly imbalanced training samples, the proposed CMVE method directly

minimizes the target error at any given operating constraints of the conflicting error,

by making use of the ALM framework for an appropriate weighting mechanism.

• After MVE training, some sub-classes still show high error rates at a given low FAR

or FRR. It it due to the rigid structure of the current MVE criterion using a fixed

threshold over learning. Thus, some samples at a low FAR or FRR are regarded as

outliers and would not be involved during learning.

• The decision threshold corresponding to a given operating point is iteratively updated
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over learning in the proposed CMVE method. Through this iterative threshold shift-

ing, the samples near the given operating point are appropriately taken into account

during training optimization.

• Due to the use of the empirical weighting and threshold shifting during learning, the

CMVE-trained models tend to be over-fitted to the training samples. To increase the

generalization capability to the test samples, some regularization techniques, such as

the margin concept in the SVM literature or the regularization techniques discussed

in previous chapters, can be applied into the proposed CMVE learning framework.

5.8 Chapter Summary

In this chapter, we proposed new constrained discriminative training for particular oper-

ating characteristic optimization. In real-world applications, a model optimized at a par-

ticular operating scenario is often required. However, the conventional receiver operating

characteristic (ROC) optimization methods cannot directly handle this practical require-

ment since they aim at overall performance optimization or a perfect ranking on the sample

instances. To solve the problem of designing a constrained model optimized at a particular

operating characteristic, we derived a constrained optimization formulation of MVE train-

ing by applying an augmented Lagrange multiplier (ALM) into the MVE criterion. The

ALM framework makes the MVE objective function flexible enough to embed a particular

operating need into the empirical error estimates. The proposed constrained MVE (CMVE)

method directly minimizes the target error at any given operating constraint by making use

of the ALM technique for an appropriate weighting mechanism. Meanwhile, the required

decision threshold at a given operating point was searched at every iteration and directly

used in a mis-verification measure so as to shift a critical decision boundary onto the point

to be optimized. Through this iterative threshold shifting, sample data, evaluated to be near

the threshold of the given operating point, are properly utilized in optimization.

We presented two sets of experimental results to demonstrate the effectiveness of our
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approach. In particular, we chose two different types of constraints, a 2% FRR and a 2%

FAR, to illustrate the design methodology without loss of generality. The main goal of the

experiments was to investigate the tradeoff at a particular operating condition, not on the

overall ROC space. Experimental results demonstrated that the proposed CMVE method

results in mainly minimizing the target error at the given operating constraints, either at 2%

FRR or at 2% FAR.
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CHAPTER 6

CONCLUSION, CONTRIBUTIONS, AND FUTURE WORK

6.1 Conclusion and Contributions

In this thesis, we propose novel objective-driven discriminative training and adaptation

frameworks, which are generalized from the minimum classification error (MCE) crite-

rion, for various tasks and scenarios of speech recognition and detection. All proposed

frameworks in this thesis were constructed to overcome the current limitations in utilizing

the discriminative criteria for a task-specific goal or a particular scenario. Three task-

specific requirements that many ASR applications often require in practice were addressed

to formulate new objective-driven discriminative criteria. In this formulation, each ob-

jective required by an application or a developer is directly embedded into the learning

criterion, thereby allowing system optimization to accomplish the desired performance.

Through many mathematical derivations and experimental results, the proposed objective-

driven discriminative training and adaptation frameworks are shown to accomplish theoret-

ical optimality and encouraging results in various applications of speech recognition and

detection. Major contributions of this thesis can be summarized as:

• Several novel discriminative criteria, generalized from the MCE criterion, are pro-

posed beyond the general purposes of the current discriminative criteria.

• Each of the proposed discriminative criteria can optimize a system model for a task-

specific goal or a particular scenario, which cannot be directly handled by the current

discriminative criteria.

• A theoretical framework for optimal learning following the minimum error principle

is provided in use of the proposed discriminative criteria.

• Extensive experimental validations are provided for various applications of speech

recognition and detection.
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6.1.1 Individual Error Minimization Learning Framework

A new discriminative training paradigm for direct minimization of each different type of the

ASR errors was first proposed. We interpreted the commonly known three recognition error

types, namely, insertion, deletion and substitution, from an event detection viewpoint and

introduced an individual error minimization learning framework aiming at direct reduction

of these individual errors. Specifically, three individual error minimization learning algo-

rithms were proposed: MD(eletion)E, MI(nsertion)E, and MS(ubstitution)E, respectively.

In addition, the adaptive utterance verification (UV) framework, in which MSE-trained

models are utilized in both recognition and verification stages, was proposed to enhance

the overall UV performance. The contributions in this topic are:

• New insights and ideas on how to interpret speech recognition and detection errors

were provided. By re-interpreting the three types of recognition error in the context of

a detection problem, the deletion, insertion, and substitution errors were respectively

explained as miss, false alarm, and miss/false-alarm errors happening together.

• The re-interpretation of recognition and detection errors was directly embedded in

formulating the individual error minimization learning framework. A theoretical

framework was derived from the minimum verification error (MVE) criterion.

• An adaptive utterance verification (UV) framework was constructed by integrating

the recognition and verification stages using the MSE-trained model thus overcoming

several limitations of the conventional rigid two-stage UV.

6.1.2 New Approaches to Discriminative Linear Transform-based Adaptation using
MCE and MVE Criteria

For this topic, we developed several novel discriminative linear transform (DLT) based

adaptation methods for speech detection and recognition. The MVE linear regression

(MVELR) was first proposed as a new discriminative adaptation method for speech de-

tection and verification. Then, to deal with the generalization issue for rapid adaptation,
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we proposed the regularized MCE linear regression (RMCELR) method. Furthermore, a

structural framework for the prior density estimation in RMCELR was proposed. Exten-

sive adaptation experiments were carried out on speech recognition and detection tasks to

validate the effectiveness of the proposed methods. The contributions in this topic are:

• An objective function in the proposed MVELR adaptation was formulated as a way

of keeping consistency between detector training and performance evaluation under

a mismatched condition. This consistency directly led to the optimal detector perfor-

mance in an adaptation scenario.

• The optimality of the DLTs can be ascertained with a sufficient amount of adaptation

data. When data are severely limited, to overcome the limitation of the DLTs for rapid

adaptation, a regularized MCE (RMCE) criterion was formulated by introducing the

prior distribution as a regularization term to the original MCE empirical risk.

• Structural RMCELR (SRMCELR) was formulated, in which the prior densities for

the transform matrices are hierarchically structured in a context decision tree accord-

ing to the amount of the adaptation data available.

6.1.3 Constrained Discriminative Training for Particular Operating Point Optimiza-
tion

A constrained optimization formulation of MVE training was proposed for operating char-

acteristic optimization. Without loss of generality, we chose two different types of con-

straints, a 2% FRR and a 2% FAR, and investigated a design methodology which aims at

minimizing the complementary type of errors. Experimental results demonstrate that the

proposed constrained MVE methods result in mainly minimizing the target error at the

given operating constraints, either at 2% FRR or at 2% FAR. The contributions in this topic

are:

• A novel constrained discriminative training algorithm for operating characteristic op-

timization was formulated by applying an augmented Lagrange multiplier (ALM)
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into the MVE criterion. An analytical solution and the corresponding optimization

procedure were provided.

• Given the highly imbalanced training samples, the proposed CMVE method directly

minimizes the target error at the given operating constraint, by making use of the

ALM technique for an appropriate weighting mechanism.

• The decision threshold corresponding to a given operating point was iteratively up-

dated over learning in the proposed CMVE method. Through this iterative threshold

shifting, sample data, evaluated to be near the threshold of the given operating point,

are properly utilized in optimization, resulting in substantial improvements in perfor-

mance.

6.2 Future Work

We plan to explore more in extending the proposed objective-driven discriminative training

and adaptation frameworks. First, for the individual error minimization learning, there are

still many open issues. One of the important issue is context-dependent (CD) anti-subword

modeling for improved discriminability during the DT phase. In this thesis, the anti-models

for the limited context-independent (CI) monophones were employed with the CD target

models in the DT phase. It is likely that the use of the CD anti-subword models discrim-

inatively trained with the corresponding CD target models would lead to consistent and

improved performance. Furthermore, the proposed individual error minimization learning

can be further implemented on the weighted finite state transducer (WFST)-based hypothe-

ses. The quality of the hypothesis space plays an important role in discriminative training.

We believe that WFST-based approach would significantly improve the performance of the

individual error minimization learning.

In addition, for the MCE-based DLTs in rapid adaptation, we plan to integrate a fully

Bayesian treatment of the transformation matrices into the proposed RMCE objective func-

tion. The variational Bayes method would further improve the proposed discriminative
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adaptation methods for rapid adaptation. Finally, in our particular operating point opti-

mization experiments, we have seen that the CMVE-trained models tend to be over-fitted

to the training samples. It is mainly due to the use of the empirical weighting and thresh-

old shifting over training. To increase the generalization capability to the test samples,

some regularization techniques, such as the margin concept in the SVM literature, can be

incorporated into the proposed CMVE learning framework.
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