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SUMMARY

Continuous phase modulation (CPM) is a non-linear constant-envelope modula-

tion scheme with memory, known for its bandwidth and power efficiency. Multi-h

CPM uses multiple modulation indices in successive symbol intervals to improve the

error performance as compared to single-h CPM (basic CPM that utilizes only a single

modulation index). One of the major applications of multi-h CPM is in aeronauti-

cal telemetry systems. Aeronautical telemetry is witnessing a data deluge similar

to other applications of wireless communications. Modern aeronautical devices host

an increasing number of sensors, which can transmit flight-test data to the ground

station. However, this excess data transfer requires more bandwidth, making the

behavior of the aeronautical channel increasingly selective in the frequency domain.

To get acceptable performance, channel equalization is required. Frequency-domain

equalization (FDE) offers low-complexity, as compared to both the optimal maximum-

likelihood sequence detection (MLSD) and the time-domain equalizer, for a channel

with large delay spread. The objective of our research is to develop FDE techniques

for multi-h CPM waveforms.

FDE is a block-based approach, and it mandates the transmitter to compose

symbol blocks resulting in a cyclic transmitted signal. For a modulation scheme

with memory, such as CPM, the cyclic constraint on the block necessitates the use

of an extra segment of symbols, called intrafix or tail segment, in each block. The

computation of these intrafix symbols and their quantity is related to the memory of

the modulator. To characterize the memory of the multi-h CPM modulator, we have

shown that it can be decomposed into a finite-state machine (FSM) with periodic

xv



transitions and a memoryless phase modulator (PM). First, we discuss the process

of terminating the tilted-phase component of the multi-h CPM signal. We have used

very simple geometric arguments to derive upper and lower bounds on the length of

the intrafix in terms of the parameters of the modulation scheme and the Frobenius

number. It is concluded that the length of the intrafix for multi-h CPM schemes is

typically shorter than those required for single-h modulation schemes.

After composing a signal suitable for FDE at the receiver, the next step is to design

the equalizer and demodulator for multi-h CPM. We propose two receiver architec-

tures; one uses a matched-filter front end, while the other utilizes a fractional-sampling

front end. We develop circulant matrix models for both receiver architectures, and

use these models to develop equalizers. Various simplifications are proposed for each

architecture, and the trade-off between receiver complexity and performance is ana-

lyzed and verified through detailed simulation studies. For performance evaluation,

we consider a dual-h CPM waveform (used in the IRIG-106 telemetry standard) af-

fected by a wideband aeronautical telemetry channel model.

Our theoretical results and proposed architectures for FDE of multi-h CPM will be

an important contribution towards achieving fast and reliable aeronautical telemetry.
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CHAPTER I

INTRODUCTION

1.1 Motivation

Continuous phase modulation (CPM) represents a family of non-linear coded modu-

lation schemes characterized by a constant envelope and continuity of the phase [1].

The constant envelope permits the use of very efficient non-linear power amplifiers in

the transmitter, while smooth phase variations result in a compact spectrum. Typi-

cal CPM schemes use a single modulation index that controls the sensitivity of phase

with respect to the source symbols. These modulations are classified as single-h CPM

schemes and have been used in various standards, such as GSM [2], Bluetooth [3],

etc. A variant of CPM, called multi-h CPM, has a set of modulation indices, and the

modulator selects one from the set, in a round-robin fashion, in successive symbol

intervals [4]. The use of multiple modulation indices introduces asymmetries in the

demodulating trellis of multi-h CPM signal, which delays the first merge, thereby

increasing the coding gain relative to single-h CPM. Multi-h CPM has been used for

voice-over-satellite communications (MIL-STD-188-181B) [5], and has been included

as the most sophisticated modulation scheme in IRIG-106 aeronautical telemetry

standard [6].

Aeronautical telemetry is witnessing a data deluge similar to other applications

of wireless communications. Modern aeronautical devices host an increasing number

of sensors, which can transmit flight testing data to the ground station. However,

this excess data transfer requires more bandwidth making the behavior of the aero-

nautical channel increasingly selective in the frequency domain [7, 8]. The effect

of the frequency-selective channel in the time domain is to introduce interference

1



among the neighboring symbols called intersymbol interference (ISI). To get accept-

able performance, this effect has to be mitigated/equalized at the receiver, prior to

demodulation, by using an equalizer. Frequency-domain equalization (FDE) is a

single-carrier technique that has low-complexity, as compared to both the optimal

maximum-likelihood sequence detection (MLSD) and the time-domain equalizer, for

a channel with large delay spread [9]. Our objective is to develop a comprehen-

sive framework to enable frequency-domain equalization (FDE) of multi-h continu-

ous phase modulation (CPM). This involves design of a transmit block to generate

a cyclic modulated signal, and to develop low-complexity receiver architectures that

can equalize and demodulate multi-h CPM signal received from a frequency-selective

channel.

FDE is a block-based approach, and it mandates the transmitter to compose sym-

bol blocks such that the resulting transmitted signal is cyclic over the duration of the

block [10]. For a modulation scheme with memory, such as CPM, cyclic constraint on

the block necessitates the use of an extra segment of symbols in each block [11]. These

extra symbols are collectively referred to as a tail segment [11] or an intrafix [12]. This

intrafix is in addition to the regular cyclic prefix required for memoryless modulation

schemes [13]. Computation of these intrafix symbols and their quantity is related to

the memory of the modulator. To characterize the memory of multi-h CPM modu-

lator, it is shown that the modulator can be decomposed into a finite-state machine

(FSM) with periodic transitions and a memoryless phase modulator (PM). The pe-

riodic FSM generates a tilted-phase signal [14], which after tilt correction, results in

excess phase. The excess phase is modulated by the PM. Cyclic constraint on the

signal can thus be posed as a constraint on state of the FSM. First, the process of

terminating the tilted-phase component of the multi-h CPM signal is discussed. It

is shown that an arbitrary state can be reached by controlling the input symbols of

the state machine. The process of minimizing the length of the terminating sequence

2



(TS) is posed as a discrete optimization problem, and it is observed that this problem

is closely related to a celebrated problem in number theory called the Diophantine

Frobenius problem [15]. Very simple geometric arguments are used to derive upper

and lower bounds on the length of the TS in terms of parameters of the modulation

scheme and the Diophantine Frobenius number. It is concluded that the length of

intrafix for multi-h CPM schemes is typically shorter than that required for single-h

modulation schemes. Later, it is shown that the problem of intrafix computation

to form a cyclic multi-h CPM signal can be reduced to a search of the terminating

sequence for the tilted-phase trellis; hence, the results on the length of the TS can be

applied to the length of the intrafix.

CPM schemes use a power-efficient transmitter owing to its constant envelope,

while its compact spectrum makes it desirable for bandwidth-constrained channels.

This clemency on the transmitter and channel, however, complicates the receiver.

After composing a signal suitable for FDE at the receiver, the next step is to design

an equalizer and a demodulator for multi-h CPM. Owing to the memory inherent in

CPM, optimal receivers become very complicated [1, 4]. Even for an additive white-

Gaussian-noise (AWGN) channel, an optimal CPM receiver requires a trellis-based

sequence detection because of CPM’s inherent memory arising from the phase conti-

nuity property [1]. Both the size of the matched-filter (MF) bank and the number of

states in the trellis contribute to the complexity of the receiver, which increases ex-

ponentially relative to the inherent memory. The reduction in complexity is typically

achieved by a sub-optimal receiver that is based upon one or another decomposi-

tion of the CPM signal as a superposition of multiple amplitude modulated pulses

(see [16], [17], and references therein). The most elegant and frequently used decom-

position is Laurent decomposition. It was first discovered for binary single-h CPM

schemes [18] and later developed for the M-ary single-h CPM waveforms [19]. A

simplified AWGN receiver for single-h CPM, based upon the Laurent decomposition,

3



was proposed by Kaleh [20]. By ignoring the pulses with negligible energy, Laurent

decomposition enables the reduction of both the number of MFs and the number of

states in the demodulator.

Laurent decomposition has been recently extended to multi-h CPM schemes [21],

and it is observed that the set of Laurent pulses vary from one symbol interval to

the next, and the pulses have a periodic behavior similar to that of modulation

indices. For example, for a modulation scheme with two distinct modulation indices,

the Laurent pulses appear in two distinct sets (one set corresponding to even symbol

intervals and the other to odd symbol intervals). A reduced complexity receiver design

for AWGN channels has been proposed for multi-h CPM [22] using similar principles

as Kaleh’s receiver except that it uses a dynamic MF bank – the received signal is

correlated with the current set of Laurent pulses.

As mentioned earlier, equalization is required at the receiver for signals transmit-

ted over frequency-selective channels. There are two hurdles in designing a practical

frequency-domain equalizer for multi-h CPM; the requirement of a cyclic transmit-

ted signal for the scope of the block and the exorbitant complexity of the receiver.

The problem of constructing a cyclic signal by using a cyclic prefix and an intrafix

has been examined in detail in [23] and Chapter 4 for single-h and multi-h CPM,

respectively. The use of FDE itself reduces the complexity of the receiver as com-

pared to the optimal MLSD receiver, but it can still be too high for partial-response

modulation schemes. There are two basic approaches to an FDE-based receiver de-

sign proposed previously for single-h CPM suffering from ISI; one that has a MF

bank front end [11] and the other that utilizes a single low-pass filter followed by

fractional sampling [24, 25]. Both these architectures utilize Laurent decomposition,

and it has been reported that they have similar performance at comparable receiver

complexities. We discuss both these architectures for multi-h CPM in Chapter 5.
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Matched-filter (MF) Front end Receiver: Using Laurent decomposition for

multi-h CPM signal, a matched-filter bank can be used to gather sufficient statistics

for detection [1, 10, 26]. Non-orthogonality of Laurent’s pulses and their periodicity,

in case of multi-h CPM, causes the noise at output of the matched filters to be

correlated and cyclo-stationary. Moreover, the pseudo symbols are also correlated.

Thus, the equalizer design must also consider second order statistics of both signal

and noise components of the sampled outputs of the matched filters. As discussed

in Chapter 5, this design requires an equalizer for each branch of the matched-filter

bank. Each equalizer is preceded by an FFT block, and followed by an IFFT block.

Complexity reduction can be obtained by omitting matched filters corresponding to

Laurent pulses with smaller amplitudes. Also, the demodulator can be simplified by

state reduction techniques as discussed in [27]. It will be shown that the suboptimality

caused by this complexity reduction impacts performance of the receiver.

Sampling-based Equalizer and Demodulator: Since the CPM spectrum is

very compact, it is expected that sampling the signal at the rate of two samples

per symbol interval may not cause much aliasing. Using this idea, the matched-

filter bank could be replaced by a single anti-aliasing filter followed by sampling at

twice the symbol rate. This approach has been used in equalizer design for single-h

CPM in [24, 25]. However, the framework is not directly applicable to multi-h CPM

because of the periodicity of its Laurent pulses. In the latter half of the Chapter 5,

a polyphase decomposition model is developed for multi-h CPM that can isolate the

effect of channel and the modulation memory. This will enable channel equalization

in the frequency domain followed by detection in the time domain. It is expected

that the complexity of the equalizer, in this approach, becomes independent of the

number of Laurent pulses.
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Performance and Complexity Comparison: Performance of the proposed

FDE schemes is compared by performing simulations on the dual-h CPM adavnced

range telemetry (ARTM) waveform. For this purpose, a wideband channel model

for aeronautical telemetry is used [7]. A complexity and performance comparison in

terms of the number of operations required per block and the achieved bit error rate

(BER), respectively, will help in determining the trade-offs involved in the choice of

one of these different approaches.

Previous Related Work: To the best of our knowledge, equalization for multi-

h CPM has only been considered in [28] and [29]. In [28], equalization is performed

for a specific full-response dual-h CPM waveform that is affected by the satellite-

transponder filters. The proposed approach is that of decision-feedback sequence

estimation (DFSE), which is performed on a super-trellis representing both ISI and

the memory of the modulation scheme. However, this approach becomes infeasible or

ineffective for partial-response waveforms and longer/non-minimum phase channels.

The authors in [29] proposed an FDE approach for general multi-h schemes based

upon the MF-bank and a differential-phase demodulator. Unfortunately, the circulant

discrete model derived for the output of the MFs omits the cross-correlation between

different Laurent pulses, which makes the results reported in [29] optimistic and

unrealistic.

1.2 Thesis Contributions

Important contributions of this thesis are summarized as follows:

• A decomposition for mult-h CPM modualtor has been developed as the cascade

of a periodic recursive continuous phase encoder (CPE) and memoryless phase

modualtor (PM).
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• Trellis termination of multi-h CPM has been considered in detail. It has been

shown that the constraints assume the form of a set of linear Diophantine equa-

tions (LDEs). A method has been proposed to minimize the length of the

terminating sequence (TS).

• Bounds are derived on the length of the TS in terms of the parameters of multi-

h CPM modulation. The length of the TS has also been found to be related to

the Frobenius Number.

• A detailed procedure has been proposed for the construction of a block that

generates a cyclic multi-h CPM signal. Theoretical justifications are provided

to establish the correspondence between the problem of minimizing the length

of the intrafix and the tilted-phase trellis termination.

• Two different receiver techniques are proposed for frequency-domain equaliza-

tion of multi-h CPM. One of them utilizes a matched-filter bank and the other

utilizes a simple fractional sampler. Matrix models with a circulant substruc-

ture are developed for both types of receivers, and using these models, we have

proposed the design of equalizers and demodulators.

1.3 Thesis Outline

The remainder of this dissertation is organized as follows. In Chapter 2, we provide

background information about continuous phase modulation, single-carrier frequency-

domain equalization, and Laurent decomposition of CPM signals. Moreover, we also

provide a brief literature review of the area. Chapter 3 explains the structure of multi-

h CPM transmitter and its trellis termination. Bounds are computed for the length

of terminating sequence, and a relationship of the length of terminating sequence is

found with the Diophantine Frobenius problem. In Chapter 4, we build upon the-

oretical results of Chapter 3, and propose various methods to compute the intrafix
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segment. A procedure is specified for the construction of a cyclic transmit block such

that the length of the intrafix is minimized. Chapter 5 deals with the receiver design,

i.e, the most challenging part of the problem. We propose two different receiver archi-

tectures for frequency-domain equalization of multi-h CPM; one of them based upon

a matched-filter front end, and the other one based upon a fractional sampling front

end. For each model, we provide the derivation of the circulant matrix models, ana-

lyze the computational requirements, and perform simulation-based studies. Finally,

in Chapter 6, we conclude our thesis with a summary of important contributions and

a list of future research directions.
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CHAPTER II

BACKGROUND

As mentioned in the previous chapter, the objective of our research is the frequency-

domain equalization (FDE) of multi-h continuous phase modulation (CPM). In this

chapter, we introduce continuous phase modulation (CPM), motivate the need for

equalization in a frequency-selective channel, identify the challenges involved and the

advantages gained by performing equalization in the frequency domain, and provide

a brief review of the existing transceiver techniques for single-h and multi-h CPM in

frequency-selective channels.

2.1 Continous Phase Modulation

Continuous phase modulation (CPM) is a group name for a family of constant enve-

lope and bandwidth efficient modulation schemes [1]. Over the years, specific forms

of CPM have been adopted in various personal and mobile communication standards,

such as GSM and Bluetooth. The standard single-h CPM transmitter uses a single

modulation index for all the symbols. An important sub-group of CPM schemes is

multi-h CPM, which acquires superior minimum distance properties as compared to

single-h CPM schemes, through the use of a cyclic set of modulation indices [4]. A

quaternary dual-h CPM scheme (with two modulation indices) is part of the IRIG-106

Aeronautical Telemetry standard [6].

2.2 Channel Equalization

The effect of multipath fading on the transmitted signal is to introduce interfer-

ence among the neighbouring symbols. This effect is called intersymbol interference

(ISI) [10, 26]. In the frequency domain, the multipath effect manifests itself as a
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frequency-dependent gain of the channel, and a channel with such behaviour is said

to be frequency selective. As the data rate increases, the effect of multipath becomes

more and more dominant. Continuous phase modulation (CPM) schemes have an

inherent memory owing to the partial-response character of the phase pulse and the

continuity of the phase [4, 30, 31]. A frequency-selective channel induces memory in

addition to this inherent memory [10, 26].

In case of a frequency-selective channel, a direct approach to the receiver design is

to perform joint sequential detection using a trellis that incorporates both the inherent

memory of CPM and the memory introduced by the channel [32]. The Viterbi algo-

rithm (VA) is used to reduce the complexity of sequential detection [33]. However, the

complexity still rises exponentially as a function of the partial-response length of CPM

and the delay spread of the channel. Suboptimal approaches such as decision-feedback

sequence estimation (DFSE) [34] and reduced-state sequence estimation (RSSE) [35]

reduce the complexity of the receiver at the cost of performance. Another approach

is to mitigate/equalize the effect of a frequency-selective channel prior to detection

so that an acceptable performance can be obtained [10, 26]. This process of equal-

ization can be performed in the time domain using a linear transversal equalizer.

However, the complexity of a linear equalizer also rises at increased data rates. For

linear modulation schemes, orthogonal frequency-division multiplexing (OFDM) is a

very effective multi-carrier transmission technique. OFDM reduces the complexity

of equalization by performing it in the frequency domain. Unfortunately, OFDM is

not readily applicable to a non-linear modulation scheme, such as CPM. OFDM also

suffers from large peak-to-average-power ratio (PAPR) and sensitivity to frequency

synchronization [36]. Single-carrier frequency-domain equalization (SCFDE) is widely

acknowledged as an alternative technique to OFDM for time-dispersive communica-

tion channels [9, 37, 38]. The advantage of FDE, over time-domain equalization, is

its ability to equalize long channels at relatively low complexity.
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Figure 1: A chart of various techniques for multipath mitigation (channel equaliza-
tion). Their merits and demerits are also listed.

2.3 Cyclic Signal Generation for Frequency-domain Equal-
ization

As mentioned in the previous section, the major advantage of performing equalization

in the frequency domain, rather than in the time domain, is to get a low-complexity

receiver. The reduction in complexity is achieved by the use of very efficient fast

Fourier transform (FFT) and inverse fast Fourier transform (IFFT) operations in

the receiver. However, the use of FFT requires a circulant channel matrix, which

imposes a cyclic constraint on the transmitted block. For linear modulation schemes,

this constraint can be satisfied by simply appending a cyclic guard interval to each

transmitted block. For non-linear modulation schemes, such as CPM, the insertion

of a guard interval alone is insufficient owing to the continuous-phase requirement of

CPM waveform [11, 12, 24, 39]. A segment consisting of a few symbols, sometimes

called a tail sequence [11] or an intrafix [12], must be inserted in a block to force the
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transmitter to reach the same state it had at the start of the block. This concept,

first introduced in [11], specified the need for two such tail sequences. One of these

sequences was shown to be redundant in [24]. Later, [12] introduced the term intrafix

and devised an ingenious approach that eliminated the dependence of this segment

on the symbols of previous blocks.

The tilted-phase decomposition for single-h CPM, proposed by Rimoldi in [14],

represents a CPM transmitter as the cascade of a recursive continuous phase encoder

(CPE) and a memoryless phase modulator (PM). The CPE has a shift-register struc-

ture, and the number of states are finite for a modulation scheme with a rational

modulation index. This transformation of the excess phase to the tilted phase results

in a time-invariant phase trellis [14]. Moreover, this transformation reduces the ef-

fective number of states by half for certain modulation schemes. These schemes are

characterized by a modulation index with an odd positive numerator.

The excess-phase trellis of a multi-h CPM scheme is periodic with period 2H,

where H is the cardinality of the set of modulation indices [4]. A decomposition

approach similar to Rimoldi’s decomposition is outlined in [40] for multi-h CPM. Like

Rimoldi’s decomposition, this decomposition also uses the lowest phase trajectory

to define the transformation between the excess- and the tilted-phase trellis. In

Section 3, this tilted-phase transformation is further developed for multi-h CPM, and

it is proved that the resulting trellis is periodic with period H. The number of states

in the maximum-likelihood sequence detector (MLSD) is reduced to half [27] when at

least one of the H modulation indices has a numerator that is an odd integer. This

transformation also enables the representation of a multi-h CPM transmitter as the

cascade of a periodic recursive CPE and a PM.
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2.4 Trellis Termination

The memory inherent in the CPM scheme owing to phase continuity and partial re-

sponse must be used in the receiver to get an adequate performance. For this purpose,

trellis-based decoding techniques, such as the Viterbi Algorithm (VA), are used to

implement the optimal MLSD receiver [33]. In a packetized-transmission mode, it is

necessary to start and terminate the phase trellis in a known state to provide uniform

protection to all the information bits [41]. This process referred to as trellis termina-

tion is important for satisfactory performance of trellis-based receivers [42, 43]. Trellis

termination is also required for SCFDE of modulation schemes with memory, such

as CPM. The continuity of CPM signal is ascertained by starting and terminating

the cyclic prefix in a known state. This problem is discussed for single-h CPM in

[11, 25, 44].

In Chapter 3, the problem of trellis termination is discussed for the tilted-phase

multi-h CPM scheme. Trellis termination is achieved by appending a terminating-

sequence (TS) to the block. It is observed that finding the TS for a given modulation

scheme and an initial state of the CPE is equivalent to finding a non-negative so-

lution to a linear Diophantine equation (LDE) with H integer variables [45]. An

analytical proof of the existence of a finite-length TS is furnished. Since the TS is

an overhead and results in a loss of bandwidth efficiency, it is interesting to find the

worst-case length of the TS for different initial and terminating states. An equivalent

mathematical criterion is found for the minimal-length TS, and bounds are derived

on the length of the TS for arbitrary modulation parameters and initial conditions.

A connection of this problem is established with the Diophantine Frobenius problem

(FP) [15], and it is shown that the upper bound is closely related to the Frobenius

Number (FN).
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2.5 Laurent Decomposition of a CPM Signal

As discussed earlier, the complexity of the MLSD receiver increases exponentially with

partial-response length of the phase function. This rise in complexity occurs because

of the increase in the number of states in the decoder and the number of matched filters

in the receiver front end. Several suboptimal approaches are proposed for the receiver

in additive white-Gaussian-noise (AWGN) channel [20, 31, 46]. These techniques

are invariably based upon a decomposition of the CPM signal, e.g., the Laurent

decomposition [18], orthogonal decomposition [17], non-symmetric non-orthogonal

exponential expansion (nSnOEE) [47], etc. The purpose of these decompositions is to

write the CPM signal as a combination of pulses. The shape, duration, and number

of these pulses depends upon the form of decomposition. The coefficients of these

pulses, also called pseudo-symbols, have a non-linear dependence upon the source

symbols. The Laurent decomposition is the most popular decomposition because it

results in a reduction in both the number of states and the number of matched filters.

The Laurent decomposition was originally available only for binary single-h CPM and

was first used by Kaleh [20] to introduce reduced-complexity receiver design. This

decomposition was later extended to the case of non-binary single-h CPM [19] and

multi-h CPM [21]. Based upon this decomposition, Perrins and Rice [27] proposed

suboptimal low-complexity receivers for multi-h CPM.

The decompositions of CPM have also been employed in the low-complexity design

of equalizers. Tan and Stüber [11] proposed frequency-domain equalizers for single-

h CPM based upon both the Laurent and orthogonal decomposition. The receiver

has a matched-filter front end, a frequency-domain equalizer for each pulse, and a

demodulator based upon the Viterbi Algorithm. The reduction in complexity of each

component is obtained by leaving out the low-energy pulses. Later approaches [24, 25]

used sampling-based receivers, in which the receiver front end consists of a single

low-pass filter. Although these designs employ the Laurent decomposition, but the
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complexity of the equalizer becomes independent of the number of Laurent pulses

used. It was claimed in [24] that the performance for sampling-based approach is

very close to that of [11] for a given receiver complexity. A polyphase decomposition

was proposed for single-h CPM in [25]. This decomposition enables the receiver

to isolate the effect of the channel and the memory of CPM. The equalizer works

only upon the channel, while a CPM detector for AWGN is used afterwards. This

technique improves performance considerably.

2.6 Notation

We utilize the following notation (some of which is borrowed from [25]). Time-

domain vectors (matrices) are denoted by lower-case underlined (doubly underlined)

letters, respectively. Frequency-domain vectors (matrices) are denoted by upper-case

underlined (doubly underlined) letters, respectively. (a)b denotes the modulo-reduced

value of a w.r.t b. The set of natural numbers {0, 1, 2, ...}, integers, and strictly

positive integers are denoted by N, Z, and Z+, respectively. For integers a and b,

a|b is used to denote that b is divisible by a. The set {0, 1, ..., A− 1}, for A ∈ Z+ is

denoted by NA. An ordered n-tuple synthesized from consecutive terms of a sequence

xn, i.e., (xi, xi+1, ..., xj) is represented by xj
i . For a matrix a, the m,n-th element

is represented by [a]m,n. The Kronecker product between two matrices A and B

is denoted by A ⊗ B, while the Hermitian transpose of a matrix A is written as

AH . The Hadamard product of two matrices of equal size is the entrywise product

represented as A⊙B. A horizontal (vertical) concatenation of two matrices or vectors

is denoted by [A,B] ([A;B]). The identity matrix of size N × N is written as IN ,

while an all-ones-matrix of size N ×N is denoted by JN . The cardinality of a set X

is denoted by |X|. We use 1(.) to denote an all-ones-vector with dimension specified

by the argument, and || . ||∞ represents the largest among the absolute values of the

components of a vector.
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2.7 Signal Description for Multi-h CPM

The complex envelope of a multi-h CPM waveform with H different modulation

indices is given by

s(t,x) =

√
E

T
exp j(ϕ(t,x) + ϕo), t ≤ nT, (1)

where E is the energy per symbol, T is the symbol interval, and ϕo is a constant

phase term. ϕo can be ignored if phase synchronization is assumed. The time-varying

phase ϕ(t,x), also called the excess phase, is defined as

ϕ(t,x) = 2π
n∑

i=−∞

h(i)Hxiq(t− iT ), t ≤ nT. (2)

Here (·)H denotes modulo-H and the modulation index for each symbol interval is

chosen cyclically from the set {h0, h1, ..., hH−1}. The symbols xn are chosen from an

M -ary alphabet, defined as M := {±1,±3, . . . ,±(M − 1)} for even M and M :=

{0,±2, . . . ,±(M − 1)} for odd M . Together they constitute the sequence x = {x0,

x1, . . . , xn, . . .}. The function q(t) in (2) is called the phase shaping function, and

its derivative is known as the frequency shaping function f(t). The phase shaping

function q(t) satisfies the following constraints. It is non-zero only for positive time,

increases to 1
2
during the interval [0, LT ], and stays constant beyond t = LT , where

L is a positive integer that determines the memory of the modulation scheme. Mod-

ulation schemes with L = 1 are called full response, whereas those with L > 1 are

called partial-response schemes. To ensure a finite number of states in the decoding

trellis, modulation indices are restricted to the set of rational numbers with a com-

mon denominator P , such that hi = Ki/P for i ∈ NH . The denominator P is always

chosen such that gcd(K0, K1, ..., KH−1, P ) = 1, where gcd(·) denotes the greatest

common divisor of the arguments. The notation K is used for the set of numerators

{K0, K1, ..., KH−1}. For spectrally efficient modulation schemes, sup(K) < P .

The state vector for the transmitter can be defined as

χn (x) :=
(
τn−L,x

n−1
n−L+1, (n)H

)
, (3)
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Table 1: Parameters for Tier-2 IRIG-106 dual-h CPM waveform
Alphabet size M = 4 ( Quaternary )

Symbol set xn ∈ {±1,±3}
Partial-response length L = 3

Modulation indices (H = 2) (h0, h1) =
(

4
16
, 5
16

)
Frequency shaping function Raised-cosine pulse

where τn :=
(∑i=n

i=−∞K(i)Hxi

)
2P
. The Laurent decomposition for multi-h CPM was

proposed by Perrins et al. [21],

s(t,x) =
n∑

i=−∞

Q−1∑
q=0

aq,igq,(i)H (t− iT ), t ≤ nT, (4)

where gq,(i)H (t) are the Laurent pulses and aq,i are the corresponding pseudo-symbols.

The number of pulses in one symbol interval are given by Q = 2ζ(L−1)(2ζ − 1), where

ζ satisfies 2ζ < M ≤ 2ζ . For a detailed account of multi-h CPM, see [4].

2.8 Aeronautical Telemetry Waveform

A dual-h (H = 2) CPM scheme has been included as the Tier-2 modulation scheme

in the IRIG-106 standard. Similarly, a PCM/FM scheme is defined as Tier-0, while

two modulation schemes, namely shaped-offset quadri-phase shift keying (SO-QPSK)

and Feher-patented quadri-phase shift keying (F-QPSK), are defined as Tier-1 mod-

ulations in the IRIG-106 suite. We use this Tier-2 modulation scheme repeatedly to

provide as an illustration for our theoretical and simulation results. For example, we

use it in Chapter 3 to discuss the trellis termination problem, in Chapter 4 to ex-

plain the intrafix insertion, and in Chapter 5 to provide numerical simulation results

for our proposed frequency-domain equalizers. The parameters of this modulation

scheme are defined in Table 1.

From the table, it is clear that it is a quaternary (M = 4), partial response

(L = 3) waveform with two modulation indices 4/16 and 5/16. The symbols are

chosen from the alphabet M = {±1,±3}. The frequency shaping function f(t) is a
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Figure 2: Frequency shaping function f(t) and phase shaping function q(t) for IRIG-
106 dual-h CPM scheme.

raised-cosine pulse with support 3T . Both the frequency shaping function f(t) and

the phase shaping function q(t) for this modulation scheme are shown in Fig. 2. From

the definitions in Section 2.7, it can be seen that H = 2, P = 16, (K0, K1) = (4, 5).

Number of Laurent pulses, per symbol interval, for this modulation scheme are given

as Q = 22.2(22 − 1) = 48. The set of 48 Laurent pulses, for even symbol intervals, are

shown in Fig. 3 and for odd symbol intervals are shown in Fig. 4. For further details

about the Laurent decomposition of multi-h CPM signals, see [21].
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Figure 3: Laurent Pulses for Tier-2 IRIG-106 dual-h CPM waveform in even symbol
intervals.

Figure 4: Laurent Pulses for Tier-2 IRIG-106 dual-h CPM waveform in odd symbol
intervals.
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CHAPTER III

TRELLIS TERMINATION OF MULTI-H CPM AND THE

DIOPHANTINE FROBENIUS PROBLEM

This chapter presents a method for terminating the phase trellis of multi-h continuous

phase modulation (CPM). It is shown that the tilted-phase trellis for multi-h CPM

signals is periodic, and enables the representation of the multi-h CPM modulator as a

cascade of a periodic recursive continuous-phase encoder (CPE) and a phase modula-

tor (PM). The problem of finding the minimum number of symbols that will terminate

the phase trellis in a known state of the modulator is posed, and a connection of its

solution to the Diophantine Frobenius problem (FP) is established. Analytical results

are obtained for the existence of a terminating sequence, and bounds are derived on

its length for arbitrary modulation parameters. It is shown that the terminating

symbols and their quantity depend upon the initial state of the encoder, the set of

modulation indices, the CPE memory order, and the number of bits per modulated

symbol. It is further shown that required overhead for trellis termination can be

significant for schemes with integer modulation indices.

The rest of this chapter is organized as follows. Analytical results for the pe-

riodicity of the tilted-phase representation of multi-h CPM signals are presented in

Section 3.1. A CPE representation for the modulator is also developed in Section 3.1.

The problem of trellis termination for multi-h CPM is treated in Section 3.2, and

bounds are proposed and derived for the length of the terminating sequence in Sec-

tion 3.3. The Diophantine Frobenius problem (FP) is used to derive a bound in

Section 3.3. In Section 3.4, various examples of single-h and multi-h CPM are dis-

cussed to illustrate the earlier developed theoretical results. Conclusions are drawn
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in Section 3.5.

The multi-h CPM waveform and modulation parameters are described in Sec-

tion 2.7, and the notation used in this chapter is defined in Section 2.6.

3.1 Tilted-phase Decomposition of Multi-h CPM Modula-
tor

Rimoldi presented a tilted-phase description of the single-h CPM signals in [14] by

shifting the carrier frequency from fo to fo+
πh(M−1)

2T
, where h is the modulation index.

The resulting modified-phase (tilted-phase) trellis is time invariant, and the single-h

CPM modulator can be interpreted as a cascade of a linear CPE and a memoryless

PM. In this section, it is shown that the tilted-phase representation of multi-h CPM

signals results in a periodic phase trellis, which enables the decomposition of multi-h

CPM modulator as a cascade of a periodic recursive CPE and a memoryless PM. This

section concludes with a finite-state machine (FSM) based representation of CPE and

a description of its state vector.

3.1.1 Tilted-phase Trellis and its Periodicity

The excess phase in (2) can be written as

ϕ(t,x) = π
n−L∑
i=−∞

h(i)Hxi + 2π
n∑

i=n−L+1

h(i)Hxiq(t− iT ), (5)

for the time interval t ∈ [nT, (n+ 1)T ]. A change of variable in the second summation

results in

ϕ(t,x) = π

n−L∑
i=−∞

h(i)Hxi + 2π
L−1∑
i=0

h(n−i)Hxn−iq(t− (n− i)T ). (6)
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Define Un := xn+(M−1)
2

as the non-negative symbols such that Un ∈ NM . Using this

transformation in (6),

ϕ(t,U) = π
n−L∑
i=−∞

h(i)H (2Ui − (M − 1))

+ 2π
L−1∑
i=0

[h(n−i)H (2Un−i−(M−1))q(t− (n− i)T )], (7)

where U = {Un} denotes the sequence of symbols. Note that unlike [27], Un is

substituted for xn not only in the first term but also in the second term. This

substitution will help develop the required structure for the multi-h CPM modulator,

and establish the periodicity of the phase trellis. Substituting τ = t − nT such that

the interval t ∈ [nT, (n+ 1)T ] is equivalent to τ ∈ [0, T ], (7) becomes

ϕ(τ + nT,U) = 2π
n−L∑
i=−∞

h(i)HUi + 4π
L−1∑
i=0

h(n−i)HUn−iq(τ + iT )

− 2π(M − 1)
L−1∑
i=0

h(n−i)Hq(τ + iT )− π(M − 1)
n−L∑
i=−∞

h(i)H , (8)

where the first term in (8) is called the cumulative phase state, and is denoted by

θn−L :=

[
2π

n−L∑
i=−∞

h(i)HUi

]
mod 2π. (9)

The second term contains the input term (i = 0) and the correlative state terms

(i ̸= 0). The input term depends upon the current symbol, while the correlative state

term is determined by the L− 1 most recent symbols.

The tilted phase ψ(t,x) for t ∈ [nT, (n+ 1)T ] is defined as

ψ(t,x) := ϕ(t,x) + π(M − 1)
n−1∑

i=−∞

h(i)H +
π(M − 1)h(n)H (t− nT )

T
. (10)

Note that the sum of second and third term is actually negative of the lowest trajec-

tory of the excess-phase trellis. When written in terms of τ and U, where τ ∈ [0, T ],

and substituting ϕ(τ + nT,U) from (8), (10) becomes

ψ(τ + nT,U) = ϕ(τ + nT,U) + π(M − 1)
n−1∑
i=0

h(i)H +
π(M − 1)h(n)Hτ

T
. (11)
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Substituting from (10), we get

ψ(τ + nT,U) = 2π
n−L∑
i=0

h(i)HUi + 4π
L−1∑
i=0

h(n−i)HUn−iq(τ + iT )

− 2π(M − 1)
L−1∑
i=0

h(n−i)Hq(τ + iT )− π(M − 1)
n−L∑
i=0

h(i)H

+ π(M − 1)
n−1∑
i=0

h(i)H +
π(M − 1)h(n)Hτ

T
, (12)

and after combining the terms, we arrive at

ψ(τ + nT,U) = 2π
n−L∑
i=−∞

h(i)HUi + 4π
L−1∑
i=0

h(n−i)HUn−iq(τ + iT )

− 2π(M − 1)
L−1∑
i=0

h(n−i)Hq(τ + iT ) + π(M − 1)
L−1∑
i=1

h(n−i)H

+
π(M − 1)h(n)Hτ

T
. (13)

All the terms in ψ(τ+nT,U) are periodic in n, and depend only on the time-translated

variable τ . Thus we reach the conclusion that the tilted-phase transformation is a

periodic function of time with period H.

3.1.2 FSM Representation of CPE

On the time interval, t ∈ [nT, (n+ 1)T ], (13) can be expressed as

ψ(t,U) = 2π
n−L∑
i=−∞

h(i)HUi +R(t− nT ) + 4π
L−1∑
i=0

h(n−i)HUn−iq(t− (n− i)T ), (14)

where R(t) is a data independent term, and is defined as

R(t) := π(M − 1)
L−1∑
i=1

h(n−i)H +
π(M − 1)h(n)H t

T
− 2π(M − 1)

L−1∑
i=0

h(n−i)Hq(t+ iT ).

(15)

The tilted phase is generated from the input symbols by the CPE of (14). The

CPE is a finite-state machine (FSM) with a periodic coefficient K(n)H . Based on the

relationship between excess and tilted phase (10), the CPE in (14), and the phase
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modulator in (1), one can represent the multi-h CPM modulator as a periodic CPE

followed by a PM, as shown in Fig. 5. Here

Qi(n, t) :=
4π

P
q(t− (n− i)T ), (16)

the block labelled “TT” is the transformation in (10), and the double circled symbol

denotes a modulo-P adder.

3.1.3 State Vector for CPE

Unlike single-h CPM, where the state vector is defined as the cascade of the cumulative

phase and the L − 1 previous input symbols, for multi-h CPM, one must also take

the periodicity of the state machine into account. The state vector is defined as

χ(θ)
n :=

{
θn−L,U

n−1
n−L+1, (n)H

}
, (17)

where Un−1
n−L+1 := {Un−L+1, Un−L+2, ..., Un−1} is the set of past symbols determining

the correlative terms in the tilted phase. If one defines γn := θn
P
2π
, then γn ∈ NP ,

and an equivalent state vector for the system of Fig. 5 is

χ(γ)
n =

{
γn−L,U

n−1
n−L+1, (n)H

}
. (18)

Note that (n)H is incorporated in the state vector to conform to the usual definition

of a state machine, i.e., the next state and output of the CPE is determined solely by

the knowledge of the previous state and current input symbol. A few more comments

are made on this in the next section, where it is discussed how to reach a specified

state in the phase trellis given an initial state vector.

3.2 Trellis Termination

In this section, the focus is on the problem of forcing the time-varying recursive CPE

of Fig. 5 to any desired state from an arbitrary initial state. Trellis termination is

achieved by appending a sequence (henceforth, called the terminating sequence (TS))
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Figure 5: Finite-state machine representation of multi-h CPM modulator (The tilt
transformation in (10) is denoted by TT).

to a block UN−1
0 of N data symbols. The symbols in the TS are chosen by imposing

algebraic constraints on them for reaching the desired state in the tilted-phase trellis.

As described earlier, owing to the trellis periodicity, the desired state vector will also

put a constraint on the time index of the last symbol of the TS, and thus upon its

length T (H). A simplifying assumption that can be made here is to allow only those

desired states that have a time index equivalent modulo-H to the time index of the

initial state. It is then possible to exclude (n)H from the state-vector definition, and

assume that both the length N of the block to be terminated, and length T (H) of TS

are a multiple of H. However, it is not difficult to avoid this assumption, as becomes

clear from the process of trellis termination discussed in the sequel.

It is of interest to determine the length of the required terminating sequence, T (H),

and the sequence UN+T (H)−1
N itself, where N is also the index of the first terminating

symbol. It will be shown later that for H > 1, it is not possible to determine a closed-

form expression for T (H) as a function of the modulation parameters. Thus, upper and

lower bounds are derived on T (H) for arbitrary initial states and modulation scheme

parameters. However, for a fixed modulation scheme (defined values of P,K,M, and

L), initial state χ
(γ)
N and desired state χ

(γ)

N+T (H) :
{
γ(D),U(D)N+TH−1

N+TH−L+1, D
}
, one can

compute the terminating sequence by following a three step procedure. Each step

defines a segment of the TS that terminates exactly one component of the state

vector.
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Three Segments of TS:

1. First, the cumulative phase state is forced to reach its desired value, i.e., γ(D),

by choosing the first segment of the TS. Let T
(H)
γ be defined as the number of

symbols in this segment. Selection of these symbols depends upon current state

and the desired state, and can be translated into a set of algebraic constraints.

This problem is discussed in detail later.

2. Second, an appropriate number of zero symbols, T
(H)
Z are inserted. The number

of zero symbols are chosen such that the desired time index D modulo-H is

attained after the end of the TS, i.e., (N + T (H))H = D. Note that T
(H)
Z ∈ NH .

3. Third, a segment of length T
(H)
L ∈ NL symbols is appended. For most of the

states, T
(H)
L = L − 1, and each symbol in the segment is taken equal to the

corresponding symbol in the desired correlative state vector. For some trivial

pairs of initial and desired states, only a subset of the correlative state vector has

to modified to reach the desired state. Such cases may result in T
(H)
L < L− 1.

The total length of the TS is the sum of the lengths of these three individual segments,

i.e.,

T (H) = T (H)
γ + T

(H)
Z + T

(H)
L . (19)

The overall data block created by appending the TS to the original block is shown in

Fig. 6. Note that the sequence of these steps is important because it is undesirable to

modify the components of the state vector that have already reached their required

values. Followings observations can be made in support of the selection of the three

step process described above:

1. The correlative state is determined only by the last L − 1 symbols that enter

the CPE. This is a consequence of the structure of Fig. 1 and the fact that

only the selection of the TS can be made. Hence, the segment terminating the

correlative symbols must appear at the end of the TS.

26



n

T

0 N
( )H

N Tg+ ( )H
N T+

( )H
Tg

( )H

Z
T

Cumulative

Phase TS

TSData Block

Null

 Segment

Correlative

 TS

)(H

L
T

Figure 6: Structure of a terminated block with various segments of the terminating
sequence (TS).

2. Even if a single symbol is required in the first segment to complete the termina-

tion of cumulative phase state, it must be followed by at least L−1 TS symbols

to push all T
(H)
γ symbols of this segment into the feedback section of CPE (see

Fig. 5).

3. In the chosen scheme, segments 2 and 3 do not alter the cumulative phase state

reached by segment 1.

4. Though the order of segments 1 and 2 can be interchanged, it will not change

the overall length T (H) of the TS.

The choice of second and third segments is straightforward, and will not be discussed

further. Next, the algebraic constraints on the symbols of the first segment of the TS

that immediately follows the data block are evaluated. Just before the first symbol

in the TS is incorporated in the feedback portion of the CPE, the state vector is as

follows:

χ
(γ)
N+L−1 =

{
γN−1,U

N+L−2
N , (N + L− 1)H

}
, (20)

where

γN−1 = γN−L +
L−1∑
i=1

UN−iK(N−i)H (21)

is the evolution of γN−L with the symbols already present in the shift register. When

the symbol U
N+T

(H)
γ

is at the input, the state vector becomes

χ
(γ)

N+T
(H)
γ

=

{
γ
N−L+T

(H)
γ
,U

N+T
(H)
γ −1

N+T
(H)
γ −L+1

, (N + T (H)
γ )H

}
, (22)
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where

γ
N−L+T

(H)
γ

= γN−L +
L−1∑

i=−T
(H)
γ +1

UN−iK(N−i)H . (23)

Separating the term with symbols from the TS, (23) can be rewritten as

γ
N−L+T

(H)
γ

= γN−1 +

T
(H)
γ −1∑
i=0

UN+iK(N+i)H . (24)

Making the cumulative phase state equal to γ(D) at the end of T
(H)
γ TS symbols is

equivalent to requiring that

γN−1 +

T
(H)
γ −1∑
i=0

UN+iK(N+i)H ≡ γ(D) mod P, (25)

or
T

(H)
γ −1∑
i=0

UN+iK(N+i)H + Γ ≡ 0 mod P, (26)

where Γ = (γN−1 − γ(D))P .

The remainder of this section deals with finding the solution to (26). Eq. (26) can

be reformulated by combining the symbols corresponding to each element of K. By

defining the sum of symbols corresponding to Kk, ∀k ∈ NH as V
(Γ)
k , (26) becomes

H−1∑
k=0

KkV
(Γ)
k = mP − Γ, (27)

where m ∈ N. Unlike the symbols Un, which are constrained such that 0 ≤ Un ≤

M − 1, the coefficients V
(Γ)
k are only required to be non-negative integers. It is

easy to see that a solution to (26) can be found once (27) is solved for V(Γ) =

[V
(Γ)
0 , V

(Γ)
1 , ..., V

(Γ)
(H−1)] for a given Γ (corresponding to a specified initial state), i.e.,

⌈ V
(Γ)
k

M−1
⌉ number of symbols are required corresponding to the modulation index nu-

merator, Kk.

It can be observed that for a fixed m and Γ, (27) is a linear Diophantine equa-

tion (LDE) [45, 48] of H non-negative integer variables V
(Γ)
k and positive coefficients

{K0, K1, ..., KH−1}. From the Bézout Identity [48] and Theorem 3.19 in [45], the

following can be deduced about the solutions of this equation:
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1. An integer solution to this LDE exists iff d|(mP − Γ), where d := gcd(K0,K1,

..., KH−1).

2. If the above condition is satisfied for an LDE, and all its coefficients are positive

integers, then it will have a non-negative solution when m is large enough.

Let V = {V(Γ)|Γ ∈ NP} be defined as the terminating solution set (TSS) for a given

modulation scheme. A closed-form expression for the symbols in the TSS, or an

expression for T
(H)
γ , in terms of modulation parameters in not possible by virtue of

the fact that closed-form integer solutions for LDEs cannot be written in terms of

their coefficients. In fact, the Euclidean Algorithm [45] is used to solve LDEs, which

is an iterative procedure. However, it can shown that the TSS always exists.

Theorem 1 Let K = {Ki}H−1
i=0 be non-negative integers such that

d := gcd(K), (28)

and

gcd(K,P) = 1. (29)

For each Γ ∈ {0, 1, ..., P − 1}, there exists an m ∈ N, and hence a non-negative

integer solution V(Γ) = [V
(Γ)
0 , V

(Γ)
1 , ..., V

(Γ)
H−1] that satisfies the LDE in (27).

Proof: See Appendix A.

In this section, the process of trellis termination is discussed, and a set of con-

straints are derived for various segments of the TS. The TSS discussed in the proof

of Theorem 1 (see Appendix A) is sufficient for existence. However, it is not unique,

and far from optimal. In fact, there can be multiple solutions even for a single value

of m. In the next section, a procedure is proposed to choose a TSS in a way that

minimizes the number of symbols required for trellis termination.
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3.3 Minimal-length Criterion and Bounds on Number of
Symbols

In a packetized-transmission mode, such as with single-carrier frequency domain

equalization, length of the data block N and that of the terminating sequence T (H)

is fixed. This will be done so as to allow trellis termination for all possible states

of the system. Thus, it is of interest to minimize the worst case length of the TS.

In this section, an optimization criterion is introduced for the choice of such a TS.

Moreover, upper and lower bounds are derived on the required number of TS symbols

in terms of modulation scheme parameters. To make the analysis less cumbersome,

an additional constraint is introduced on the structure of the TS, i.e., T
(H)
γ is taken to

be a multiple of H. Under this assumption, the criterion of best solution (minimum

number of symbols) is equivalent to the choice of V(Γ) such that

ζ = max
Γ∈NP

{min
m≥0

∥V(Γ)∥∞}, (30)

is minimized, where ∥.∥∞ denotes the largest component of the vector argument. It

is observed that a smaller value of m, for a given Γ, may not result in a minimal-

length TS. Parameter ζ is an important quantity of interest since it not only defines

the required optimization criterion, but is also related to the worst case number of

termination symbols required for a multi-h CPM modulation scheme. The worst case

length of the first segment of the TS is

T (H)
γ = H

⌈
ζ

M − 1

⌉
, (31)

and the total worst case length of TS is

T (H) = H

⌈
ζ

M − 1

⌉
+ L− 1 +H − 1. (32)

From now on, T
(H)
γ and T (H) will refer to their worst case values given in (31) and (32),

respectively . Since ζ is a quantity based on the solutions V(Γ) of LDEs, a closed-form

expression for ζ, T
(H)
γ , and T (H) does not exist in general. To get an insight into the

30



dependence of these quantities upon the modulation parameters, various bounds on

ζ are established in the next section.

3.3.1 Geometric Interpretation of TSS and Bounds on ζ

Define C := mP − Γ. Then for each value of C, (27) is actually an (H − 1)-simplex

in the H-dimensional Euclidean space RH , with vertices C
Kk
ek+1, 0 ≤ k ≤ (H − 1),

where ek is the kth row of the H × H identity matrix. Each solution, V(Γ), of

(27) corresponds to a lattice point (a point with all integer coordinates) in the first

orthant. A TSS is a collection of P such lattice points, each on a different simplex,

corresponding to distinct values of Γ. By the criterion of minimum number of symbols,

the best TSS is one for which all these lattice points are contained in a ∥.∥∞-norm

closed ball of smallest possible radius. These geometrical ideas are used in the proof

of the following theorem, which proposes a lower and upper bound on ζ, and hence,

on the length of the TS.

Theorem 2 ζ, as defined in (30), satisfies the following:

H
√
P − 1 ≤ ζ ≤ P − 1. (33)

Proof: See Appendix B.

3.3.2 Diophantine Frobenius Problem and bounds on ζ

The bounds on ζ proposed above are independent of modulation indices, and are

not always tight. In this section, a better upper bound on ζ, and hence on T (H), is

computed for the special case when the elements of the set K are relatively prime.

In this case, any P successive simplex curves, as explained above, correspond to P

unique values of Γ. A classical problem in number theory, the Diophantine Frobenius

Problem (FP)[15], is defined in the following. Consider an LDE

H−1∑
k=0

KkV
(Γ)
k = C, (34)
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where Kk > 1, ∀k ∈ NH , and C ∈ N. There exists greatest positive number

g(K0, K1, ..., KH−1), henceforth, also referred to as g(K), such that for C > g(K),

a non-negative solution V
(Γ)
k to this equation can be found. This number g(K) is

called the Frobenius Number (FN) [15], and is the largest positive integer that can-

not be represented as a non-negative linear integer combination of Kk, k ∈ NH . The

FP is closely related to the money changing problem[49] and the Integer Knapsack

problem[50], both of which are classical problems in combinatorial optimization.

With the definition of the FN in mind, Theorem 3 is introduced, which specifies a

lower and an upper bound on ζ. The upper bound is a function of the FN, which may

not have a general closed-form expression for H ≥ 3. When such an expression does

not exist, g(K) may be replaced by an upper bound G(K). This issue is discussed

further towards the end of the next section.

Theorem 3 ζ, as defined in (30), satisfies the following when gcd({Kk}H−1
k=0 ) = 1 and

g(K) exists:

P − 1∑H−1
k=0 Kk

≤ ζ ≤ g(K) + P

minkKk

≤ G(K) + P

minkKk

, (35)

where G(K) is any upper bound of g(K).

Note: Since g(K) is not defined when min(K) = 1, a convenient value in such a

case may be taken as g(K) = −1. The lower bound is effective even when the above

conditions on the elements of K are not satisfied. However, as clarified by the proof,

one can hope to achieve this lower bound only when the condition of relative primality

on the elements of K holds.

Proof: See Appendix C.

For convenience of reference in next section, the following notation is introduced

for the bounds. The lower and upper bounds on ζ in (33) are denoted by ζPL and

ζPU , respectively. Similarly, the lower and upper bounds in (35) will be referenced by

ζFL and ζFP , respectively.
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3.4 Examples

In this section, trellis termination is discussed for several modulation schemes to

illustrate the proposed procedure, and the earlier derived results for the length of TS

are applied.

3.4.1 Single-h CPM

Single-h CPM can be considered as a trivial case of multi-h CPM with H = 1, and is

unique in the sense that one can obtain a closed-form expression for T (1). Both the

upper and the lower bound on ζ in Theorem 2 are equal for this case, i.e.,

ζPL = ζPU = P − 1. (36)

This implies that ζ = P − 1, and from (32), the length of the required TS is

T (1) = T (1)
γ + (L− 1) =

⌈
P − 1

M − 1

⌉
+ (L− 1), (37)

since T
(1)
Z = 0. Note that the FN does not exist forH = 1, since the set of non-negative

numbers that cannot be expressed as a multiple of K0 is not finite for K0 > 1. Thus,

the upper bound ζFU does not exist. The lower bound ζFL is applicable, though of

little interest, since it is always smaller than ζPL. An expression for T (1) computed

for single-h CPM in [44] is slightly different from (37), and is given as

T (1) =

⌊
P − 1

M − 1

⌋
+ L. (38)

This expression is valid for partial-response single-h CPM schemes only. The two

expressions agree for partial-response schemes unless (M − 1)|(P − 1). Otherwise,

(37) correctly computes the length of TS to be one symbol less than that predicted

by (38).

Minimum-shift Keying (MSK) is perhaps the simplest, though, a significant exam-

ple of full-response single-h CPM with a rectangular frequency shaping function. Its

parameters are K0 = 1, P = 2, M = 2 and L = 1, and only one symbol is required to
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reach a desired state in the two-state tilted-phase trellis diagram. Quaternary 3-RC

is a partial response single-h modulation scheme, which is spectrally very efficient due

to its use of a raised cosine frequency shaping function. Its parameters are K0 = 1,

P = 2, M = 4, and L = 3, and the required number of symbols in the TS is T (1) = 3.

Now, consider the relatively interesting case of another modulation scheme with

parameters K0 = 5, P = 16, M = 4, and L = 3. Equations (37) and (38) suggest

that T (1) = 7 and T (1) = 8, respectively. However, it is clear that any desired state

can be reached with 7 symbols, since at most 5 symbols are required for the desired

cumulative phase, and 2 symbols are required to set the correlative state vector.

3.4.2 Dual-h CPM

The case H = 2 is more interesting in the sense that it is possible to find a closed-form

expression for the FN when {K0, K1} are relatively prime, and K0, K1 > 1, i.e.,

g(K0, K1) = K0K1 −K0 −K1. (39)

Several examples of dual-h modulation schemes are considered in the following to

illustrate the validity of earlier derived bounds on ζ. In Figures 7–9, the first T
(2)
γ

symbols of each element of the TSS are shown in the V
(Γ)
0 -V

(Γ)
1 plane for three mod-

ulation schemes in which different bounds are achieved. Since ζ itself is independent

of L and M , the only active parameters for these illustrations are K0, K1, and P .

Note that the simplex in R2, represented by (27), is a line with slope −K0

K1
, and axis

intercepts, mP−Γ
K0

and mP−Γ
K1

. Each of these figures contains several of these lines

for distinct values of m and Γ. Lines with equal value of m are grouped together by

shaded regions. Moreover, it can be observed that there are P TSS points each chosen

from the set of non-negative lattice points, while meeting the criterion of minimum

length for each Γ. Note that ζ is the maximum value taken by a coordinate of this

set of TSS points. The ∥.∥∞-norm balls, corresponding to derived bounds, are drawn

to illustrate the tightness of the bounds.
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The multi-h ARTM scheme is a quaternary 3-RC modulation with parameters

K0 = 5, K1 = 4, P = 16, M = 4, and L = 3. In Fig. 7, 16 TSS points are shown

that terminate all possible initial cumulative phase states. For example, the point

(1, 2) on the line for Γ = 3 and m = 1 indicates that additional symbols UN = 1

and UN+1 = 2 are required to be appended to terminate the cumulative phase state

Γ = 3. The largest coordinate value ζ = 3 is achieved by 7 different TSS points.

From ζ = 3, (31), and (32), it can be implied that T
(2)
γ = 2 and T (2) = 5. As

shown in Fig. 7, the lattice points are arranged in a square, and ζPL = 3 is achieved.

However, ζFL = 16
9

≈ 1.7 is not as tight, since quite a few of the first P lines do

not contain a lattice point. Similarly, the upper bound ζPU = 15 is too pessimistic

for this modulation scheme, and is not shown in Fig. 7. Since K0, K1 are relatively

prime, the FN exists, and is equal to g(5, 4) = 11, which implies that ζFU = 27
4
≈ 5.4.

An extreme case for dual-h modulation schemes is defined such that (K0, K1) =

(P, P −1) for P > 3. In Fig. 8, the lattice points corresponding to the TSS are shown

for this scheme when P = 5. Note that each value of m yields only one optimal TSS

point. It can be shown that every solution has the form (0, P − Γ), and the upper

bound in Theorem 2, i.e., ζPU = P − 1 is met for this combination of modulation

indices. Theorem 3 is also applicable as (K0, K1) = (P, P − 1) are relatively prime,

and the FN for these parameters is g(P, P − 1) = P 2 − 3P + 1, which implies that

ζFU = ζPU = ζ = P − 1.

Another case of interest is that of (K0, K1) = (2, 1). It is special in the sense that

every line (1-simplex) has an integer solution, and thus m ≤ 1. ζ is either very close

to or achieves the lower bound ζFL = P−1
3

. The bound is achieved when ζFL is an

integer, i.e., P is of the form 3i+1, for i ∈ Z+. The TSS for this modulation scheme

is illustrated in Fig. 9, when P = 16, and for this particular case, ζ = ζFL = 5. The

upper bound ζFU is not applicable, sinceK0 = 1, and the FN does not exist. However,

ζPU = 15 can be computed but is loose by a factor of 3. Closed balls corresponding
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Figure 7: TSS and bounds on ζ for dual-h aeronautical telemetry (ARTM) Tier-2
waveform with parameters H = 2, (K0, K1) = (5, 4), and P = 16.
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Figure 8: TSS and bounds on ζ for dual-h CPM with parameters H = 2, (K0, K1) =
(P, P − 1), and P = 5.
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Figure 9: TSS and bounds on ζ for dual-h CPM with parameter values H =
2, (K0, K1) = (2, 1), and P = 16.

to ζ, ζPL, ζFL, and ζPU are also shown in Fig. 9.

In Fig. 10, the average behaviour of ζ is considered, and earlier derived bounds

on all admissible values of K0 and K1, for fixed P , are drawn. The admissible values

of (K0, K1) are defined such that both K1 < K0 ≤ P and gcd(K0,K1) = 1 hold, and

thus all the bounds are defined. Note that ζPL and ζPU are independent of K, and

hence, do not require this averaging. As already observed in the examples above, all

the bounds are relevant, since for each bound, there exist instance(s) of set K such

that they can be achieved. This is corroborated in Fig. 10, since the deviation of ζ

around its arithmetic mean is confined tightly by ζPL and ζPU .

The simulations that lead to Fig. 10 also facilitate in making a couple of general

conjectures, as they include many dual-h schemes of practical interest. The worst

case of ζ = ζPU = P − 1 occurs only for the case (K0, K1) = (P, P − 1). Other
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Figure 10: Plot of ζ, average value of ζ, and its bounds versus P , for H = 2.
Averaging is done only over the admissible values of K0 and K1.

admissible pairs have ζ ≤ P
2
. This is the reason for a big gap of ζ points between

the lines corresponding to P − 1 and P
2
. In addition, it can be guessed that ζ =

⌊
P
2

⌋
is achieved if and only if K0 + K1 = P . The forward implication is easy to prove

analytically. Although this figure allows for above-mentioned interesting observations,

it must be mentioned that this is only an average behavior of the bounds, and may be

misleading if extended to individual cases. For example, as can be see from Fig. 10,

<ζFL> < ζPL for all values of P , but for the case (K0, K1, P ) = (2, 1, 16), ζFL >

ζPL.

3.4.3 H > 2

The minimal length TSS can be computed for these modulation schemes in a way

similar to the earlier discussed examples for H ≤ 2, and the bounds introduced in

Theorem 2 and Theorem 3 will also apply. However, ζFU cannot be computed in
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general, since a closed-form expression for the FN cannot be found for H ≥ 3 [15].

The FN is however derived for some special cases, e.g., for a set K containing H

consecutive positive integers [51],

g(K0, K0 + 1, ..., K0 +H − 1) =

(⌊
K0 − 2

H − 1

⌋
+ 1

)
K0 − 1. (40)

Moreover, if there is no closed-form expression for g(K), any upper bound may

also be used for computing ζFP as mentioned in Theorem 3. Several bounds on the

FN have been presented in literature, a concise reference of which is [15]. Tighter

bounds on g(K) will give a better estimate of ζ. However, a bound may be tight for

a given set K and not as effective for others. Three bounds are included from [15] as

examples.

1. g(K) ≤ (min(K)− 1) (max(K)− 1)− 1.

2. If gcd(K) = 1, then

g(K0, K1, K2) ≤
K0K1K2

2

√
1

K0K1

+
1

K1K2

+
1

K2K0

− (K0 −K1 −K2)

2

3. An upper bound G(κ) or an exact value of the FN g(κ), evaluated for any

subset κ of K can also serve as an upper bound for g(K) itself. This is because

g(K) ≤ g(κ) ≤ G(κ). For example, for a triplet K = {K0, K1, K2}, (39) is an

upper bound.

In Fig. 11, TSS is shown for a triple-h modulation scheme, with parameters, P = 8,

K = {K0, K1, K2} = {5, 4, 2}. For H = 3, (27) represents a plane for each value of m

and Γ. These planes are parallel to each other, and may have no, unique, or multiple

lattice points. For this example, TSS points occupy all the edges of the cube B+
0 (1)

and, thus, the bound ζPL is achieved.

The modulation schemes become increasingly impractical as one moves to higher

values of H because of the rise in decoding complexity. The average value of ζ as a
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Figure 11: TSS and ζ for CPM with parameters H = 3, (K0, K1, K2) = (5, 4, 2), P =
8.

function of H decreases for these schemes as there is more choice among modulation

indices. This is also evident from the expressions of bounds ζPL, ζFL, and ζFU . Thus,

one may be tempted to use higher H modulation schemes to not only get better

minimum distance properties but also shorter terminating sequences. However, as

explained below, the average reduction in length of the TS is not significant enough

to warrant an acceptable trade-off with increased receiver complexity.

In Fig. 12, H<ζ> is plotted as a function of P for different values of H, where the

averaging is done over the admissible H−tuples K. The admissible K are such that

sup(K) ≤ P . The quantity H<ζ> represents a measure of T (H) with L and M fixed.

The average becomes smoother for higher values of H, as the number of admissible

schemes become exponentially larger. Even though < ζ > drops appreciably with

increasing H, the drop in H<ζ> is not significant. Moreover, the drop indicates a

diminishing trend, as moving from H = 3 to H = 4 does not offer much advantage.
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Figure 12: Plot of the average value of ζ versus P , for H = 2, 3, and 4. Averaging is
done over all admissible H-tuples.

As observed for the dual-h case, ζ ≤ ⌊P
2
⌋, except when at least H − 1 elements of

K are positive multiples of P . In this case, the H−1 modulation indices are integers,

and ζ = ζPU = P−1. Thus, schemes with integer modulation indices and large values

of P may have significant overhead because of trellis termination.

3.5 Summary

In this Chapter, we proved the periodicity of multi-h CPM tilted-phase trellis, and

a decomposition of the modulator as the cascade of a periodic recursive CPE and

a phase modulator is presented. The problem of trellis termination was discussed

in detail, and posed in terms of a classical number theory problem. The heuristic

criterion of minimum length TS was translated to an analytical metric, which led to

a convenient geometric interpretation. Various bounds on the length of the terminat-

ing sequence were also proposed and proven analytically. Some interesting examples

for single-h and dual-h schemes were discussed, where an analytical expression for
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the length of the terminating sequence can be computed. It is observed that multi-h

schemes with integer modulation indices, and large P generally require long termi-

nating sequences.
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CHAPTER IV

INTRAFIX FOR FREQUENCY-DOMAIN

EQUALIZATION OF MULTI-H CPM

In this chapter, our focus is on the problem of constructing a symbol block to generate

a cyclic multi-h continuous phase modulated (CPM) signal so as to permit frequency-

domain equalization (FDE) at the receiver. Like single-h CPM, the memory inherent

in a multi-h CPM waveform requires the use of an additional segment, called an

intrafix, in each transmitted block. The intrafix forces the transmitter state machine

to regress to the state it had at the start of the block. The constraints on the

symbols of the intrafix, which ensure above condition, are shown to be a set of linear

Diophantine equations (LDEs). Three different methods are proposed for finding

the symbols of the intrafix such that the length of the intrafix is minimized. The

last two methods connect the problem of intrafix insertion to the problem of trellis

termination of the tilted phase. This connection enables one to state and justify that

existing bounds established on the length of the terminating sequence are effective for

the length of the intrafix. It is observed that multi-h CPM schemes typically require

a shorter intrafix as compared to single-h CPM schemes having similar modulation

parameters. The proposed procedure is applied to a dual-h CPM scheme.

The rest of this chapter is organized as follows. The excess-phase and tilted-phase

state vectors are defined in Section 4.1. The structure of the cyclic multi-h CPM

block is discussed in Section 4.2, and three different methods to obtain the intrafix

symbols are proposed in Section 4.3. A numerical example is presented in Section 4.4

to illustrate the theoretical results. Important results of this chapter are summarized

in Section 4.5.
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The multi-h CPM waveform and modulation parameters are described in Sec-

tion 2.7, and the notation used in this chapter is defined in Section 2.6.

4.1 State Vector for Multi-h CPM

In this section, two different but equivalent state definitions for multi-h CPM are

discussed. In the subsequent sections, these definitions will facilitate the formulation

of different constraints on the structure of the transmitted block.

4.1.1 Excess-phase Representation

For t ∈ [nT, (n+ 1)T ], using the definition of q(t) and h(i), (2) can be written as

ϕ(t,x) =
π

P

n−L∑
i=0

K(i)Hxi +
2π

P

n∑
i=n−L+1

K(i)Hxiq(t− iT ). (41)

A change of variable in the second summation results in

ϕ(t,x) =
π

P

n−L∑
i=−∞

K(i)Hxi +
2π

P

L−1∑
i=0

K(n−i)Hxn−iq(t− (n− i)T ). (42)

Since only the principal (or reduced mod 2π) value of the phase ϕ(t,x) determines the

signal in (1), it is easy to see that the first term in (42), called the cumulative excess

phase, can assume 2P different values. In the special case, where the numerator of

each modulation index is even, i.e, 2|Ki,∀i ∈ NH , we have only P effective values of

this term. If

Tn :=

(
n∑

i=−∞

K(i)Hxi

)
2P

, (43)

then the excess-phase state

χn(x) := (Tn−L,x
n−1
n−L+1, (n)H) (44)

and the current symbol xn completely determine the signal in (1) for t ∈ [ nT, (n+1)T

]. The L− 1 symbols following Tn−L in the state vector are included because of their

contribution to the second term of (42), and are called correlative excess symbols.

Note that (Tn−L) ∈ N2P , and the total number of excess phase states is 2PHML−1.

However, only PML−1 of these states can be reached in a given symbol interval.
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4.1.2 Tilted-phase Representation

Let

ui :=
xi + (M − 1)

2
, (45)

be the non-negative symbols, such that un ∈ NM . Using this transformation in (42),

ϕ(t,u) =
2π

P

n−L∑
i=−∞

K(i)Hui +
4π

P

L−1∑
i=0

K(n−i)Hun−iq(t− (n− i)T )

− 2π(M − 1)

P

L−1∑
i=0

K(n−i)Hq(t− (n− i)T )− π(M − 1)

P

n−L∑
i=−∞

K(i)H , (46)

where u denotes the sequence of symbols {un}. The first term in (46) can assume

P unique values when reduced modulo 2π, and is called the cumulative tilted-phase

state, while the second term contains the input term (i = 0) and the correlative

tilted-phase state terms (i ̸= 0). As defined in [52], the tilted phase ψ(t,u) for

t ∈ [nT, (n+ 1)T ] is related to the excess phase as

ψ(t,u) = ϕ(t,u) +
π(M − 1)

P

n−1∑
i=−∞

K(i)H +
π(M − 1)K(n)H (t− nT )

PT
. (47)

It was shown in [52] that the tilted phase defines a periodic phase trellis with period

H, and its state vector can be defined as

ρn(u) :=
(
In−L,u

n−1
n−L+1, (n)H

)
, (48)

where In :=
(∑n

i=−∞K(i)Hui
)
P
. In Chapter 3 and [52], the termination of ρn(u) is

discussed in detail, and bounds are computed on the minimum number of symbols

required to reach an arbitrary state from a given state. However, for the excess

phase in (46), ρn(u) is not a complete state vector. The reason for this being the

additional memory introduced by the second term in (47), which is also responsible

for the period of excess phase trellis being 2H in general, instead of being H. This

term has η = 2P/(M − 1, P ) unique contributions to the principal value of the

excess phase vector. In the special case of even numerators of all modulation indices,
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η = P/(M−1, P ). Using the definition of In, an alternate state vector representation

for the excess phase state vector of (44) is obtained, i.e.,

χn(u) := ((2In−L −Kn−L)2P ,u
n−1
n−L+1, (n)H), (49)

where Kn :=
(
(M − 1)

∑n
i=−∞K(i)H

)
2P
.

In the next section, a block structure is presented that ensures a cyclic excess

phase, and hence, a cyclic multi-h CPM signal. The proposed structure will impose

certain constraints on the state vector at a specific time instant in the block, and the

state vector definitions presented in the current section will be used to interpret these

constraints in terms of simple algebraic equations. The components Kn−L and (n)H of

χn(u) are interesting in the sense that they are determined solely by the parameters

of the modulation scheme and the current time index, and cannot be controlled by

the input symbols. Thus reaching a certain state χn(u), from an arbitrary state, not

only involves a cautious choice of the symbols from the alphabet M but also requires

the satisfaction of a condition on the time index of the last symbol.

4.2 Block Structure for Cyclic Multi-h CPM Waveform

The construction of the transmitted block that enables FDE of single-h CPM has

been considered in [11, 12, 24, 39]. The procedure proposed by [12] specifies that

the minimum number of intrafix symbols is
⌈

P−1
M−1

⌉
. In this section, the notation of

[12, 24] is used wherever possible, and the concepts presented therein for single-h

CPM are extended to multi-h CPM. A block based communication system similar to

those defined in these references is assumed in the following.

Consider a block of N − F source symbols sampled from the alphabet M, and

split into two segments, X
(l)
f and X

(l)
s , of lengths N−F −NCP and NCP , respectively,

where l denotes the index of the block. To make the signal cyclic with period N , as

is done for memoryless modulation schemes, take X
(l)
p = X

(l)
s , and use it as the prefix

to the original source block [X
(l)
f , X

(l)
s ], resulting in [X

(l)
p , X

(l)
f , X

(l)
s ]. The length of
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the cyclic prefix, NCP , is assumed longer than the length of the discrete-time channel

so as to avoid any interblock interference. The received signal corresponding to these

symbols is discarded at the receiver. However, for a modulation signal with memory,

such as CPM, the insertion of this cyclic prefix alone is insufficient. As identified in

[11], and later on refined in [12, 24], an additional segment of length F symbols, called

an intrafix or a tail sequence, is required. It is inserted between X
(l)
f and X

(l)
s , and is

denoted by X
(l)
c . The overall block has length NT = N + NCP and is structured as

[X
(l)
p , X

(l)
f , X

(l)
c , X

(l)
s ]. All these segments and their relative positions in the block are

shown in Fig. 13.

The choice of the symbols in the intrafix X
(l)
c , and their quantity F , is made so

that the following cyclic condition is satisfied for all transmitted blocks:

ϕ(τ, x) ≡ ϕ(τ +NT, x) mod (2π), (50)

for τ ∈ [0, NCPT ], where τ := t− (l− 1)NTT . The authors in [12] made an intriguing

observation that the above condition can be achieved by ensuring that the state of

the transmitter be identical at epochs τ = NCPT and τ = NTT , i.e.,

χ
(l)
NCP

= χ
(l)
NT
, (51)

where the superscript l is the index of the block, and subscript denotes the time

index when this state is reached. The notation x
(l)
n := xn+(l−1)NT

is also used for

the symbols of block l, and K
(l)
(n)H

:= K(n+(l−1)NT )H for the corresponding modulation

index. The approach introduced in [12] makes the selection of symbols in the intrafix

independent of the previous blocks. For multi-h CPM signal, it follows from (44) that

(51) translates into the following three constraints:

x(l)n = x
(l)
n+N ,∀n ∈ {NCP−(L−1), NCP−1}, (52)

(NCP )H = (NT )H , (53)

TNCP−L−1 = TNT−L−1 . (54)
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Figure 13: Structure of a cyclic transmitted block for multi-h CPM.

Prefixing of the transmitted block as defined above, i.e., X
(l)
p = X

(l)
s , ensures that

(52) is satisfied. Typically, NCP ≥ L (since L < 4 usually), which implies that (52)

does not depend on the previous blocks. Since N := NT −NCP , and ((a)H−(b)H)H =

(a− b)H for arbitrary integers a and b, it follows from (53) that

(N)H = 0. (55)

In addition to this constraint on N , it is also desirable to define N to be a posi-

tive integer power of 2, which enables efficient implementation of the N−point FFT

algorithm used in the FDE portion of the receiver. Such a choice of N automatically

satisfies (55) for dual-h CPM schemes. Now that both conditions (52) and (53) are

satisfied, the last constraint (54) is satisfied by an appropriate choice of the symbols

in the intrafix segment. It is easy to see that a symbol x
(l)
n in the cyclic prefix X

(l)
p

has the same modulation index as the corresponding symbol in the segment X
(l)
s , i.e.,

x
(l)
n+N . This implies that their individual contributions to the cumulative excess phase

are also equal. Using this fact, (54) can be extended as

TNCP−1 = TNT−1, (56)
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or equivalently,(l−1)NT−1∑
i=−∞

Kixi +

NT−1∑
i=0

Kix
(l)
i

−

(l−1)NT−1∑
i=−∞

Kixi +

NCP−1∑
i=0

Kix
(l)
i

 ≡ 0 mod (2P ).

(57)

After simplification, we get

NT−1∑
i=0

K
(l)
(i)H

x
(l)
i −

NCP−1∑
i=0

K
(l)
(i)H

x
(l)
i ≡ 0 mod (2P ), (58)

which can be rewritten as

N−1∑
i=0

K
(l)
(i)H

x
(l)
i ≡ 0 mod (2P ). (59)

If

γF :=

(
N−F−1∑

i=0

K
(l)
(i)H

x
(l)
i

)
2P

, (60)

the sum in (59) can be split as

N−1∑
i=N−F

K
(l)
(i)H

x
(l)
i + γF ≡ 0 mod (2P ). (61)

Since all the constraints (52), (55), and (61) are independent of the previous blocks,

the superscript (l) is dropped from here onwards (or equivalently assume l = 0). From

the definition of γF , it appears that it may assume up to 2P unique values. However,

irrespective of the set K, γF will acquire only P distinct values for a fixed F . Let this

set be denoted by ΓF . The set ΓF is described in the following for three cases:

1. If 2|Kj, ∀j ∈ NH , the set ΓF = {0, 2, ..., 2P − 2}, whether F is even or odd.

Note that P cannot take an even value in this case. In this situation, (61) can

be re-written as
N−1∑

i=N−F

K(i)H

2
xi + γ̄F ≡ 0 mod (P ), (62)

where γ̄F = γF/2, and γ̄F ∈ NP . Thus in (61), both F and N can be either

even or odd.
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2. If 2 - Kj, ∀j ∈ NH , and whether P is even or odd,

ΓF =

{0, 2, . . . , 2P − 2} , if (N − F )2 = 0

{1, 3, . . . , 2P − 1} , if (N − F )2 = 1.
(63)

Now from (61) and its first term (similar to the definition of γF ), (N − F )2 =

(F )2, which implies that (N)2 = 0 is required.

3. Now consider the general situation where some Kj’s are even, and others are

odd, where j belongs to some proper subset of (N)H . Consider the running

sum in (60). The accumulation starts from 0, and each subsequent step, i,

adds K(i)Hxi, which is an odd (even) number if Ki is odd (even). If Ki is odd,

the previous sum gets toggled from even to odd, and vice versa. However, for

even K(i)H , this toggling does not occur. Let ON−F be the number of symbol

intervals for which K(i)H was odd, for 0 ≤ i ≤ N − F − 1. Then,

ΓF =

{0, 2, . . . , 2P − 2} , if (ON−F )2 = 0

{1, 3, . . . , 2P − 1} , if (ON−F )2 = 1.
(64)

Let ON be the number of symbol intervals for which K(i)H is odd, for 0 ≤ i ≤

N − 1. Then, for (61) to hold, N must also satisfy

(ON)2 = 0. (65)

Note that (61) is a linear Diophantine equation (LDE) [45] for each γF , with positive

integer coefficients from the set K, and odd integer variables xi ∈ M. The variables in

(61) are the symbols of the intrafix segment X
(l)
c . Consider the following optimization

problem:

minimize F (66)

subject to (61) holds ∀γF ∈ ΓF , xi ∈ M.

This section is concluded with the following definition:

J
(j)
F := {i ∈ N|N − F ≤ i ≤ N − 1 ∧ (i)H = j} , (67)
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and JF := (|J (0)
F |, |J (1)

F |, ..., |J (H−1)
F |), where sum of elements of JF is equal to F .

4.3 Optimal Solution for Linear Diophantine Constraints

In this section, three different procedures are proposed to solve the optimization

problem in (66); one working directly on the excess phase symbols xi, and the other

two based on the tilted-phase or unipolar symbols ui.

4.3.1 Excess-phase based Solution

If the intrafix symbols corresponding to each modulation index are combined in a

separate variable, (61) becomes

H−1∑
j=0

KjV
(γ)
j + γF ≡ 0 mod (2P ), (68)

where

V
(γ)
j :=

∑
i∈J(j)

F

xi (69)

are components of V(γ) :=
(
V

(γ)
0 , V

(γ)
1 , . . . , V

(γ)
H−1

)
. Note that an integer V ∈ Z can

always be written as a sum of odd numbers from M. Given an arbitrary integer V ,

the minimum number of symbols xi ∈ M required to express V as in (69) is a function

of M and V , and can be shown to be equal to

µ(M,V ) =

⌊
|V |

M − 1

⌋
+
(
2− (η(M,V ))2

)
I(η(M,V ) ̸= 0) , (70)

where η(M,V ) := (|V |)M−1 and I( · ) is an indicator function. The indicator function

takes a statement as an argument, and is defined as identity if the statement is true,

and zero otherwise. Note that µ is a function of the absolute value of V . Consider

the following claim about µ:

Lemma 1: µ(M,V ), as defined by (70), satisfies the following conditions:

1. µ(2, V ) is a strictly increasing function of |V |, specifically, µ(2, V ) = |V |.
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2. For a fixed M , µ(M,V ) is a non-decreasing function of |V |, i.e., for a, b ∈ Z,

|a| > |b| implies µ(M,a) ≥ µ(M, b), unless (a− b) ≤M − 1 and (|a| − |b|) is an

odd integer.

Proof: See Appendix D.

The minimal expansion of an integer V in terms of the elements of M is not

unique, and one of such expansions is,

yµ(V ) =


sign(V )(M − 1)1µ if η = 0,

sign(V )((M − 1)1µ−1, η) if (η)2= 1,

sign(V )((M − 1)1µ−2, η − 1, 1) otherwise.

(71)

Note that this expansion is not unique, and the order of the symbols in the vector

yµ(V ) is not important. The set of all V ∈ Z that can be written as a sum of Q ∈ N,

M -ary source symbols (with Q minimal such number) defines an equivalence class on

the set of integers, and is denoted by [Q], i.e.,

[Q] := {V ∈ Z|µ(M,V ) = Q} , (72)

It can be observed that

[Q] =


{0} if Q = 0

M if Q = 1

±{(Q− 2) (M − 1) + 2, (Q− 2) (M − 1) + 4, . . . , Q (M − 1)}for Q > 1,

(73)

and

|[Q]| =


1 if Q = 0

M if Q = 1

2(M − 1) if Q > 1.

(74)

Note that an integer V can only be expressed as a sum of µ(M,V ) + 2i number of

symbols from M, where i ∈ N. One such decomposition for V is

zµ+2i(V ) = (yµ(V ), (+c,−c)⊗ 1i), (75)
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for any c ∈ M, where ⊗ denotes the Kronecker product of the two vectors. The set

of all integers that can be expressed by at most Q symbols from M can be written as

d(Q) =

⌊Q
2 ⌋∪

i=0

[2i+ (Q)2]. (76)

Also, equivalently,

d(Q) = {V ∈ Z|µ(M,V ) ≤ Q ∧ (µ(M,V )−Q)2 = 0} . (77)

Since the individual sets in (76) are disjoint, it can be inferred from (74) that

|d(Q)| = Q (M − 1) + 1. (78)

Finally, consider the H-tuple: Q = (Q0, Q1, . . . , QH−1). Define the set of points

D(Q) ⊂ ZH by the following Cartesian product:

D(Q) =
∏
j∈NH

d (Qj) . (79)

Using this notation, the following result can be stated:

Theorem 4

1. The optimization problem defined in (66) is equivalent to

minimize F (80)

subject to (68) holds ∀γF ∈ ΓF ,V
(γ) ∈ D(JF ).

2. Moreover, if F is restricted to be an even/odd multiple of H, then the above

optimization problem can be written as

minimize ||V(γ)||∞ (81)

subject to (68) holds ∀γF∈ΓF ,V
(γ)∈D((F/H)1H).

3. For binary modulation schemes (M = 2), F can be any multiple of H for the

equivalence of (66) and (81).
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4. If (61) is satisfied for a value of F (for all γF ∈ ΓF ), then it is also satisfied by

F + 1 (for all values of γF+1 ∈ ΓF+1).

Proof: See Appendix E.

The difference between the two optimization problems in Theorem 4 is that first

has P dependent constraints, while the second is in fact composed of P decoupled

subproblems with independent constraints.

To interpret the results of this theorem, it is helpful to consider a geometric

perspective. The sets D(JF ) are constructed such that each member is a feasible

vector for F intrafix symbols. So, the equivalence of (66) and(80) is established by

the fact that the cost function F is same, and the new constraints (68), in terms

of the vector V(γ), are also equal to (61). Only the feasible set has changed from

M to D(JF ) because of the variable transformation from xi to V
(γ)
j . The advantage

in performing this transformation is that unlike (66), in solving (80), the number of

optimization variables is known to be H. The feasible sets are plotted for dual-h

(H = 2) schemes in Fig. 14 and Fig. 15, for M = 2 and M = 4, respectively. It can

be observed that in both cases, the first four sets D(0, 0),D(0, 1),D(1, 1), and D(1, 2)

(corresponding to values of F from 0 to 3, respectively), are disjoint. However, these

sets are contained in D(2, 2), D(2, 3), D(3, 3), and D(3, 4), respectively. In general, it

can be inferred that a feasible vector for F is also feasible for F +2H. For the second

part of Theorem 4, based upon the sets D(0, 0), D(1, 1), D(2, 2), and D(3, 3), it can

be concluded that for any feasible vector, the cost ||.||∞ is equivalent to F under the

stated conditions. For example, for M = 2, every element V(γ) ∈ D(κ11H)\D(κ21H),

W(γ) ∈ D(κ21H), given that κ1 > κ2 implies that ||V(γ)||∞ > ||W(γ)||∞. However,

for M > 2, this may not hold when κ1 = κ2+1, and hence we have to further restrict

F to be either even or odd multiples of H.

Using this theorem, a heuristic algorithm can be developed for finding an optimal

value of F , i.e., Fopt. Start with F = ΩH, where Ω is the smallest integer such that
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Figure 14: Feasible sets D(JF ) corresponding to different values of F for dual-h
(H = 2) binary (M = 2) modulation schemes.

|D(JF )| ≥ P . If P points satisfying the P constraints in (68) are not found, proceed

to F = (Ω + 2)H, and try again. The advantage of jumping forward by a step of 2

is that all the solutions V(γ) found for F = ΩH are also valid for F = (Ω + 2)H,

and need not be found again. This follows from the subset property described above.

Also, we notice that if V(γ) solves (68) for some γF ∈ ΓF , then −V(γ) is the solution

for 2P − γF .

At some stage, a value of Ω is found such that F = (Ω − 2)H does not satisfy

all of the P equations, while F = ΩH does. Now, check for F = (Ω − 1)H. In

this way, the smallest value Ωopt can be reached, such that F = ΩoptH satisfies

all of the P constraints. Now, consider the fact that if all the constraints in (61)

for γF ∈ ΓF are satisfied, then the symbol xN−F−1 can be chosen such that the

constraints (61) can be met for each γF+1 ∈ ΓF+1. In other words, if a valid intrafix

of length F has been found, it is possible to construct one of length F + 1. Thus,
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Figure 15: Feasible sets D(JF ) corresponding to different values of F for dual-h
(H = 2) quaternary (M = 4) modulation schemes.

(Ωopt − 1)H < Fopt ≤ ΩoptH. Fopt can be reached by repeated binary partitions of

this interval. However, while working in this interval, all the sets D(JF ) are disjoint,

and solutions for each succeeding value of F need to be started from scratch. Once

Fopt and optimal vectors V(γ) are found, they can be converted to the desired intrafix

symbols xi by making the following assignment:

x(J
(j)
F ) := z|J(j)

F |(V
(γ)
j ),∀j ∈ NH , (82)

where x(J
(j)
F ) is a vector formed by collecting the intrafix symbols xi corresponding

to the j-th modulation index. This section is concluded with the following theorem,

which specifies bounds on the length of the intrafix F .

Theorem 5 If H|F , then the intrafix length Fopt satisfies the following bounds:

H
√
P − 1

M − 1
≤ Fopt

H
≤
⌈
P − 1

M − 1

⌉
. (83)
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Proof is omitted because of space limitations. A similar theorem was presented in [52]

for the length of tilted-phase terminating sequence (TS). The upper bound is achieved

only if all modulation indices except one, are integer valued, and min(K) = P − 1.

Also, the upper bound is achieved for H = 1, and is the reported length of the intrafix

for single-h modulation schemes [12].

4.3.2 Tilted-phase Approaches

In this section, two additional methods are presented to solve the problem of find-

ing and minimizing the number of intrafix symbols, F . Both these methods work

by reposing the problem either in terms of the tilted-phase state vector (48) or by

transforming the symbols using (45).

Second Method (A Bad Idea): To motivate this procedure, observe that the

first components of the state vectors in (49) and (48) differ by the term Kn−L. If this

term can be eliminated, then the approach developed in [52] for termination of the

tilted-phase vector in (48) can be applied to satisfy the cyclic constraints on excess

phase state in (51). Using the relationship Tn−L ≡ [2In−L − Kn−L] mod (2P ), the

condition (54) can be posed in terms of In−L alone, if

(M − 1)
N−1∑
i=0

K(i)H ≡ 0 mod (2P ). (84)

This together with (55) requires that

(N)G = 0, (85)

where G := lcm
{
H, 2PH/gcd{2PH, (M − 1)

∑H−1
i=0 Ki}

}
. Although this condition

simplifies the problem to one of tilted-phase termination, the constraint on the size

of the block can be very strict for some parameter values, and its further discussion

is not considered for this reason.
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Third Method (A better Idea): This method works in the domain of unipolar

symbols un, and does not impose any stringent constraint on the block size. The

details of this procedure are similar to the one based on excess phase, and analogous

definitions and notations are used. As explained in the following, it is a more elegant

technique than the latter, and leads to simpler feasible sets.

Substituting for xi according to (45) in (61),

2
N−1∑

i=N−F

K(i)Hui − (M − 1)
N−1∑

i=N−F

K(i)H + γF ≡ 0 mod (2P ). (86)

Let

γ̂ :=
γF − (M − 1)

∑N−1
i=N−F K(i)H

2
mod (P ). (87)

This transformation from γF to γ̂ is a bijective function from ΓF to NP , if N and

ΓF are chosen complying with (55), (64), and (65). Thus, using (87), (86) can be

rewritten as
N−1∑

i=N−F

K(i)Hui + γ̂ ≡ 0 mod (P ). (88)

Note that (88) is a linear Diophantine equation (LDE) [45] for each γ̂, with positive

integer coefficients from the set K, and non-negative integer variables ui ∈ NM . ui are

the transformed symbols of the intrafix segment X
(l)
c . If the symbols ui corresponding

to each modulation index are combined into a separate variable, (88) becomes

H−1∑
j=0

KjU
(γ̂)
j + γ̂ ≡ 0 mod (P ), (89)

where

U
(γ̂)
j :=

∑
i∈J(j)

F

ui, (90)

are components of U(γ̂) :=
(
U

(γ̂)
0 , U

(γ̂)
1 , . . . , U

(γ̂)
H−1

)
. Note that any integer U ∈ N can

always be written as a sum of elements from NM . Given an arbitrary non-negative

integer U , the minimum number of symbols ui ∈ NM , required to express U as in

(90) are

µ̂(M,U) =

⌈
U

M − 1

⌉
. (91)
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Note that µ̂(M,V ) is a non-decreasing (increasing) function of U for a fixed M (for

M = 2), respectively. The expansion of an integer U in terms of the elements of NM

is not unique, and can be expressed as

ŷµ̂(U) =

(M − 1)1µ̂ , if (U)M−1 = 0

((M − 1)1µ̂−1, (U)M−1) , if (U)M−1 ̸= 0
. (92)

Note that this expansion is not unique, and the order of the symbols in the vector

yµ(U) is immaterial. The set of all U ∈ N that can be written as a sum of Q̂ ∈ N

symbols from the set NM (with Q̂ minimal such number) define an equivalence class

on the set of non-negative integers:

[Q̂] :=
{
U ∈ N|µ̂(M,U) = Q̂

}
, (93)

It is easy to see that,

[Q̂] =

{0} , if Q̂ = 0,{(
Q̂− 1

)
(M − 1) + 1, . . . , Q̂ (M − 1)

}
, if Q̂ > 1,

(94)

and ∣∣∣[Q̂]∣∣∣ =
1 , if Q̂ = 0

M − 1 , if Q̂ > 0
. (95)

Note that an integer U can only be expressed as a sum of µ̂(M,U) + i symbols from

NM , where i ∈ N. One such decomposition for U is

ẑµ̂+i(U) = (ŷµ̂(U),0i), (96)

where 0i is an i-dimensional null vector. The set of all integers which can be expressed

by at most Q̂ symbols from NM can be written as

d̂(Q̂) =

Q̂∪
i=0

[Q̂]. (97)

Also, equivalently,

d(Q) = {U ∈ N|µ(M,U) ≤ Q} . (98)
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Since the individual sets in (97) are disjoint, from (95),∣∣∣d̂(Q̂)∣∣∣ = Q̂ (M − 1) + 1. (99)

Finally, consider the H-tuple, Q̂ =
(
Q̂0, Q̂1, . . . , Q̂H−1

)
. Define D̂(Q̂) ⊂ NH as the

following Cartesian product,

D̂(Q̂) =
∏
j∈NH

d̂
(
Q̂j

)
. (100)

Using this notation, the following result can be stated:

Theorem 6

1. The optimization problem defined in (66) is equivalent to:

minimize F (101)

subject to (89) holds ∀γ̂ ∈ NP ,U
(γ̂) ∈ D̂(JF ).

2. Moreover, if F is restricted to be a multiple of H, then the optimization problem

can be written as,

minimize ||U(γ̂)||∞ (102)

subject to (89) holds ∀γ̂ ∈ NP ,U
(γ̂) ∈ NH .

3. If (88) is satisfied for a value of F (for all γ̂ ∈ NP ), then it is also satisfied by

F + 1.

The proof for this theorem builds on ideas analogous to those used for proof of The-

orem 4.

Based upon this theorem, a procedure can be posed for finding the optimal length

F of the intrafix for a given modulation scheme. Before proceeding, consider the

feasible set D̂(JF ) in (101). These sets, corresponding to different values of F , are
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shown in Fig. 16, for M = 4. For example, for F = 3, J3 = {1, 2} and D̂(1, 2) :=

d̂(1) × d̂(2), where d̂(0) = {0}, d̂(1) = N4, and d̂(2) = N7 by (97), and × denotes

the Cartesian product of the two sets. Note that the sequence of sets of feasible

integer vectors, indexed by F , form a nested family of sets, i.e., D̂(0, 0) ⊂ D̂(0, 1) ⊂

D̂(1, 1) ⊂ D̂(1, 2), and so on. Thus the optimization problem in Theorem 6 can be

solved by starting with F = 0, and looking for integer solutions to (68). If solutions

are not found for all γ̂, F is incremented by one, and the procedure is repeated. If a

solution for (76) is found for certain value of γ̂, in a given step, it remains valid for

all larger values of F ; since the feasible sets contain the solutions corresponding to

smaller values of F . A value of F is considered final when an integer vector U(γ̂) is

found for all γ̂ ∈ NP . This value of F is optimal and is the minimum required length

of the intrafix for a given modulation scheme. The optimal vectors U(γ̂) can now be

converted to the desired intrafix symbols xi by making the following assignment:

x(J
(j)
F ) := 2ẑ|J(j)

F |(U
(γ̂)
j )− (M − 1),∀j ∈ NH . (103)

The following theorem states bounds on optimal length of intrafix Fopt.

Theorem 7 If H|F , gcd{K} = 1, and the Diophantine Frobenius number g(K) (see

[52, 15]) exists, then

P − 1

(M − 1)
∑H−1

k=0 Kk

≤ Fopt

H
≤
⌈

g(K) + P

(M − 1)minkKk

⌉
. (104)

The bounds stated in Theorem 5 and Theorem 7 were derived in [52] for the number

of symbols required to reach an arbitrary cumulative phase state in the tilted-phase

trellis. The length of the intrafix can be viewed as a special case of that problem, and

these bounds are also applicable here. Although the intrafix computing approaches

based upon excess or tilted-phase state vectors result in different feasible sets, both

the approaches are equivalent in the sense that they solve the same optimization

problem (66). Moreover, the resulting intrafix length for a given modulation scheme
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Figure 16: Feasible sets D̂(JF ) corresponding to different values of F for dual-h
(H = 2) quaternary (M = 4) modulation schemes.

is the minimum possible for each method, and the bounds proposed in Theorem 5

and Theorem 7 are applicable.

4.4 Numerical Example

In this section, intrafix symbols are computed for the Tier-2 aeronautical telemetry

waveform called ARTM CPM in IRIG-106 standard [6]. It is a quaternary (M = 4),

dual-h (H = 2) CPM scheme with modulation index set h =
{

4
16
, 5
16

}
, i.e., K = {4, 5},

and P = 16. For the purpose of this example, it is assumed that K0 = 4 and K1 = 5.

Since one element of K is odd and other is even, the situation falls under Case (3)

in Section 4.2. The condition on the FFT block length N requires an even number

of symbol intervals corresponding to the index with odd numerator 5, implying that

either (N)4 = 0 or (N)4 = 1. However, (55) specifies that N should be even. Thus

a choice of N such that 4|N simultaneously satisfies both conditions. This is not a
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very binding restriction; since it is automatically met if N is defined to be an integer

power of 2 for an efficient FFT implementation. Now, the methods discussed in the

previous section are applied to compute the intrafix symbols.

For the procedure based upon excess phase, (68) becomes

4V
(γ)
0 + 5V

(γ)
1 + γF = 32m, (105)

where m ∈ Z. The choice of F is made such that (105) has integer solutions for all

γF ∈ ΓF . This equation is plotted for various values of m and γ ∈ {0, 1, 2, ..., 31} in

Fig. 17. First, consider F = 1. Since (N − F )4 = 3, (ON−F )2 = 1. Hence, Γ1 =

{1, 3, ..., 31} by (64). Note that for M = 4, D(0, 1) = {(0,−3), (0,−1), (0, 1), (0, 3)}.

Since |D(0, 1)| = 4 < P , a larger value of F is required. Although the four lattice

points are insufficient to satisfy 16 LDEs in (68), 4 of them are satisfied, i.e., V(15) =

(0,−3),V(5) = (0,−1),V(27) = (0, 1), and V(17) = (0, 3).

Now increment to F = 2, which is a multiple of H = 2. Since (N − F )4 = 2, and

(ON−F )2 = 1, hence, Γ2 = {1, 3, ..., 31} by (64). Moreover, for M = 4, J2 = (1, 1),

d(1) = M, and D(1, 1) = M ×M. Note that D(1, 1) is disjoint with the feasible set

D(0, 1) for F = 1, and the 4 integer solutions found in the previous step cannot be

used. Since |D(1, 1)| = M2 = P , F = 2 can be the length of the intrafix only if

each vector in D(1, 1) represents a solution to LDEs of (68) for a distinct value of

ΓF . This indeed happens for this example, as the vectors V(γ) are shown in Fig. 17

corresponding to the γ2 for which an LDE is satisfied. If the intrafix symbols are

defined as (xN−1, xN) := V(γ), one per modulation index, it can be concluded that

the intrafix has minimum length Fopt = 2 for the ARTM scheme. Compare this to

⌈ P−1
M−1

⌉ = 5 symbols required for any single-h CPM with P = 16 [12].

For the second method, based upon tilted-phase termination, the constraint (85)

on the FFT-length N , requires that N be a multiple of 64. The problem with this

approach is that it imposes this stringent condition without offering any reduction in

the number of intrafix symbols F . This was the reason for introducing it as a ‘bad
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Figure 17: Optimum intrafix symbols obtained for the ARTM CPM modulation
scheme using Method 1.

idea’. On the other hand, the third method was presented as a ‘better idea’ as it

does not impose this additional constraint (85) of second method, and also provides

an elegant solution to the problem when compared with first method.

The third approach computes the transformed unipolar symbols ui corresponding

to each γ̂. In the first method, the set ΓF had to be predetermined for each value

of F , and the set of constraints changed on each step. The advantage of the third

method is that the values of γ̂ ∈ NP are independent of F . Moreover, because of the

nesting of the family of feasible sets, the solutions U(γ̂), found for a value of F remain

valid for all larger values. For any m ∈ N, (89) for the third method can be written

as

4U
(γ̂)
0 + 5U

(γ̂)
1 + γ̂ = 16m . (106)
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Figure 18: Optimum intrafix symbols obtained for the ARTM CPM modulation
scheme using Method 3.

The lines corresponding to these equations are shown for different values of m and

γ̂ in Fig. 18. Non-negative integer lattice points are also shown. Starting from F = 0,

the feasible set is D̂(0, 0) = {(0, 0)}, which is a solution for γ̂ = 0. Incrementing

to F = 1, the feasible set D̂(0, 1) now contains three additional solutions for γ̂ ∈

{11, 6, 1}. For F = 2, the feasible set D̂(1, 1) contains 12 new lattice points, which

correspond to solutions of (106) for rest of the values of γ̂, as shown in Fig. 18.

So, Fopt = 2 for the ARTM CPM modulation scheme. The intrafix symbols can be

determined by using the transformations (87) and (103).

This example also serves to verify the equivalence of approaches based upon excess

phase and tilted phase, as the optimal vectors, V(γ) and U(γ̂), are listed in Table 2 for

both approaches. Note that for each pair of γ2 and γ̂, the optimal vectors are related

by +V
(γ)
j = 2U

(γ)
j − (M − 1), for j = {0, 1}, the transformation in (45). The intrafix
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Table 2: Intrafix symbols for ARTM CPM scheme computed using Method 1 and
Method 3.

γ2 ∈ Γ2 V(γ) γ̂ ∈ N16 U(γ̂)

1 (+1,−1) 3 (2, 1)
3 (+3,−3) 4 (3, 0)
5 (+3,+3) 5 (3, 3)
7 (−3,+1) 6 (0, 2)
9 (−1,−1) 7 (1, 1)
11 (+1,−3) 8 (2, 0)
13 (+1,+3) 9 (2, 3)
15 (+3,+1) 10 (3, 2)
17 (−3,−1) 11 (0, 1)
19 (−1,−3) 12 (1, 0)
21 (−1,+3) 13 (1, 3)
23 (+1,+1) 14 (2, 2)
25 (+3,−1) 15 (3, 1)
27 (−3,−3) 0 (0, 0)
29 (−3,+3) 1 (0, 3)
31 (−1,+1) 2 (1, 2)

length, Fopt = 2, also meets the lower bound in Theorem 5.

In Fig. 19, the phase of the CPM signal is shown corresponding to one block of

symbols. The phase signal is unwrapped, and it can be seen that phase replicates

itself in the cyclic-prefix zone (shown in green) except by a multliple of 2π. The red

portion of the plot corresponds to the phase generated by the intrafix symbols, which

form only a small fraction of total symbols in the block. Fig. 20 shows the in-phase

component of the CPM complex envelope, and it can be seen that the exact replica

of the signal is repeated in the cyclic-prefix zone.

In Fig. 21, the periodograms for this ARTM modulation scheme are illustrated

for three different scenarios. The periodogram for standard multi-h CPM without

cyclicity and intrafix is consistent with the one presented in [6]. The second curve

is provided for the case of a cyclic block with N = 256, NCP = 32, and F = 0.

Note that skipping the intrafix altogether will result in a phase discontinuity once per

block. For this reason, a considerable out-of-band energy is present in this situation.
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Figure 19: Phase (unwrapped) of the dual-h CPM signal generated by the cylic
transmitted block. The princial value of the phase repeats exactly in the cyclic-prefix
zone (shown in green).

The third curve is for the periodogram of cyclic multi-h CPM with intrafix inserted.

The parameters are N = 256, NCP = 32, and F = 2. The intrafix helps achieve

the cyclicity and continuity of the excess phase simultaneously at the cost of two

information symbols per block.

The Power Spectral Density (PSD) is almost the same for the case of standard

multi-h CPM, and the intrafix-utilizing cyclic multi-h CPM. It is clear from Fig. 21

that under the cyclic constraint, the intrafix helps retain the spectral efficiency of

multi-h CPM.

4.5 Summary

This section proposed efficient procedures to construct a cyclic symbol block for multi-

h CPM signal. They ensure insertion of minimum possible number of intrafix symbols

per block. The algebraic constraints on the structure of the block and the intrafix
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Figure 20: Inphase component of the CPM signal generated by a cyclic transmitted
block. The signal replicates exactly in the cyclic-prefix zone (shown in green).

symbols were identified. The former is a function of the number of modulation indices,

and the latter depends upon the rational modulation indices and the number of bits

per symbol of the modulation scheme. The intrafix length for multi-h CPM is usually

less when compared to similar single-h CPM schemes. An example of dual-h scheme

was discussed to illustrate the proposed approach. It is observed that schemes with

integer modulation indices and larger P generally require the longest intrafix. Finally,

under a cyclic constraint, the intrafix helps retain the spectral efficiency of multi-h

CPM.
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Figure 21: Power spectral density for ARTM multi-h CPM.
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CHAPTER V

LOW-COMPLEXITY FREQUENCY-DOMAIN

EQUALIZATION TECHNIQUES FOR MULTI-H CPM

For single-carrier modulation schemes, frequency-domain equalization (FDE) is a rel-

atively low-complexity approach to mitigate the intersymbol interference introduced

by propagation over a frequency-selective channel. In this chapter, we present two

receiver architectures for FDE of multi-h continuous phase modulation (CPM). In

the first approach, the receiver front end is a matched-filter bank, which is derived

from Laurent decomposition of the signal. A circulant-matrix model derived for the

samples of the matched filter (MF) is used to perform the equalization in frequency

domain. The second technique employs a receiver with a simple front end consist-

ing of a low-pass filter followed by a fractional sampler. We also develop a circulant

matrix model for the latter approach, which relates the Laurent pseudo-symbols to

each polyphase component of the output of the sampler. Using this model, a linear

frequency-domain equalizer is designed. In addition to providing the details of these

approaches, we propose simplifications applicable to each of the two cases, and provide

a detailed discussion on the performance/complexity trade-off. Bit-error rate (BER)

results are presented for the IRIG-106 aeronautical telemetry dual-h CPM waveform.

We make following contributions towards frequency-domain equalization of multi-h

CPM.

• We present a new interpretation of the Laurent decomposition for multi-h CPM

signals that suppresses the periodicity of the Laurent pulses. This is achieved by

merely re-labelling the Laurent pulses and their pseudo-symbols. However, this
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seemingly naive step enables visualizing multi-h CPM as essentially a higher-

order single-h CPM, thus paving the way for extension of techniques available

for single-h CPM and making them available to multi-h CPM.

• We propose two FDE receiver architectures for multi-h CPM; one that uses a

matched-filter front end and the other that uses a single low-pass (anti-aliasing)

filter followed by a sampler. For both schemes, we show that the sampled output

of the receiver filter(s) satisfies a circulant matrix model for general multi-h

CPM waveforms given that the transmitted signal is cyclic for the duration of

the block. The effect of the memory of the modulator and that of the frequency-

selective channel is isolated by the models. This isolation enables the equalizer

to eliminate exclusively the effect of the channel, while a trellis-based AWGN

demodulator can then follow the equalizer to recover the data symbols.

• The reduction in the complexity of the receiver using MF front end is pro-

posed by dropping the MFs and the FDE branches corresponding to low-energy

Laurent pulses. It is observed that the loss in performance is acceptable even

when a few significant branches are considered. Similarly, further complexity

reduction can be forced for sampling-based approach by partially truncating

the auto-correlation matrix of the multi-h CPM signal.

• Simulation results are obtained for the IRIG-106 Tier-2 dual-h CPM waveform.

The channel model used to perform these simulations is the wideband aeronau-

tical telemetry channel.

The remainder of this chapter is organized as follows. Section 5.1 briefly reviews

earlier discussed process of cyclic-block construction. In Section 5.2, we introduce the

matched filter front end receiver, and discuss the equalizer design for this architecture.

In Section 5.3, we discuss the sampling-based receiver design. Section 5.4 analyzes and

compares the complexity of these two receiver architectures, while Section 5.5 contains
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the simulation results for the aeronautical telemetry channel model. A summary of

this chapter is presented in Section 5.6.

The multi-h CPM waveform and modulation parameters are described in Sec-

tion 2.7, and the notation used in this chapter is defined in Section 2.6.

5.0.1 An Alternate Interpretation of Laurent Decomposition

It can be observed from (4) that Laurent pulses appear periodically and the total

number of unique pulses are in fact Q = HQ. To facilitate the development of a

matrix model for the received signal, we propose to re-label the Laurent pulses in a

manner that eliminates the periodicity and increases the symbol duration to T = HT .

The new set of indices (k,m) are bijectively related to the original indices (q, i) in the

Laurent expansion, i.e.,

(q, i) 
 (k,m). (107)

The forward transformation is defined as

(k,m) := (q + (i)HQ, ⌊i/H⌋) , k ∈ NQ,m ∈ Z, (108)

and the reverse transformation is

(q, i) =

(
(k)Q ,mH +

⌊
k

Q

⌋)
. (109)

The re-labelled set of pulses are defined as

gk(t) := g(k)Q,⌊k/Q⌋ (t− ⌊k/Q⌋T ) , (110)

and the corresponding pseudo-symbols are

bk,m := a(k)Q,mH+⌊k/Q⌋. (111)

The re-labeled pulses are plotted in Fig. 22 for Tier-2 IRIG-106 dual-h CPM wave-

form. For this waveform, Q = 48 and H = 2. Note how the pulses numbered 0− 47
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Figure 22: Re-labeled set of Laurent pulses for IRIG-106 dual-h CPM waveform.

corresponding to even symbol intervals appear as in Fig. 3, while the pulses num-

bered 48−95 corresponding to odd symbol intervals (see Fig. 4) are delayed. Laurent

decomposition in (4) can now be expressed as

s(t,x) =

⌈n/H⌉∑
m=−∞

Q−1∑
k=0

bk,mgk(t−mT ), t ≤ nT. (112)

In this work, we assume that the receiver is synchronized and has perfect informa-

tion of the channel. For a frequency-selective channel, the received signal is the sum

of the linear convolution of impulse response of the channel c(t) and the transmitted

signal s(t) and the additive noise η(t), i.e.,

r(t) = c(t) ⋆ s(t,x) + η(t). (113)

The complex noise process η(t) is assumed to be circularly-symmetric, white, and

Gaussian, with two-sided spectral density equal to No/2. Block diagrams for the

transmitter and the channel are shown in Fig. 23 and Fig. 24, respectively. The

sub-components of transmitter will be explained in next section.
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Figure 23: Block diagram of a cyclic multi-h CPM transmitter. Double-lined con-
nections between the blocks represent a vector. The label of the vector is mentioned
on the top of the connection and its dimension is specified on the bottom. S/P and
P/S denote serial-to-parallel and parallel-to-serial converters, respectively.

Figure 24: Block diagram of the frequency-selective channel with additive white
Guassian noise.

5.1 Cyclic Signal Generation

We consider a block-based transmission system with the block length NT chosen

such that c(t) remains invariant for the l-th block. To use the efficient Fast Fourier

transform (FFT) algorithms in the FDE at the receiver, this linear convolution is

forced to be equal to the circular convolution. The length of cyclic prefix NP has to

be greater than the combined memory of the channel ( Lc ) and that of the modulator

(L). The equality of linear and circular convolution is achieved by imposing the

following cyclic constraint on the transmitted signal corresponding to the l-th block,

i.e.,

s(t,x) = s(t+NT,x), ∀t ∈ [lNTT, (lNT +NP )T ] , (114)

where N and NP are the FFT-length and cyclic-prefix length, respectively, and are

chosen such that (N)H = 0 and (NP )H = 0. The constraint in (114) can be satisfied

by following the procedure below (for details, see [53] and Fig. 25):

For each block, choose N − NI M-ary source symbols α
(l)
j ∈ M for j ∈ NN−NI

.
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Figure 25: Proposed block structure that generates a cyclic multi-h CPM signal.
Intrafix and cyclic prefix ensure the required cyclic constraints.

Construct the intermediate N -length block as follows:

x(l) :=
[
x
(l)
f ; x(l)r ;x(l)s

]
,

where x
(l)
f :=

[
α
(l)
0 , . . . , α

(l)
N−NP−NI−1

]T
, and x

(l)
s :=

[
α
(l)
N−NP−NI

, . . . , α
(l)
N−NI−1

]T
. The

intrafix segment x
(l)
r itself can be further divided into two sub-segments such that

x
(l)
r1 :=

[
α
(l−1)
N−NI−L+1, . . . , α

(l−1)
N−NI−1

]T
,

and now x
(l)
r2 is selected such that

[
K(lNT+NP )H , . . . , K((l+1)NT−1)H

]
x(l) ≡ 0 mod 2P,

is satisfied. The intrafix for l-th block is now defined as

x(l)r :=
[
x
(l)
r2 ; x

(l)
r1

]
.

Finally, the NT -length cyclic block is composed as follows.

ẋ(l) :=
[
x(l)s ; x(l)

]
,

=
[
x(l)s ; x

(l)
f ;x

(l)
r2 ;x

(l)
r1 ; x

(l)
s

]
. (115)

The resulting signal s(t,x) satisfies the cyclic constraint in (114). These steps are

also shown in the transmitter block diagram of Fig. 23.
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5.1.1 Vector of Laurent Pseudo-symbols

Although CPM is a non-linear modulation scheme (in the sense that the transmit-

ted CPM signal is a non-linear function of the source symbols α
(l)
j ), but the Laurent

decomposition lumps all the non-linearity in the transformation from source symbols

α
(l)
j to the psuedo-coefficients bk,m. This decomposition allows the rest of the op-

erations in the modulator (except intrafix insertion) and a linear receiver (such as

MMSE equalizer) to be expressed as a series of matrix operations on the vector of

pseudo-symbols, which is defined in the following. The k-th pseudo-symbols bk,lN+m

corresponding to the l-th block x(l) ( which includes the intrafix symbols) can be

expressed as a vector of dimension N × 1,

b
(l)
k :=

[
bk,lN bk,lN+1 . . . bk,(l+1)N−1

]T
. (116)

The vector of k-th pseudo-symbols corresponding to the cyclically extended block ẋ(l)

can be related by the following linear transformation:

ḃ
(l)

k := TCP b
(l)
k , (117)

where

TCP :=
[
0NP×N−NP

, INP
; IN

]
.

The vector containing all the Q pseudo-symbols for the l-th block can be con-

structed by appending all b
(l)
k for 0 ≤ k ≤ Q− 1 as

b(l) :=
[
b
(l)
0 ; b

(l)
1 ; . . . ; b

(l)

Q−1

]
, (118)

and using the transformation in (117), and the definition in (118), we get

ḃ
(l)

:=
[
ḃ
(l)

0 ; ḃ
(l)

1 ; . . . ; ḃ
(l)

Q−1

]
=
(
IQ ⊗ TCP

)
b(l). (119)

In the next two sections, we develop linear models for both receiver architectures with

the vector b(l) acting as the input to the model.
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5.2 Receiver Design with Matched-Filter (MF) Front end

We consider a receiver that uses a MF front end with one filter matched to each of the

Q Laurent pulses gk(t). The MF bank is shown in Fig. 26. We assume a quasi-static

T -spaced channel model such that (113) can be expressed as

r(t) =
Lc∑
ν=0

cνs(t− νT ) + η(t), (120)

where Lc := ⌈Lc/H⌉. The MF-based receiver ([11, 22]) correlates the received sig-

nal with the current Laurent pulses to generate the following statistics for symbol

detection:

σq,i :=

∫
r(t)gq,(i)H (t− iT )dt. (121)

Correlation of the received signal with the re-labelled Laurent pulses, i.e.,

rk,m :=

∫
r(t)gk(t−mT )dt, (122)

also result in exactly the same statistics. For example, if (k,m) and (q, i) are related

by (108), then rk,m = σq,i. Using (120), (122) can be written as

rk,m =

∫ Lc∑
ν=0

cνs(t− νT )gk(t−mT )dt+ ηk,m, (123)

where ηk,m :=
∫
n(t)gk(t − mT )dt. Using the Laurent expansion in (112), (123)

becomes

rk,m =
Lc∑
ν=0

cν
∑
ḿ

Q−1∑
ḱ=0

bḱ,ḿ

∫
gḱ
(
t−(ḿ+ν)T

)
gk(t−mT )dt+ηk,m

If we define the cross-correlation between Laurent pulses as

ωḱ,m0
(k) :=

∫
gḱ(t+m0T )gk(t)dt, (124)

then the output of the MFs can be expressed as the following linear convolution:

rk,m =

Q−1∑
ḱ=0

∑
ḿ

Lc∑
ν=0

cνbḱ,ḿωḱ,m−ḿ−ν(k) + ηk,m,

=

Q−1∑
ḱ=0

cm ⋆ ωḱ,m(k) ⋆ bḱ,m + ηk,m. (125)
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Figure 26: Block diagram of the proposed MF-based FDE receiver. Double-lined
connections between the blocks represent a vector. The label of the vector is men-
tioned on the top of the connection and its dimension is specified on the bottom. S/P
and P/S denote serial-to-parallel and parallel-to-serial converters, respectively.

In the next section, we use the cyclic construction of the transmit-block to show that

this linear convolution can be re-interpreted as an equivalent circular convolution for

the duration of the block.

5.2.1 Time-domain Matrix Model for MF Technique

The outputs of k-th MF corresponding to the l-th block can be represented by a

column vector:

ṙ
(l)
k

∆
= [rlNT ,k rlNT+1,k . . . r(l+1)NT−1,k]

T .

In the following, we use the assumption that the channel is quasi-static ( it is constant

for each transmitted block but fades independently from one block to other). Using

(125), and similar analysis as [25], this vector ṙ
(l)
k can be expressed as the following

matrix equation:

ṙ
(l)
k = c

(l)
0 [ωk

0,0 ω
k
1,0 . . . ωk

Q−1,0
](IQ ⊗ TCP )b

(l)

+ c
(l)
1 [ωk

0,1 ω
k
1,1 . . . ωk

Q−1,1
](IQ ⊗ TCP )b

(l−1)+η̇(l)
k
, (126)
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where the matrices are defined in terms of pulse correlations ( see (124) ) and channel

coefficients as follows:

[ωk
ḱ,0
](n,m) := ωḱ,n−m(k),

[ωk
ḱ,1
](n,m) := ωḱ,NT+n−m(k),

[c
(l)
0 ](n,m) := c

(l)
n−m,

[c
(l)
1 ](n,m) := c

(l−1)

NT+n−m
,

and η̇(l)
k

:= [ηlNT ,k, ηlNT+1,k, . . . η(l+1)NT−1,k]
T , where ∀k, ḱ ∈ NQ and ∀n,m ∈ NNT

.

Note that the l-th received vector ( in (126)) has a term representing the inter-block

interference (IBI), which depends upon the pseudo-symbols of (l − 1)-th block, i.e.,

b(l−1). Also, note that owing to the block-fading channel, the channel convolution

in this IBI term is with the impulse response of the channel realized in the previous

block.

Removal of the cyclic prefix at the receiver removes the inter-block interference

(IBI), and can be represented by the matrix RCP := [0N×NP
, IN ]. Applying RCP to

ṙk results in the following vector:

r
(l)
k := RCP ṙ

(l)
k ,

= RCP c
(l)
0 [ωk

0,0 ω
k
1,0 . . . ωk

Q−1,0
](IQ ⊗ TCP )b

(l) + 0 +RCP η̇
(l)

k
,

rk = RCP c

[
ωk
0TCP ωk

1TCP · · ·ωk
Q−1

TCP

]
b+ η

k
, (127)

where η
k
:= RCP η̇k. Note that we have removed the block index l and the extra

sub-script of the sub-matrices from the notation to indicate the independence of rk

from the previous block. Choosing NP > LC + L, it can be shown that

RCP c ω
k
ḱ
TCP = RCP c TCPRCP ω

k
ḱ
TCP ,

which implies that

rk = RCP c TCP [RCPω
k
0TCP , RCPω

k
1TCP , · · · , RCPω

k
Q−1

TCP ]b+ η
k
, (128)
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and can be further written as

rk = ċ[ω̇k
0 ω̇

k
1 · · · ω̇k

Q−1
]b+ η

k
,

where for all matrices x,

ẋ := RCPx TCP ,

and it is a circulant matrix, with entries [ ẋ ](n,m) = [x ](n−m)N ,1 [13]. Now, rk can be

expressed compactly as

rk = ċ ωk b+ η
k
, (129)

while

ωk := [ω̇k
0, ω̇

k
1, · · · , ω̇k

Q−1
],

is the correlation matrix for k-th Laurent pulse. Each sub-matrix in (129) has the

desired circulant property. To illustrate the structure of the matrices in (129), we

present a visual description in Fig. 27. Note that the correlation matrices has N̄ × N̄

sub-matrices, all of which are circulant. By concatenating all the vectors rk, ∀k ∈ NQ̄,

in a single vector, we can define

r := [r0; r1; · · · rQ̄−1], (130)

and use (129) to arrive at

r = cQ̄ω b+ η, (131)

where ω := [ω0; ω1; · · · ;ωQ̄−1], η := [η
0
; η

1
; · · · η

Q̄−1
], and cQ̄ := IQ̄ ⊗ ċ. So far, we

have obtained a time-domain matrix model of (129) and (131), which expresses the

vector r, containing all the outputs of the MF bank for a given block, in terms of the

vector of pseudo-symbols b. The matrices appearing in the model, i.e., ω and cQ̄ have

the desired structure, i.e., the sub-matrices of size N̄ × N̄ are circulant.
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Figure 27: A visual representation of the matrix model for matched-filter(MF) front
end given by (129). Distinctly colored blocks of the cross-correlation matrix denote
N̄ × N̄ sub-matrices.

Figure 28: Frequency-domain model for the matched-filter (MF) front end receiver.
In the frequency-domain, all the sub-matrices are diagonal, which is very desirable in
computation of the FDE.
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5.2.2 Frequency-domain Model for MF Technique

In this section, we convert the time-domain matrix model, in (129) and (131) to

the frequency domain. For this purpose, we use the fact that a circulant matrix is

diagonalized by the FFT-matrix, i.e., for any circulant matrix ẋ,

X := FN ẋ F
H
N
, (132)

is a diagonal matrix, where

[FN ](m,n) :=
1√
N

exp

(
−j2πmn

N

)
, ∀m,n ∈ NN .

We also make the following definition:

FN,Q := IQ ⊗ FN .

The matrix model in (129) can then be expressed in the frequency domain as follows:

Rk : = FNrk,

= C Ωk B +N k, (133)

where

C := FN ċ F
H
N
,

is a diagonal N ×N matrix, and

Ωk := FNωkF
H
N,Q

, (134)

is a matrix with one diagonal block corresponding to each circulant sub-matrix in ωk.

Also, B := FN,Qb and N k := FNηk are the column vectors of all the pseudo-symbols

and noise in the frequency domain, respectively. The consolidated model for all the

pulses can be obtained by defining

R := [R0; R1; · · ·RQ−1], (135)
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and it can be seen that

R = FN,Qr, (136)

= CQΩ B +N , (137)

where CQ := IQ ⊗ C, N := FN,Qη, and

Ω := FN,Q ω F
H
N,Q

,

= [Ω0; Ω1; · · · ; ΩQ−1]. (138)

5.2.3 Frequency-domain Equalizer for MF Technique

The matrix model derived in the previous sub-section relates the output of the MF-

bank with the pseudo-symbols corresponding to the current block. This model has a

special property that it isolates the transformation of the channel ( i.e., C ) and the

combined effect of the modulator and the MF-bank ( i.e., Ωk ) on the pseudo-symbols

B. A similar model was derived in [25] for single-h CPM, and two approaches were

discussed for equalizer/receiver design. The first one, equalizes the product C Ωk

and the demodulator detects the sequence of psuedo-symbols. The second approach

equalizes only the channel C in the frequency domain and the correlation between

the Laurent pulses is passed to the demodulator for sequence detection. We follow

the latter approach, and define Y k := Ωk B, then (133) becomes

Rk = C Y k +N k (139)

Using this model, the zero-forcing (ZF) equalizer can be defined as

GZF
k =

[
CHC

]−1

CH , (140)

and the MMSE equalizer is given by

Gk := R
(k)
Y YC

H [CR
(k)
Y YC

H +R
(k)
NN ]−1, (141)
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where

R
(k)
Y Y := E[Y kY

H
k ], (142)

is the correlation matrix for Y k, and

R
(k)
NN := E[N kNH

k ],

is the correlation matrix for N k. These correlation matrices can be computed off-line

from the correlation between pseudo-symbols and the Laurent pulses, respectively.

For details, see [21]. An application of the matrix inversion lemma to (141), results

in an alternate expression for the MMSE equalzier:

Gk = [R
(k)
Y Y

−1 + CHR
(k)
NN

−1C]−1CHR
(k)
NN

−1. (143)

The output of the FDE is given by

Ŷ k = GkRk, ∀k ∈ NQ. (144)

After FDE, Ŷ k is converted to the time domain by an N -point IFFT, for each k ∈ NQ,

i.e., we get

ŷk = FH
N Ŷ k. (145)

Using the transformation (108), we re-label the computed statistics as follows:

zq,i = ŷk,m, ∀k ∈ NQ,m ∈ NN , q ∈ NQ, and i ∈ NN . (146)

Note that the outputs zq,i are obtained after ISI removal by the FDE and cor-

respond to ones at the output of the MF for an AWGN channel. Thus, we can

now utilize the Viterbi demodulator for multi-h CPM, proposed by [22]. The j-th

branch metric, with Laurent pseudo-symbol hypothesis ǎ
∗(j)
q,(i)H

, for each time instant

i is computed as

λ
(j)
i := Re

(
Q−1∑
q=0

zq,iǎ
∗(j)
q,(i)H

)
, (147)
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and the path corresponding to maximum cumulative metric determines the detected

sequence of symbols x̌
(l)
n . All the receiver operations described above are shown in

Fig. 26. We discuss the computational complexity of different operations in the MF

receiver in Section 5.4, while the performance results, simulated for an aeronautical

telemetry model, are presented in Section 5.5.

5.3 Receiver Design with Sampling-based Front end

In the last section, we presented a detailed discussion on FDE design in the situation

when a matched-filter front end is utilized. We observed that a matrix model with

a circulant sub-structure leads to much simplification in the computation of FDE.

However, we observed that one FDE branch (an FFT-IFFT pair and equalization

filter) is required for each Laurent pulse. In this section, we develop another receiver

architecture which gets rid of the large number of filters in the MF-bank and the

equalizer. This architecture makes use of the observation that for most of the CPM

modulation schemes, the power-spectrum is very compact, and there is little energy

beyond 1/T Hz. Thus a front end consisting of an anti-aliasing low-pass filter ψr(t)

and a fractional sampler can be used instead of a whole bank of matched filters. We

name this architecture as the sampling filter(SF)-based FDE design.

Some of the details in the development of SF matrix model are very similar to

those used in the previous section on MF-based design. Hence, many quantities

(matrices, vectors, signals) analogous to those found in MF-based approach appear

here. Whenever possible, we use similar notation for such quantities except that, for

distinction and comparison, we use a (̃.) (super-script) in this section.

In this section also, we assume that the received signal r(t) is given by (113), i.e.,

the transmitted signal s(t,x) is filtered by a frequency-selective channel c(t), and the

white Guassian noise η(t) is added to the result. This channel model is also depicted

in Fig. 24.

85



Figure 29: Block diagram of the proposed SF-based FDE receiver. A double-lined
connection between the blocks represents a vector. The label of the vector is men-
tioned above the connection and the dimension of the vector is specified below the
connection.

For this SF-based architecture, the received signal r(t) is passed through a low-

pass filter ψr(t) and sampled at twice the symbol rate 1/T . The overall impulse

response of the channel and the receiver filter can be defined as c̃(t) := c(t) ⋆ ψr(t).

A detailed block diagram of the SF-based receiver architecture is shown in Fig. 29.

Since all the processing following the front end is performed at the fractional rate

of 2/T , we assume that the overall response c̃(t) can be equivalently expressed by

T/2-spaced samples. Thus, r̃(t) can be written as

r̃(t) =
∑
ν

s̃ν c̃(t− νT/2) + η̃(t), (148)

where η̃(t) := η(t) ⋆ ψr(t) is the noise term, and the fractionally sampled CPM signal

s̃n is defined as

s̃n :=s(t,x)|t=nT
2
, (149)

=

Q−1∑
k=0

∑
m

bk,mg̃k,n−2mH , (150)

where g̃k,n := gk(t)|t=nT
2
, are the fractional samples of re-labelled Laurent pulses, and

bk,m are the pseudo-symbols ( see (112) ).

Now, we utilize the polyphase decomposition of the sampled signal, and try to ex-

press it as a discrete linear convolution. For a modulation scheme with H modulation

indices, the sampled received signal is decomposed into 2H polyphase components
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(see Fig. 29). The sequence of i-th polyphase component is defined as

r̃in :=r̃(t)|t=(2nH+i)T
2
, (151)

and by using (148) and (149), it can be written as

r̃in =
∑
ν

s̃ν c̃ ((2nH + i− ν)T/2) + η̃in,

=
∑
ν

s̃ν c̃2nH+i−ν + η̃in, (152)

where c̃n := c̃(t)|t=nT
2

is the sequence of samples of overall channel impulse response,

and η̃in := η̃(t)|t=(2nH+i)T
2
is the i-th polyphase component of the filtered noise process.

To write r̃in as a linear convolution, we define new variables j := (ν)2H and m :=

⌊ν/2H⌋, and use them to split the single summation in (152) into two as follows:

r̃in :=
∑

j∈N2H

∑
m

s̃jmc̃2nH+i−(2mH+j) + η̃in,

=
∑

j∈N2H

∑
m

s̃jmc̃
i−j
n−m + η̃in, (153)

where s̃jm is the j-th polyphase component of the sampled multi-h CPM signal, i.e.,

s̃jm :=s̃2mH+j =

Q−1∑
k=0

∑
ń

bk,ńg̃
j
k,m−ń. (154)

The second equality follows from (112) and the definition g̃jk,m := g̃k,2mH+j. Now

using (154), (153) becomes

r̃in =
∑

j∈N2H

∑
m

Q−1∑
k=0

∑
ń

bk,ńg̃
j
k,m−ńc̃

i−j
n−m + η̃in,

=
∑

j∈N2H

c̃i−j
n ⋆

Q−1∑
k=0

bk,n ⋆ g̃
j
k,n

+ η̃in; i, j ∈ N2H . (155)

So far, we have expressed the the i-th polyphase component of the output of the

receiver front end as the repeated convolution of pseudo-symbols, with the polyphase

components of the sampled Laurent pulses and the polyphase components of the
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overall-impulse response (i.e., channel and receiver filter), and the polyphase com-

ponent of the noise. In the next sub-section, we use the cyclic properties of the

transmitted block (as discussed in Section 5.1) to interpret these linear convolutions

as circular for the duration of the block.

5.3.1 Time-domain Matrix Model for SF-based Technique

The i-th polyphase component for the l-th block can be represented by a column vec-

tor: ˙̃r
(l)
i :=

[
r̃i
lNT

r̃i
lNT+1

. . . r̃i
(l+1)NT−1

]T
. Using (155), and similar analysis as [25],

this vector ˙̃r
(l)
i can be expressed as the following matrix equation:

˙̃r(l) :=



˙̃r
(l)
0

...

˙̃r
(l)
i

...

˙̃r
(l)
2H−1


=


c̃
(0,l)
0 , · · ·, c̃(−2H+1,l)

0. . .

c̃
(i−j,l)
0 . . .

c̃
(2H−1,l)
0 , · · · , c̃(0,l)0




g̃
(0)
0,0, · · · , g̃

(0)

Q−1,0. . .

g̃
(j)
k,0
. . .

g̃
(2H−1)
0,0 , · · · , g̃(2H−1)

Q−1,0


(IQ ⊗ TCP)b

(l)

+


c̃
(0,l)
1 , · · ·, c̃

(−2H+1,l)
1. . .

c̃
(i−j,l)
1 . . .

c̃
(2H−1,l)
1 , · · · , c̃(0,l)1




g̃
(0)
0,1, · · · , g̃

(0)

Q−1,1. . .

g̃
(j)
k,1
. . .

g̃
(2H−1)
0,1 , · · ·, g̃(2H−1)

Q−1,1


(IQ⊗TCP)b

(l−1)+



˙̃η
(l)
0

...

˙̃η
(l)
i

...

˙̃η
(l)
2H−1


, (156)

where the NT ×NT sub-matrices are the convolution matrices of the polyphase com-

ponents, and are defined as follows:

[g̃
(j)
k,0](n,m) := g̃jk,n−m,

[g̃
(j)
k,1](n,m) := g̃k,NT+n−m,

[c̃
(i−j,l)
0 ](n,m) := c̃

(i−j,l)
n−m ,

[c̃
(i−j,l)
1 ](n,m) := c̃

(i−j,l−1)

NT+n−m
, (157)
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∀i, j ∈ N2H , ∀n,m ∈ NNT
, and ∀k ∈ NQ. The i-th polyphase component of noise for

the l-th block is represented by the vector, ˙̃η(l)
i

:= [η̃i
lNT

, η̃i
lNT+1

, . . . , η̃i
(l+1)NT−1

]T .

The second term in (156) represents the IBI. Both the first and second term represent

a series of linear operations (i.e., cyclic prefix insertion, modulation by the Laurent

pulses, and the convolution with the channel) on the vector of pseudo-symbols. All

the non-linear operations (i.e, phase modulation and intrafix insertion) are concealed

in the construction of the vector of pseudo-symbols. The third term in (156) is the

contribution of filtered noise.

When written compactly, the i-th polyphase compact in (156) can be equivalently

expressed as

˙̃r
(l)
i =

2H−1∑
j=0

c̃
(i−j,l)
0

Q−1∑
k=0

g̃
(j)
k,0TCP b

(l)
k +

2H−1∑
j=0

c̃
(i−j,l)
1

Q−1∑
k=0

g̃
(j)
k,1TCP b

(l−1)
k + ˙̃η

(l)
i , ∀i ∈ N2H .

(158)

Removal of the cyclic prefix at the receiver is equivalent to pre-multiplication of each

polyphase component by the matrix RCP , and we define the result as

r̃
(l)
i := RCP

˙̃r
(l)
i , ∀i ∈ N2H . (159)

Using (158), and defining η̃(l)
i

:= RCP
˙̃η(l)
i
, we can write ∀i ∈ N2H ,

r̃
(l)
i =

2H−1∑
j=0

RCP c̃
(i−j,l)
0

Q−1∑
k=0

g̃
(j)
k,0TCP b

(l)
k +

2H−1∑
j=0

RCP c̃
(i−j,l)
1

Q−1∑
k=0

g̃
(j)
k,1TCP b

(l−1)
k + η̃(l)

i
,

=
2H−1∑
j=0

Q−1∑
k=0

RCP c̃
(i−j,l)
0 g̃

(j)
k,0TCP b

(l)
k +

2H−1∑
j=0

Q−1∑
k=0

RCP c̃
(i−j,l)
1 g̃

(j)
k,1TCP b

(l−1)
k + η̃(l)

i
. (160)

Removing the cyclic prefix elimintes the IBI term (and assuming NCP > Lc+L+Lr,

where LrT is the support of ψr(t)), and the equation above simplifies:

r̃
(l)
i =

2H−1∑
j=0

Q−1∑
k=0

RCP c̃
(i−j,l)
0 TCPRCP g̃

j
k,0TCP b

(l)
k + 0 + η̃(l)

i
, (161)
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Since the dependence on the previous block and impulse response is now removed,

we can drop the block index l and extra sub-script to get

r̃i =
2H−1∑
j=0

Q−1∑
k=0

RCP c̃
(i−j)TCPRCP g̃

(j)
k TCP bk + η̃

i
,

=
2H−1∑
j=0

Q−1∑
k=0

˙̃c(i−j) ˙̃g
(j)
k bk + η̃

i
. (162)

In the second equality, we are using the idea that a circulant matrix ẋ is obtained

from a pre- and post-multiplication of a convolution matrix ẋ by RCP and TCP ,

respectively [13].

Finally, collecting all the 2H polyphase components of (162) in a single vector,

we obtain the desired matrix model:

r̃ :=
[
r̃0; · · · ; r̃i, · · · ; r̃2H−1

]
, (163)

=
(
I2H ⊗RCP

)
˙̃r(l),

r̃0
...
r̃k
...

r̃Q−1


︸ ︷︷ ︸
r̃

=


˙̃c
(0)
, · · ·, ˙̃c(−2H+1)

. . .

˙̃c
(i−j)

. . .
˙̃c
(2H−1)

, · · · , ˙̃c(0)


︸ ︷︷ ︸

˙̃c


˙̃g
(0)
0 , · · · , ˙̃g(0)

Q−1. . .
˙̃g
(j)
k
. . .

˙̃g
(2H−1)
0 , · · · , ˙̃g(2H−1)

Q−1


︸ ︷︷ ︸

˙̃g


b0
...
bk
...

bQ−1


︸ ︷︷ ︸
b

+


η̃
0...
η̃
k...

η̃Q−1


︸ ︷︷ ︸
η̃

Using the above matrix definitions, we can write

r̃ = ˙̃c ˙̃g b+ η̃. (164)

A visual representation of this time-domain matrix model that emphasizes the

circulant structure of the N̄ × N̄ -sized sub-matrices of ˙̃c and ˙̃g is made in Fig. 30 for

dual-h modulation schemes.

5.3.2 Frequency-domain Matrix Model for SF-based Technique

In this section, we transform the matrix model (164) developed in the previous section

to the frequency domain. This transforms the circulant sub-matrices in the model to
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Figure 30: Time-domain matrix model for the polyphase components of a dual-h
CPM modulation scheme.

diagonal matrices. Definitions and properties of FFT matrices from Section 5.2.2 are

utitlized in this section.

We define the N̄ -point FFT of each polyphase component r̃i, as follows:

R̃i := FN r̃i, ∀i ∈ N2H . (165)

A single vector obtained by concatenating all these frequency-transformed com-

ponents R̃i can be written as

R̃ :=
[
R̃0; · · · R̃i; · · · ; R̃2H−1

]
,

=
[
FN r̃0; · · ·FN r̃i; · · · ;FN r̃2H−1

]
,

= FN,2H r̃,

= C̃Ω̃B + Ñ , (166)

where C̃ := FN,2H
˙̃cFH

N,2H
, Ω̃ := FN,2H

˙̃gFH
N,Q

, B := FN,Qb, and Ñ := FN,2H η̃.

The structure of this model is very similar to that shown in Fig. 30 except that all

the circulant N̄ × N̄ sub-matrices are now transformed to diagonal matrices. To
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study the similarities and the differences between the two receiver architecture ap-

proaches presented in this chapter, this matrix model can be compared with MF-based

frequency-domain model in (136).

5.3.3 Frequency-domain Equalizer for SF-based Technqiue

In this section, we use the frequency-domain matrix model (166) to derive linear

equalizers for the sampling-based receiver architecture. This model also has the same

property of separation of the effect of modulation and that of the channel on the

pseudo-symbols. We define the equalizers to mitigate the effect of the channel. For

this purpose, we define: S := Ω̃B, then

R̃ := C̃S + Ñ . (167)

The zero-forcing equalizer is given by

G̃
ZF

=
[
C̃

H
C̃
]−1

C̃
H
, (168)

and the MMSE equalizer is expressed as

G̃ := RSSC̃
H
[C̃RSSC̃

H
+RÑ Ñ ]−1, (169)

where

RSS := E[SSH ], (170)

is the correlation matrix for S, and

RÑ Ñ := E[Ñ ÑH ],

is the correlation matrix for Ñ . These correlation matrices can be computed off-line

using the correlation between pseudo-symbols [21], and the impulse response ψr(t),

respectively. Applying the matrix inversion lemma to (169), we get

G̃ =
[
R−1

SS + C̃
H
R−1

Ñ Ñ C̃
]−1

C̃
H
R−1

Ñ Ñ . (171)
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The output of the FDE is given by[
Ŝ0; Ŝ1; · · · ; Ŝ2H−1

]
:= G̃R̃, (172)

which is converted back to the time domain as follows:

ŝi := FH
N
Ŝi, ∀i ∈ N2H . (173)

All these receiver operations are shown in Fig. 29. The vectors ŝi are the polyphase

components of the equalized version of the sampled CPM signal (149). These polyphase

components are combined by a polyphase expander [54], as shown in Fig. 29, to ob-

tain ŝ. The demodulation is now performed in the time domain to recover the CPM

symbols. The metric to be maximized in the demodulator is given by

Λ̃ := šH ŝ. (174)

where for l-th candidate block of symbols, i.e., x(l), š := [šlN̄T
; šlN̄T+1; · · · ; š(l+1)N̄T−1]

contains the samples of the corresponding CPM signal (149). The viterbi algorithm

can be used to detect the sequence of symbols. For this purpose, we enumerate all

branches (combinations of states and inputs), i.e., (χn, αi)
(j), for j ∈ NNb

, where

Nb = Ns.M , and Ns being the number of states in the trellis for the particular multi-

h CPM modulation under consideration. The branch metric at i-th symbol interval

is computed for each branch j as follows:

λ̃
(j)
i := [š(j)]H [ŝ2i; ŝ2i+1], (175)

where š(j) :=
[
š
(j)
0 ; š

(j)
1

]
are the corresponding signal samples for j-th branch hypoth-

esis (χn, αi)
(j). At the output of the demodulator, we get a sequence of M-ary PAM

symbols, x(l), from which we remove the inserted intrafix symbols. The result is then

de-mapped from M-ary PAM to get the detected binary data.

This completes our discussion of various operations performed on the received

signal in the SF-based FDE technique. In the next section, we discuss how the
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complexity of computation of the MMSE equalizer ( given by (171) ) can be reduced

by making an approximation. In Section 5.4, we will assess how much reduction in

complexity is obtained by this approximation, while in Section 5.5, we determine the

resulting loss in performance.

5.3.4 Further Complexity Reduction in SF-based Technique

It can be readily identified that a major source of complexity involved in the sampling-

based receiver architecture is the computation of the inverse in (171), i.e.,

[
R−1

SS + C̃
H
R−1

Ñ Ñ C̃
]−1

.

Although R−1
SS and R−1

Ñ Ñ can be computed off-line, but for each new realiazation of

the channel impulse response, the overall inverse needs to be computed again. The

sampling-based technique for FDE of single-h CPM was presented in [25], and a lower-

complexity approximation to the inverse involved in the computation of the MMSE

equalizer was suggested. We follow the same spirit, except that the structure of our

matrix that needs to be inverted is slightly more involved. To get an approximation

of the MMSE equalizer in (171), we define the following permutation matrix:

P :=
[
IN̄ ⊗ e1, IN̄ ⊗ e2, · · · , IN̄ ⊗ e2H

]
, (176)

where ei is the i-th column of I2H . Note that P−1 = PH , and if we define

C̃P : = P C̃ PH ,

R−1
SS,P : = P R−1

SS P
H ,

R−1

Ñ Ñ ,P
: = P R−1

Ñ Ñ PH ,

then the MMSE equalizer in (171) can equivalently be written as

G̃ = PH
[
R−1

SS,P + C̃H
P R

−1

Ñ Ñ ,P
C̃P

]−1

C̃H
P R

−1

Ñ Ñ ,P
P . (177)
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The matrix to be inverted in the above equation, i.e.,

D :=
[
R−1

SS,P + C̃H
P R

−1

Ñ Ñ ,P
C̃P

]
, (178)

has almost a block diagonal structure. Most of the energy is concentrated in blocks

of size 2H×2H on the diagonal. Thus, a very good approximation to D can be made

as follows:

D ≈ D ⊙
(
IN̄ ⊗ J2H

)
, (179)

where ⊙ denotes the Hadamard (or entrywise) product of two matrices, and J2H is an

all-ones square matrix of dimension 2H. Now, instead of computing the exact inverse

of D, as required by (177), we can approximate it by using (179). This approximate

inverse of D involves inversion of N̄ matrices, each of dimension 2H. To distinguish

it from SF-based FDE architecture, we call the technique presented in this section as

the simplified sampling filter (SSF)-based FDE.

5.4 Computational Complexity

In this chapter, we have so far presented two different receiver architectures for the

FDE of multi-h CPM, i.e., MF-based FDE (see Section 5.2) technique and SF-based

FDE (see Section 5.3) technique. Moreover, we have derived a low-complexity ap-

proximate version of the latter, namely SSF-based FDE receiver (see Section 5.3.4).

We observed that these architectures share many processing steps, but at the same

time there are significant differences. In this section, we intend to perform a com-

parative analysis of these techniques and make an assessment of the computational

burden posed by various components in each of these architectures.

It is pertinent to mention here that all the sub-optimal low-complexity techniques

applicable to the multi-h CPM demodulator design for AWGN channel, which result

in a substantial reduction of the number of states [22], are applicable here. In general,

we assume that a receiver may employ a demodulator that only considers K ≤ Q
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most significant Laurent pulses, and as a result, the number of states in the decoding

trellis SQ := PML are reduced, to say SK .

To perform a comparison of these techniques, we identify that the receiver com-

plexity mainly arises from the number of front end filters, the number of FFT/IFFT

pairs, the computation of the equalizer filter, and the equalization itself. We discuss

the complexity arising from these sources one by one in the following, and report the

results comparing different receiver techniques in Table 3. The results are given in

terms of the approximate number of floating-point operations (FLOPs) and hardware

requirements.

• Front end filters : In the MF-based receiver, the size of the matched-filter bank

is equal to the number of Laurent pulses. This can be a significant source of

complexity, especially for non-binary and partial-response schemes. Laurent

pulses, however, have the advantage that they are real-valued, and not all the

pulses have a significant amount of energy. So, the MF-bank dimension is

reduced, to say K ≤ Q, by ignoring smaller pulses. On the other hand, for SF-

based and SSF-based receivers, only one anti-aliasing filter is employed. These

techniques definitely hold advantage over MF-based technique in this metric of

complexity.

• FFT/IFFT Pairs : The number of FFT/IFFT paris in MF-based technique are

H times the size of MF-bank, i.e., KH. Each FFT/IFFT is of size N̄ = N/H,

which implies that the approximate number of FLOPs required for KH-pairs

are 2KN log2N/H. The advantage of SF-based ( and SSF-based) receiver is

that the complexity of FFT/IFFT is independent of the number of Laurent

pulses. One FDE branch is required for each polyphase component, so the

number of FLOPS required for 2H FFT/IFFT pairs, each of size N̄ , is given by

4N log2N/H. This aspect of the complexity of the receiver techniques is almost
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similar for modulation schemes where a small values of K could be used.

• Equalizer Computation: The equalizer computation for MF-based technique is

relatively simple because of the diagonal structure of the matrix to be inverted

( see (143) ). However, we need to compute KH such equalizers for each

block. The number of FLOPS are approximately given by KN . For SF-based

technique, computing the equalizer involves inverse of a 2N × 2N matrix ( see

(171)), and if the inverse is performed without considering the sparsity of this

matrix, we need approximately 8N3 FLOPs. SSF-based technique proposed in

Section 5.3.4 reduces the complexity of inversion by identifying the structure

in D ( see (179)) and approximating it by a block diagonal matrix. Using this

approximation, the inverse can be computing by inverting N̄ matrices, each of

size 2H × 2H. The number of FLOPs required in this case are roughly 4HN .

This analysis highlights the huge complexity of SF-based technique, which is a

major disadvantage for this scheme. However, SSF-based techniques competes

well with MF-based FDE, the complexity for both is linear in N , and their

relative complexity is determined by the values of K and H being used.

• Equalization: In MF-based receiver, applying FDE to the frequency-transformed

signal is equivalent to computing a dot product of two vectors of dimension N̄ ,

since the equalizer itself is diagonal. As there are KH equalizers to be applied,

the process requires approximately 2KN FLOPs. SF-based FDE requires mul-

tiplication of a square matrix of size 2N × 2N to a vector, which involves

approximately 4N2 FLOPs. For SSF-based FDE, we need to perform N̄ ma-

trix to vector multiplications, with matrix size being 2H × 2H. This process

amounts to roughly 8HN FLOPs. Again, we have linear complexity in N for

both MF-based and SSF-based FDE schemes. On the other hand, SF-based

receiver has a quadratic dependence on N .
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• Viterbi Algorithm for Demodulation: For all three receiver types, we assume

that a reduced-state trellis can be used in the demodulator. If the trellis is

reduced to SK states per symbol, the complexity of the Viterbi-based demodu-

lation is given by O(SKMN) FLOPs [24].

From this analysis, it is clear that the MF-based receiver has a reasonable com-

plexity when a small value of K could be selected for the given modulation scheme.

Otherwise, the size of the MF-bank and the number of FLOPs in other processes will

increase considerably. Nevertheless, for all processes, the complexity is only a linear

function of block size N . SF-based FDE has a simple front end, consisting of a single

filter, and the number of FDE branches is also limited to the number of polyphase

components. However, in its original form, the computation of MMSE equalizer is

very involved, and the usual advantage of FDE, being low-complexity compared to

MLSD and time-domain equalizer, is partially lost. SSF-based FDE overcomes the

excessive complexity problem of SF-based FDE by simplifying the inversion problem,

and as is the case for MF-based technique, the complexity of all the processes in the

receiver is a linear function of block size N .

In the next section, we present simulation results for equalization of a dual-h mod-

ulation scheme, using the techniques presented in this chapter, and make observations

regarding trade-off between performance and complexity.

5.5 Performance Evaluation

In this section, we apply the proposed FDE techniques to the dual-h CPM waveform

defined in the IRIG-106 Aeronautical Telemetry standard. The parameters of the

waveform are listed in Table 1. For detailed description, power spectrum, and its

performance in AWGN, refer to [6] and [21]. The number of intrafix symbols required

for this modulation scheme is NI = 4 [53]. We assume an FFT-length of N = 256

symbols, and a cyclic prefix of NP = 32 symbols. Using these parameters, the cyclic
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Table 3: Complexity comparison for the proposed FDE architectures.

Receiver
Techniques

Number of FLOPs per block Front end
FiltersFFT/IFFT Pairs Equalizer

Calculation
Equalization Viterbi

Decoding

MF-based
FDE

2KN log2 (N/H) O(KN) O(KN) O(SKMN) K

SF-based
FDE

4N log2 (N/H) O(N3) O(N2) O(SKMN) 1

SSF-based
FDE

4N log2 (N/H) O(HN) O(HN) O(SKMN) 1

block shown in Fig. 25 can be generated. Laurent decomposition for this waveform

is shown to have Q = 48 pulses corresponding to each of the even and odd symbol

intervals [22]. The longest pulse has a duration of L + 1 = 4 symbol intervals, while

only 12 of the 48 Laurent pulses have any significant energy and a duration at least

2 symbol intervals. Simplified receivers may only use a fraction of these pulses and

still achieve an acceptable performance [22].

For numerical simulations, we use the wideband aeronautical telemetry model

proposed by Rice et al. [7], which is frequently used by the telemetry community.

Multipath fading effects are modeled by a three-ray propagation model in most en-

route scenarios. The exact parameters of the model, however, depend upon whether

the flight is over-water/terrestrial, high/low altitude, etc. To accommodate for this

variation, we define the following power-delay profile representing typical values of

the path-gains and delays: The relative gains and delays are defined as [1, 0.5, 0.03]

and [0, 100, 800] nsec, respectively. The rate of transmission is selected as 1 Mbps.

Performance curves for this simulation setup are shown in Fig. 31– 33 for MF-based

FDE, SF-based FDE, and SSF-based FDE, respectively. The bit-energy-to-noise ratio

(Eb/No) is on the horizontal axis, and the corresponding bit error rate (BER) is on
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Figure 31: BER performance for the IRIG-106 dual-h CPM waveform with the MF-
based FDE receiver.

the vertical axis. Results are presented for both zero forcing (ZF) and minimum

mean-square error (MMSE) criterion. The parameter K represents the number of

Laurent pulses used in the demodulator. For MF-based FDE receiver, this value of

K also specifies the number of filters in the MF-bank and number of FDE branches

(FFT/IFFT pair and the FDE) in the receiver. The branch metric defined in (147)

was modified for the case K ̸= Q to account for the bias caused by the variation

in the envelope of the estimated signal [22]. Each curve, in these figures, is labelled

by the FDE type, error criterion, and the value of K employed. For example, ‘MF-

FDE,MMSE,K=12’ indicates that the curve is for a MF-based FDE receiver, where

the equalizer(s) use MMSE criterion and the 12 most significant Laurent pulses are

used in the demodulator, MF-bank and the equalizer.

Following information can be gleaned from these figures:

• For all techniques (MF,SF,SSF-based FDE), performance for MMSE criterion
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Figure 32: BER performance for the IRIG-106 dual-h CPM waveform with the SF-
based FDE receiver.

is much better than in the case of ZF criterion. For example, in case of the

MF-based FDE scheme in Fig. 31, a penalty of about 6dB is experienced, at

the BER of 10−3, for using ZF instead of the MMSE equalizer. The difference

in the complexity of ZF and MMSE is not significant to justify this performance

loss.

• For all techniques, in case of a ZF-forcing equalizer, as long as we use more than

one pulse ( i.e., K = 1), the performance is almost independent of K.

• For all techniques, in case of MMSE criterion, BER performance is almost same

for K = 12 and K = 48. The performance curve for K = 3 shows a relative

penalty of about 1− 2 dB.

• Using only a single Laurent pulse ( i.e., K = 1) is futile. This observation is

consistent with the one in the AWGN channel [22].
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Figure 33: BER performance for the IRIG-106 dual-h CPM waveform with the SSF-
based FDE receiver.

To get information about the comparative performance of the FDE receivers, the

BER performance curves for ZF criterion are plotted in Fig. 34, for all techniques.

The corresponding curves for MMSE criterion are presented in Fig. 35. We can gather

following information from these curves:

• BER performance is almost similar for both SF-based FDE and SSF-based

scheme. This implies that the approximation suggested in (179) is very good,

and does not cause any palpable performance loss. This observation is valid for

both ZF (Fig. 34) and MMSE (Fig. 35) criterion.

• In case of ZF criterion (see Fig. 34), the difference between MF-based and SF-

based FDE performance is about 4 dB.

• The last case of MMSE criterion (see Fig. 35) is more interesting. Use ofK > 12

pulses gives a consistent advantage of about 1-2 dB to the MF-based techniques.
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Figure 34: BER for the IRIG-106 dual-h CPM waveform using multiple FDE tech-
niques with the ZF criterion.

However, for the case K = 3, where the complexity of the MF-based equalizer

is more practical, the performance of MF-based equalizer starts off about 3 dB

better than SF-based scheme for low Eb/No. However, it drifts slowly to get

close to that of SF-based scheme.

From the last observation, we can conclude that the use of MF-based scheme

with acceptable complexity (K ∼ 3) results in almost similar performance for higher

values of SNR as that of the case of SSF-based scheme. In a practical system, the

ultimate choice between the two cases may be determined by whether the complex-

ity introduced by the MF-bank or the computation of SF-based equalizer is more

acceptable.
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Figure 35: BER for the IRIG-106 dual-h CPM waveform using multiple FDE tech-
niques with the MMSE criterion.

5.6 Summary

In this chapter, we have developed low-complexity techniques to mitigate the effects

of intersymbol interference on a multi-h continuous phase modulation (CPM) wave-

form. Circulant matrix models are derived for both the matched-filter (MF) front

end and sampling-filter (SF) front end techniques. Based upon these models, we pro-

posed new architectures for frequency-domain equalization (FDE) and subsequent

demodulation. The computational complexity of each of these architectures is then

analyzed, and results are reported in terms of the number of front end filters and

the number of floating points operatoins (FLOPs) required for various components

of the receiver. Several methods have been proposed to achieve further reduction in

receiver complexity, e.g., by ignoring low-energy Laurent pulses in the MF-bank, by
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using a reduced-state demodulator or by truncating signal correlation while comput-

ing the equalizer. It is suggested that by combining these methods in a judicious

manner, it is possible to get a substantial reduction in the overall receiver complexity

without sacrificing too much performance. This trade-off is studied very carefully by

performing detailed numerical simulations on a dual-h CPM waveform affected by an

aeronautical-telemetry channel model.
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CHAPTER VI

CONCLUSIONS AND FUTURE RESEARCH

DIRECTIONS

In this dissertation, we have focused on developing low-complexity techniques for

frequency-domain equalization (FDE) of multi-h continuous phase modulation (CPM).

We identified that there were two main hurdles to be cleared before reaching this even-

tual goal. The first problem to be addressed was the specification of the block format

to generate a cyclic transmitted multi-h CPM signal. To achieve this purpose, in

Chapter 3, we provided a detailed discussion on the structure of the transmitter.

Chapter 4 built upon the results of Chapter 3 and contained a detailed description

about the construction of the transmitted block. The second issue was that of the

design of the receiver, which includes the design of front end to generate statistics,

equalizer to mitigate interference, and demodulator to detect symbols. Several solu-

tions to these design problems are proposed, compared, and evaluated in Chapter 5.

6.1 Contributions

The major contributions of this work can be summarized as below:

• In Chapter 3, we showed that the multi-h CPM modulator can be decomposed

into a finite-state machine (FSM) and a phase modulator (PM). Further, it was

proved that the output of the FSM, called the tilted phase, has a periodic trellis

structure. Using this decomposition, we proposed a process of trellis termina-

tion for tilted-phase signal. Different segments of the terminating sequence are

classified in such a way that each segment terminates one component of the

state vector.
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• It was also shown in Chapter 3 that the length of the terminating sequence

depends upon the parameters of the modulation scheme, e.g., the set of ra-

tional modulation indices, the order of the modulation scheme, the number

of modulation indices, etc. Upper and lower bounds were proposed on the

minimal-length terminating sequence required for a multi-h CPM modulation

scheme. Moreover, it was found that the problem of minimizing the number of

symbols required to terminate the tilted-phase state is related to a celebrated

problem in number theory, called the Diophantine Frobenius Problem (FP).

Numerical examples of single-h, dual-h, and triple-h CPM modulation schemes

were presented to illustrate the process of finding the minimum-length termi-

nating sequence. These examples also helped to evaluate the sharpness of the

proposed upper and lower bounds.

• In Chapter 4, we presented a comprehensive procedure for construction of a

transmit block such that the received signal has cyclic property for the dura-

tion of the block. The block construction is based upon the results on trellis

termination of tilted-phase CPM, discussed in Chapter 3. The cyclic behavior

of the received signal enables the use of FFT/IFFT algorithms in the FDE.

The selection of the intrafix segment ( inserted to ensure the cyclic property)

was made to minimize its overhead. The intrafix forces the transmitter state

machine to regress to the state it had at the start of the block. The constraints

on the symbols of the intrafix, which ensure above condition, were shown to be

a set of linear Diophantine equations (LDEs).

• Three different methods were proposed for finding the symbols of the intrafix

such that the length of the intrafix is minimized. One of these methods con-

nected the problem of intrafix insertion to the trellis termination of the tilted

phase signal. This connection enabled us to state and justify that existing

107



bounds established on the length of the terminating sequence are effective for

the length of the intrafix. It was observed that multi-h CPM schemes typically

required a shorter intrafix as compared to single-h CPM schemes having similar

modulation parameters. The proposed procedure was applied to the ARTM

dual-h CPM scheme.

• In Chapter 5, we focused on the problem of receiver design, to mitigate the

effects of ISI introduced by a frequency-selective channel. For this purpose, we

presented a new interpretation of the Laurent decomposition for multi-h CPM

signals that suppressed the periodicity of the Laurent pulses. This was achieved

by merely re-labelling the Laurent pulses and their pseudo-coefficients. How-

ever, this seemingly naive step enabled visualizing multi-h CPM as essentially

a higher-order single-h CPM, thus paving the way for extension of techniques

available for single-h CPM to multi-h CPM.

• We proposed two FDE architectures for multi-h CPM; one that uses a matched-

filter front end and the other that uses a single low-pass (anti-aliasing) filter

followed by a sampler. For both schemes, we showed that the sampled output

of the receiver filter(s) satisfies a circulant matrix model for general multi-h

CPM waveforms given that the transmitted signal is cyclic for the duration of

the block. The effect of the memory of the modulator and that of the frequency-

selective channel is isolated by these models. This isolation enables the equalizer

to eliminate exclusively the effect of the channel, while a trellis-based AWGN

demodulator can then follow the equalizer to recover the data symbols.

• The reduction in the complexity of the receiver using MF front end was pro-

posed by dropping the MFs and the FDE branches corresponding to low-energy

Laurent pulses. It was observed that the loss in performance could be accept-

able even when a few significant branches are considered. Similarly, further
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complexity reduction can be forced for sampling-based approach by partially

truncating the auto-correlation matrix of the multi-h CPM signal.

• Simulation results obtained for the IRIG-106 Tier-2 dual-h CPM waveform were

presented in Chapter 5. The wideband aeronautical telemetry channel model

was used to perform these simulations. The proposed receiver architectures, i.e.,

MF-based FDE, SF-based FDE, and SSF-based FDE were compared in terms

of terms of their computational complexity and performance. Simulation results

indicated that low-complexity designs for FDE can be used without losing much

performance.

6.2 Suggestions for Future Research

In the previous section, we listed the major contributions made in this dissertation,

in the area of frequency-domain equalization for multi-h CPM. Because of the ever

increasing needs for data rates in all communication links, e.g., in aeronautical teleme-

try, the need to counter channel selectivity, in an efficient manner, is becoming more

and more important. We expect that our results will be very useful in solving these

and other related issues. We suggest that following possible directions of research can

be explored by building upon the foundations laid in this dissertation:

• Improving the Demodulator Design: Reducing the complexity of the re-

ceiver has been of interest to researchers since the inception of CPM in early

1970s. A lot of work has been done to reduce the complexity of the demodulator,

e.g., by using techniques such as decision-feedback sequence estimation [11, 32],

differential phase demodulation [29], and by using various decompositions, e.g.,

Laurent decomposition [55] and principal component analysis [17], etc. In our

work, we have focused primarily on complexity reduction for the FDE, and we

have employed only the standard ways of reducing the complexity of the de-

modulator. The intention was to provide a proof of the concept that reduced
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complexity FDE can be appropriately combined with simplified multi-h CPM

demodulators. On the reduced-complexity demodulation of multi-h CPM, a

thorough treatment is provided in [55]. Among several simplification techniques,

suggested there, the technique of optimal averaging of the Laurent pulses was

reported to be most successful. It is suggested that these advanced complexity

reduction methods can be combined with our FDE design to provide a better

trade-off between BER performance and complexity.

• Laurent Decomposition for Separable CPM: As we observed in Chapter 5,

our ability to reduce the complexity of MF-based FDE design was limited by

the number of Laurent pulses with significant energy. A special type of CPM,

called separable CPM [56], is defined such that the phase shaping function has

certain symmetry properties. This separability leads to a considerable reduction

in the number of Laurent pulses required for exact representation of such CPM

signals [57]. A possible extension of this work may be to define separable multi-

h CPM signal, and try to find its concise Laurent decomposition. Our results in

Chapter 3, related to Frobenius Number, can be used in this work to compute

the number of Laurent pulses for a given multi-h CPM signal.

• Space-time Codes for Multi-h CPM: In the last few years, a considerable

amount of work has been done on the development of space-time block codes

for CPM signals. For example, very interesting theoretical results are developed

in the context of space-time block codes for single-h CPM considering rank and

determinant criterion [58]. An application to tier-1 ARTM modulation, i.e., SO-

QPSK, has been presented in [59]. Very recently, STBCs have also been applied

to multi-h CPM [60]. It will be very interesting to develop STBC techniques

for ARTM dual-h CPM modulation scheme.
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• Advanced Channel Coding Techniques for Multi-h CPM: In Chapter 5,

we have provided BER simulation results for an uncoded system. To reduce the

BER further, to acceptable quantities for a practical telemetry system, it is

recommended to employ modern coding techniques. The re-discovery of low-

density parity check (LDPC) codes in the last decade has led to a renewed

interest in channel coding. Recently, LDPC codes have been applied to Tier-

1 SO-QPSK modulation scheme [61]. We recommend that LDPC and other

codes should also be explored for application to Tier-2 dual-h CPM modulation

scheme.
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APPENDIX A

PROOF OF THEOREM 1

Proof: By (28) and (29), ∃ l ∈ NH such that

gcd(Kl,P) = 1. (180)

Take V
(Γ)
i = 0,∀ i ∈ NH\l. It is sufficient to show that ∃ V (Γ)

l ≥ 0 and m ∈ N such

that

mP + V
(Γ)
l (−Kl) = Γ. (181)

An integer (possibly negative) solution (m,V
(Γ)
l ) to this LDE exists iff gcd(P,−Kl)|Γ.

This holds true for all Γ, by (180). Let (m0, v0) be one of these solutions. Then it

can be shown that for any j ∈ Z, (mj, vj) := (m0 + jP, V0 − j(−Kl)) generates the

solution set. Thus, ∃ J ∈ N, such that mJ ≥ 1 and vJ ≥ 0. Defining m = mJ and

V
(Γ)
l = vJ completes the proof. �
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APPENDIX B

PROOF OF THEOREM 2

B.1 Proof of Lower Bound

Let B+
0 (ζ) := {V(Γ) ∈ NH | ∥V(Γ)∥∞ ≤ ζ} be an ∥.∥∞-norm closed ball of radius

ζ, centred at origin, where NH is the set of all non-negative integer H-tuples, and

ζ ∈ N. By this definition, each coordinate of V (Γ), i.e, V
(Γ)
k , satisfies V

(Γ)
k ≤ ζ.

Observe that the total number of lattice points in this ball is equal to the number of

permutations generated byH coordinates, each taking values from the set {0, 1, ..., ζ},

i.e., Card[B+
0 (ζ)] = (ζ +1)H. A TSS with P elements can be contained in this ball iff

P ≤ (ζ + 1)H , which is equivalent to the lower bound on ζ above. This is the most

efficient arrangement possible for P elements of a TSS according to the minimum

number of symbols criterion. Note that equality holds when P is an integer power of

H. �

B.2 Proof of Upper Bound

The upper bound on ζ can be proved by way of contradiction. Let’s assume that

there exists an optimal TSS, V such that ζ ≥ P . This implies that ∃ for some Γ,

κ = {k1, ..., kj, ..., kJ} ⊂ NH , such that

V
(Γ)
k =


α
(Γ)
k P + β

(Γ)
k if k ∈ κ

β
(Γ)
k otherwise

, (182)

where 1 ≤ j ≤ J < H, α
(Γ)
k ≥ 1 and 0 ≤ β

(Γ)
k < P are all positive integers. For this

solution, (27) thus satisfies∑
k∈κ

Kk(α
(Γ)
k P + β

(Γ)
k ) +

∑
k/∈κ

Kkβ
(Γ)
k = mP − Γ, (183)
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for some integer m. Shifting terms with α
(Γ)
k to the right, we get

H−1∑
k=0

Kkβ
(Γ)
k = m̄P − Γ, (184)

where m̄ := m−
∑

k∈κ α
Γ
kKk is an integer. Since Γ ∈ NP , and all the coefficients are

non-negative, one can see that m̄ ∈ N. This implies that W
(Γ)
k = β

(Γ)
k is another valid

solution to (27), such that ∥W(Γ)∥∞ < P ≤ ∥V(Γ)∥∞. Thus V is not an optimal

TSS, which is contradictory to the assumption. �
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APPENDIX C

PROOF OF THEOREM 3

C.1 Lower Bound

Let’s consider a TSS, V(Γ), with P elements such that every (H − 1)-simplex for

0 ≤ C ≤ P − 1 has a lattice point corresponding to each value of Γ. This ideal

scenario of P consecutive solution curves can only occur when condition of relative

primality holds. Otherwise, if d = gcd(K) > 1, lattice points occur only on every

d-th simplex. Now it can be observed that ζ cannot be smaller than the point of

minimum ∥.∥∞-norm on the (H − 1)-simplex with C = P − 1. This specific point is

at the intersection of this simplex and ∥.∥∞-norm closed ball of radius

r ≤ ζ, (185)

and has all the coordinates V
(Γ)
k = r, ∀ k ∈ NH . If it is a lattice point, then (27)

satisfies the following:

r
H−1∑
k=0

Kk = P − 1, (186)

which along with (185) justifies the validity of the lower bound. �

C.2 Upper Bound

The condition of relative primality implies that every (H − 1)-simplex has integer

lattice points, possibly with negative coordinates. However, C > g(K) guarantees at

least one non-negative lattice point on the simplex. So in the worst case, the last

lattice point belongs to the simplex with C = g(K) + P , such that it has largest

∥.∥∞-norm of all points on that simplex. If j ∈ NH is such that Kj = minkKk, then

this point will be equal to the j-th intercept of the simplex C = g(K) + P . This

worst-case condition thus proves the upper bound. �
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APPENDIX D

PROOF OF LEMMA 1

Proof: Note that η(2, V γ
j )) = 0, ∀V γ

j ∈ Z, which implies that the second term in

(70) is zero. First assertion, i.e., (1) follows from the evaluation of first term for

M = 2. For assertion (2), it is assumed without loss of generality that both a and

b are non-negative. Since M is fixed, the first argument of µ can be dropped for

notational simplicity. ηa is used as a simplified notation for η(M,a). If ā = ⌊ a
M−1

⌋

and b̄ = ⌊ b
M−1

⌋ are as defined, then a = (M − 1)ā+ ηa, and b = (M − 1)b̄+ ηb. Now

consider,

µ(a)− µ(b) = (ā− b̄) + [2− (ηa)2] I(ηa)− [2− (ηb)2] I(ηb) . (187)

Since a > b, one must have ā ≥ b̄. When ηb = 0, it is trivial that µ(a) ≥ µ(b). So,

one only need to check for ηb ̸= 0. Three different scenarios are considered as follows.

ā ≥ b̄ + 2: For this condition (using the minimum value of all the terms in (187)

), and µ(a)− µ(b) ≥ 2 + 0− 2 = 0.

ā = b̄+ 1: If ηa ̸= 0, then µ(a)− µ(b) ≥ 1 + 1− 2 = 0. Now, if ηa = 0, the second

term in (187) vanishes, and µ(a)−µ(b) = 1− [2−(ηb)2]. Thus, µ(a) < µ(b) only when

ηb is even. Now, for this to hold a = (M − 1)(b̄ + 1) and b = (M − 1)b̄ + ηb. Since

M−1 is odd, it is clear that a−b = (M−1)−ηb satisfies the two specified exceptions

in the statement, i.e., a− b < M − 1 and a− b is odd. Otherwise, µ(a) ≥ µ(b).

ā = b̄: Since a > b, this implies that ηa > ηb > 0 (ignoring the trivial ηb = 0

case). From (187), and the fact that ηa ̸= 0, µ(a) − µ(b) = (ηb)2 − (ηa)2. Note that

µ(a) ≥ µ(b) holds except when ηb is even and ηa odd. For this case, µ(a) = µ(b)− 1.

Since, ā = b̄, a and b are such that a = (M − 1)b̄ + ηa and b = (M − 1)b̄ + ηb. It is

easy to see that even in this case, a− b < M − 1 and a− b is an odd integer. �
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APPENDIX E

PROOF OF THEOREM 4

Proof: Since the cost function is same in both the optimization problems (66) and

(80), it is sufficient to show that the set of constraints are equivalent for both. On

comparison of (61) and (68), it is observed that only the first summation term is

different. For a fixed value of F , and ΓF , let the xi’s be the feasible symbols satisfying

the constraint (61). If V(γ) is defined as in (69), then V(γ) ∈ D(JF ) and (68) is

satisfied. Now assume that V(γ) ∈ D(JF ) satisfies (68) for a fixed value of F and

γF . The vector constructed by intrafix symbols corresponding to the j-th modulation

index is represented by x(J
(j)
F ), and define it as x(J

(j)
F ) := z|J(j)

F |(V
(γ)
j ) (see (75)).

Using this definition, the summation terms in (61) and (68) can be shown to be

equal.

When F is a multiple of H, all modulation indices Kj have equal number of

symbols F/H in the intrafix. So, the domain of the problem is as specified in (81). The

constraints of the two problems ((80) and (81)) are also equal. It is sufficient to show

that the two objectives functions are equivalent. Let κ1 = ΩH and κ2 = (Ω + 2i)H,

for Ω, i ∈ Z+ be two possible lengths of the intrafix. Then, from the definition (67),

Jκ1 = Ω1H and Jκ2 = (Ω+2i)1H . Since (κ1 − κ2)2 = 0, and from the definition (76),

d(Ω) ⊂ d(Ω+ 2i), it follows from (79) that D(Jκ1) ⊂ D(Jκ2).

LetW(γ) ∈ D(Jκ2)\D(Jκ1) be a feasible vector. Such a vector exists ifD(Jκ2)\D(Jκ1)

is non-empty (true for κ1 ̸= κ2) and D(Jκ2) is defined such that every vector is fea-

sible (may not be optimal) for some γ ∈ Γκ2 . At least one component (in particu-

lar, the one largest in absolute value) of W(γ), say W
(γ)
j , for j ∈ NH , is such that

W
(γ)
j ∈ d(Ω + 2i)\d(Ω) and thus µ(W

(γ)
j ,M) > Ω. While for all vectors V∈D(Jκ1),
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such that µ(||V||∞,M) ≤ Ω, it holds that

µ(||W(γ)||∞,M)=µ(W
(γ)
j ,M) (188)

>µ(||V||∞,M). (189)

The equality above is due to the fact that µ is a function of absolute value of the first

argument. Since (||W(γ)||∞ − ||V||∞)2 = 0 ( from (76) and (72)), it follows from the

second claim of Lemma 1 that ||W(γ)||∞ > ||V||∞.

For the third assertion, assume that two vectors, V(γ) ∈ D(κv

H
1H) and W(γ) ∈

D(κw

H
1H) are such that ||W(γ)||∞ > ||V(γ)||∞. Also, assume that D(κv

H
1H) and

D(κw

H
1H) are smallest feasible sets containing these vectors, respectively. For bi-

nary (M = 2) modulation schemes, µ(V, 2) = |V |, for any V ∈ Z. This implies that

µ(||W(γ)||∞, 2) > µ(||V(γ)||∞, 2), and hence, κw > κv. Thus choosing a vector con-

tained in an infinity-norm ball of smaller radius ensures that it leads to less number

of symbols in the intrafix.

Assume that F satisfies (61), i.e., ∃, V(γ) ∈ D(JF ), for each γF ∈ ΓF . By adding

and subtracting a term from this modulo equality,

N−1∑
i=N−(F+1)

K(i)Hxi + γ̄ ≡ 0 mod(2P ), (190)

where γ̄ := (γ − K(N−F )HxN−F )2P . Choosing xN−F = 1 ∈ M as the additional

symbol of the intrafix, and realizing that transformation from γ to γ̄ is a bijective

transformation from ΓF to ΓF+1, implies the result. �
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