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ABSTRACT

In this thesis we consider the convergence sets of formal power series of the form

f(z, t) =
∑∞

j=0 pj(z)tj, where pj(z) are polynomials. A subset E of the complex plane C is

said to be a convergence set if there is a series f(z, t) =
∑∞

j=0 pj(z)tj such that E is exactly

the set of points z for which f(z, t) converges as a power series in t. A quasi-simply-connected

set is defined to be the union of a countable collection of polynomially convex compact sets.

We prove that a subset of C is a convergence set if and only if it is a quasi-simply-connected

set. We also give an example of a compact set which is not a convergence set.

vi



TABLE OF CONTENTS

Chapter Page

1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1

2 Convergence Sets . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3

2.1 Convergence Sets . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
2.2 Class (δ, A,B) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5

3 Quasi-Simply-Connected Sets and Convergence Sets . . . . . . . . . . . . . . . . . 12

3.1 Quasi-Simply-Connected Sets . . . . . . . . . . . . . . . . . . . . . . . . . . 12
3.2 Quasi-Simply-Connected Sets and Convergence Sets . . . . . . . . . . . . . 17
3.3 Complex Dynamics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20

REFERENCES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21

vii



CHAPTER 1

Introduction

An important problem in applied mathematics is the problem of restoration of a function

from its integrals over a given collection of sets. An example of such a problem is tomography.

In R3 the integrals of a function over a set of one dimensional lines allow one to restore the

function by using the inverse of the Radon transform. This of course has wide applications in

medicine, namely CAT scan. If a function represents an unknown density, then the Radon

transform represents the scattering data obtained as the output of a tomographic scan.

Hence the inverse of the Radon transform can be used to reconstruct the original density

from the scattering data, and thus it forms the mathematical underpinning for tomographic

reconstruction.

So the above problems allow the full reconstruction of a function by knowing integrals

or the properties of that function on a collection of smaller sets. Another group of math-

ematical problems concern the retrieval of properties for a function on the entire domain

from the known properties on a given collection of sets. The general description of these

problems is given in K. Spallek, P. Tworzewski, and T. Winiarski [16]: “Osgood-Hartogs-

type problems ask for properties of objects whose restrictions to certain test-sets are well

known”. Their article has a number of examples of such problems. Here are two classical

examples (we present these examples following [4]). The famous Hartogs theorem states that

a function f in Cn, n > 1, is holomorphic if it is holomorphic in each variable separately,

that is, f is holomorphic in Cn if it is holomorphic on complex line parallel to an axis. So,

one can test the holomorphy of a function in Cn by examining if it is holomorphic on each

of the above mentioned complex lines. Bochnak-Siciak theorem in [3] is another example.

That theorem states that for f ∈ C∞(Rn) if f is real-analytic on a line segment through 0

in each direction, then f is real-analytic in a neighborhood of 0 in Rn.
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The “objects” from the quote above are not necessarily functions. There is a large body

of research concerning these kinds of problems when the “object” is a power series of two

or more variables, and the property to inspect is convergence of such a series. For example

the papers ( [14], [1], [5], [4], [8], [10], [9]) consider the convergence of formal power series of

several variables provided the restriction of such a series on each element of a sufficiently large

family of linear subspaces is convergent. Let f = f(z1, ..., zn) be a power series. Consider

F (z, t) = f(tz1, . . . , tzn) =
∑∞

m=0 Pm(z)tm. Suppose that F (z, t) as a power series in t

converges for z in a set E ⊂ Cn. If the capacity of E is positive, then f converges. Note

that degPm = m. This restriction is very often used in similar investigations.

A natural new question is: given arbitrary Pm(z) what is the necessary and sufficient

condition for a set E to form a set of convergence for the above series in t. This thesis

answers the question completely for n = 1, namely we provide the full description of such

sets in C.

In Chapter 2 we define the convergence set of a formal power series f and show that

a polynomially convex compact set in Cn is a convergence set. Then we define the class

C(δ, A,B) and study the convergence sets for this class.

In Chapter 3 we define a quasi-simply-connected set and show that every convergence

set is a quasi-simply-connected set. At the end of this chapter we prove that every quasi-

simply-connected set in C is a convergence set.
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CHAPTER 2

Convergence Sets

2.1 Convergence Sets

Let C[z] be the set of polynomials in z, C[[z]] be the set of formal power series, and

C[z][[t]] be the set of formal power series in t with coefficients being polynomials in z.

We consider the formal series,

f(z) = f(z1, z2, . . . , zn)

= a0 +
∑
|α1|=1

aα1z
α1 +

∑
|α2|=2

aα2z
α2 + · · ·

+
∑
|αn|=n

aαnz
αn + · · · ,

(2.1)

where αj = (αj1, · · · , αjn) are the n-multiple index and |αj| = |αj1|+ · · ·+ |αjn|.

A classical result of Hartogs states that f(z) converges if and only if fξ(t) := f(tξ)

converges as a series in t for ξ on every complex line through the origin. This can be

interpreted as a formal analog of Hartogs’s separate analyticity theorem.

Definition 2.1.1. A power series f ∈ C[[z1, . . . , zn]] is said to be convergent if there is a

constant C = Cf such that |ak1...kn| ≤ Ck1+···+kn for all (k1, . . . , kn) 6= (0, . . . , 0).

A convergent formal power series f(z1, . . . , zn) with coefficients in C is absolutely con-

vergent in some neighborhood of the origin in Cn. A power series f is called divergent if it

is not convergent. A power series equals 0 if all of its coefficients ak1...kn are equal to 0. If f

is convergent, then it represents a holomorphic function in some neighborhood of 0 in Cn.

Definition 2.1.2. Let f(z, t) ∈ C[z][[t]]. We define the convergence set of f to be

Conv(f) = {z ∈ C : f(z, t) converges in t}.

Definition 2.1.3. A subset E ⊂ C is said to be a convergence set if there exists an f ∈

C[z][[t]] such that E = Conv(f).
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Let C[[z1, . . . , zn]] denote the set of (formal) power series

f(z1 . . . , zn) =
∑

k1,...,kn≥0

ak1...knz
k1
1 · · · zknn ,

of n variables with complex coefficients. Let f(0) = f(0, . . . , 0) denote the coefficient a0,...,0.

Let N denote the set of natural numbers {1, 2, . . . }. For a subset S of Cn and a function

h on S, ||h||S denotes the supremum of |h(z)| on S.

Definition 2.1.4. ([6, page 62]) Let K be a non-empty compact subset of C. The polynomial

hull of K is the set

K̂ =
{
z ∈ Cn : |p(z)| ≤ ||p||K , for every polynomial p

}
.

A compact set K is called polynomially convex if K̂ = K.

A countable set is a set that admits an injective map to N. Thus a finite set is countable,

and a countable infinite set is a set that admits a bijective map to N.

Proposition 2.1.5. Let K be a polynomially convex compact set in Cn. Then K is a

convergence set.

Proof. Let m be a positive integer and let y ∈ Cn \K. There exists a polynomial Py(z)

such that |Py(y)| > m, and |Py|K ≤ 1.

Set Uy = {x : |Py(x)| > m, x ∈ Cn\K}. Then, Uy is an open neighborhood of y. The open

cover {Uy : y ∈ Cn \K} of the set Cn \K contains a countable subcover {Uyk : k = 1, 2, . . .}.

Now write Pmk(z) = Pyk(z). For each m we get a sequence {Pmk}∞k=1. Since the set {Pmk} is

countable we can arrange it as a sequence {hj(z)}∞j=1. Set

f(z, t) =
∑

hjj(z)tj.

Suppose that z ∈ K. Then for each j, |hj(z)| ≤ 1. Hence z ∈ Conv(f). Consequently,

K ⊂ Conv(f).

Now suppose that z ∈ Cn \ K. Then for each m ∈ N there is a k ∈ N such that

|Pmk(z)| ≥ m. It follows that the sequence {|h`(z)|} is unbounded. So the formal power series

4



f(z, t) is divergent at this point z. Consequently, Conv(f) ⊂ K. Therefore K = Conv(f).

Using the fact that every convex compact set in Cn is polynomially convex set we get

the following corollary.

Corollary 2.1.6. Every convex compact set in Cn is a convergence set.

2.2 Class (δ, A,B)

Definition 2.2.1. Let δ ≥ −1, A > 0, and B ≥ 0. A series f(z, t) =
∑
Pn(z)tn is said to

be of class C(δ, A,B) if degPn ≤ An1+δ+B for n sufficiently large.

Definition 2.2.2. A subset E ⊂ C is said to be a C(δ, A,B) convergence set if there exists

an f ∈ C(δ, A,B) such that E = Conv(f).

Let bXc denote the greatest integer that is less than or equal to X.

Proposition 2.2.3. For any fixed δ ≥ 0, every C(δ, A,B) convergence set is a C(δ, 1, 0)

convergence set.

Proof. Let E be a C(δ, A,B) convergence set. Then there is an f ∈ C(δ, A,B),

f(z, t) = p0(z) + p1(z)t+ · · ·+ pn(z)tn + · · · , (2.2)

with E = Conv(f) and deg pn ≤ An1+δ+B.

Let

f̃(z, t) =
∞∑
j=0

pj(z)tNj , (2.3)

where Nj = b(A+B)
1

1+δ + 1cj. Then, for j ≥ 1,

deg(pj) ≤ Aj1+δ +B

≤ (A+B)j1+δ

= ((A+B)
1

1+δ j)1+δ

≤ (b(A+B)
1

1+δ + 1cj)1+δ

= N1+δ
j .
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It follows that f̃(z, t) ∈ C(δ, 1, 0). We now prove that E = Conv(f̃). For z ∈ E there

exists a positive number c such that |pn(z)| < cn. Let c̃ = c1/b(A+B)
1

1+δ+1c. Then

|pn(z)| < c̃b(A+B)
1

1+δ+1cn = c̃Nn ,

which shows that z ∈ Conv(f̃), and so Conv(f) ⊂ Conv(f̃).

On the other hand, for z ∈ Conv(f̃) we can reverse the steps above to conclude that

Conv(f̃) ⊂ Conv(f).

In the next example we will construct a C(1, 1, 0) formal power series which defines the

closed unit disc as a C(1, 1, 0) convergence set.

Example 2.2.4. The formal power series

f(z, t) = 1 + zt+
z4

4
t2 + · · ·+ zn

2

n2
tn + · · · (2.4)

is in C(1, 1, 0) and Conv(f) = ∆̄. Hence the closed unit disc ∆̄ is a C(1, 1, 0) convergence

set.

Proof. For |z| ≤ 1, ∣∣∣∣∣zn
2

n2

∣∣∣∣∣ ≤ 1/n2,

so fz(t) = f(z, t) converges uniformly as the series of t in ∆̄. While for |z| > 1,

lim
n→∞

∣∣∣∣∣zn
2

n2

∣∣∣∣∣
1
n

=∞,

so fz(t) is divergent.

Proposition 2.2.5. Let 0 < λ < δ. Then the collection of C(δ, 1, 0) convergence sets, and

the collection of C(λ, 1, 0) convergence sets are the same.

Proof. It is clear that each C(λ, 1, 0) convergence set is a C(δ, 1, 0) convergence set. Suppose

that E is a C(δ, 1, 0) convergence set. Then there is a series

f(z, t) =
∑

pn(z)tn
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in C(δ, 1, 0) such that E = Conv(f). Let ` = δ/λ, and

g(z, t) =
∞∑
n=0

pn(z)bn
`ctbn

l+1c.

Then

deg pn(z)bn
`c ≤ n1+δbn`c

≤ n1+δn`

≤ (n`+1)λ+1

< (bn`+1c+ 1)λ+1

≤ (bn`+1c+ bn`+1c)λ+1

= (2bn`+1c)λ+1

= 2λ+1(bn`+1c)λ+1.

It follows that g(z, t) ∈ C(λ, 2λ+1, 0). We now prove that E = Conv(g). For z ∈ E there

exists a positive number c such that |pn(z)| < cn for all n ≥ 1. Hence,

|pn(z)|bn`c < cbn
`cn ≤ cbn

`+1c,

which shows that z ∈ Conv(g), and so E ⊂ Conv(g). The reversed inclusion is similarly

proved. Thus E = Conv(g).

Recall that an Fσ set is the union of a countable collection of closed sets. Now we discuss

some properties for the convergence sets in the complex plane.

Theorem 2.2.6. Let A be a convergence set. Then A is an Fσ set.

Proof. Suppose that A = Conv(f) and

f(z, t) = f0(z) + f1(z)t+ · · ·+ fn(z)tn + · · · .

Now we prove that

A =
∞⋃
j=1

∞⋂
n=1

{z ∈ C : |fn(z)| ≤ jn}. (2.5)

7



For z ∈ A, by the definition of convergence set, there exists a positive integer j such that

|fn(z)| < jn, n ∈ N.

So z ∈
⋃∞
j=1

⋂∞
n=1{z ∈ C : |fn(z)| ≤ jn}. Hence A ⊂

⋃∞
j=1

⋂∞
n=1{z ∈ C : |fn(z)| ≤ jn}.

On the other hand, assume that z ∈
⋃∞
j=1

⋂∞
n=1{z ∈ C : |fn(z)| ≤ jn}. Then there exist a

positive integer j such that |fn(z)| ≤ jn, ∀n. So z ∈ A.

It is clear that for each n, the set {z ∈ C : |fn(z)| ≤ jn} is closed. Therefore
⋂∞
n=1{z ∈

C : |fn(z)| ≤ jn} is closed as the intersection of closed sets. By (2.5), A is an Fσ set.

The converse of this theorem is not true; we will give a counterexample in the next

chapter.

We now discuss the intersection of two convergence sets, and state the following theorem.

Theorem 2.2.7. A finite intersection of convergence sets is a convergence set.

Proof. It suffices to prove that the intersection of two convergence sets is a convergence

set. Suppose we have two formal power series

f(z, t) = f0(z) + f1(z)t+ · · ·+ fn(z)tn + · · · ,

and

g(z, t) = g0(z) + g1(z)t+ · · ·+ gn(z)tn + · · · ,

and A = Conv(f) and B = Conv(g). Let

F (z, t) = f(z, t2) + tg(z, t2)

= f0(z) + g0(z)t+ f1(z)t2 + g1(z)t3 · · · .

Then Conv(F ) = A ∩B.

For r > 0 and S ⊂ C, let Nr(S) denote the r-neighborhood of S, i.e.,

Nr(S) = {z ∈ C : |z − p| < r for some p ∈ S}.

8



Theorem 2.2.8. Let S = {z1, z2, . . . } be a countable infinite subset of C. Define an F ∈

C[z][[t]] by

F (z, t) =
∞∑
n=0

Cn

[ n∏
j=1

(z − zj)
]
tn,

where Cn = (n/γn)n, and

γn = min(
1

2
min

1≤i<j≤n+1
|zi − zj|, 1/n).

Then Conv(F ) = S.

Proof. Note that γn is positive since zi are pairwise distinct. Let Lk = {z1, · · · , zk}, and

Uj = Nγj(Lj). We now prove that
∞⋂
j=k

Uj = Lk. (2.6)

It is obvious that Lk ⊂
⋂∞
j=k Uj. We only need to prove the reversed inclusion, which

would follow from the following statement:

∞⋂
s=k

Us ⊂ Nγj(Lk), for j ≥ k. (2.7)

We prove this statement by induction on j. It is obvious for j = k since Nγk(Lk) = Uk.

Suppose the statement is true for j = N ≥ k. Let z ∈
⋂∞
s=k Us. For i 6= j, 1 ≤ i, j ≤ N + 1,

since |zj − zi| ≥ 2γN , we see that NγN (zi) ∩NγN (zj) = ∅. It follows that

( N+1⋃
`=k+1

NγN (z`)
)
∩
(
NγN (Lk)

)
= ∅. (2.8)

By the induction hypothesis z ∈ NγN (Lk) and by (2.8), z /∈
⋃N+1
`=k+1NγN (z`). Since

γN+1 ≤ γN we see that
⋃N+1
`=k+1NγN+1

(z`) ⊂
⋃N+1
`=k+1NγN (z`), hence

z /∈
N+1⋃
`=k+1

NγN+1
(z`). (2.9)

On the other hand, we know that

z ∈ UN+1 =
( N+1⋃
`=k+1

NγN+1
(z`)
)
∪
(
NγN+1

(Lk)
)
. (2.10)

9



By (2.9) and (2.10), z ∈ NγN+1
(Lk). This completes the induction step, and therefore the

statement is proved.

Now let P0(z) = 1 and

Pn(z) = (
n

γn
)n

n∏
k=1

(z − zk), (2.11)

and

f(z, t) = 1 + P1(z)t+ · · ·+ Pn(z)tn + · · · .

For n ≥ k, we have Pn(zk) = 0. It follows that S ⊂ Conv(f).

Now suppose that z 6∈ S. By (2.6), z /∈
⋂∞
j=k Uj for each k. So there exists a jk ≥ k such

that z /∈ Ujk . In this way we get a sequence {jk}k such that z /∈ Ujk , k = 1, 2, · · · . Then

|Pjk(z)| ≥ (
jk
γjk

)jk
jk∏
i=1

(γi) ≥ (jk)
jk , (2.12)

since γi ≥ γjk for i ≤ jk. This implies that z /∈ Conv(f). Therefore S = Conv(f).

Professor Tejinder Neelon suggested that it might be possible to choose the coefficients

Cn so that Conv(F ) = {z1, z2, . . . }.

We have the following corollary.

Corollary 2.2.9. The set Q of rational numbers is a convergence set.

Remark: The set R \Q of irrational numbers is not a convergence set, since it is not an

Fσ set. This can be seen as follows. Suppose that R \Q is an Fσ set. Then

R \Q =
∞⋃
j=1

Cj, (2.13)

where Cj are closed sets. Since R \Q has empty interior in the topological space R, each Cj

has empty interior. It follows that R \Q is of first category. Since Q is of first category, we

see that R is also of first category, contradicting Baire’s category theorem ([13, page 97]).

Theorem 2.2.10. Let Ω ⊂ C, let S be a countable infinite dense subset of Ω, let {Cn} be a

sequence of positive numbers, and let a ∈ Ω\S. Then there exist an enumeration {z1, z2, . . . }

of S, such that a ∈ Conv(F ), where F is defined by

F (z, t) =
∞∑
n=0

Cn

[ n∏
j=1

(z − zj)
]
tn.

10



Proof. Let S = {s1, s2, . . . }. We choose z1, z2, . . . as follows. Choose z2 = s1. Since S is

dense we can pick z1 ∈ S \ {z2} close to a so that

|C2(a− z1)(a− z2)| ≤ 1 and |C1(a− z1)| ≤ 1.

Choose z4 = sj, where j = min{i ∈ N, si ∈ S \ {z1, z2}}. We choose z3 ∈ S \ {z1, z2, z4}

close to a so that

|C4(a− z1)(a− z2)(a− z3)(a− z4)| ≤ 1 and |C3(a− z1)(a− z2)(a− z3)| ≤ 1.

We now proceed by induction. Suppose {z1, z2, · · · , z2k−1, z2k} are chosen. Here is how we

choose the next pair z2k+1, z2k+2. Note that S\{z1, · · · , z2k} is dense in Ω. First pick z2k+2 =

sj, where j = min{i ∈ N : si ∈ S \ {z1, · · · , z2k}}, and pick z2k+1 ∈ S \ {z1, · · · , z2k, z2k+2}

close to a so that

|C2k+1

( 2k∏
j=1

(a− zj)
)
(a− z2k+1)| ≤ 1 (2.14)

and

|C2k+2

( 2k∏
j=1

(a− zj)
)
(a− z2k+1)(a− z2k+2)| ≤ 1. (2.15)

Now the series

F (a, t) =
∞∑
n=0

Cn

n∏
j=1

(a− zj)tn (2.16)

is convergent because of the inequalities 2.14, and 2.15. Hence a ∈ Conv(F ). It is clear from

the way the element {zn} are chosen that {z1, z2, · · · } = S.

11



CHAPTER 3

Quasi-Simply-Connected Sets and Convergence Sets

3.1 Quasi-Simply-Connected Sets

Recall that a compact K in Cn is said to be polynomially convex if for each ζ /∈ K

there exists a polynomial P (z) such that |P (ζ)| > maxz∈K |P (z)|. It is a consequence of the

maximum modulus principle that if K is polynomially convex then C \K is connected. It

follows from Mergelyan’s theorem (see, e.g., [13, page 390]) that if C \K is connected then

K is polynomially convex. Therefore we have the following proposition.

Proposition 3.1.1. Let K ⊂ C be a compact set. Then K is polynomially convex if and

only if C \K is connected.

For a compact set K in C, let λ(K) be the union of bounded components of C \ K.

Then, the polynomial hull K̂ = K ∪ λ(K).

We have stated some properties of convergence sets, and we gave several examples with

different kinds of topologies. In this chapter we will try to find necessary conditions of the

convergence set. We need to define the central concept of this section.

Definition 3.1.2. An Fσ subset K of C is said to be quasi-simply-connected if it is the

union of a countable collection of polynomially convex compact sets.

Proposition 3.1.3. Let {Kj} be a sequence of quasi-simply-connected sets. Then ∪∞j=1Kj

is quasi-simply-connected.

Proof. Since each Kj is quasi-simply-connected, we see that Kj = ∪∞`=1Fj`, where Fj` are

polynomially convex. It follows that ∪∞j=1Kj = ∪∞j,`=1Fj`. Since the family {Fj`} is clearly

countable, the set ∪∞j,`=1Fj` is quasi-simply-connected.

Let S denote the closure of a set S.

Example 3.1.4. Every open set in the complex plane is a quasi-simply-connected set.

12



Proof. Suppose E ⊂ C is open. For w ∈ E there exists rw > 0 such that E contains the

open disc ∆(w, rw). The cover {∆(w, rw/2) : w ∈ E} of E contains a countable subcover,

{∆(wj, rwj/2)}. It follows that

E =
∞⋃
j=1

∆(wj, rwj/2). (3.1)

Since each ∆(wj, rwj/2) is polynomially convex, the set E is quasi-simply-connected.

Example 3.1.5. The unit circle is a quasi-simply-connected set.

Proof. Let

γj = {eiθ : 0 ≤ θ ≤
(

1− 1

j

)
2π}, j = 1, 2, . . .

Then γj are polynomially convex and the unit circle is the union of γj.

Example 3.1.6. (Sierpinski triangle): It is constructed as follows. Take an equilateral

triangle of side length equal to one, remove the inverted equilateral triangle of half length

having the same center, then repeat this process for the remaining triangles infinitely many

times. The resulting set is called the Sierpinski triangle. The Sierpinski triangle is a compact

set that is not a quasi-simply-connected set, as we show in the following proposition. Thus

the Sierpinski triangle is not a convergence set, by Theorem 3.2.1.

Figure 3.1: Sierpinski Triangle
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Definition 3.1.7. A set in a topological space X is said to be of first category if it is a

countable union of nowhere dense sets. A set that is not of first category is said to be of

second category.

Baire’s category theorem ([13, page 97]) states that a complete metric space as a subset

of itself is of second category.

Proposition 3.1.8. The Sierpinski triangle S is not a quasi-simply-connected set.

Proof. Suppose that the Sierpinski triangle is a quasi-simply-connected set. Then there

exists a sequence of polynomially convex compact sets Kj, j = 1, 2, . . . such that S =

∪∞j=1Kj. But as the closed set of the complete metric space C, the Sierpinski triangle is itself

a complete metric space, and hence a set of second category. So there is at least one Kj and

an open subset U ⊂ C, such that U ∩ S ⊂ Kj and U ∩ S is nonempty. By the construction

of the Sierpinski triangle, some small triangle Γ belongs to U ∩ Kj. It follows that the

interior of the triangle Γ is a bounded connected component of C \ Kj, contradicting the

assumption that Kj is polynomially convex. Therefore, the Sierpinski triangle is not quasi-

simply-connected.

Proposition 3.1.9. Let K1, K2 be compact sets in C with K1∩K2 = ∅. Then (K1∪K2)̂ =

K̂1 ∪ K̂2.

Proof. It is suffices to show that (K1 ∪K2)̂ ⊂ K̂1 ∪ K̂2. Let U be a bounded connected

component of C \ (K1 ∪ K2). Then ∂Û is a connected set that belongs to K1 ∪ K2. Thus

∂Û ⊂ K1 or K2. It follows that Û ⊂ K̂1 ∪ K̂2. Therefore, (K1 ∪K2)̂ ⊂ K̂1 ∪ K̂2.

We now prove the main theorems of this section.

Theorem 3.1.10. Let E be a quasi-simply-connected set. Then there exist polynomially

convex compact sets En, n = 1, 2, . . . , such that En ⊂ En+1 for n ≥ 1 and E = ∪∞n=1En.

Proof. Since E is a quasi-simply-connected set,

E =
∞⋃
j=1

Kj, (3.2)
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where Kj is polynomially convex compact set for each j. Set

Fn1 = Ln1 = K1, Lnj = Kj \N1/n

( j−1⋃
l=1

Kl

)
, Fnj = L̂nj, for 2 ≤ j ≤ n, (3.3)

and

En
′ =

n⋃
j=1

Lnj, En =
n⋃
j=1

Fnj. (3.4)

Note that for a fixed n, Lnj ∩ Lni = ∅ , for i 6= j. Hence

En =
n⋃
j=1

Fnj =
n⋃
j=1

L̂nj = Ê ′n, (3.5)

by Proposition 3.1.9. The set En is a polynomially convex compact set, since it is the

polynomial hull of Ê ′n. Now Lnj ⊂ Ln+1,j, hence En
′ ⊂ E ′n+1, and therefore En ⊂ En+1. We

now prove that

E =
∞⋃
n=1

En. (3.6)

Let z ∈ E then there exist j such that z ∈ Kj. Pick such smallest j then Z ∈ Lnj for a

large n. Hence z ∈ En′, and so z ∈ En. We proved that E ⊂
⋃∞
n=1En. Now let z ∈

⋃∞
n=1En

then there exist n such that, z ∈ En =
⋃n
j=1 Fnj ⊂

⋃n
j=1 K̂j =

⋃n
j=1Kj ⊂ E we proved that⋃∞

n=1En ⊂ E. Therefore E =
⋃∞
n=1En.

Let d(., .) denote the euclidean distance.

Lemma 3.1.11. Let E, {Kn}, {En} be as in the previous theorem. Let Un = N 1
3n

(En). Then

for every integer m > 0. we have
∞⋂
j=m

Uj ⊂ E. (3.7)

Proof. Seeking for a contradiction, suppose that there is an m > 0 and

z ∈ (
∞⋂
j=m

Uj) \ E. (3.8)

We claim that

z ∈ N 1
3n

( m⋃
j=1

Fnj
)
, for n = m,m+ 1, . . . . (3.9)
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We prove (3.9) by induction on n. When n = m, the set in (3.9) is Um, which contains z by

(3.8), so (3.9) holds for n = m. Assume that n > m and (3.9) is true for n− 1. Put

Q =
n⋃

j=m+1

Fnj, R = Q ∩
( m⋃
j=1

Fnj
)
, and S =

( m⋃
j=1

Fnj
)
\R. (3.10)

Then

N 1
n
(R) ⊂ Q, N 1

n
(S) ∩Q = ∅. (3.11)

Since (3.9) is assumed to hold for n−1, and since the set N 1
3n−3

(⋃m
j=1 Fn−1,j

)
is a subset

of N 1
3n−3

(S ∪R), we see that

z ∈ N 1
3n−3

(S ∪R). (3.12)

On the other hand, z /∈ N 1
3n−3

(
R
)
, because

N 1
3n−3

(
R
)
⊂ N 1

n

(
R
)
⊂ Q ⊂ E, (3.13)

and we assumed that z /∈ E in (3.7). It follows that

z ∈ N 1
3n−3

(S). (3.14)

By the triangle inequality,

d(z,Q) ≥ d(Q,S)− d(z, S)

≥ 1

n
− 1

3n− 3

≥ 1

3n
.

Thus

z /∈ N 1
3n

(Q) . (3.15)

By (3.8), z ∈ Un = N 1
3n

(Q ∪ S), which, together with (3.15), implies that

z ∈ N 1
3n

(S) . (3.16)

This completes the induction step for (3.9). Since
⋃m
j=1 Fnj ⊂

⋃m
j=1Kj, we see that

d
(
z,

m⋃
j=1

Kj

)
<

1

3n
, ∀n ≥ m. (3.17)

Therefore, z ∈
⋃m
j=1Kj ⊂ E, contradicting (3.8). The proof is complete.
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3.2 Quasi-Simply-Connected Sets and Convergence Sets

Theorem 3.2.1. Let E be a convergence set in C. Then E is a quasi-simply-connected set.

Moreover, there exists an ascending sequence {Ej} of polynomially convex compact sets such

that E = ∪∞j=1Ej.

Proof. The set E is the convergence set Conv(f) for some

f(z, t) = f0(z) + f1(z)t+ · · ·+ fn(z)tn + · · · , (3.18)

where fn(z) are polynomials. Set

Ejn = {z ∈ C : |z| ≤ j, |fn(z)| ≤ jn}, ∀j, n ∈ N, (3.19)

and

Ej =
∞⋂
n=1

Ejn, j ∈ N. (3.20)

The sets {Ej} have the following property

Ej ⊂ Ej+1, for j ≥ 1. (3.21)

By the proof of Theorem 2.2.6, E = ∪∞j=1Ej. It follows from the definition of polynomially

convex sets that each Ejn is polynomially convex. It is also a direct consequence of the

definition that the intersection of a family of polynomially convex sets is polynomially convex.

Therefore each Ej is polynomially convex.

Lemma 3.2.2. Let K be polynomially convex compact set in C, U an open set containing K,

and m a positive integer. Then there exist a finite number of polynomials {P1(z), . . . , P`(z)},

such that

||Pj||K ≤ 1, j = 1, · · · , `, (3.22)

and

max
j
{|P1(z)|, . . . , |P`(z)|} ≥ m , ∀z ∈ C \ U. (3.23)

17



Proof. Find a positive number C such that for P1(z) = Cz,

||P1||K ≤ 1. (3.24)

Consider

F = {z : |z| ≤ m

C
} ∩ {C \ U}. (3.25)

Note that F is compact. Due to the polynomial convexity of K, for each z0 ∈ F there exists

a polynomial Q such that

||Q||K ≤ 1 and |Q(z0)| ≥ m. (3.26)

Now in some neighborhood V (z0) of z0. |Q(z)| ≥ m for each z ∈ V (z0). Since F is compact

there are a finite number of open sets V (z1), . . . , V (z`−1) covering F . The corresponding

polynomials are Q1(z), . . . , Q`−1(z). Denote Pj(z) = Qj−1(z) , ∀j = 2, . . . , `.

Now we prove the main theorem of this thesis.

Theorem 3.2.3. Every quasi-simply-connected set in C is a convergence set.

Proof. Let E be a quasi-simply-connected set. By Theorem 3.1.10, there exist polynomially

convex compact sets En such that E =
⋃∞
n=1En, and En ⊂ En+1 for n ≥ 1. We now prove

that

E =
∞⋃
k=1

∞⋂
n=k

Un. (3.27)

By Theorem 3.2.1,
⋃∞
k=1

⋂∞
n=k Un ⊂ E. If z ∈ E, then z ∈ Ek for some k, hence z ∈ En ⊂ Un

for n ≥ k. It follows that

z ∈
∞⋂
n=k

Un ⊂
∞⋃
k=1

∞⋂
n=k

Un, (3.28)

which proves (3.27).

Now for each k ∈ N, let Pk1, · · · , Pknk be the polynomials for Ek and Uk from Lemma

3.2.2. So

|Pks(z)|Ek ≤ 1 , 1 ≤ s ≤ nk (3.29)

and for every z ∈ C \ Uk there exists a j, 1 ≤ j ≤ nk, such that

|Pkj(z)| > k. (3.30)
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Enumerate the countable set of all polynomials {{Pkj}nkj=1}∞k=1 = {h`}∞`=1. Define

f0(z) = 1, f`(z) = h``(z) , ∀` ≥ 1. (3.31)

For z ∈ E there exist p, q such that z ∈ Ek for k ≥ p, and for all ` ≥ q, h` = Pkj with

k ≥ p. Therefore |f`(z)| ≤ 1, for all ` ≥ q. To summarize, z ∈ E implies that z ∈ Conv(f).

Thus E ⊂ Conv(f).

Now consider z /∈ E =
⋃∞
m=1

⋂∞
n=m Un. Then for each m, we have z /∈

⋂∞
n=m Un.

Therefore there exists k ≥ m such that z /∈ Uk, hence there exists j with |Pkj(z)| > k. So

there exists ` such that h`(z) = Pkj(z) and

|f`(z)| > k` ≥ m`. (3.32)

To summarize, for each z /∈ E, and for each positive integer m, there exists ` such that

|f`(z)| > m`. Consequently, z /∈ E implies that z /∈ Conv(f). Hence Conv(f) ⊂ E.

Therefore E = Conv(f).

Corollary 3.2.4. Let E ⊂ C be open. Then E is a convergence set.

We proved that every open set is quasi-simply-connected. So E is a convergence set.

Corollary 3.2.5. The union of a countable collection of convergence sets is a convergence

set.

Example 3.2.6. Let the comb set E be defined by

E = {z ∈ C : <z ∈ (Q ∩ [0, 1]), 0 ≤ =z ≤ 1}. (3.33)

Then E is a convergence set.

Proof. It is clear that E =
⋃
α∈Q∩[0,1]Eα, where Eα = {z ∈ C : <z = α,=z ∈ [0, 1]} are

polynomially convex.

Corollary 3.2.7. The intersection of two quasi-simply-connected sets is a quasi-simply-

connected set.
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It is obvious that the above corollary can be extended to the case of a finite number

of sets. But the intersection of a countable collection of quasi-simply-connected sets is not

necessarily a quasi-simply-connected set.

Example 3.2.8. The Sierpinski triangle is not a convergence set.

We have proved in Proposition 3.1.8 that Sierpinski triangle is not quasi-simply-connected

set. By Theorem 3.2.3 it is not a convergence set too.

3.3 Complex Dynamics

The Mandelbrot set M is defined through a family of complex quadratic polynomials

given by

Pc(z) : z 7→ z2 + c, (3.34)

where c is a complex parameter. For each c, one considers the behavior of the sequence

0, Pc(0), Pc(Pc(0)), . . . , (3.35)

obtained by iterating Pc(z) starting at the critical point z = 0, which either escapes to

infinity or stays within a disc of some finite radius. Let f0(z) = 0, and fn(z) = z+(fn−1(z))2

for n ≥ 1. Then deg(fn) = 2n−1 for n ≥ 1. The Mandelbrot set is defined to be

M = {z ∈ C : {fn(z)} is bounded}. (3.36)

Example 3.3.1. The Mandelbrot set is a convergence set.

Proof. One can define the Mandelbrot set in the following equivalent way (see [7, page 1]):

M =
∞⋂
n=0

Qn, where Qn = {z : |fn(z)| ≤ 2}.

Since each Qn is polynomially convex, we see that M is polynomially convex. Therefore

M is a convergence set.

Note that M = Conv(g), where

g(z, t) =
∞∑
n=1

fn(z)tn.
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