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SUMMARY 

 

Donor-acceptor and thiophene based π-conjugated molecules and polymers, along 

with fullerene derivatives, are extensively used active components in the photoactive 

layer of organic photovoltaic devices. In this dissertation, we make use of several 

computational methodologies to investigate structure-property relationships of these 

organic systems in their molecular forms. We begin with an overview of the field of 

organic photovoltaics and some of the important problems in organic solar cells that are 

currently being investigated. This is then followed by a brief review of the electronic-

structure methods (e.g. Hartree-Fock theory, Density Functional Theory, and Time-

dependent Density Functional Theory) that are employed. 

We then present the main results of the dissertation. Chapter 3 provides a broad 

overview on how changes to the donor-acceptor copolymer chemical structure impacts its 

intrinsic geometric, electronic, and optical properties. Chapter 4 focuses on the 

characterization of the lowest excited-states and optical absorption spectra in donor-

acceptor copolymers. In Chapter 5, we investigate the effects of alkyl side-chain 

placements in the π-conjugated backbone of oligothiophenes and how that impacts their 

intramolecular properties as well as the oligomer:fullerene interfacial interactions. 

Chapter 6 presents our investigation on the role of oligomer:fullerene configuration and 

reorganization energy on exciton-dissociation and charge-recombination processes. 

Finally, a synopsis of the work and further considerations are presented in Chapter 7. 
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CHAPTER 1  

INTRODUCTION 

 

With the ever increasing demand for energy and the concern for environmental impact 

from the use of petrochemical sources, the need for clean, sustainable energy sources is of prime 

concern for humanity today.
1-3 

Almost limitless in supply and carbon neutral, the sun is a 

promising source. The surface of the earth receives more energy from the sun in one hour [4.3 x 

10
17

 kJ] than the current total world energy usage in a year [4.1 x 10
17

 kJ]. Since the first 

demonstration of conversion of light into electricity by Becquerel,
4
 progress has been made in 

photovoltaics technology and the current state-of-the-art inorganic solar cells boast power 

conversion efficiencies (PCE) about 40%.
5
 Commercially available solar panels currently 

available have efficiencies approaching 20%.  

Organic-based solar cells (organic photovoltaic (OPV) devices) have some ways go to be 

on par with the inorganic ones on the performance level, but signs are encouraging as recent 

years have witnessed steady improvements.
6
 There are important differences between organic 

and inorganic semiconductors.
7
 Organic semiconductors have π-electrons along their conjugated 

path and the intermolecular interactions are π-π, van der Waals, and / or dipole-dipole based. 

Inorganic semiconductors (such as silicon or gallium arsenide) have electrons delocalized along 

the σ-bonded lattice. These differences contribute to large differences in the dielectric constant of 

the materials – the organic materials having dielectric constants much lower compared to 

inorganic ones. This directly affects the nature of excitations upon illumination of the materials, 

providing a key difference between the organic and inorganic solar cells. Free electrons and 
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holes are created instantly at room temperature in inorganic solar cells upon absorption of 

photons whereas in the organic solar cells, the electrons and holes are still strongly bound 

through Coulombic forces. Different architectures have been successfully implemented in 

organic solar cells to separate these electron-hole pairs,
8,9

 but the performance still remains well 

below those of the inorganic solar cells.
6,10

 The drive for bringing improvements on organic 

semiconductors based solar cells, however, still remains strong.
11,12

 

The push for organic semiconductors stems from their potential for flexible, lightweight, 

and lower-cost applications, and also to their synthetic accessibility.
13

 Besides OPVs, organic 

semiconductors have potential uses in a range of (photo)electronic applications including light 

emitting diodes, field-effect transistors, switches, and photodiodes.
14

 To make improvements 

there is a need for the study, understanding, and development of materials and device properties. 

The study of materials and device operation processes are therefore highly desired. 

1.1. Organic photovoltaic devices and key processes 

Organic photovoltaic devices convert photon energy to electrical energy. Some of the 

commonly used OPV device configurations are shown in Figure 1.1. The basic OPV device 

architecture has organic materials sandwiched between two electrodes. For successful separation 

of the Coulombically-bound electron-hole pairs into separated charges, the photoactive layer is 

comprised of hole-transport and electron-transport materials (HTM and ETM, respectively). The 

HTM and ETM have small ionization potential (IP) and large electron affinity (EA), 

respectively, that provides a driving force for exciton-dissociation. The HTM and ETM are 

assembled in either a simple bilayer configuration or a phase-separated nanostructured bulk-

heterojunction
9
 (BHJ). The BHJ also allows for a larger surface contact between the two 

materials. Indium tin oxide and aluminum are typically used as hole and electron collecting 
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electrodes (HCE and ECE), respectively. Many devices also include poly(3,4-

ethylenedioxythiophene):poly(styrenesulfonate) as a hole-transporting layer. 

 

Figure 1.1 Schematic illustration of an OPV device: the photoactive layer is sandwiched 

between the hole- and electron-collecting electrodes (HCE and ECE, respectively). 

 

For the conversion of light into electrical energy, five major steps are required to be 

fulfilled. These are illustrated in Figure 1.2 and detailed below. 

1.1.1. Absorption 

The first stage of OPV operation is absorption of photons by the photoactive layer that 

leads to the formation of Coulombically bound electron-hole pairs called excitons.
15

 This excited 

state provides a theoretical upper limit to the voltage one can get from a photovoltaic device. It is 

important to note that the exciton binding energies in organic semiconductors usually reach 

several hundreds of meV while they are only a few meV in inorganic semiconductors.  

Having a photoactive layer that can maximize the absorption of photons (without 

sacrificing other key parameters) is a critical step towards building an efficient OPV device. 

Substantial research efforts have been made on the search for materials that can absorb photons 

efficiently throughout the entire solar spectrum, especially in the near-infrared range. The study 
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of donor-acceptor based small optical-gap semiconductors (a substantial part of this dissertation) 

is a step towards that direction.
16-20

  

1.1.2. Exciton migration 

Once created, the exciton needs to reach the hole- and electron-transport material 

interface for charge transfer to occur. If not already at the interface, the exciton has to diffuse 

through the material and migrate towards the interface. The diffusion process is described by the 

diffusion length, a parameter dependent on the material.
21

 Radiative and non-radiative decay 

pathways provide loss mechanisms of the exciton state. Therefore, for high device performance, 

it is critical that such loss mechanisms are minimized to ensure that a maximum number of 

excitons successfully reach the interface. It has to be noted however, that when there is strong 

intermixing of the HTM and ETM in the photoactive layer, for instance, from intercalation of 

fullerene derivatives in between polymer side-chains, excitons can readily dissociate (without the 

involvement of the migration process) within 100 fs.
22

     

1.1.3. Exciton dissociation 

Upon photoexcitation, the exciton needs to dissociate into free charge carriers for the 

generation of a photocurrent. Unlike in the inorganic solar cells where the created exciton can 

easily dissociate into free charge carriers at room temperature, the exciton in the photoactive 

layer of an OPV device needs an energetic driving force for the dissociation to occur. Use of 

HTM and ETM provides that driving force through the charge-transfer process where the 

electron transfers from the HTM to the ETM as an intermediate step towards exciton dissociation 

(creation of free charge carriers through charge separation is the other step in the exciton-

dissociation process). As described above, in many device architectures, the HTM and ETM are 
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arranged in nanostructured bulk-heterojunction.
9
 This heterojunction provides a larger surface 

contact between the two materials when compared to a bilayer structure. The nanostructure also 

provides an opportunity for excitons to find closely located interface sites for the charge-transfer 

process to occur. To prevent decay of the photoexcited excitons back to ground state, it is critical 

that the excitons find these interfaces in close proximity because their diffusion lengths are small 

(< 20 nm) and their lifetimes are short (few hundred picoseconds to nanoseconds).
23,24

 

1.1.4. Charge transport 

Once separated, it is essential that the charges travel through the materials towards the 

charge collecting electrodes. The efficiency at which these charges are transported is very much 

dependent on how ordered the material structure is. A well-ordered structure has the possibility 

of having large carrier mobilities whereas disordered structures are prone to poor mobilities. 

Disorder provides sites for charge traps and the charge mobility is severely affected. The 

ordering and the structure is not only a function of the materials that make the device but are also 

largely dependent on the processing conditions. Molecular packing, morphology, disorder, and 

defects are important parameters that affect charge transport and govern the efficiency of a 

device. These subjects have attracted extensive interest within the OPV community.
25-30

     

1.1.5. Charge collection 

Photocurrent generation in OPVs require the charges to be collected at the charge 

collecting electrodes. The geometry, topology, nature of the metal-organic layer interface, and 

electrode work functions play important roles on the charge collection mechanism in a device.    
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Figure 1.2 Electronic state diagram representing the mechanism of the photo-induced charge-

carrier formation in organic photovoltaic cells: formation of exciton and exciton-dissociation at 

the HTM:ETM interface (through charge-transfer and charge separation). 

 

1.2. Device performance 

The performance of a photovoltaic device is determined based upon its current-voltage 

characteristics both in the dark and under illumination. A typical current-voltage plot is presented 

in Figure 1.3. The current density under illumination at zero applied voltage is the short-circuit 

current density JSC. The voltage where the current density under illumination is zero is the open-

circuit voltage VOC, which is also the maximum voltage the device can supply. The fill factor FF 

of a device is defined as 

SCOC JV

VJ
FF

*

* maxmax          (1.1) 

and gives the fraction of maximum attainable power to the theoretical power maximum. The 

power conversion efficiency PCE is related to these parameters as 
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IN

OCSC

P

FFVJ
PCE

**
         (1.2) 

and represents the efficiency of a device under standard illumination conditions (air mass 1.5) at 

standard temperature and pressure relative to the incident power PIN. 

 

Figure 1.3 Current-voltage characteristics of a typical bulk-heterojunction solar cell: open-

circuit voltage (VOC), short-circuit current (JSC), power maximum (PM), fill factor (FF, ratio of 

areas between dark gray and light gray rectangles). 

 

Other important parameters include the internal quantum efficiency IQE, which is the 

ratio of the number of electrons that contribute to the photocurrent to the number of incident 

photons absorbed by the photoactive layer. The external quantum efficiency EQE, on the other 

hand, is the ratio between the number of electrons that contribute to the photocurrent and the 

number of incident photons. The EQE quantifies the ability of an OPV to convert incident 

photons into photocurrent. Absorption losses – through i) relaxation of excitons that fail to 

diffuse to and separate at the photoactive materials’ interface, ii) recombination of the geminate 

electron-hole pair at the interface (geminate recombination), iii) recombination of the dissociated 

or free charge carriers (non-geminate recombination) – and losses during charge collection are 
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events and processes that hamper the efficiency of a device. These are bound to be affected by 

both the intrinsic material properties and material interactions that influence packing, 

morphology, surface contacts, defects, etc. Increasing device performance requires minimizing 

these losses and maximizing JSC, VOC, and FF.         

1.3. Inherent problems in OPV 

There are a number of fundamental issues in OPV that the scientific community is trying 

to understand and resolve. Among them the following are some that relate to the work pertaining 

to this dissertation. 

1.3.1. Absorption throughout the solar spectrum 

The majority of the solar irradiance spans from ca. 4.5 – 0.8 eV (approximately 280 – 

1500 nm).
31

 Typical organic materials however absorb photons larger in energy than 2.1 eV (ca. 

600 nm). This accounts to only ca. 20% of the total available photons.
31

 If one can extend the 

absorption to ca. 1.2 eV, one can harvest over 50% of the available photons. Considering 100% 

external quantum efficiency, this brings a 300% increase in the cumulative short circuit current 

density (from ca. 11 to 34 mA/cm
2
). These numerical estimates have inspired the OPV 

community to consider low optical-gap materials in the photoactive medium in a view to yield 

improvements on the device efficiency by bringing better overlap with the solar spectrum. 

Similarly, tandem cells using low band-gap materials have also gathered a lot of attention.
32,33

             

1.3.2. Absorption vs. exciton migration 

Balancing or resolving the trade-off between absorption and exciton migration is a major 

challenge in OPV. The photoactive layer is required to be thicker than the optical absorption 
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length LA for efficient absorption of incident light. Given that the typical absorption coefficient α 

of OPV materials is ca. 10
5
/cm and the LA is the inverse of α, the photoactive layer thickness for 

absorption of majority of incident light is > 100 nm. The typical exciton diffusion lengths for 

organic semiconductors used in the photoactive layer of an OPV unfortunately is < 20 nm. 

Therefore, the hole- and electron-transport materials interface must be present within the 20 nm 

distance of each other to ensure the excitons diffuse to the interface before they decay. There 

have been a few architectures developed to tackle this problem. Although light trapping schemes 

(photonic crystal geometries,
34

 folded architecture,
25,26

 reflectivity mirrors
25,27

) have been 

developed, the bulk heterojunction
9
 is the most widely used structure.      

1.3.3. Current losses through decay and recombination 

Besides the contribution of losses during absorption and exciton migration, processes 

related to exciton dissociation, charge transport and charge collection also contribute 

significantly to photocurrent losses. The efficiency of photocurrent generation in a photovoltaic 

device depends on the balance between charge-carrier generation, recombination and transport. 

These are bound to be affected by parameters such as the charge-carrier mobility, charge-carrier 

lifetime, electric-field strength, drift lengths, charge traps, impurities, etc. that are functions of 

both the molecular and bulk properties including the processing conditions.
35,36

      

1.3.4. Voltage losses 

As represented in Equation 1.2, the open-circuit voltage is an important parameter that 

influences the performance of a photovoltaic device. Considering typical optical gaps of HTM 

(1.6 eV) and VOC (0.6 – 1.0 V) for OPV devices, there is a 0.6 – 1.0 V loss. Understanding the 

origin of VOC and the parameters that contribute to this loss are subjects of current research.
37-39
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Although many factors including the dark current, photoconductivity, temperature, carrier 

recombination have been proposed to affect the VOC, the largest contribution to the loss is the 

energy offset between the ionization potential IP and the electron affinity EA of the hole- and 

electron-transport materials (in the literature this offset is often referenced as the difference 

between highest occupied molecular orbital (HOMO) and lowest unoccupied molecular orbital 

(LUMO) energy of the HTM and ETM in the photoactive layer).
40

 Finding appropriate materials 

that can help reduce this energy offset to minimize the voltage loss is a subject of interest to the 

OPV community.  

1.4. Low optical-gap materials 

To improve photocurrent generation in OPV devices, there has been a tremendous push 

for low optical-gap materials as the HTM in the photoactive layer.
20

 This is in a view to attaining 

absorption over a large spectral region, including the near infrared where the photonic flux is at 

maximum.
41

 One effective way of attaining low optical-gap materials is through a combination 

of electron-rich electron-donating (donor, D) and electron-deficient/electron-withdrawing 

(acceptor, A) fragments in the conjugated backbone (such materials are commonly referred as 

donor-acceptor (DA) materials).
42

 The donor fragment contributes to a small IP (high-lying 

HOMO energy) while the acceptor contributes to a large EA (low-lying LUMO energy); this 

combination results in a material with smaller HOMO-LUMO and optical gaps. Such donor-

acceptor based low optical-gap materials have been used in BHJ solar cells in both polymeric 

and small molecule forms with varying device successes.
10,19,43-47,48,49,50,51

 A large part of this 

dissertation is related to understanding the structural and electronic properties of these materials 

and realizing the best theoretical methods to properly describe these properties. 
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1.5. Electron-transport materials 

Fullerene-based systems are known for efficient electron transfer when used with hole-

transport materials in a bulk-heterojunction solar cell,
9
 and are the most widely used electron-

transport materials.
52-54

 They have good charge-carrier transport properties, but have some 

drawbacks as they absorb weakly in the visible spectrum, are highly expensive (as they require 

sophisticated fabrication technologies in preparation and purification stages), and contribute to 

large energy loss during electron transfer due to a large band offset (because of large electron 

affinity). Therefore efforts in the direction of finding alternatives that can absorb well in the 

visible spectrum, have easier synthetic and purification routes, and minimize energy losses are 

ongoing.
55-59

 

1.6. Motivation and outline of the thesis 

The optimization of key processes in the operation of organic photovoltaic devices, as 

mentioned above, requires understanding of both the molecular and bulk material properties. The 

first two processes (absorption and exciton dissociation) are functions of molecular properties of 

the hole- and electron-transport materials and their interactions at the interface. In relevance to 

these two processes, we aim to understand the molecular properties of the donor-acceptor-based 

and other hole-transport materials and their interactions with the electron-transport materials at 

the interface.   

Since the early nineties, a substantial amount of work on the characterization and use of 

donor-acceptor copolymers for OPV applications has been published.
10,19,43-47

 Much of the 

experimental (and theoretical) literature is fraught with scattered and inconsistent reports of the 

redox – e.g. thin film or solution studies using different standard electrodes – and optical – e.g. 
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thin film or solution studies, absorption maxima or absorption onsets, normalized absorption 

profiles – properties. Such inconsistencies make it difficult to understand the relationship 

between one set of systems and the next. We therefore use quantum-chemical methods to study 

structure-property relationships of a large number of donor-acceptor systems (based upon 

specific donor/acceptor fragment combinations) to provide a systematic study within the same 

framework. These studies provide information and insights relevant to absorption and charge-

transfer processes. 

Due to the presence of electron-rich and electron-deficient components in these donor-

acceptor systems, the low-lying excited states have some amounts of charge-transfer character 

that conventional density functionals have difficulties properly describing. Gaining a good 

understanding of these lowest excited states (excitons) is critical since the charge-generation 

process directly depends on the dissociation of these excitons at the HTM:ETM interface. 

Therefore, we further use modern long-range corrected density functionals with system specific 

range separation parameters to study the low-lying excited states of select donor-acceptor 

materials.  

Thiophene based systems have been extensively used as hole-transport materials in 

conjunction with fullerene based electron-transport materials. Various alkyl groups are attached 

to the thiophene units to influence solubility and other properties. Within structure-property 

context, we investigate how specific attachments of these alkyl groups and thiophene spacers 

influence geometric properties that impact ionization potential, HTM:ETM configurations and 

interactions, and charge-transfer state energies that influence key parameters such as the open-

circuit voltage. 
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Exciton-dissociation and charge-recombination processes are important factors that can 

determine whether the photoexcitation results to useful photocurrent or a loss. To improve on the 

performance, the exciton-dissociation rate needs to be maximized and the recombination rate 

needs to be reduced. We investigate how these rates are affected for various hole- and electron-

transport material configurations.     

In Chapter 2, we review the computational methods relevant to the work related to this 

dissertation. We begin with the Schrödinger equation and Born-Oppenheimer approximation and 

describe Hartree-Fock. Then we move on to Kohn-Sham density functional theory and the 

density functional approximations. Next, we briefly describe time-dependent density functional 

theory for excited states. The Chapter ends with a list of software and program suites that were 

used during the course of the work. 

  

In Chapter 3, we highlight the impact of the various donor-acceptor constructs on the 

oscillator strengths of the low-lying excited states. This property is of key importance regarding 

the ability of the material to efficiently absorb light. We also discuss the impact of the thiophene 

spacers – often stated to be included in the donor-acceptor copolymer design to simply aid in 

planarization of the backbone – both on the electronic structure and the optical properties, in 

particular the oscillator strengths. Our results demonstrate key ideas such as the influence of the 

steric effects on the copolymer geometric structure; the impact of frontier orbital energetic 

alignment and torsion angles between the donor/acceptor components on the level of mixing and 

localization/delocalization of copolymer HOMO and LUMO wave functions, and how this 

affects the material absorption strength in addition to the transport and optical gaps. 
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The focus of the work in Chapter 4 is to characterize the lowest excited states of a series 

of donor-acceptor copolymers that have been used in some of the best performing bulk-

heterojunction organic solar cells. We apply state-of-the-art long-range corrected functionals for 

the characterization. We find that these functionals require the use of system specific range 

separation parameters. Without optimization of the parameter for each system, these functionals 

over-estimate the excitation energies. 

 

In chapter 5, we investigate the influence of alkyl substitutions and placement of 

thiophene spacers on the backbone twisting of thiophene based hole-transport materials. The 

alkyl substitutions greatly influence the torsional angles that impact the materials ionization 

potential. The alkyl groups and the backbone twisting determine the material configurations and 

interactions with the (fullerene based) electron-transport materials. This has an influence on the 

charge-transfer energies that in turn affect parameters such as the open-circuit voltage.  

 

Building up on the study of individual molecular properties of hole- and electron-

transport materials, the work in Chapter 6 investigates interactions between HTM and ETM 

based on various configurations. The influence on binding energies, electronic couplings, charge-

transfer state energies, as well as exciton-dissociation and charge-recombination rates is 

evaluated as a function of the molecular configurations. We find that the binding energies and 

electronic couplings are strongly influenced by positions and configurations. Importantly, 

charge-recombination rates are affected more strongly than exciton-dissociation rates as a 

function of varying reorganization energies. 



 

15 

Overall, this work uses a number of quantum-chemical methods to study molecular 

properties of donor-acceptor and thiophene-based hole-transport materials and fullerene based 

electron-transport materials of relevance to bulk-heterojunction organic solar cells. The results 

present insights on the material design and structure-property relationships that are relevant to 

absorption and exciton-dissociation processes in OPV devices. 
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CHAPTER 2  

ELECTRONIC STRUCTURE METHODS FOR CONJUGATED 

ORGANICS 

 

This chapter will review the methods used in this study of the ground- and excited-state 

properties of π-conjugated materials. We begin with the non-relativistic Schrödinger equation 

and its simplified form using the Born-Oppenheimer approximation and Hartree-Fock theory. A 

brief overview of density functional theory and density functional approximations that 

incorporate various exchange-correlation energy functionals, including recent long-range 

corrected functionals, will then be provided. The section that follows describes time-dependent 

density functional theory used to describe excited-state properties. The concepts, notation, and 

terminology discussed in this chapter are mostly taken from Jensen,
1
 Szabo and Ostlund,

2
 and 

Koch and Holstein.
3
  

2.1. Schrödinger equation and the total electronic Hamiltonian 

The quantum nature of a stationary system of particles can be described by the 

Schrödinger equation: 

iii EH ˆ          (2.1) 

an eigenvalue equation, where Ĥ  is the non-relativistic molecular Hamiltonian, i  the wave 

function, and iE  an allowed energy level. The Hamiltonian for a system of M nuclei and N 

electrons is given in atomic units by: 
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with the first two terms describing the kinetic energy of the nuclei and electrons, NT̂  and eT̂  , 

respectively. The potential energy part of the Hamiltonian that represents the electrostatic 

interaction among the nuclei and the electrons is given by the remaining three terms where the 

first represents nucleus-electron attractions, NeV̂ , the second term the nucleus-nucleus repulsions, 

NV̂ , and the third term the electron-electron repulsions, eV̂ . The Schrödinger equation is formally 

a second-order differential equation in 3(M + N) variables and is closed-form solvable for only 

simple systems. Approximations are therefore necessary for solutions of non-trivial chemical 

systems.  

2.2. Born-Oppenheimer approximation 

As a consequence of large disparity in the nuclear and electronic masses (even the 

lightest nucleus, 
1
H, is roughly 1800 times heavier than an electron and this increases with the 

atomic number; for example, the mass ratio is over 22,000 for the carbon nucleus),
4
 the 

electronic motion almost instantaneously accommodates to the motion of the nuclei. This forms 

the basis for the Born-Oppenheimer approximation where electrons move within a stationary 

field of fixed nuclei. As a result, the total Hamiltonian (Equation 2.2) simplifies to the so-called 

electronic Hamiltonian: 

eeNeeelec VVTH ˆˆˆˆ          (2.3) 

and leads to the electronic Schrödinger equation: 

elecelecelelec EH ˆ         (2.4) 
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where the electronic wave function, el , depends only on the electron coordinates (that are a 

function of the nuclear coordinates). The total energy is, therefore: 

nucelectot EEE           (2.5) 

where nucE  is the (fixed) nuclear repulsion energy. 

2.3. Independent-particle approximation and the Hartree-Fock theory 

The independent-particle model transforms the electronic Schrödinger equation 

(Equation 2.4) from a solution of an N-electron Hamiltonian to that of N 1-electron 

Hamiltonians. The wave function becomes a simple product of spin-orbital wave functions for 

each electron: 

)()()(),,,( 212 Nkji

HP xxxxxx    1 .    (2.6) 

This expression is also known as the Hartree product; however, it is important to note that the 

expression does not satisfy the antisymmetry principle. 

In Hartree-Fock (HF) theory, the wave function is represented as a single Slater 

determinant of spin-orbitals as: 
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The spin orbital, )(x , is defined as: 


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Minimizing the expectation value of the electronic Hamiltonian with respect to the spin-orbitals 

yields the HF energy: 

       
N

i

N

i

N

j

HF jihijjjhiiihiE ˆˆ
2

1ˆ      (2.9) 
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defines the contribution due to the kinetic energy and the electron-nucleus attraction and 
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are the so-called Coulomb and exchange integrals, respectively. 

Typically, the orbitals are expanded using a finite basis set of atom-centered Gaussian 

orbitals. The orbitals are optimized variationally to yield the lowest single-determinant energy 

subject to spatial and spin symmetry restrictions and orbital orthonormality conditions. 

HF is a mean-field theory that excludes explicit electron-electron correlation. Although 

the ground-state properties of a well-behaved conjugated system are reasonably well represented 

by the HF method, the lack of explicit electron-electron correlation brings limitations to the 

description of properties like the optical spectra, excited-state geometries, and transition 

structures. Many techniques and methods have been developed to incorporate the correlation 

effects to varying degrees; some examples include configuration interaction,
5
 Møller-Plesset 

perturbation theory,
6
 and coupled cluster

7
 methods.      
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2.3.1. Density functional theory 

Density functional theory (DFT) is one of the most widely used methods for studying the 

ground-state electronic structure of π-conjugated systems. The basis of DFT comes from the 

seminal work of Kohn, Hohenberg, and Sham
8,9

 that relates the ground-state electronic energy of 

a system to its ground-state electronic density. As opposed to the many-body wave function 

methods where the wave function is a function of 3N variables, the electronic density in DFT is a 

function of three spatial variables. This reformulation in the solving of the electronic Schrödinger 

equation using electronic density instead of the wave function allows the use of DFT to study 

systems with sizes that would be very difficult to treat with wave function-based methods.    

2.3.1.1. The Hohenberg-Kohn theorems 

The first theorem by Hohenberg and Kohn states: The ground-state energy from 

Schrödinger’s equation is a unique functional of the electron density. In other words, there exists 

a one-to-one mapping between the ground-state external potential and the ground-state electron 

density. Therefore, the average value of an observable can be written as a functional of the 

electron density: 

 )(r           (2.13) 

and the total energy of a system can be expressed as: 

        eeNevv EETE        (2.14) 

where  vT  represents the kinetic energy while  NeE  and  eeE  represent electrostatic 

interactions accounting for nuclear-electron attraction and electron-electron repulsion 

respectively. The universal functional of Hohenberg and Kohn consists of the kinetic and 

electron-electron terms: 
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      eevHK ETE  .       (2.15) 

As the functional form of equation (2.15) is not known exactly, the Schrödinger equation is 

solved using approximations. The electron-electron term in the universal functional includes 

non-classical (quantum) electron-electron interaction terms including exchange, correlation, and 

self-interaction. 

The second Hohenberg-Kohn theorem, essentially the variational principle, states that the 

electron density that minimizes the energy of the overall functional is the true electron density 

corresponding to the full solution of the Schrödinger equation. This allows one to variationally 

calculate the ground-state energy and density from a trial density. 

2.3.1.2. The Kohn-Sham theorem 

Since a good working representation of the kinetic energy through the density has proved 

difficult, the application of true density functional theory (orbital-free models) in computational 

chemistry has been far from ideal. This problem has been addressed through the introduction of 

orbitals by Kohn and Sham.
9
 They proposed the reduction of the difficult many-body problem of 

interacting electrons in a static external potential by a simpler system of non-interacting electrons 

in an effective potential. The Kohn-Sham formalism splits the kinetic energy functional into two 

parts: the first an orbital-based term that can be calculated exactly, while the second term is a 

small correction term. The exact kinetic energy of the non-interacting reference system, S , is 

 
N

i

iiS  2

2

1
.       (2.16) 

The kinetic energy correction term is accounted for by introducing the following expression: 

)]([)]([)]([)]([ rrrr S  XCEJF       (2.17) 
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where the exchange-correlation energy, XCE , is defined as:  

    ][][][][][][][  ncleeXC EJEE  CS .  (2.18) 

In addition to the non-classical electron-electron interaction contribution, the exchange-

correlation energy functional contains the kinetic energy correction mentioned above. In other 

words, XCE  contains everything that is unknown and needs to be approximated. The Kohn-Sham 

Hamiltonian that describes a system of non-interacting particles is therefore: 

).()()(
2

1 2 rrr iiiKS  
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




       (2.19) 

The effective Kohn-Sham potential KS is chosen such that: 

,)()(

2


N

i

i rr          (2.20) 

where   is the ground-state density and   the Kohn-Sham orbitals. The effective potential KS  

includes the external potential ext (the nuclei-electron Coulomb interaction), the Hartree 

potential or mean-field Coulomb potential (Coulomb repulsion of an electron density with itself) 

and the exchange-correlation potential XC  as illustrated in the following equation 
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)( rr
rr

r
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.     (2.21) 

The exact expression for the exchange-correlation potential XC  or the explicit form of 

exchange-correlation energy XCE  is not known, therefore XC  is simply defined as  

)(
)(

r
rXC




 XCE

         (2.22) 

and needs to be approximated. 
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2.3.1.3. Approximate exchange-correlation functionals 

Although Kohn-Sham DFT is exact in principle, it requires approximation to the 

exchange-correlation energy XCE  to be practically applicable. In terms of total electron density 

)(r and exchange-correlation energy density per electron XC , an approximation to XCE  is 

expressed as: 

rrr XC d EXC  )()(  .       (2.23) 

As discussed by Perdew and co-workers,
10

 a ladder of approximations can be used to 

construct )(rXC as a function of local ingredients at r . The rungs are defined by the kind of 

information included, with the higher rungs representing functionals that include an increased 

level of physical information. 

Local density approximation 

The local density approximation (LDA) is the simplest approximation to the true Kohn-

Sham functional. In LDA, it is assumed that the density in the locality of r is a slowly varying 

function and can be treated as a uniform electron gas. In actuality, the key to the success of the 

functional varies on how the electron density varies. The valence electron density in many bulk 

materials (e.g. metals) varies slowly; therefore, LDA was extensively used in the solid-state 

physics community. For atoms and molecules, however, the electron density is no longer slowly 

varying; hence, LDA does not perform well for molecular properties. 

The analytical form of the exchange energy in LDA is known. This is also true for the 

correlation energy in the high and low density limits.
1
 For intermediate densities, Monte Carlo 
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simulations of the uniform gas have been used to determine the correlation energy.
11

 Some of the 

most popular LDA correlation functionals are VWN
12

 and PW.
13

 

Generalized gradient approximation 

One way to account for the inhomogeneity of the electron density in molecular systems is 

to include information on the gradient of the electron density )(r  along with the local density 

at r . Functionals that include gradients of the electron density are known as generalized gradient 

approximations (GGA). Amongst the many GGA functionals that have been developed, the ones 

that have gained wide usage in the computational chemistry community are: B88
14

 and PBE
15

 for 

exchange and LYP
16

 and PBE
15

 for correlation.  

Meta-GGA 

A logical direction to take to bring about improvements in functionals from LDA and 

GGA would be to include higher- (second-) order derivative of the electron density )(2 r . In 

addition to the Laplacian of density, these functionals also include the orbital kinetic energy 

density, 
22 )()2/1( 

i

ir  . TPSS
17

 and the Minnesota functionals (from Truhlar and 

Zhao)
18

 are amongst the most widely used meta-GGA functionals. 

Hybrid functionals 

The exchange contribution to the total energy is generally much larger than the 

correlation contribution. Including (non-local) exact HF exchange to the semi local functional is 

a further way to improve DFT functionals.
19

 This fractional mixing of exact (HF) exchange with 

DFT exchange and correlation functionals is the idea behind the hybrid functionals. 
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One of the underlying reasons for the improvements brought about by the hybrid 

functionals is the reduction of the self-interaction error from the admixture of HF exchange in 

the functional (HF theory is self-interaction-free from the cancelation of the Coulomb and 

exchange energies, see Equation 2.9). 

The general form of a hybrid functional is given by the following expression: 

DFA

C

DFA

X

HF

XXC EEaEaE  )1( 00 .      (2.24) 

One such global hybrid functional is B3LYP.
16,20,21

 This functional has been used successfully to 

characterize the properties of a large array of molecular systems. The functional form of B3LYP 

is: 

VWN

C

LYP

C

B88

X

LDA

X

HF

X

B3LYP

XC EEEE0.2EE 19.081.072.08.0  .  (2.25) 

There are many other hybrid functionals that have been developed and used.
22-25

 There is no 

global rule on the optimal amount of exact HF exchange as this seems to vary with both the 

systems under study and the properties of interest. 

Range separated hybrid functionals 

The recent years have seen many developments in density functional approximations.
26

 

Because of the relevance to this thesis work (Chapter 4), we will briefly discuss range-separated 

hybrid functionals, particularly the long-range corrected (LRC) functionals. 

In LRC functionals, the Coulomb operator is separated into short- and long-range as first 

introduced by the teams of Savin
27

 and Gill.
28

 Typically, the range separation is brought about 

using the error function as shown below: 

r

erf

r

erfc

r

)()(1 
 .       (2.26) 
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The separation of the Coulomb operator was introduced to take advantage of both the strengths 

and shortcomings of the local and semilocal approximations to the exchange-correlation 

functional. These approximations perform well in the short range, but suffer from incorrect 

behavior of the exchange-correlation potential at long range. This is a consequence of the 

inexactness of the one-electron density or the self-interaction error (SIE).  

In order to correct for this, the exchange DFA is mixed with HF (exact) exchange in the 

long-range. This is because for atomic and molecular systems, the SIE-free HF potential has the 

correct asymptotic limit. 

Baer, Kronik, and co-workers have pioneered finding optimal range-separation 

parameters in such LRC functionals.
29,30

 A general form of the LRC functional is expressed 

below (it should be noted that HF-SR

XE can be entirely omitted in some long-range corrected 

functionals). 

DFA

C

HF-LR

X

HF-SR

X

DFA-SR

X

DFA-LC

XC EEEEE  .     (2.27) 

For solid-state considerations, however, the corrections are carried out for the short-

range. Such screened functionals include HF in the short-range and DFA in the long-range.
31-33

 

2.3.2. Time-dependent density functional theory 

Time-dependent density functional theory (TDDFT) is an extension of DFT with a time-

dependent external potential. It is a method used to study excited states or properties of interest 

involving time-dependent fields and has become a powerful tool in the study of the excited-state 

properties of molecules. The central idea to TDDFT is the Runge-Gross theorem
34

 that proves a 

one-to-one correspondence between the external time-dependent potential ),( trXC  and the 

electronic density ),( tr from a fixed initial state. 
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Figure 2.1 shows a comparison of DFT with TDDFT. The upper bullets show that DFT 

[TDDFT] is based on the Hohenberg-Kohn
8
 [Runge-Gross]

34
 theorem that maps one-to-one 

correspondence between external potential [external time-dependent potential] and the density 

[time-dependent density]. The second bullets show that the total energies [total actions] are 

unique functionals of the density. The third bullets signify that for the time-independent problem, 

the ground state of a system can be determined through the minimization of the total energy 

functional. For time-dependent systems, the time-dependent problem can be solved by the 

stationary point of the functional action (an analogous quantity to the energy).
35

 For DFT 

[TDDFT], the stationary points of the total energy [action] give the exact density of the system. 

 

 

Figure 2.1 Side by side comparison of DFT with TDDFT. 

 

Under small external time-dependent potential (for example, optical absorption), one can 

use perturbation theory instead of solving the full time-dependent Kohn-Sham equations to 

determine the behavior of the system. Linear response TDDFT can be used to evaluate excited-

state energies and transition moments to derive the optical absorption properties of molecular 

systems. Linear response TDDFT, however, becomes inadequate for situations where the time-

dependent potential is strong such as for molecules under strong laser fields.   
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2.4. Software 

The electronic-structure methods used or discussed in this dissertation were implemented 

in the following software packages: Gaussian03 (Revision E.01),
36

 Gaussian09 (Revision 

B.01),
37

 Q-Chem 3.2,
38

 NWChem,
39

 and DFTB+.
40
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CHAPTER 3  

DONOR-ACCEPTOR COPOLYMERS OF RELEVANCE FOR ORGANIC 

PHOTOVOLTAICS: A THEORETICAL INVESTIGATION OF THE 

IMPACT OF CHEMICAL-STRUCTURE MODIFICATIONS ON THE 

ELECTRONIC AND OPTICAL PROPERTIES 

 

3.1. Introduction 

As pointed out in Chapter 1, DA copolymers have been recognized as important materials 

in the realm of OPV. The coupling of the donor and acceptor units is expected to lead to a 

material with smaller HOMO-LUMO and optical gaps than either of the constituent parts.
1-13

 

Upon coupling the DA moieties, the wave-function characteristics of the isolated donor and 

acceptor HOMOs and LUMOs and their relative energetic alignment constitute key parameters 

that will determine the degree of orbital mixing, conjugation length, and energetic distribution of 

the frontier molecular orbitals in the DA copolymers, thus controlling the intrinsic electronic and 

optical properties.  

Achieving the small optical gaps necessary to efficiently harvest photons can be readily 

accomplished using DA copolymers; however, finding small-optical-gap polymers that, in 

combination with an ETM, can lead to efficient exciton dissociation and simultaneously maintain 

large VOC together with large JSC (to yield high PCE), remains a challenge. It is useful to note 

that, while the DA π-conjugated materials that have mostly been explored in OPVs are 
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copolymers, there is now increased interest in DA small molecules, mainly due to the potential 

for high purity and well-ordered systems (which can lead to larger charge-carrier mobilities).
14,15

 

There has been considerable theoretical work
11,16-26

 to elucidate the electronic and optical 

properties of DA copolymers, and in some cases to predict how a large range of materials might 

perform in BHJ or bilayer OPV devices.
23

 Here, we have chosen to systematically investigate a 

series of DA systems to gather a broad understanding of the electronic and photophysical 

properties of these materials as a function of the DA units. In particular, we address a number of 

themes that are rarely fully discussed in detail. For instance, we highlight the impact of the 

various DA constructs on the oscillator strengths of the low-lying excited states, key parameters 

that define the ability of the material to efficiently absorb light. We also discuss the impact of the 

thiophene spacers – often stated to be included in the DA copolymer design to aid simply in the 

planarization of the backbone – both on the electronic structure and the optical properties, in 

particular the oscillator strengths. 

We consider two common donor architectures where a central five-membered ring is 

fused on both sides by either thiophene rings (structure denoted as CPDT) or benzene rings 

(CPDP), see Figure 3.1. These donors constitute the most widely used electron-rich fragments in 

small optical-gap DA copolymers for bulk-heterojunction OPV. The donor architectures were 

further varied through substitution of the carbon at the 9-position by either nitrogen or silicon 

atoms (denoted X in Figure 3.1) to explore the impact of such substitution on the geometric and 

electronic properties (as was done in many instances
17,27-34

). Twelve commonly used acceptors 

were chosen to study a variety of monomer constructs. The electron-poor units are coupled to the 

donor in one of two configurations, either directly or via bis-thiophene linkages (denoted Y and 

T-Y-T in Figure 3.1); the latter are often employed to increase the planarity of the conjugated 
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backbone. In total, this leads to the investigation of 144 different DA monomer configurations. 

In addition, we have evaluated the energies of the frontier molecular levels for a representative 

electron-transport material, methanofullerene[6,6]-phenyl-C61-butyric acid methyl ester 

(PC61BM), to compare to those of the copolymers. 

While OPV performance is largely dependent on the materials properties within the bulk 

heterojunction that are influenced by molecular/polymer packing, morphology, and 

disorder/defects, a necessary requirement for good device performance is for the materials to 

present suitable intrinsic properties. Therefore, our goal here is to gain an in-depth understanding 

of the intrinsic structural, electronic, and optical properties of the DA copolymers. To do so, we 

will first discuss the properties of the isolated donors and acceptors and then turn to the coupled 

DA systems. 
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Figure 3.1 Schematic illustration of an OPV device: the photoactive layer is sandwiched 

between the hole- and electron-collecting electrodes (HCE and ECE, respectively). Chemical 

structures of the donors (X/CPDP, X/CPDT, atom numbers listed for clarity), acceptors (isolated 

(Y), and bis-thiophene substituted (T-Y-T)), and copolymer repeat units considered in this work. 

The acceptor abbreviations stand for: BX ≡ benzo[c][1,2,5]oxadiazole; BT ≡ 

benzo[c][1,2,5]thiadiazole; BSe ≡ benzo[c][1,2,5]selenadiazole; QX ≡ Quinoxaline; B2T ≡ 

Benzo[1,2-c:4,5-c']bis[1,2,5]thiadiazole; TQ ≡ thieno[3,4-g]quinoxaline; PX ≡ 

[1,2,5]oxadiazolo[3,4-c]pyridine; PT ≡ [1,2,5]thiadiazolo[3,4-c]pyridine; PSe ≡ 

[1,2,5]selenadiazolo[3,4-c]pyridine; PP ≡ pyrido[3,4-b]pyridine; TP ≡ thieno[3,4-b]pyrazine; 

TPPh ≡ diphenylthieno[3,4-b]pyrazine. 
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3.2. Computational methodology 

The isolated donors and acceptors and DA oligomeric structures (with n = 1 to 4 repeat 

units) were evaluated at the DFT level with the global hybrid B3LYP functional
35-38

 in 

conjunction with a 6-31G(d,p) basis set.
39,40

 The low-lying singlet excited states of the DA 

oligomers were evaluated at the neutral ground-state geometries using TDDFT with B3LYP and 

the same basis. We note that the solubilizing chains often appended along the conjugated 

backbone are represented here as methyl groups to reduce the computational cost while still 

accounting for the electron-donating ability of the substituent.
41

 All calculations were performed 

using the Gaussian03 (Revision E.01) suite of programs.
42

 

It is important to keep in mind that the use of the B3LYP functional can have limitations 

with regard to the proper description of charge-transfer excited states. In this context, recent 

work with tuned long-range corrected (LRC) functionals (including our work described in the 

following Chapter) has highlighted significant improvements in terms of these descriptions.
43-48

 

However, since we are interested here in the trends among analogous systems and given the 

substantial cost associated with the tuning of the range-separation parameter for every oligomer 

unit considered, B3LYP remains a reasonable choice for our purpose while providing a 

consistent framework for the comparison of the results.  

3.3. Results and discussion 

For the sake of conciseness, we will restrict the oligomer data discussed below to the 

tetramer (n = 4) cases. Details of the calculated electronic and optical properties for the structures 

we studied can be found in the Ancillary Material. 
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3.3.1. Electronic structure of the isolated donor and acceptor fragments 

Based on the C(CH3)2, NCH3, or Si(CH3)2 X-substituent, the CPDP and CPDT donor 

fragments are referred to as C/CPDP, N/CPDP, or Si/CPDP and C/CPDT, N/CPDT, or Si/CPDT, 

respectively. The HOMO energies of these donor fragments are calculated to range between -5.1 

eV to -5.8 eV (see Table A.3.1); the HOMO energies of the X/CPDP donor fragments are more 

energetically stable (by ≈ 0.2–0.6 eV) than those of the X/CPDT fragments, which reflects the 

larger aromaticity of the benzene rings vs. thiophene rings. However, replacing Si(CH3)2 with 

NCH3 in the 9-position destabilizes the HOMO energy by 0.46 eV and 0.20 eV in the X/CPDP 

and X/CPDT fragments, respectively; this is due to the interplay between the resonant electron-

donating effect and inductive electron-withdrawing effect of the nitrogen. As expected, the 

variations in electronic structure between the C(CH3)2 and Si(CH3)2 systems are very small. 

Turning to the LUMO energies of the acceptor fragments (Y), Figure 3.2 illustrates that 

they vary considerably with an energetic separation of some 1.6 eV between the LUMOs of the 

weakest acceptor, quinoxaline
49

 (QX), and the strongest acceptor, benzodithiadizole
50

 (B2T). 

The pyridine derivatives (PSe,
51

 PT,
52

 PX,
53

 and PP
54

) present, as expected, more stable LUMO 

energies (larger, i.e., more exothermic, electron affinities) than their respective benzene 

counterparts (BSe,
92

 BT,
92

 BX,
55

 and QX
56

) as a result of the inductive electron-withdrawing 

effect of the pyridine nitrogen.
17

 Similarly, the larger inductive electron-withdrawing effect from 

oxygen compared to sulfur (or selenium) results in a more stable LUMO for BX and PX 

compared to BT and PT (or BSe and PSe). Note that BSe and PSe have slightly more stable 

LUMO energies compared to BT and PT (-2.44 eV and -2.91 eV vs. -2.35 and -2.83 eV, 

respectively), which is consistent with previously reported results
57,58

 (also matching the trend 

reported for their DA oligomer analogs
59

). With similar electronegativities, this highlights the 



 

40 

contribution of the resonant effect (weaker N-Se coupling compared to N-S due to the longer 

bond length) on the LUMO energy stabilization. Extension of the conjugation due to the fusion 

of an additional thiophene ring in TQ compared to QX stabilizes the LUMO energy by 0.58 eV. 

The addition of two phenyl substituents in TPPh compared to TP results in minimal effects on 

the LUMO energy because of the limited conjugation of the phenyl groups to the TP core (the 

phenyl groups are twisted by some 42° out of the plane of TP). 
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Figure 3.2 HOMO and LUMO energies of the isolated C/CPDP, C/CPDT, N/CPDP, and 

N/CPDT donors and unsubstituted (Y) and bis-thiophene substituted (T-Y-T) acceptors, as 

determined at the B3LYP/6-31G(d,p) level of theory. The LUMO energy of PC61BM is included 

for reference. 

 

In many of the DA copolymers designed for BHJ solar cells, the isolated acceptors (Y) 

are coupled on both sides by thiophene units to form T-Y-T segments.
60-62

 The increased 

conjugation brought by the thiophene rings is generally expected to contribute to a higher 

HOMO energy (smaller ionization potential) through enhanced delocalization of the DA HOMO 

wave function. Also, in some systems, these substitutions can have important implications on 

increasing/maintaining coplanarity along the conjugated backbone, see below.
11

 The HOMO 

wave functions of the T-Y-T structures (see SI) are largely delocalized over both the acceptor 

and thiophene moieties, whereas the LUMO wave functions are mainly localized along their 

acceptor fragments. These characteristics are a simple consequence of a closer energetic 

alignment of the HOMO energies of the isolated acceptor fragments and thiophene (ΔE(HOMO) 

≈ 0.1 – 1.0 eV), while there is a much larger difference in their respective LUMO energies 

(ΔE(LUMO) ≈ 1.7 – 3.3 eV). Another consequence is that the bis-thiophene substituted 

acceptors display only slightly more energetically stabilized LUMOs, at most by ~ 0.4 eV, 

compared to their isolated counterparts, see Figure 3.2 and Table A.3.2. The extent of 

stabilization depends on the acceptor strength, where the strongest acceptors (presenting the 

largest LUMO energy difference between themselves and thiophene) show minimal impact of 

the addition of the thiophene rings while the weaker acceptors have the largest LUMO energy 

stabilization. Compared to the isolated acceptors, the destabilization of the HOMO energies for 

the bis-thiophene-substituted acceptors is substantial (by ≈ 0.4–1.7 eV). Thus, the HOMO 

destabilization in the bis-thiophene-substituted acceptors has a much larger contribution to the 
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lowering of the fundamental gap compared to the contribution from the LUMO stabilization.
18

 

Inspection of Figure 3.2 provides a very important message. The HOMO energies of the donor 

and T-Y-T fragments being very similar, a strong mixing of the HOMO wave functions of the 

two components is possible. This will be much less the case when considering the LUMOs.
63

 

3.3.2. DA oligomer geometric and electronic structures 

The labeling used for the DA oligomers is given in Figure 3.1. The ground-state 

geometric structures of the DA oligomers are very much influenced by the choice of the donor 

and acceptor fragments. The structures present varying degrees of linearity (or lack thereof) 

along the long molecular axis and of deviations from coplanarity. Figure 3.3 provides the 

labeling of the torsion angles while Table 3.1 gathers the torsion angles along the conjugated 

backbones of select DA oligomers. 

In general, the X/CPDP-Y oligomers deviate more from a coplanar architecture compared 

to X/CPDT-Y oligomers; this is a consequence of the steric interactions between the hydrogen 

atoms in the 1-, 3-, 5-, and 7-positions of X/CPDP (vs. the 3- and 7-positions of X/CPDT) and 

the nearest-neighbor atoms of the acceptor fragment. The torsion angles are the largest for 

oligomers with the TQ, QX, and PP acceptors due to the increased bulkiness of these acceptor 

heterocycles. The additional increase in torsion angle in systems with the TQ acceptor is a result 

of the increased bulkiness from the extension of the heterocycle and the steric hindrance from the 

two hydrogen atoms in the 6- and 8-positions. Large deviations from planarity impact the 

electronic structure of the oligomers through reduction of the wave-function delocalization. 

Introduction of the thiophene rings between the donors and acceptors, in general, reduces 

these torsion angles.
11

 These smaller twists are a result of limiting the steric interactions, 

especially with the neighboring six-membered rings in the X/CPDP-Y fragment; coupling the 
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bis-thiophene-substituted acceptors to the X/CPDT-based donors has a lesser impact on the 

degree of twisting. We note that there can be a substantial energy cost, varying from 2.3 to 63.4 

kcal/mol (or, in the context of thermal energy, from some 1200 K to 30,000 K), required to 

coplanarize the DA oligomers that present torsion angles > 25°. 

 

 
 

Figure 3.3 Illustration of the torsion angles along the conjugated backbones of the DA 

oligomers. 
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Table 3.1 Illustration of the torsion angles along the conjugated backbones of the DA oligomers. 

Torsion angles (°) along the conjugated backbone and the total energy difference (kcal/mol) 

between a constrained coplanar conformation (to keep Φ = 0°, fully relaxed otherwise) and the 

fully relaxed geometries for select oligomers as determined at the B3LYP/6-31G(d,p) level of 

theory. See Figure 3.3 for definitions of the torsion angles. 

 

 
 Φ1 Φ2 Φ3 Φ4 ∆Etot

b
 

N/CPDP-BT 39 35 - - 13.0 

N/CPDP-B2T 37 37 - -  

N/CPDP-TQ 54 55 - - 63.4
a
 

N/CPDP-QX 47 44 - - 26.9 

N/CPDP-PP 43 25 - - 13.8 

N/CPDP-PT 35 3 - -  

N/CPDP-TP 22 13 - - 0.9 

N/CPDP-T-BT-T 27 26 9 5 2.9 

N/CPDP-T-B2T-T 23 23 1 1  

N/CPDP-T-TQ-T 25 27 42 41 25.4
a
 

N/CPDP-T-QX-T 28 26 6 21 3.5 

N/CPDP-T-PP-T 27 26 0 18 3.1 

N/CPDP-T-PT-T 26 26 0 5  

N/CPDP-T-TP-T 25 25 0 1 2.3 

N/CPDT-BT 1 3 - -  

N/CPDT-B2T 0 0 - -  

N/CPDT-TQ 27 35 - - 14.9
a
 

N/CPDT-QX 11 5 - - 0.1 

N/CPDT-PP 0 7 - -  

N/CPDT-PT 0 0 - -  

N/CPDT-TP 0 0 - -  

N/CPDT-T-BT-T 7 7 1 1  

N/CPDT-T-B2T-T 0 0 0 0  

N/CPDT-T-TQ-T 20 11 40 40 20.5
a
 

N/CPDT-T-QX-T 13 11 17 2 0.4 

N/CPDT-T-PP-T 3 10 1 12  

N/CPDT-T-PT-T 2 6 0 1  

N/CPDT-T-TP-T 1 3 1 1  
a
 We note that in constraining Φ to 0 degrees, the relaxed TQ heterocycle is no longer coplanar due to 

increased steric interactions. Torsion angles for C/CPDP-(TP, QX, BT, TQ, and B2T) have been reported 

previously.
25

 
b
 ∆Etot are included for representative examples.  

 

As anticipated from our earlier discussions, the HOMO wave function in the DA 

oligomers is generally delocalized over both donor and acceptor fragments. In most cases, these 
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wave functions correspond to the out-of-phase combination of the HOMOs of the donor and 

acceptor fragments, see Figure 3.4 and Figure 3.5. The LUMO wave functions of most systems, 

on the other hand, are predominantly composed of the acceptor LUMO and are localized over the 

acceptor fragments. Obviously, the level of mixing and localization/delocalization of the HOMO 

and LUMO wave functions in the DA oligomers is also a function of the torsion angles along the 

donor and acceptor conjugation bridge. Inspection of Figure 3.2, Figure 3.4, and Figure 3.5 

highlights the roles of energetic alignment and (departure from) coplanarity. For C/CPDP-QX, 

the LUMO wave function is localized over the acceptor fragment due to the combination of a 

large mismatch between the LUMO energies and large torsion angles. With slightly better 

matching of the LUMO energies and substantial decrease in torsion angles (we note that the C/ 

and N/ torsion angles are comparable), the LUMO in C/CPDT-QX is delocalized over both the 

donor and acceptor components.  

Interestingly, see Figure 3.5, the strongly stabilized LUMO of the B2T acceptor 

energetically matches better with the C/CPDT HOMO than the C/CPDT LUMO; as a result, the 

C/CPDT-B2T LUMO also displays some contribution from the HOMO of C/CPDT (see Figures 

A.3.1 and A.3.2). In addition, the C/CPDT-B2T HOMO is composed of the C/CPDT HOMO and 

has contributions from both the HOMO and LUMO wave functions of B2T. This strongly 

impacts the fundamental gap of X/CPDP-B2T, vide infra. 
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Figure 3.4 Illustrations of the frontier molecular orbitals (isovalue surface 0.02 a.u.) for the 

C/CPDP-QX, C/CPDT-QX, C/CPDP-T-QX-T, and C/CPDT-T-QX-T tetramers evaluated at the 

B3LYP/6-31G(d,p) level. 
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Figure 3.5 Illustrations of the frontier molecular orbitals (isovalue surface 0.02 a.u.) for the 

C/CPDP-B2T, C/CPDT-B2T, C/CPDP-T-B2T-T, and C/CPDT-T-B2T-T tetramers evaluated at 

the B3LYP/6-31G(d,p) level. 
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Figure 3.6 illustrates the HOMO and LUMO energies and fundamental gaps for the DA 

tetramers as a function of the acceptor fragments. The X/CPDP-Y oligomers have energetically-

stabilized HOMOs compared to the X/CPDT-Y oligomers, which is consistent with the trends 

for the isolated donor fragments. The X/CPDP-T-Y-T HOMO energies are significantly 

destabilized (by 0.11–0.43 eV) when compared to X/CPDP-Y oligomers, as a result of a more 

coplanar configuration across the backbone and increased delocalization of the HOMO wave 

function (it should be borne in mind that the extents of localization/delocalization we are 

referring to here, are simple qualitative descriptions from inspection of the MOs). The effect of 

the various X-substituents on the DA tetramer HOMO energy is smaller (0.04 eV – 0.16 eV) 

than in the isolated donors. Although small, we recall that such differences can play a significant 

role on the open-circuit voltage of the solar cell.
31,64

 The fundamental gap of the DA tetramers is 

a function of the HOMO and LUMO energy trends as discussed above, with X/CPDP-based 

tetramers presenting a larger fundamental gap compared to X/CPDT-based tetramers. The 

X/CPDP-T-Y-T tetramers have substantially reduced fundamental gap compared to the X/CPDP-

Y tetramers while the effect is much smaller in the X/CPDT-based tetramers. 
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Figure 3.6 Energies of HOMO (bottom of rectangular box) and LUMO (top of rectangular box) 

and fundamental gaps of the tetramers as determined at the B3LYP/6-31G(d,p) level. The 

HOMO energy of the isolated C/CPDP or C/CDPT fragments (dashed lines) and the PC61BM 

LUMO energy (dotted lines) are included for reference. 

  

Figure 3.6 also illustrates the relationship between the LUMO energies of the DA 

tetramers and PC61BM. Note that a number of tetramers are calculated to have energetically 

stabilized LUMOs compared to that of PC61BM, most notably all of the tetramers containing the 

B2T and PX acceptors; this can negatively impact the ability of the corresponding copolymers to 

transfer electrons to the fullerene electron-transport material. 
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3.3.3. DA oligomer lowest excitation energies and absorption strengths 

Time-dependent density functional theory at the B3LYP/6-31G(d,p) level has been used 

to gain insight into the vertical singlet (S0→Sn) electronic transitions. The evolution of the first 

vertical transition energy (S0→S1, EOP) and the S0→S1 transition configurations are described in 

detail in the Supporting Information. The S0→S1 transitions can be principally described as 

HOMO→LUMO one-electron excitations; as a result, the magnitude and trends in optical gaps 

are similar to those of the fundamental gaps. 

The ability to effectively absorb photons is an important parameter that governs the 

efficiency of OPVs. The oscillator strength of an electronic excitation is directly determined by 

the square of the transition dipole moment between the ground and excited state, which is 

namely a function of the spatial overlap between the ground-state and excited-state wave 

functions. Figure 3.7 shows the evolution of the oscillator strength (f) for vertical transitions 

from the ground state to the lowest-lying excited state (S0→S1) for the DA tetramers. The 

oscillator strengths in X/CPDT-based oligomers, in general, are larger than those for the 

X/CPDP tetramers, which relates to the more coplanar nature of the geometric structure. DA 

oligomers with bisthiophene-substituted acceptors have considerably larger oscillator strengths; 

this increase comes from the contributions of: (i) extended conjugated paths that contribute to 

larger transition moments; and (ii) increased coplanarity (especially for the X/CPDP-based 

oligomers) that improves the spatial overlap of the wave functions. 



 

51 

 

Figure 3.7 Energies of HOMO (bottom of rectangular box) and LUMO (top of rectangular box) 

and fundamental gaps of the tetramers as determined at the B3LYP/6-31G(d,p) level. The 

HOMO energy of the isolated C/CPDP or C/CDPT fragments (dashed lines) and the PC61BM 

LUMO energy (dotted lines) are included for reference. Oscillator strength (f) for the first 

vertical transition (S0→ S1) for the DA tetramers as determined at the TD-B3LYP/6-31G(d,p) 

level.  

 

There is effectively no change in the calculated oscillator strengths as a function of the X-

substituent in the X/CPDP-based oligomers. In X/CPDT-based oligomers, there occurs some 

increase in oscillator strength (up to 8 and 12% for the X/CPDT-Y and X/CPDT-T-Y-T 

oligomers, respectively) when X changes from Si(CH3)2 to C(CH3)2. This is possibly a 

contribution from a decrease in the backbone curvature (see Figure A.3.5), or reduced distortion 

of the cyclopentadithiophene unit (due to the smaller atomic size of carbon vs. silicon) as 

described by Scharber et al.
65

. 
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Available experimental data are compared to the calculated data in Table 3.2. A direct 

comparison is in fact difficult as there are many parameters that differ from one set of 

measurements to another. For instance, data from electrochemical techniques differ as there is no 

consistent use of standard electrodes or solvents. For the optical gap, the difficulty in comparison 

comes from the measurements taking place either in solution (with varying solvents) or in thin 

films. Additionally, the optical gaps are sometimes reported from the absorption onset and at 

other times from the absorption maximum. Keeping these limitations in mind as well as the 

limits of the quantum-mechanical methods used in the calculations (e.g. the density functional 

approximations used and oligomer calculations in vacuo at 0 K vs. polymer property 

measurements in solution or the solid state), there is generally a good agreement between the 

calculated data and the available experimental results. The ionization potentials and electron 

affinities are generally underestimated with the IP somewhat more so than the EA, whereas the 

calculated values for the optical gaps, EOP, values match well with the experimental values. 

 

Table 3.2 Calculated (Koopmans) gas phase IP, EA, EG, and EOP values compared to available 

experimental data.  
 

Oligomer 

Experimental (eV) 
 

Calculated (eV) 

IP EA 
EG 

(IP-EA) 
EOP Ref. 

 

-HOMO 

energy 

-LUMO 

energy 
EG EOP 

N/CPCP-T-BX-T 5.47 3.65 1.82 1.87
σ
 [a] 

 
4.95 2.78 2.18 1.87 

N/CPCP-T-BT-T 5.45 3.60 1.85 1.88
σ
 [a] 

 
4.82 2.68 2.13 1.82 

N/CPCP-T-QX-T 5.46 3.42 2.04 2.02
σ
 [a] 

 
4.77 2.40 2.37 2.02 

N/CPCP-T-PP-T 5.52 3.67 1.85 1.89
σ
 [a] 

 
4.86 2.64 2.21 1.88 

N/CPCP-T-PX-T 5.55 3.93 1.62 1.67
σ
 [a] 

 
5.06 3.05 2.02 1.74 

N/CPCP-T-PT-T 5.53 3.80 1.73 1.75
σ
 [a] 

 
4.92 2.95 1.97 1.68 

C/CPDP-T-BT-T   
 

2.28
τ
 [b] 

 
4.85 2.73 2.12 1.80 

C/CPDP-T-TPPh-T 5.60 3.60 2.00 1.55
σ
 [c] 

 
4.53 2.69 1.84 1.56 

Si/CPDP-T-BT-T 5.39 
  

1.82
σ
 [d] 

 
4.85 2.73 2.13 1.81 

N/CPDT-BT 4.81 3.08 1.73 1.43
σ
 [e] 

 
4.48 2.91 1.57 1.34 

C/CPDT-BT 5.30 3.57 1.73 1.40
σ
 [f] 

 
4.48 2.91 1.57 1.34 

C/CPDT-BSe 4.90 3.28 1.62 1.35
σ
 [g] 

 
4.41 2.94 1.47 1.23 

Si/CPDT-BT 5.05 3.27 1.78 1.45
σ
 [h] 

 
4.56 2.89 1.67 1.41 

N/CPDT-T-BT-T 5.00 3.43 1.57 1.46
σ
 [i] 

 
4.45 2.88 1.53 1.25 

N/CPDT-T-B2T-T 5.05 4.30 0.83 0.54
σ
 [j]  4.47 3.61 0.66 0.59 
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It should be noted that various -R groups are attached in the experimentally reported polymer architectures. 

Also, the electrochemistry techniques are very broad (variety of standard electrodes, solvents used). The optical gaps 

are estimated either from the absorption maximum or absorption onset in solution (variety of solvents) or in thin 

films. 
σ 

Absorption onset. 
τ
 Absorption maxima. References: [a] Blouin et al.,

17
 [b] Svensson et al.,

28
 [c] Perzon et 

al.,
66

 Zhang et al.,
43

 [d] Wang et al.,
31

 [e] Yue et al.,
67

 [f] Muhlbacher et al.,
68

 [g] Hou et al.,
69

 [h] Hou et al.,
33

 [i] 

Zhou et al,
62

 [j] Steckler et al.
70

 

 

3.4. Conclusions 

The literature on donor-acceptor copolymers (or small molecules) includes constructs 

that, on the one hand, consist of purely donor and acceptor moieties and, on the other hand, also 

include thiophene spacers along the conjugated backbone.
60-62

 Our main goal in this Chapter was 

to investigate the extent of the electronic couplings between the donor and acceptor units as well 

as the role of the thiophene spacers and to determine the donor-acceptor copolymer geometric, 

electronic, and optical properties. To derive a broad understanding, we considered a large series 

of copolymers based on six representative donors and twelve acceptors, in the absence and in the 

presence of the thiophene spacers.  

Individually, the acceptors considered herein present a large variation in LUMO energies 

(electron affinities). On bis-thiophene substitution (thiophenes sandwiching the acceptor), the 

LUMO energies are somewhat stabilized (up to 0.4 eV) with the weaker acceptors presenting the 

largest stabilization. Compared to the isolated units, the HOMO energies of the bis-thiophene-

substituted acceptors are significantly destabilized (0.4 – 1.7 eV), a consequence of large wave-

function delocalization resulting from the close alignment of the isolated acceptor and thiophene 

HOMO energies. This destabilization in fact brings the bis-thiophene-substituted acceptor 

HOMO energies close to the HOMO energies of the donors, allowing in principle for a strong 

mixing of the respective HOMO wavefunctions across the DA oligomers. 
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The level of mixing of the HOMO or LUMO wavefunctions, and their subsequent 

localization/delocalization, however, is a function not only of the energetic alignment of the 

respective molecular orbitals but also of the torsion angles between the units. We find that the 

thiophene spacers help planarize the copolymer backbone, for instance, by 10 – 25 ° in the 

X/CPDP-T-Y-T compared to the X/CPDP-Y oligomers. Overall, the HOMO energy for the 

X/CPDP-T-Y-T oligomers is 0.1 – 0.4 eV higher than for the X/CPDP-Y oligomers; there is also 

a 55 – 120 % increase in oscillator strength for the X/CPDP-T-Y-T oligomers compared to 

X/CPDP-Y. 

The benzobisthiadiazole (B2T) acceptor presents characteristics that differ from the other 

systems. Due to its very strong acceptor character, its strongly stabilized LUMO energetically 

matches better with the HOMO of C/CPDT than the LUMO; as a result, the C/CPDT-B2T 

LUMO displays some contribution from C/CPDT HOMO in addition to B2T LUMO. This 

provides an unusual example of the role of energetic alignment in the mixing of donor and 

acceptor wavefunctions in donor-acceptor copolymers. 

In this Chapter, we have thus been able to quantify the extent to which the thiophene 

spacers destabilize the acceptor HOMO energies, stabilize their LUMO energies, planarize the 

donor-acceptor copolymer backbone, and as a result impact the overall electronic and optical 

properties. The quantitative and qualitative descriptions of the excited states that determine the 

donor-acceptor copolymer optical properties are discussed in more detail in the next Chapter. It 

must be emphasized, however, that both i) intramolecular sterics that can arise from the use of 

solubilizing groups and ii) intermolecular interactions of the hole- and electron-transport 

materials in the active layer can further impact these properties. Our first steps in investigating 

the HTM:ETM interactions are discussed in Chapters 5 and 6.  
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CHAPTER 4  

LOWEST EXCITED STATES AND OPTICAL ABSORPTION SPECTRA 

OF DONOR-ACCEPTOR COPOLYMERS FOR ORGANIC 

PHOTOVOLTAICS: A CHARACTERIZATION FROM TUNED LONG-

RANGE CORRECTED DENSITY FUNCTIONALS 

 

4.1. Introduction 

Importance of low optical-gap DA systems in polymer photovoltaics has been 

highlighted in the previous chapters. The small optical gap in these materials, intended to 

increase the overlap between the polymer absorption profile and the incident solar radiation, is 

mainly related to the presence of low-lying excited states that are expected a priori to display 

significant charge-transfer (CT) character. Gaining a good understanding of the nature of the 

lowest-lying excited states (excitons) of the copolymers is key since the charge-generation 

process relies on the dissociation of these excitons at the polymer/fullerene interface. Thus, the 

description of these low-lying excited states, for instance with DFT,
1,2

 can provide insight into 

the design of improved polymers for OPV.
3
  

Optical excitations in these polymers can be computed at the TDDFT level.
4-6

 However, 

conventional semi-local and standard hybrid DFT functionals (such as the popular B3LYP 

functional
7-9

) are known to fail in giving a proper description of CT excitations, quantitatively 

and even qualitatively.
10-14

 This failure can be traced back to the nonlocal character of the 

asymptotic 1/r dependence of the CT energy that is either entirely missed in pure semi-local 
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functionals or only partially accounted for in standard hybrid approaches.
11,15

 While standard 

hybrid approaches include globally a fixed amount of exact nonlocal exchange, LRC hybrid 

functionals present a distance-dependent fraction of exact exchange through a splitting of the 

Coulomb operator (see Equation 2.26). Here, a semilocal functional approximation describes the 

short range (first term in Equation 2.26) and there is full inclusion of exact exchange in the long 

range (second term in Equation 2.26). In this way, long-range corrected functionals should in 

principle improve the description of excited states with a CT character. However, in many cases, 

when using the default values of the range-separation parameter ω, they have been shown to 

provide unsatisfactory results due to an overestimation of the energies
3,16

 of CT states (we note 

that the smaller the ω value, the larger the extent of the short-range region). Importantly, ω has 

been demonstrated to be sensitive to the system under consideration.
17-19

 Thus, a (physically-

based) tuning of the range-separation parameter, an approach pioneered by Baer, Kronik, and 

their co-workers,
15,20-25

 has been shown to improve the description of the fundamental gap and 

thereby of CT excitations. 

Here, we employ two tuned LRC functionals
14,26

 to examine the absorption spectra and 

low-lying excited states in a series of low optical-gap donor-acceptor copolymers of relevance 

for organic solar-cell applications. The same polymers have been studied recently with the 

popular B3LYP functional,
3
 which will allow us to assess the differences brought by tuned LRC 

functionals. 

After presenting the methodology undertaken, we examine the evolution of the optimized 

range-separation parameter with size and nature of the system as well as the magnitude of the 

errors associated with the gap-fitting procedure; a comparison between the long-range corrected 

functionals is provided. We then compare and discuss the performance of the LRC functionals 
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(with both tuned and default range-separation parameters) with regard to experiment and to the 

conventional B3LYP hybrid functional in terms of optical gaps and optical absorption spectra. 

Importantly, tuned LRC functionals are seen to provide a more localized description of the 

lowest excited state (exciton) than initially anticipated. 

4.2. Methodology 

We have considered the low-optical-gap polymers displayed in Figure 4.1. The ground-

state geometries of oligomers with one to six repeat units 
27

 were optimized at the B3LYP/6-

31G(d,p)
28,29

 level using Q-Chem 3.2.
30

 Since the combination of electron-rich and electron-

deficient moieties in these oligomers is expected a priori to result in a CT character of the low-

lying excitations, the tuning of the range-separation parameter is based on gap fitting: 

)()1()()( NENENJ gsgsHIP

        (4.1) 

)1()()1()(  NENENJ gsgsHEA

       (4.2) 

)()()(  EAIPgap JJJ          (4.3) 

where )(NH

  is the HOMO orbital energy for the N-electron system and 
)(NEgs



 is the 

corresponding SCF energy. For each system in its optimized geometry and each functional, the ω 

value that minimized 
)(gapJ

 was chosen as the (optimal) tuned   value. A similar approach to 

evaluating the optical gap in a donor-acceptor system was recently reported.
21

 

The single-point computations of the open-shell cation and anion states were performed 

with the unrestricted Kohn-Sham formalism. The LRC functionals from Chai and Head-Gordon 

(ωB97) 
14

 and from Baer, Neuhauser, and Livshits (BNL) 
26

 were employed with a 6-31G(d,p) 

basis. 
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Optical absorption spectra were simulated (based on a 0.35 eV FWHM Gaussian 

broadening of the vertical transition energies and associated oscillator strengths) with TDDFT 

using the LRC functionals (with both default and tuned ω values) as well as with B3LYP and the 

same 6-31G(d,p) basis (Q-Chem 3.2). Additionally, we have explored the impact of the polarity 

of the solvent on the computed absorption spectra by considering the polarizable continuum 

model (PCM) 
31,32

 under the linear-response approximation (non-equilibrium excited-state 

solvation), with the choice of solvent parameters corresponding to the solvents used in the 

reported experimental spectra.
33-36

 The TDDFT calculations for the largest oligomers (five and 

six repeat units) and in the presence of the dielectric medium were performed using Gaussian-09 

Revision B.01.
37

 SG1grids were employed in all cases to ensure that the Gaussian-09 results 

matched results from Q-Chem. The B3LYP/6-31G(d,p) structures, the optimized values of the 

range-separation parameters, and the entirety of the TDDFT results are included in the Ancillary 

Materials. 

4.3. Results and discussion 

4.3.1. System dependence of the range-separation parameter 

The chemical structures of the six polymers examined in this work are presented in 

Figure 4.1. The ground-state geometries are similar to the tetramer structures described by Risko 

et al.
3
 The evolution of the tuned range-separation parameter with system size is plotted as a 

function of number of repeat units in Figure 4.2. In most systems, the characteristic lengths 

(1/ω) 
15

 increase from ca. 5.1 bohr (1 bohr = 0.53 Å) for the monomers and saturate after about 4 

repeat units to reach 8 – 8.5 bohr. The exceptions are: (i) PCDTBT, which presents a longer 

conjugated path per repeat unit and where the characteristic length saturates after 2–3 repeat 
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units to ~6.6 bohr; and (ii) PCPDTBT, for which the characteristic length has not been reached 

after 6 repeat units. As discussed by Refaely-Abramson et al. 
15

 and Körzdörfer et al.,
18

 these 

results confirm that the characteristic lengths depend on the chemical nature of the system and 

the system size. In our earlier work,
18

 we suggested that the characteristic length is, in an 

interesting way, a description of the extent of conjugation in the system. For the sake of 

comparison, we note that for oligothiophenes 1/ω saturates to about 6.75 bohr, which means that 

the polymers investigated here, provided they maintain a (nearly) coplanar backbone in the solid 

state, appear to be more conjugated than polythiophene itself. Importantly, the tuned ω values 

(on the order of 0.10 – 0.15 bohr
-1

 in the longest oligomers) are significantly different from the 

default values for the ωB97 and BNL functionals (0.4 and 0.5 bohr
-1

, respectively). As we 

describe below, this will have a substantial impact on the computed optical properties.  

 

Figure 4.1 Chemical structures of the copolymers considered in this work. In the calculations, 

values of n from 1 to 6 were considered (each oligomer being capped by hydrogen atoms). The 

abbreviations (that are those commonly used in the OPV literature) stand for: PBDTTPD
33

 ≡ 

poly[4,8-bis-alkyloxy-benzo[1,2-b:4,5-b']dithiophene-2,6-diyl-N-alkylthieno[3,4-c]pyrrole-4,6-

dione-1,2,diyl]; PBDTTT-C
34

 ≡ poly[4,8-bis-alkyloxy-benzo[1,2-b:4,5-b']dithiophene-2,6-diyl-

alt-4-(alkyl-1-one)thieno[3,4-b]thiophene-2,6-diyl]; PBDTTT-CF
34

 ≡ poly[4,8-bis-alkyloxy-
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benzo[1,2-b:4,5- b']dithiophene-2,6-diyl-alt-4-(alkyl-1-one)-3-fluorothieno[3,4-b]thiophene-2,6-

diyl]; PBDTTT-E
34

 ≡ poly[4,8-bis-alkyloxy-benzo[1,2-b:4,5-b']dithiophene-2,6-diyl-alt-4-

alkylester-thieno[3,4-b]thiophene-2,6-diyl]; PCDTBT
35

 ≡  poly[N-alkyl-2,7-carbazole-alt-5,5-

(4',7'-di-2-thienyl-2',1',3'-benzothiadiazole); PCPDTBT
36

 ≡ poly[2,6-(4,4-bis-alkyl-4H-

cyclopenta[2,1-b;3,4-b']dithiophene)-alt-4,7-(2,1,3-benzothiadiazole)]. 

 

The lower panel of Figure 4.2 presents the errors related to the gap-fitting procedure for 

which Jgap should be ideally equal to 0. The gap-fitting errors for the longer oligomers are 

typically around 0.04 eV; in all cases, they are well below 0.1 eV. Such small errors in the gap 

fitting, in principle, should lead to a reliable description of the energies of the lowest excited 

states even if they possess a significant CT character. 
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Figure 4.2 Characteristic lengths 1/ (top panel) and corresponding values of Jgap(ω) (bottom 

panel) as a function of oligomer size from tuned ωB97/6-31G(d,p). 

 

4.3.2. Is the choice of semi-local functional approximation at short-range critical?  

With a view to explore the dependence of the characteristic lengths and the description of 

the CT energies, oscillator strengths, and optical absorption spectra on the specific choice of the 

LRC functional, we also carried out gap-fitting for BNL and evaluated the vertical excited-state 
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properties at the TDDFT level for the oligomers of Figure 4.1 with 1 to 4 repeat units. The 

optimized  values are very similar for both functionals (see Table A.4.1), with the largest 

difference between the two functionals in the tuned ω value for a given oligomer size being just 

0.014 bohr
-1
. Nearly identical optical absorption spectra are obtained for ωB97 and BNL with the 

tuned range-separation parameter, see Figure 4.3. These results confirm that, when tuning the 

range-separation parameter, the differences in the semilocal approximations to exchange and 

correlation (modified form of B97
38

 and LYP
8
 in ωB97 and BNL, respectively) do not 

significantly impact the description of the computed optical properties.
18

 As a result, the gap-

fitted ω optimization and subsequent evaluation of the longer oligomers (pentamers and 

hexamers) were carried out with only ωB97. (Also, for the sake of conciseness, Figure 4.3 and 

the remaining figures in the main text deal only with the results for PBDTTT-CF and PCDTBT, 

taken as representative examples; additional results can be found in the Ancillary Material). 
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Figure 4.3 Calculated optical absorption spectra from tuned ωB97 and BNL for the tetramers of 

the representative systems PBDTTT-CF and PCDTBT at the TDDFT level.  
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4.3.3. Evolution of S1 energy with oligomer size 

Table A.4.2 lists S1 energies for each DA oligomer with varying oligomer size. The 

TDDFT first transition energy (S0S1) of the oligomers begins leveling off after about 5 repeat 

units (3 for PCDTBT). This evolution is similar to the saturation of 1/ω with increasing oligomer 

length. Figure 4.4 represents the evolution of the oligomer S0S1 energy as a function of the 

inverse number of repeat units (1/n). The B3LYP S0S1 energies are consistently 0.15 – 0.50 eV 

below the tuned ωB97 energies; these energy differences are largest for monomers and 

progressively reduce with the increase in oligomer size. Figure 4.4 also includes linear (1/n) and 

exponential 
39

 fits of the S0S1 energies with respect to the inverse number of repeat units. The 

exponential fit is based on the equation: 

)]1(exp[)()( 1   naEEEnE       (4.4) 

which gives the S0S1 energy, E(n), for a system with n repeat units given the values for E1 and 

E∞ that represent the S0S1 energies for the monomer and polymer, respectively. Parameter a 

describes how quickly E(n) saturates from the monomer to the polymer limit, E∞. The S0S1 

energies for the oligomer sizes considered here follow very well a linear relationship with 1/n 

(R
2
 values > 0.99) for all functionals considered (B3LYP and the tuned and default ωB97, see 

Table A.4.3). However, saturation of E(n) starts appearing in the exponential fit at about the size 

of the longest oligomers; these results confirm the substantial conjugation length manifested by 

these copolymers. 

4.3.4. Comparison of simulated optical spectra 

We will discuss the performance of the ωB97 (with both tuned and default ω) and 

B3LYP in comparison with experiment by considering the longest oligomers evaluated here. In 
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view of the progressions in Figure 4.4, computations on even longer oligomers might result in 

slightly lower excitation energies; however, this effect is not expected to be larger than ~0.1 eV 

even when based on the linear extrapolations that tend to exaggerate the progression near the 

polymer limit. We note that the tuned and default ωB97 and B3LYP S0S1 energies 

extrapolated to the polymer limit using the linear fit are 0.15 – 0.30 eV lower than the ones 

derived through the exponential fit for all copolymers, which is consistent with previous 

results.
40

 The average values for   (Equation 4) evaluated for tuned ωB97 and B3LYP (when 

considering the systems for which we went up to the hexamers) are 0.89 and 0.75, respectively; 

this means a slower saturation of E(n) from B3LYP, in line with the tendency of conventional 

DFT to provide an overdelocalized description of the wave functions in π-conjugated materials.
41

 

We now turn our attention to the performance of ωB97 and B3LYP in comparison to the 

experimental optical absorption spectra. The experimental data were taken from the works of 

Zhang et al.,
33

 Chen et al.,
34

 Blouin et al.,
35

 and Muhlbacher et al.
36

 Figure 4.5 shows the 

absorbance spectra of the systems compared with the computed spectra at the TDDFT level with 

the ωB97 (tuned and default) and B3LYP functionals. In all systems, B3LYP underestimates the 

energy of the lowest absorption bands, as a result of too large a charge-transfer character of the 

excited states. Indeed, the mixing of charge-transfer configurations that are too low in energy 

with local excitations leads to an underestimation of the excited-state energies (and the 

appearance of a large set of low-lying “dark” states) in the TDDFT spectrum with B3LYP.
42,43

 

The default ωB97 functional provides for an overly localized description, resulting in an 

overestimation of the charge-transfer configuration energies and leading to too blue-shifted 

absorptions. Tuned ωB97 provides for the best comparison with the experimental absorption 
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spectra, which can be related to an improved balance in the description of the local and CT 

excitations provided by the optimization of the range-separation parameter. 

 
Figure 4.4 Evolution of the first transition energy (S0S1) with respect to the inverse number of 

repeat units (1/n) at the TDDFT level for the B3LYP and tuned ωB97 functionals in the case of 

the representative systems PBDTTT-CF and PCDTBT. 
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Figure 4.5 Calculated (“gas-phase”) optical absorption spectra with the ωB97 (default and tuned 

ω) and B3LYP functionals for the hexamer of PBDTTT-CF and tetramer of PCDTBT compared 

to the digitized experimental data.  

 

We note that for the longest oligomers, we have also explored the impact of solvent 

polarity on the computed optical absorption spectra. Interestingly, the results are found to be very 
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similar to the “gas-phase” results; only extremely small red shifts are observed as illustrated in 

Figure A.4.5. 

4.3.5. Characterization of the lowest excited-state 

In order to examine more closely the nature of the lowest electronic transitions, natural 

transition orbitals (NTOs) 
44

 for the S0S1 excitations were evaluated. Figure 4.6 illustrates the 

dominant particle-hole contributions and associated weights for the tetramer of PCDTBT. For 

B3LYP, the excitation is a contribution of two particle-hole pairs, where in each the hole is 

largely delocalized and the electron is localized over a benzothiadiazole unit. However, for tuned 

ωB97, the S0S1 excitation is described by three particle-hole pairs, where each hole is localized 

within a specific thiophene – benzene (belonging to a benzothiadiazole segment) – thiophene 

segment and the electron localized within the benzothiadiazole unit. Importantly, the description 

of the S0S1 transition as corresponding to excitations essentially localized within such 

dithienylbenzothiadiazole segments is consistent with the negligible solvatochromism recently 

reported for these systems.
45

 In fact, the decreased absorption energy and increased oscillator 

strength in PCDTBT with increasing chain length can be seen to arise not from delocalized 

charge-transfer excitations involving an electron-donating carbazole but from the coupling of the 

dithienylbenzothiadiazole-localized excitations along the chain. Although not always as strong, 

the S0S1 NTO descriptions for the other oligomers exhibit similar differences between B3LYP 

and tuned ωB97. Thus, the more balanced description from tuned ωB97 yields optical absorption 

spectra that best match experiment and provides a more localized picture of the lowest singlet 

exciton than anticipated from the donor-acceptor nature of the copolymers.  
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Figure 4.6 TDDFT natural transition orbitals (isovalue surface 0.03 a.u.) for S0S1 from 

B3LYP and tuned ωB97 for the tetramer of PCDTBT. The weight of the hole-particle 

contribution to the excitation also included.  

 

4.4. Conclusions 

The long-range corrected functionals have been previously applied to prototypical π-

conjugated systems (polyacetylenes, polythiophenes, and oligoacenes).
18,21

 The tuning of the 

range-separation parameter (ω) was shown to provide a balanced description of the localization / 

delocalization character of the wavefunctions; the value of the (tuned) ω was noted as an 

indicator of the conjugation of the system.
18

 In this Chapter, we applied this methodology to a 

series of small-optical gap systems consisting of donor and acceptor moieties to correctly 

describe the charge-transfer character of the electronic excitations. 
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Our work in this Chapter confirms the ability of tuned LRC functionals to provide a 

description of the lowest excited states in these low-optical-gap polymers leading to better 

agreement with experimental optical absorption spectra than hybrid functionals such as B3LYP 

(which systematically underestimates the energy of charge-transfer configurations) or standard 

LRC functionals. 

Based on the tuned 1/ω values for the donor-acceptor copolymers and oligothiophenes 

(that saturate about 8 – 8.5 and 6.75 bohr, respectively), the donor-acceptor copolymers 

investigated here are found to be effectively somewhat more conjugated than polythiophene 

(provided these copolymers maintain a (nearly) coplanar backbone in the solid state). 

From the computational study of many donor-acceptor copolymers, the HOMO 

wavefunction in a donor-acceptor copolymer is generally considered to be delocalized over both 

donor and acceptor units. Here, by using tuned LRC functionals and inspecting the natural 

transition orbitals (NTOs) that have the largest contributions to the lowest excited state, we 

obtain a new, very different picture of the lowest singlet exciton: the chromophoric unit is found 

to be much more localized than initially expected from the donor-acceptor character of the small-

gap copolymers but also to be strongly coupled to the nearest similar chromophoric units to its 

right and its left. 

We note that these excitons must dissociate at the HTM:ETM interface for the generation 

of photocurrent. Reliable descriptions of CT states that occur at or near the HTM:ETM interfaces 

are therefore important. Chapters 5 and 6 provide our initial studies towards understanding the 

molecular interfacial interactions of the hole- and electron-transport materials and how these 

affect CT state energies and other important parameters that impact exciton dissociation.    
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CHAPTER 5  

EFFECT OF ALKYL SUBSTITUTIONS ON THE STRUCTURAL AND 

ELECTRONIC PROPERTIES OF POLY(ALKYL)THIOPHENES 

 

5.1. Introduction 

As discussed in earlier chapters, the design and use of better photoactive materials have 

key impact on the performance improvements in photovoltaic cells.
1,2,3

 In addition to the use of 

suitable electron-donating and electron-withdrawing substituents (Chapter 3), attachment of 

linear, bulky, or conjugated side chains are alternative methods to control material properties.
4
 

Conjugated side chains can help increase the conjugation path and thereby extend and broaden 

light absorption.
5,6

 However, bulky rings or substituents are likely to negatively impact PCE as 

excessive twisting in the polymer backbone affects solid-state packing and consequently reduces 

JSC.  

The bulky substituents have the potential to affect not only the packing structures and 

charge transport properties, but also the device VOC. They can help extend VOC through (i) 

increased IP and (2) reduced dark current (from reduction in intermolecular electronic coupling 

between the HTM and ETM at the interface).
7
 Acquiring a balance in the tradeoff of VOC and JSC 

is therefore is the key. The goal of work in this chapter is therefore to understand how such a 

balance is achieved with the system of materials described below. 

Polythiophene derivatives are amongst the most widely used hole-transport materials in 

OPV and are attractive model systems to investigate the influence on backbone twisting.
8-10
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Herein, we perform a systematic study on the effect of alkyl substitutions (in oligomers of 

thiophene, see Figure 5.1 and A.5.1) on the geometric structure including backbone twisting. 

The effects of backbone twisting on oligomer electronic and optical properties are discussed. We 

also evaluate the impact of backbone twisting on oligomer:fullerene (C60) interactions, electronic 

couplings, and CT state energies. Calculated values are compared against measured ionization 

potentials, charge-carrier mobilities, and photovoltaic characteristics of polymer:fullerene blends 

(The polymers considered include a family of poly(hexyl)thiophenes (regioregular and 

regiorandom P3HT, PDHTT, and PDHBT, see Figure 5.1). We show that 3,4-dialkyl 

substituents have significant influence on the degree of backbone twisting affecting oligomer IP 

as well as oligomer:fullerene interactions and CT state energies. Calculated values correspond 

well with measured properties in both isolated polymer form and devices containing the 

polymer:fullerene blend (the experimental data were provided by the groups of Professors Bao, 

McGehee, and Salleo at Stanford University and are detailed elsewhere
11

). 

 

 

Figure 5.1 Monomer structures of poly(3-hexylthiophene) P3HT, poly(3,4-dihexyl-2,2':5',2''-

terthiophene) PDHTT,
12,13

 and poly(3,4-dihexyl-2,2'-bithiophene) PDHBT.
14

 Chemical 

structures of the two regio-random P3HT analogs are provided in Figure A.5.1 (ancillary 

materials). The atom numbering scheme is shown for reference. 
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5.2. Computational methodology 

Calculations for (“gas-phase”) isolated oligomers and C60 were carried out at the 

B3LYP
15-17

/6-31G(d,p)
18,19

 level. Vertical excitation of the ground-state geometries was carried 

using TDDFT at the same level. Oligomer:C60 separation distances were determined as a 

function of the largest binding energy (corresponding to total single-point self-consistent field 

(SCF) energy differences with respect to infinite separation) using Grimme’s dispersion-

corrected functional B97D.
20

 The pentagonal face of the C60 was placed parallel to the plane of 

the central unsubstituted thiophene unit in PDHTT and PDHBT or hexyl-substituted thiophene 

unit in P3HT and RRa-P3HT. The separation distance was varied from 2.8 – 4.4 Å. Because the 

hexyl substituents project away from the plane of the oligomer backbone (in all oligomers except 

planar P3HT) and considering the possibility that C60 can approach the plane of the central 

unsubstituted (or hexyl substituted) thiophene unit from above or below the plane, two different 

oligomer-C60 conformations were selected; conformations where C60 approaches the polymer 

directly facing the hexyl substituents are referred to as “inverted” (see Figures A.5.14 – A.5.16). 

These calculations were performed using the Gaussian (09 Revision A.02)
21

 suite of programs. 

CT state energies (based on the oligomer:C60 dyad geometries with the largest binding energies) 

were calculated using the constrained DFT formalism
22

 at the B3LYP/6-31G(d,p) level using 

NWChem
23

 (version 5.1.1). The continuum solvation “Conductor-like Screening Model”
24

 was 

used to model the solid-state dielectric medium with a dielectric constant (ɛ) of 3. The effective 

electronic couplings between the oligomer HOMO and the triply-degenerate C60 LUMO were 

calculated using fragment orbital approach.
25
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5.3. Results and discussion 

5.3.1. Molecular geometric properties  

Calculations were carried out on a series of oligothiophene structures to investigate the 

influence of alkyl side-chain number and placement on twisting of the conjugated backbone. The 

results discussed here are for oligomers with similar conjugation path lengths (12 thiophene rings 

for each oligomeric structure as shown in Figure A.5.1), and the geometric patterns reported are 

taken from the central portion of the structure so as to mitigate end-group effects. As expected, 

the differing substitution patterns along the oligothiophene backbone result in rather distinct 

differences in the (gas phase) degree of twisting. P3HT has a calculated backbone twist of 21°, in 

agreement with previous results;
26,27

 planarizing the system to give the fully planar form (the 

inferred thin-film structure) results in an energetic destabilization of 3.3 kcal/mol for the 12-ring 

oligomer (Figure A.5.2). The asymmetric nature of the hexyl chain placement on the individual 

thiophene rings induces slight differences in the carbon-carbon bond lengths (C2-C3 = 1.393 Å, 

C3-C4 = 1.420 Å, and C4-C5 = 1.383 Å) within the ring, which in turn leads to a slight 

asymmetry in the bond-length alternation (BLA) pattern within the thiophene ring (0.037 Å and 

0.027 Å). 

For the two regiorandom P3HT structures considered (Figure A.5.3), there is a notable 

difference in the twist angles, bond lengths, and BLA between the thiophene rings. In particular, 

the twist angles between the imposed head-to-head defects are larger than 65°, while the other 

thiophene-thiophene torsions are on the order of 15° - 25°, as in regioregular P3HT. Among the 

two regio-random P3HT oligomers, RRa2-P3HT is the most energetically stable (by 1.2 

kcal/mol). 
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 For PDHTT and PDHBT, two symmetric structural forms of thiophene are present – 

unsubstituted and di-hexyl substituted. The carbon-carbon bonds in the di-hexyl substituted 

structure (C2-C3 ≈1.39 Å and C3-C4 ≈1.44 Å) are longer than their unsubstituted counterparts 

(C2-C3 ≈1.38 Å and C3-C4 ≈1.42 Å), and manifest a slightly larger BLA (≈0.05 Å vs. 0.03 Å). 

The twists within the PDHTT and PDHBT backbones between the substituted and unsubstituted 

structures is on the order of 30° − 40° (Figures A.5.4 and A.5.5); for PDHTT, the twist between 

the unsubstituted thiophene rings is 16°. We note that for PDHBT, syn- and anti- arrangements 

among the monomer units were investigated – in the case of the syn-conformer, the hexyl chains 

are on opposite sides of the backbone, while in the anti-conformer the hexyl chains are on the 

same side of the backbone; the syn-conformation is 1.4 kcal/mol more stable. Overall, 

calculations suggest that regioregular P3HT has the lowest degree of backbone twisting, while 

PDHTT, PDHBT, and the regio-random P3HT oligomers are progressively more twisted across 

the entire length of the oligomer.  

To estimate the energy barriers associated with the thiophene-thiophene torsions along 

the conjugated backbone, torsion energy profiles for four terthiophene derivatives were 

examined
28

 shown in Figure 5.2. The thiophene-thiophene twists of the energy-minimized 

structures for the various terthiophenes are similar to those observed for the full oligomer 

structures. The energy required to planarize the unsubstituted (3T) and monohexyl-substituted 

(m-3T) terthiophenes falls well within thermal energy at room temperature (RT, 0.6 kcal/mol); 

these results are similar to those previously described for bithiophene.
29

 Due to the steric 

interactions induced by the additional alkyl chain, the energetic requirements to planarize the 

dihexyl-substituted structures are 2.1 - 3.6 kcal/mol. Such energetic differences suggest that the 

polymers could pack in different manners in the solid state. 
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Figure 5.2 (top) Terthiophene chemical structures. (bottom) Thiophene-thiophene torsion 

potential energy surface for the four terthiophene derivatives as determined at the B3LYP/6-

31G(d,p) level of theory. The inset shows the full potential energy surface, while the larger 

image focuses on the region around the minimum. The figures to the right illustrate the defined 

torsion angles. 
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Further, geometrical features of tertbutyl analog of PDHTT (3',4',3'''',4'''',-tetrabutyl-

2,2':5',2'':5'',2''':5''',2'''':5'''',2'''''-hexathiophene, see Figures A.5.6 and A.5.7) was obtained and 

compared with its crystal structure. Focusing on the central portion of the structure (Figures 

A.5.6), the carbon-carbon bonds in the di-hexyl substituted thiophene (C2-C3 ≈1.39 Å and C3-

C4 ≈1.44 Å) are longer than those in the unsubstituted thiophene (C2-C3 ≈1.38 Å and C3-C4 

≈1.41 Å), and manifest a slightly larger BLA (≈0.05 Å vs. 0.03 Å) similar to the crystal 

structure. In the crystal, the twists between the substituted and unsubstituted thiophenes are on 

the order of ≈ 20°, while the central twist between the unsubstituted thiophenes is ≈ 0° (as noted 

above, the energy to planarize unsubstituted thiophenes is smaller than RT). These twist angles, 

though, are smaller than those calculated for the isolated PDHTT oligomer, but fall in line with 

expectations of smaller torsions due to intermolecular packing forces in the crystal. The 

calculated geometric parameters (bond lengths, twist angles) of the butyl-substituted hexamer are 

(nearly) identical to the hexyl-substituted PDHTT oligomer described above, indicating little-to-

no influence imparted by the butyl versus the hexyl side chains. These results provide confidence 

in the accuracy of the geometric structures predicted by the model oligomers of the full polymer 

systems. Importantly, the observed twisted backbone demonstrates that the 3,4-dialkyl thiophene 

unit should induce pronounced twists in the oligomer/polymer chain.  

5.3.2. Electronic and optical properties  

The frontier molecular orbital energies for the oligomeric structures and solid state IPs 

are listed in Table 5.1 (molecular orbital iso-surfaces are present in the ancillary materials). The 

solid-state IPs were shown to systematically increase with the larger degree of backbone twist 

from 4.99 eV for P3HT to 5.15 eV, 5.22 eV, and 5.25 eV for PDHTT, PDHBT, and RRa-P3HT, 

respectively. Calculated HOMO energies vary considerably with the twist angle along the 
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oligothiophene backbone – ranging from -4.25 eV (P3HT) to -4.81 eV (PDHBT). In general, the 

polymer CV ionization potentials are consistent with the the HOMO energy trends across the 

oligomeric series. The π-conjugation is affected with the increase in backbone twisting resulting 

in stabilized HOMO energies and increased IPs. The LUMOs fall within a narrower energetic 

range − from -1.81 eV (PDHBT) to -2.11 eV (P3HT); not surprisingly, the HOMO-LUMO gap 

(ΔHL) increases with increasing twist angle in the P3HT analogs. 

 

Table 5.1 Solid-state IPs, frontier molecular orbital energies and twist angles across the 

thiophene series determined at the B3LYP/6-31G(d,p) level of theory. Two conformations were 

examined for all of the polymers except PDHTT. Perspectives of the 3D structure for all of the 

conformations are shown in Figures A.5.2 – A.5.5. 

 

Polymer 
IP 

(CV)
 
(eV)

a
 

HOMO (eV) LUMO (eV) ΔHL Dihedral angle υ() 

P3HT (twisted) 
4.99 

-4.43 -1.99 2.44 21 

P3HT(planar) -4.25 -2.11 2.14 0 

PDHTT 5.15 -4.71 -2.05 2.66 30, 16 

PDHBT (syn) 
5.22 

-4.81
 

-1.81
 

3.00 34 

PDHBT (anti) -4.71
 

-1.88
 

2.83 36 

RRa-P3HT-1 
5.25 

-4.75 -1.83 2.92 ≈15 − 25, 65 

RRa-P3HT-2 -4.59 -1.92 2.67 ≈15 − 25, 65 
a 

IPs were determined from cyclic voltammetry using the onset of oxidation (Eox
onset

) of thin films spun 

from chloroform on platinum electrode in 0.1 M n-Bu4NPF6−acetonitrile solution and the conversion 

relationship IP (eV) = e (Eox
onset

 + 4.8).
11

 

 

Introduction of the second hexyl chain and unsubstituted thiophene spacers in PDHTT 

and PDHBT induces a substantial energetic stabilization of the calculated HOMO energy versus 

(twisted) P3HT, corresponding with the increased twists within the oligothiopene backbone. 

However, unlike the P3HT structures, the LUMO energies are only slightly affected by the 

increased twist within the conjugated backbone, with the direction of the energetic shift differing 

between the two systems. In PDHBT, the more twisted nature of the oligothiophene backbone 

causes a slight energetic destabilization (-1.81 eV syn, -1.88 eV anti), in agreement with the 

influence of the degree of twisting within the P3HT series. On the other hand, the LUMO of 
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PDHTT is stabilized (-2.05 eV) versus the twisted P3HT form and is similar to the LUMO 

energy of the fully planar P3HT (-2.11 eV) structure. This is a consequence of the delocalization 

of the PDHTT LUMO over the two more planar bithiophene units that neighbor each dialkyl-

substituted thiophene. 

Table 5.2 provides thin film and solution absorption onsets of the polymers as well as 

vertical transition energy, transition dipole moment and oscillator strength, and electronic 

configurations of the lowest-lying excited states of the oligomeric structures determined using 

TDDFT at B3LYP/6-31G(d,p) level. The S0→S1 transition energies increase in energy on going 

from P3HT (twisted 2.10 eV, planar 1.84 eV), to PDHTT (2.28 eV) and PDHBT (2.56 eV syn, 

2.43 eV anti); the S0→S1 transition energies for the two region-random structures are 2.33 eV 

(RRa-P3HT-1) and 2.55 eV (RRa-P3HT-2). These results are somewhat different from the 

solution data, in particular with regard to the slightly larger transition energy of PDHTT vs. 

P3HT and PDHBT vs. RRa-P3HT; it is expected that polarization effects and the variety of 

polymer conformations available in solution, along with the choice of oligomeric structure for 

the TDDFT calculations (in particular for the region-random P3HT structures), could lead to 

these modest discrepancies. The S0→S1 transitions in the oligomers are principally described as 

being HOMO→LUMO excitations, with very small contributions from a HOMO-1→LUMO+1 

excitation. The ordering of the vertical transition energies correspond well with the electronic 

gap, which are highly influenced by the twisting of the conjugated backbone. 
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Table 5.2 Thin film and solution absorption onsets and calculated first excited-state vertical 

transition energies, transition dipole moments, and electronic configurations at the TDDFT 

B3LYP/6-31G(d,p) level of theory. 

 

 thin film
a
 solution

b
 TDDFT 

Polymer 
Eopt 

(eV) 

Eopt
 

(eV) 

Confor-

mation 

Evert
 

(eV)
e
 

μge (D) 
fge Electronic configuration 

P3HT 1.90 2.23 

twisted 2.10 21.35 3.62 
HOMO→LUMO (94%); 

HOMO-1→LUMO+1 (4%) 

planar 1.84 24.00 4.03 
HOMO→LUMO (93%); 

HOMO-1→LUMO+1 (3%) 

PDHTT 1.96 2.20  2.28 20.18 3.52 
HOMO→LUMO (91%); 

HOMO-1→LUMO+1 (6%) 

PDHBT 2.08 2.22 

syn 2.56 16.84 2.76 
HOMO→LUMO (87%); 
HOMO-1→LUMO+1 (9%) 

anti 2.43 17.55 2.84 HOMO→LUMO (91%); 
HOMO-1→LUMO+1 (6%) 

RRa-P3HT-1 

2.25 2.32 

 2.33 18.45 3.01 
HOMO→LUMO (96%); 
HOMO-1→LUMO+1 (2%) 

RRa-P3HT-2  2.55 17.04 2.81 
HOMO→LUMO (92%); 
HOMO-1→LUMO+1 (4%) 

a 
Measured in films spun from chlorobenzene. 

b
 Measured in solution in chlorobenzene.

11
 

 

5.3.3. Molecular interactions with fullerene 

In efforts to get an understanding of the polymer-fullerene interactions, model 

oligomer:fullerene dyad geometries were investigated. For simplicity, C60 was used to represent 

the fullerene in the hole- and electron-transport material complex. To determine the complex 

geometry, the pentagonal face of C60 was placed parallel to the plane of the central unsubstituted 

thiophene unit in PDHTT and PDHBT or hexyl-substituted thiophene unit in P3HT. Grimme’s 

dispersion-corrected B97D functional
20

 and a 6-31G(d,p) basis set was used to determine the 

binding energy (with respect to infinite separation distance) of the complex as the oligomer-C60 

distance was varied from 2.8 Å – 4.4 Å (Figures A.5.11 – A .5.13). As presented in Table 5.4, 

the largest binding energy for the complex is calculated to shift to larger oligomer:fullerene 
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distances with increased twist within the conjugated backbones; across the series, the 

oligomer:fullerene distances ranged from 3.15 Å to 3.35 Å. Note, for dyad configurations where 

the fullerene approaches from the side opposite to the alkyl side groups (inv),the distances are 

smaller (3.10 Å). 

Packing motifs in the solid state were investigated using grazing incidence X-ray 

scattering (GIXS) measurements on as-cast and annealed thin films of P3HT, PDHTT, and 

PDHBT.
11

 The polymers that have larger torsional angles along the π-conjugated backbone pack 

in a more disordered fashion and exhibit a lower degree of crystallinity. This indicates the impact 

of the alkyl substitutions not only on the polymer molecular properties, but also on the 

polymer:fullerene interactions at the interfaces. 

5.3.4. Effect of configurations on CT state energies, electronic coupling, and correlation to open-

circuit voltage 

The origin of VOC in organic bulk-heterojunction solar cells has been a subject of interest 

for some years.
30-33

 Sharber et al. studied a large number of systems and found a linear 

dependence of VOC with the polymer IP and thus with the energy difference between IP of the 

polymer and EA of the fullerene.
32

 VOC is also thought to be linearly dependent on the CT state 

energy.
34-37

 CT state at the polymer:fullerene interface is believed to be immediate precursor to 

free carriers. Further, reduction in dark current and radiative recombination losses have been 

suggested to bring about improvements in VOC.
7,34,35

 The losses through radiative recombination 

and dark current are thought to be minimal, in a one-electron picture, when the electronic 

coupling between HOMO of the polymer and the LUMO of fullerene is small. 

In order to determine the relation of CT state energy and electronic coupling on open-

circuit voltage, oligomer:fullerene CT state energies and effective electronic couplings were 
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computed based on dyad geometry at largest binding energy. The CT state energies (ECT) were 

computed using constrained DFT formalism and effective electronic couplings evaluated using 

fragment orbital approach. The P3HT dyad has the smallest calculated ECT, and it progressively 

increases for dyads consisting oligomers with larger twist in the conjugated backbone (Table 

5.3). Considering the dyads with the lowest energy oligomer conformers (P3HT-twisted, 

PDHTT, PDHBT-syn, and RRa-P3HT-2), there is a strong linear correlation between computed 

ECT and the device VOC (see Figure 5.3).
11

  

 

Figure 5.3 Measured ionization potential (IP) and charge-transfer state energy (ECT) and 

calculated ECT (Calc. ECT) for dyads consisting oligomers with the lowest energy conformation. 

 

Experimentally, the energy of charge-transfer complexes can be determined by 

measuring the absorption spectra or external quantum efficiency spectra of the polymer:fullerene 
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blend. Here, the charge-transfer complex energies were measured using photothermal deflection 

spectroscopy.
11,38,39

 The measured ECT show a good correlation with VOC and the polymer IP 

(Figure 5.3) and suggests the improvements in VOC obtained for PDHTT and PDHBT compared 

to P3HT is mainly a function increase in polymer IP as a result of the increased backbone twist. 

The VOC is roughly 0.57 eV less than the CT potentials, ECT/q, which is comparable to other 

polymer:fullerene BHJ devices, whose losses fall in the range of 0.53-0.59 V.
34

 The calculated 

ECT compare well with these measured values and follow a good linear correspondence (R
2
 = 

0.92) although the calculated values are overestimated by 0.3 – 0.5 eV. The overestimation of the 

ECT could come from a variety of sources, including differences in the dielectric constants 

between the HTM and ETM at the interface, the simplicity of taking into account only a two-

molecule complex, and the potential for underestimation of the ECT in the EQE measurements. 

 

Table 5.3. Experimental and calculated IPs, ECT, and observed Voc of the solar cell devices. 

 

Polymer 
Polymer IP 

(eV)
 a /b

 
ECT (eV)

 c
 

S1/ T1 ECT (eV)
d
 

VOC (V)
e
 

P3HT (twisted) inverted 4.99/ 4.43 1.14
f
 1.39/ 1.38 0.622

 f
 

P3HT (planar) 4.99/ 4.25 1.14
f
 1.31/ 1.27 0.622

 f
 

P3HT (twisted) 4.99/ 4.43 1.14
f
 1.49/ 1.44 0.622

 f
 

PDHTT 5.15/ 4.71 1.30 1.69/ 1.63 0.712 

PDHBT (syn) 5.22/ 4.81 1.32 1.84/ 1.75 0.748 

PDHBT (anti) 5.22/ 4.71 1.32 1.80/ 1.70 0.748 

RRa-P3HT-1 5.25/ 4.60 1.45 1.65/ 1.59 0.891 

RRa-P3HT-1 inverted 5.25/ 4.60 1.45 1.52/ 1.52 0.891 

RRa-P3HT-2 5.25/ 4.75 1.45 1.93/ 1.75 0.891 
IP as determined via 

a
cyclic voltammetry or 

b
calculated with Koopmans’ approximation.

40
 
c
ECT measured 

by fitting the sub-bandgap region of the EQE spectra. 
d
ECT calculated using constrained DFT formalism.

22
 

e
Average measured VOC. 

 f
Measured for 225nm thick devices.

11
 

 

To determine if the large VOC’s in the devices made from the more twisted polymers are 

partly due to a decrease in polymer-fullerene coupling, the effective electronic coupling of the 

oligomer:fullerene complexes were calculated. As the twist within the oligomer conjugated 
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backbone increases, the increased distance between the oligomer and C60 leads to a reduced 

electronic coupling between the oligomer and fullerene. Although this correlates well with the 

increase in VOC with increased twisting in the polymer backbone, the variation in the electronic 

coupling is quite small and results in an estimated increase in VOC of 16 mV, 28 mV and 19 mV 

for PDHTT, PDHBT and RRa-P3HT, respectively, compared with P3HT (see Table 5.4). These 

values are roughly one-order of magnitude smaller than the observed increases in VOC. 

Consequently, the differences in VOC appear primarily attributable to the differences in the 

polymer IP versus differences in electronic coupling. 

 

Table 5.4 Calculated oligomer-C60 distances and the electronic couplings. 

 

Polymer 
Donor-acceptor 

distance (Å)
a

 

Electronic coupling t 

(meV)
b
 

 
Δ VOC (meV)

c 

P3HT (twisted)-inverted 3.10 66 -- 

P3HT (twisted) 3.20 54 10 

P3HT (planar) 3.15 54 10 

PDHTT 3.25 48 16 

PDHBT (syn) 3.35 38 28 

PDHBT (anti) 3.35 44 21 

RRa-P3HT-1 3.20 63 2 

RRa-P3HT-1-inverted 3.10 80 -10 

RRa-P3HT-2 3.70 18 65 
a
 Donor (oligomer)-acceptor (C60) separation distance at largest binding energy 

b 
Effective electronic 

coupling (t)
25

 between the oligomer HOMO and the triply-degenerate C60 LUMO. 
 c 

Calculated change in 

open circuit voltage compared to P3HT:PCBM (inverted P3HT conformation) devices due to differences 

in the effective electronic coupling using Equation 5.1:  

)ln(
2

t
q

kT
VOC           (5.1) 

Equation 5.1 results from Equation 5.2 in particular the second term representing radiative 

recombination, which was derived by Vandewal et al.
34

 Here h is Planck’s constant, c is the speed of 

light, EQEEL is the electroluminescence quantum efficiency and f is proportional to the square of the 

electronic coupling, t. 
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5.3.5. Solar cell properties and diode hole mobilities. 

The photovoltaic properties of P3HT, PDHTT, PDHBT, and RRa-P3HT were 

investigated in the device structure. The details to the fabrication of devices and experimental 

measurements can be found elsewhere.
11

 The optimized device characteristics are summarized in 

Table 5.5. 

 

Table 5.5 Photovoltaic properties of highest efficiency polymer solar cells blended with 

PC71BM. 

 

Polymer 
JSC 

(mA/cm
2
) 

VOC (V) Fill Factor 
PCEmax (PCEavg) 

(%) 

P3HT 9.57 0.620 0.67  4.00 (3.92) 

PDHTT 8.93 0.735 0.64 4.20 (4.01) 

PDHBT 5.96 0.745 0.65  2.87 (2.68) 

RRa-P3HT 5.99 0.900 0.42 2.27 (2.21) 

 

The PDHTT and PDHBT based solar cells measured VOC’s that are 0.1 V larger than 

P3HT based solar cells. These improvements in VOC can be primarily attributable to the larger IP 

of the two polymers, a direct consequence of the increased twist in the conjugated backbone. 

Compared to P3HT based devices, the PDHTT devices have a slightly smaller JSC. This results 

from the larger optical gap in PDHTT. Both PDHTT and P3HT devices showed similar fill 

factors. Based on these parameters, a slight improvement in PCE was observed for PDHTT 

(4.20% versus 4.00% for P3HT). The more twisted PDHBT and RRa-P3HT devices showed 

JSC’s that are significantly smaller compared to P3HT and PDHTT based devices. This is a 

consequence of the larger optical gaps and lower external quantum efficiencies (see Figure 

A.5.14). 

To investigate the impact from different geometric structures on the hole mobilities, 

space-charge-limited current measurements were taken on hole-only diodes of the 
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polymer:fullerene blends in polymer:fullerene blends.
41

 As summarized in Table A.5.3, the hole 

mobility of the PDHTT blend is similar to that of P3HT, while the more twisted backbones of 

PDHBT and RRa-P3HT result in hole mobilities that are 5 and 10 times smaller, respectively. 

These results highlight the importance of the complex optimization problem in OPV devices. 

5.4. Conclusions 

Polythiophene derivatives are extensively used as hole-transport materials in organic 

photovoltaic applications. In this Chapter, we have provided details on the influence of 

placement and density of side chains on the geometric and electronic properties of alkyl 

substituted oligothiophenes and their interactions with fullerene. We have then related the 

differences in their properties to the performance characteristics of devices where these materials 

appear in the photoactive layer.  

Polymers PDHTT and PDHBT contain dialkyl substitutents on the 3 and 4 positions of 

the thiophene with bi- and mono-thiophene spacers, respectively. The values of ionization 

potential measured initially (from photoelectron spectroscopy of films in air) for these systems 

were found to be very similar to that for P3HT (5.04 – 5.07 eV). The 0.1 V increase in measured 

VOC for PDHTT and PDHBT-based devices (compared to P3HT-based devices) was therefore 

initially thought to originate mainly from weaker electronic couplings at the HTM:ETM interface 

that could lead to reduced dark current.       

Our calculations, however, indicated that the PDHTT and PDHBT ionization potentials 

were substantially larger (0.3 – 0.4 eV) than that for P3HT, as a result of the increased backbone 

twisting in dialkyl-substituted polymers. Additionally, the changes in VOC that would be 

estimated to first approximation on the basis of the differences in electronic couplings for charge 

recombination (see Equation 5.1) were an order of magnitude smaller than the changes in 
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measured VOC. These computational results lead to subsequent remeasurements of the ionization 

potentials. The results from these new measurements were found to be fully consistent with the 

trends in the computed values. Ceteris paribus, the increase in VOC, therefore, could be primarily 

correlated with the increase in the polymer ionization potential. 

   Furthermore, a good linear correlation was found between the computed charge-transfer 

state energies (ECT) and the measured ECT. This provides confidence in the use of our 

computational methodology in evaluating ECT for thiophene based π-conjugated systems. 
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CHAPTER 6  

EXCITON-DISSOCIATION AND CHARGE-RECOMBINATION 

PROCESSES IN ORGANIC SOLAR CELLS USING DONOR-ACCEPTOR 

COPOLYMERS: AN OLIGOMER:FULLERENE COMPLEX STUDY ON 

THE EFFECTS OF CONFIGURATION ORIENTATION AND THE 

REORGANIZATION ENERGY 

 

Chapters 3 and 4 discussed molecular properties of π-conjugated systems in isolation. 

Chapter 5 involved discussion of how side-chain placements can affect these molecular 

properties and also their interactions with fullerenes. This chapter takes the oligomer:fullerene 

study to the next step and discusses the role of configuration and reorganization energy on 

exciton-dissociation and charge-recombinations processes. 

6.1. Introduction 

The mechanism of the exciton-dissociation process in organic solar cells is a widely 

debated topic with no consensus on its basic physics that potentially varies with materials used 

and the photoactive layer structure. Some experiments show that the CT state is formed on 

electron transfer from HTM to ETM following the diffusion of Frenkel excitons (generated in the 

HTM) to the interface.
1
 Others indicate the formation of CT state on hole transfer from ETM to 

HTM following Föster energy transfer from HTM to ETM (upon exciton generation at the 

HTM).
2
 Under strongly intermixed condition of the photoactive layer – where the HTM and 

ETM are in close proximity to one another, for instance, from intercalation of fullerene 
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molecules in between the polymer side-chains – excitons have been shown to readily dissociate 

within 100 fs.
3
 Photocurrent generation can also involve dissociation of excitons created at the 

ETM; however, dissociation of these excitons is understood to be fairly inefficient.
4,5

 The 

charge-separation (CS) process that results in generation of free charge carriers also involves 

several pathways. Besides the commonly referred route through the lowest CT state, there have 

been evidences of the involvement of higher lying “hot” CT states in the CS process.
5-8

 The CS 

process competes with (geminate) charge-recombination (CR) where the CT state relaxes back to 

the ground state. This latter mechanism is a potential loss mechanism and has to be minimized. 

Poly(3-alkylthiophene) and DA based materials are extensively studied HTMs; and in 

conjunction with C60 or C70 based ETMs, have been used to fabricate bulk heterojunction 

devices.
6,9-18

 Theoretical studies of exciton-dissociation and charge-recombination processes for 

model systems comprising phthalocyanine and perylene bisimide,
19

 pentacene and C60,
20

 

sexithiophene and C60/perylenetetracarboxydiimide,
21

 poly(3-alkylthiophene (P3HT) and [6,6]-

phenyl C61 butyric acid methyl-ester (PC61BM)
22

 and several others have been published 

recently.
23-26

 Here we investigate the role of configuration and reorganization energy on the 

exciton-dissociation and charge-recombination processes for several DA copolymers in 

combination with substituted fullerenes that have been used in high-performance organic solar 

cells. We do so through an oligomer:fullerene dyad approach to understand the impact of the 

configurations on intermolecular interactions and energetics and ultimately the kinetics of the 

exciton-dissociation and charge-recombination processes. 

6.2. Methodology 

The HTMs chosen for this study (Figure 6.1) are some of the best performing 

photoactive materials used in organic solar cells.
11-15

 The molecular properties of these systems 
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have been investigated previously using quantum chemical methods.
27,28

 To ensure that the 

molecular and dyad properties are representative of the polymers, the oligomer size considered 

was four repeat units as done previously.
22

 The fullerene chosen is [6,6]-phenyl C71 butyric acid 

methyl-ester (PC71BM) that has been used extensively in polymer:fullerene solar cells. 

 

 

Figure 6.1 Chemical structures of the oligomers and fullerene considered in this work. The 

abbreviations (that are commonly used in the OPV literature) stand for: P3AT ≡ poly(3-

methylthiophene); PCDTBT
12

 ≡  poly[N-alkyl-2,7-carbazole-alt-5,5-(4',7'-di-2-thienyl-2',1',3'-

benzothiadiazole); PBDTTPD
13

 ≡ poly[4,8-bis-alkyloxy-benzo[1,2-b:4,5-b']dithiophene-2,6-

diyl-N-alkylthieno[3,4-c]pyrrole-4,6-dione-1,2,diyl]; PBDTTT-C
14

 ≡ poly[4,8-bis-alkyloxy-

benzo[1,2-b:4,5-b']dithiophene-2,6-diyl-alt-4-(alkyl-1-one)thieno[3,4-b]thiophene-2,6-diyl]; 

PCPDTBT
15

 ≡ poly[2,6-(4,4-bis-alkyl-4H-cyclopenta[2,1-b;3,4-b']dithiophene)-alt-4,7-(2,1,3-

benzothiadiazole)]; and PC71BM ≡ [6,6]-phenyl C71 butyric acid methyl-ester. 

 

With a view to model the possible HTM:ETM interfacial configurations in device 

settings, the starting geometries for the oligomer:fullerene dyads were arranged with the 

fullerene either on top (t, face-on) or on the side (s) of the oligomer. Further, the fullerene was 
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selectively placed next to the electron-donating (don) or electron-accepting (acp) fragment of the 

oligomer as shown in Figure 6.2. The names of the dyads are represented as a way to reveal 

these configurations and placements. For example, PCDTBT-s-acp-td represents PC71BM placed 

on the side and next to the thiadiazole end of the acceptor fragment benzothiadiazole in the 

oligomer PCDTBT (Note that for P3AT, the fullerene is placed either directly on top of the 

thiophene or the midway of the C-C bond connecting two methylthiophene units). To mitigate 

the end group effects, the fullerene is placed in the central portion of the tetramer. 

 

Figure 6.2 Illustration of select configurations of the oligomer:fullerene dyads. 

 

The oligomer:fullerene dyad geometries were obtained through self-consistent charge 

(SCC)
29

 geometry optimization using DFTB+ code
30

 with mio-0-1 based Slater-Koster 

parameters.
29,31

 An empirically-corrected van der Waals interaction parameter based on Slater-

Kirkwood polarizable atomic model
32

 was used for the DFTB based calculations. Based on these 
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geometries, the CT state energies (ECT) of the dyads were evaluated using the constrained DFT 

formalism
33

 at the B3LYP
34-36

/6-31G(d,p)
37,38

 level using NWChem
39

 (version 6.1). The 

continuum solvation “Conductor-like Screening Model”
40

 was used to model the solid-state 

dielectric medium with a dielectric constant (ɛ) of 3. The evaluation of the dyad ECT was carried 

out using this method based on the (excellent) correlation with the experimental values (as 

presented in Chapter 5).
41

 Several nonadiabatic-state approaches are available to compute the 

electronic couplings between the relevant states involved.
20,45-47

 However, as a first step, we have 

undertaken the simple one-electron approximation to compute the couplings relevant to these 

processes. We computed the effective couplings between the oligomer HOMO (and LUMO) and 

the nearly degenerate LUMO and LUMO+1 of PC71BM using fragment orbital approach.
42

 The 

local excited state energies (ELOC) were approximated from TDDFT vertical excited state 

energies of the oligomers at their ground-state dyad geometries. The effective electronic 

couplings and vertical excitation energies were computed using tuned range-separation 

parameters at the ωB97
43

/6-31G(d,p) level (ω for P3AT dyads = 0.126 bohr
-1
, ω for DA dyads 

used as listed in Chapter 4). 

Exciton-dissociation and charge-recombination rates were estimated using Marcus semi-

classical model
44,45

 as previously employed:
20,21,46
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where ifJ represents electronic coupling between the initial and final states involved in the 

electron-transfer reaction; 0G the Gibbs free energy; T  is the temperature (set to 300 K); Bk  

and   the Boltzmann and reduced Planck constants, respectively, and   the reorganization 

energy. 
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The electronic coupling between two states reflects the strength of electronic interaction 

between the states involved. The ifJ  for CT process involve the local / molecular excited state 

and CT state and for the CR process, the CT state and ground state (see Figure 1.2). Several 

nonadiabatic-state approaches have been described to compute these electronic couplings.
20,46-48

 

Here, for simplicity, the ifJ  for the CT and CR processes are estimated using a one-electron 

picture where the coupling between the LUMOs of the hole- and electron-transport materials, 

LLJ  relates to the CT process while the coupling between HOMO and LUMO of hole- and 

electron-transport materials HLJ  relates to the CR process. 

The   constitutes both the internal and external contributions. The internal 

(intramolecular) contribution, i accounts for the changes in geometry of the hole- and electron-

transport materials as a result of the charge-transfer whereas the external contribution, e

accounts for the electronic and nuclear polarization of the surrounding medium. The i  can be 

computed using adiabatic potential surfaces of the molecular states involved in the electron-

transfer reaction. From the adiabatic potential surface approach, for example, i  for the charge-

transfer reaction can be expressed as the sum of relaxation energies of the charged (HTM
+
 or 

ETM
-
) states. Similarly, i  for charge recombination can be written as the sum of relaxation 

energies of the HTM and ETM ionic ground-state geometries to their neutral ground-state 

geometries. There are only a few methodologies currently available to compute e
49,50

 and their 

applications are rather limited to single organic semiconductor crystals. Because of the lack of 

straightforward models to compute e , we compute the charge-transfer and charge-

recombination rates for a range of reasonable   (0.25 – 0.75 eV). Given that i  for the systems 
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investigated here range from 0.15 to 0.35 eV, the remaining can be thought of as a contribution 

from e . 

6.3. Results and discussion 

The goal of this Chapter is to analyze how the interfacial geometries of the HTM:ETM 

dyads affect the rates of exciton dissociation and charge recombination relevant to organic solar 

cells. Note that here we investigate only the first (charge transfer) part of the two step exciton-

dissociation process (of which charge-separation is the second). Before we discuss how the 

parameters that enter the Marcus rate equation (Equation 6.1) vary with positions and 

configurations, we begin with the impact of configurations on the oligomer:fullerene binding 

energies. 

6.3.1. Molecular interactions with fullerene 

As noted above the oligomer:fullerene starting geometries were based on select positions 

and configurations. The select side positions were chosen such that the fullerene avoids head-on 

steric interactions with methyl side chains in the oligomer. The dyad geometries were then 

optimized using the DFTB scheme described above. The binding energies with respect to infinite 

separation of the fullerene and oligomers (at these geometries) for various positions and 

configurations are presented in Table 6.1. The binding energies are based on Grimme’s B97D 

functional
51

 coupled to a 6-31G(d,p) basis. This methodology has been shown to perform 

reasonably well for binding energies.
52,53

 The oligomer fullerene binding energies range from -

2.8 to -18.4 kcal/mole. As can be expected intuitively, the t configurations generally have 

stronger binding compared to s configurations. This can be attributed to the π-π interactions and 

larger number of sites available for van der Waals interaction between the oligomer and fullerene 
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in the face-on t configuration. Similar observations with stronger binding for pentacene and C60 

when the pentacene face is parallel to the C60 have been reported.
54

 Within the t or s 

configurations, the binding energies for varying positional arrangements vary substantially for s 

(1.8 – 8.9 kcal/mol) and moderately (0.2 – 1.5 kcal/mol) for t configurations 

6.3.2. Effect of configurations on electronic couplings 

As expressed in Equation 6.1, the CT and CR rates have square dependence on the 

electronic coupling between the involved states. For instance, the CT rate is dependent on the 

electronic coupling between the (intramolecular) excited state of the oligomer and the CT state. 

For CR, the two states involved are the CT state and the oligomer ground state. For simplicity, 

we have approximated the two reaction pathways using the one-electron picture as mentioned 

above. 

 

Figure 6.3 Pictorial representation that qualitatively illustrates larger possibility of HHTM:LETM 

electronic coupling compared to LHTM:LETM for P3AT-t-thp. Note alignment of like phases for 

HHTM:LETM interaction. Calculations performed at the ωB97/6-31G(d,p) level; see methodology 

above for ω value used. 
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The calculated electronic couplings for the two electron-transfer reactions are presented 

in Table 6.1. The magnitude of the electronic couplings is understood to be affected by 

molecular orientations, intermolecular distances and the symmetry of the relevant molecular 

orbitals.
19-21,55

 Here, the effective electronic couplings for the two processes largely vary with 

positions, configurations, and systems. Consistent with smaller electronic couplings calculated 

for perpendicular (vs. parallel) configurations for Pentacene:C60 complexes,
20

 the s 

configurations have minimal electronic couplings, a result of the reduced spatial overlap between 

molecular orbitals in this configuration (see Figure 6.4). The absolute values for HLJ  are 

generally larger than LLJ  for t configurations (see Figure 6.3 as an example) and are affected by 

the distribution and phase of the relevant molecular orbitals. These results are consistent with the 

couplings reported for sexithiophene:C60 complexes in that, based on the dyad configurations, 

the coupling of the CT state to the ground state can be stronger than one to the lowest excited 

state.
21

 The absolute HLJ values vary by some 10 – 100 meV with respect to positional variation 

(fullerene next to donor or acceptor fragment in the oligomer) for the t configurations. It is 

difficult to comment on the LLJ  and HLJ  values for the s and LLJ  values for the t configurations 

as they are all very small.    
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Figure 6.4 Pictorial representation that qualitatively illustrates minimal HHTM:LETM or 

LHTM:LETM electronic coupling (from minimal spatial overlap due to the configuration) for 

P3AT-s. Calculations performed at the ωB97/6-31G(d,p) level; see methodology above for ω 

value used. 

 

6.3.3. Effect of configurations on charge-transfer energies and enthalpy of reaction 

0G  plays crucial role in the CT and CR rates and as expressed in Equation 6.1, it goes 

(along with  ) into the exponential part of the rate equation. Considering these two processes 

are spontaneous (negative 0G ) for a working solar cell, the square dependence of the 

exponential term ( 0G  +  ) implies that the rate reaches a peak (maximum value) when 0G  

equals   (since   is positive). As a function of  , the rate decreases on either side of the peak 

when  0G  or  0G , also referred as the Marcus normal and inverted regions, 

respectively.  

If the entropy contributions are ignored, 0G  is equal to the reaction enthalpy. In the 

simplest terms, the CT process can be thought of as the transition from the lowest excited state of 
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the oligomer (local excited state) to the charge-transfer state. Similarly, the charge-

recombination process is the transition between the charge-transfer state and the molecular 

ground states. The reaction enthalpy for CT process is therefore the difference between ECT and 

ELOC. For CR, the reaction enthalpy is simply -ECT. 

The ELOC and ECT for the oligomers and dyads are listed in Table 6.1. The ELOC were 

approximated from the lowest vertical excited states of the isolated oligomers at the dyad 

geometry at the TDDFT level. ECT can be computed from the sum of ionization potential of the 

HTM, electron affinity of the ETM, and the attractive Coulomb interaction energy between the 

charged states (HTM
+
 and ETM

-
).

19-21
 For our purposes, the ECT were computed using the 

constrained DFT formalism on the dyad geometries with a net positive charge on the oligomer 

and a negative charge on the fullerene. For the systems considered, the effect of positions and 

configurations on ELOC is minimal. However, the effect is significant for ECT, with the absolute 

change in ECT ranging 0.03 – 0.35 eV and 0.07 – 0.37 eV with respect to changes in positions 

along the backbone and t or s configurations, respectively. 

As reaction rates are sensitive to the magnitude of the driving force 0G  (reaction 

enthalpy, E for our purposes), we have adjusted the ECT to (adjusted ECT = ECT – 0.44 eV) 

correct for the overestimation of ECT from CDFT. The adjustment figure of 0.44 eV was based 

on average overestimation of CDFT ECT compared to experimental ECT measured for four 

different systems using photothermal deflection spectroscopy (see Figure 5.3).
41

 The adjusted 

ECT values are listed in Table 6.1 and are used for calculating reaction enthalpies and 

subsequently reaction rates. 

The reaction enthalpies CTE  and CRE  for charge-transfer and charge-recombination 

processes vary significantly with respect to positions and configurations and between systems 
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(consequence of changing ECT). The CTE  for most systems and configurations are negative 

(exothermic reaction) and range from -0.06 to -0.82 eV with P3AT having the largest reaction 

enthalpies. Note that there are a few systems where the values for CTE  is zero or positive. As 

expected, the CRE  values are exothermic and range from -1.03 to -1.93 eV, with dyads that 

include the oligomer PDBTTPD having the most negative charge-recombination enthalpies. 

6.3.4. Effect of configurations on charge-transfer and charge-recombination rates 

Based on the electronic couplings, driving forces, and reorganization energies discussed 

above, the CT and CR rates were calculated using Equation 6.1 and are presented in Table 6.1 

and Figure 6.5 and A.6.1. It has to be noted that the accuracy of the rates that are calculated are 

inherently limited by the approximations made in determining these parameters. 

Considering the reorganization to be 0.25 eV, the rates vary by up to three orders of 

magnitude (ignoring rates < 1 s
-1

) with respect to varying configurations and positions. The CT 

rates CTk  are at least five orders of magnitude larger than charge-recombination rates CRk  

indicating that the charge-transfer process is a much faster process. The CT rates are the slowest 

and CR rates the fastest for dyads constituting oligomer P3AT. This is a consequence of CTE  

being the farthest away and CRE  being the closest to the reorganization energy when compared 

to these values for other oligomers. The CT rates for the other dyads range over 10
8
 to 10

13
 s

-1
 

while the CR rates, in general, are practically insignificant (< 10
-4

 s
-1

). It is interesting to note 

that although there are a few systems (PBDTTPD-t-don and PCPDTBT-s-don, for instance) that 

have endothermic CTE , the CT rates reach 10
9
 to 10

11
 s

-1
. With CTE  not too far away from  , 

the CT rate is dominated by the pre-factor in the Marcus rate equation (see Table A.6.1). With 
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CRE  much larger than  , however, the CR rate is dominated by the exponential part and the 

CR rate falls deep into the Marcus inverted region. Within the limitations of the approximations 

taken, the ultrafast CT rates despite endothermic CTE  indicates that although 

thermodynamically not favorable, the CT reactions can be kinetically feasible. 

Table 6.1 also lists the CT and CR rates for P3HT and PBDTTPD that include 

experimentally measured ELOC and ECT for evaluating CTE  and CRE . The ifJ value included in 

the rate expression for each system is the average ifJ
 
from all configurations considered for each 

of the P3HT and PBDTTPD dyads. The calculated and experimentally parameterized CT and CR 

rates are generally coherent in that the CT rates are much faster than the CR rates. Calculated 

rates for P3AT based dyads are in good agreement with the experimentally parameterized rates 

while the calculated rates for PBDTTPD dyads are underestimated by roughly two orders of 

magnitude. 

6.3.5. Effect of reorganization energy on charge-transfer and charge-recombination rates 

The evolution of the CT and CR rates as a function of reorganization energies are shown 

in Figure 6.5.and A.6.1. For the considered range of  , the CT and CR rates continually 

increase for P3AT with the increasing  (CR rates increasing at a much faster rate). The CT and 

CR rates for the t configurations and experiment reach crossover points at the  range of 0.45 – 

055 eV. There is extremely good correlation in the evolution of the calculated and 

experimentally parameterized CT and CR rates for these configurations throughout the range of 

 considered. For PBDTTPD, the CT rates are already past the peak and in the Marcus normal 

region. However, the crossover points are not yet reached and CT is still the dominant process. 
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From the calculated rates for all systems and configurations considered, it is difficult to 

choose configurations that have more favorable CT or CR rates. All systems and configurations 

have dominant CT rates for small  , however, when  approaches 0.5 eV or higher, the CR 

rates start to compete. 

The results presented herein are roughly consistent with the ultrafast exciton dissociation 

rates at the thiophene:fullerene interface reported by Tamura et al.
48

 They attribute these fast 

rates mainly to the strong coupling between the molecular excited state and CT state. Our results 

indicate that the CT rates are fast even when the couplings are weak. We find that along with the 

electronic coupling parameter, the pre-factor in the Marcus rate expression mainly dictates the 

CT rate while the exponential part dominates the CR rate.      
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Table 6.1 Calculated binding energies, electronic couplings, oligomer lowest excited state energies, oligomer:fullerene dyad charge-

transfer energies, and charge-transfer and charge-recombination rates. 

 
 BindE 

(kcal/

mol) 

JLL 

(meV) 

JHL 

(meV) 

ELOC 

(eV) 

ECT 

(eV) 

Adj. 

ECT 

(eV)
a
 

∆ECT 

(eV) 

∆ECR 

(eV) 

λ = 0.25 eV λ = 0.50 eV 

kCT (s
-1

) kCR (s
-1

) kCT (s
-1

) kCR (s
-1

) 

P3AT-t-thp -15.7 4 117 1.85 1.54 1.10 -0.75 -1.10 2.98E+07 3.33E+02 1.01E+11 3.06E+11 

P3AT-t-bnd -15.5 14 105 1.85 1.51 1.07 -0.78 -1.07 1.26E+08 1.88E+03 9.79E+11 4.90E+11 

PBDTTPD-t-acp -17.0 15 69 1.81 2.25 1.81 0.00 -1.81 6.82E+11 2.10E-27 4.30E+10 4.36E-01 

PBDTTPD-t-don -18.5 52 27 1.84 2.37 1.93 0.09 -1.93 9.14E+11 9.67E-35 6.86E+10 1.18E-04 

PCDTBT-t-acp -15.4 1 88 1.82 1.91 1.47 -0.35 -1.47 1.29E+10 2.56E-11 8.19E+09 2.29E+06 

PCDTBT-t-don -16.5 1 58 1.82 1.86 1.42 -0.40 -1.42 2.76E+09 1.15E-09 3.76E+09 6.29E+06 

PCPDTBT-t-acp -16.7 5 115 1.33 1.55 1.11 -0.22 -1.11 7.83E+11 1.67E+02 1.30E+11 2.35E+11 

PCPDTBT-t-don -7.2 1 13 1.34 1.72 1.28 -0.06 -1.28 4.45E+08 8.42E-06 2.98E+07 3.07E+07 

PBDTTT-C-t-acp -17.3 30 16 1.56 1.67 1.23 -0.33 -1.23 2.37E+13 6.40E-04 1.23E+13 2.06E+08 

PBDTTT-C-t-don -18.4 19 71 1.57 1.59 1.15 -0.42 -1.15 3.76E+12 4.13E+00 7.48E+12 3.34E+10 

P3AT-s -9.2 5 3 1.85 1.47 1.03 -0.82 -1.03 3.05E+06 2.25E+01 8.44E+10 1.15E+09 

PBDTTPD-s -6.1 1 5 1.81 2.00 1.56 -0.25 -1.56 4.83E+09 1.22E-17 1.05E+09 2.13E+02 

PCDTBT-s-acp-td -2.8 2 1 1.95 1.98 1.54 -0.41 -1.54 4.39E+10 3.57E-19 6.97E+10 1.87E+00 

PCDTBT-s-acp-bz -11.7 1 9 1.95 1.78 1.34 -0.61 -1.34 1.68E+08 2.77E-08 1.36E+10 2.11E+06 

PCDTBT-s-don -4.6 1 8 1.95 1.87 1.43 -0.52 -1.43 2.91E+08 7.65E-12 3.39E+09 7.24E+04 

PCPDTBT-s-acp-td -3.1 2 1 1.41 1.66 1.22 -0.19 -1.22 8.69E+10 1.06E-06 1.07E+10 2.12E+05 

PCPDTBT-s-acp-bz -8.7 1 7 1.34 1.49 1.05 -0.29 -1.05 6.47E+10 3.15E+01 2.14E+10 3.62E+09 

PCPDTBT-s-don -9.6 2 1 1.34 1.84 1.40 0.06 -1.40 2.74E+09 7.07E-13 1.84E+08 1.30E+03 

PBDTTT-C-s -6.8 1 4 1.56 1.77 1.33 -0.23 -1.33 2.11E+10 1.52E-08 3.65E+09 6.90E+05 

P3HT-expt. - 7 75 1.90 1.14
b
 - -0.76 -1.14 8.03E+07 9.33E+00 3.59E+11 4.85E+10 

PBDTTPD-expt. - 22 34 1.75 1.52
c
 - -0.23 -1.52 1.66E+13 3.07E-14 2.90E+12 4.94E+04 

a
ECT adjustment by shifting of calculated values to measured values reported by Ko et al.

41
 (see Figure 5.3 and discussion above); 

b and c  

experimental values as reported by Ko et al.
41

 and Hoke et al.
56 
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Figure 6.5 Charge-transfer (solid lines) and charge-recombination (dashed lines) rates as a 

function of reorganization energy for dyads including oligomers P3AT (top) and PBDTTPD 

(bottom). Rates based on experimental ECT and ELOC are included for reference. 
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6.4. Conclusions 

The Marcus semiclassical model has been applied to calculate the rates for exciton-

dissociation and charge-recombination processes in prototypical hole- and electron-transport 

materials including pentacene, sexithiophene, phthalocyanine, C60, perylene bisimide, and 

perylene-tetracarboxylic diimide.
19-22

 In this Chapter, we have investigated the impact of 

oligomer:fullerene molecular configurations and reorganization energy on the charge-transfer 

(CT) processes and the competing charge-recombination (CR) processes, for systems 

representing some of the best performing polymer:fullerene based solar cells. 

Our results indicate that several key parameters that govern the CT and CR rates are 

affected by the oligomer:fullerene configurations. For the t (face-on) configurations, the effective 

electronic couplings relevant to CR were generally stronger than for CT; the couplings were 

weak (< 10 meV) for all s (edge-on) configurations. However, an important finding is that, 

despite the differences in the strengths of the electronic couplings, the CT rates were calculated 

to be fast and dominant (for small reorganization energies) for all oligomer:fullerene dyads 

irrespective of their configurations. This brings a key message: Excitons in these systems are 

prone to dissociate easily without significant competition from the CR process at the small 

reorganization energy limit. This is consistent with the fact that these systems constitute some of 

most efficient organic solar cells. 

Upon increasing reorganization energy, the impact on CR rates is far more important than 

the CT process. Evaluation of accurate internal and external contributions to the reorganization 

energy is therefore critical in the calculation of the CR rates.  
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CHAPTER 7  

CONCLUSIONS AND OUTLOOK 

 

7.1. Conclusions 

Due to the potential in offering sustainable and cost-effective energy resources, the field 

of organic photovoltaics offers valuable prospect and is growing. Improvements in performance 

of the organic photovoltaic devices (along with their stability) have been recognized as important 

steps towards making them economically viable. Tremendous efforts are thus carried out to 

understand the mechanisms and key processes involved in photocurrent generation. A critical 

requirement in the optimization of a device is the comprehension of the bulk and interface 

properties of the materials that constitute the photoactive layer. As a first step towards 

understanding two key processes – absorption and exciton dissociation – we studied the intrinsic 

properties of the hole- and electron-transport materials at the molecular level using density 

functional theory-based methods. Our objectives were to i) investigate structure-property 

relationships of donor-acceptor materials, particularly to quantify how the geometric, electronic, 

and optical properties vary as a function of the chemical composition, ii) characterize the nature 

of their lowest excitons, and iii) depict the role of configurational variations at the interfaces 

between hole- and electron-transport materials and reorganization energy on exciton-dissociation 

and charge-recombination processes. 

Donor-acceptor copolymers and small molecules are an important class of hole-transport 

materials. Due to the potential to harness a large portion of the solar energy spectrum, especially 
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in the near-infrared region, they have received a lot of interest from the organic photovoltaics 

community. Using a large set of donor and acceptor moieties to construct donor-acceptor repeat 

units, in Chapter 3, we discussed and quantified the role of specific donor/ acceptor combinations 

and thiophene spacers on the copolymer geometric, electronic, and optical properties. We found 

that the thiophene spacers help planarize the copolymer backbone (by 10 – 25°), destabilize the 

HOMO energies (by 0.1 – 0.4 eV) and increase the oscillator strengths (by 55 – 120 %) in 

tetramers of X/CPDP-T-Y-T compared to those for X/CPDP-Y. Additionally, as a result of the 

strong electron affinity of the benzobisthiadiazole acceptor, the C/CPDT-B2T LUMO is unusual 

as it displays contributions from the C/CPDT HOMO, in addition to the B2T LUMO, and 

provides a clear illustration of the role of energetic alignment in the mixing of donor and 

acceptor wavefunctions in donor-acceptor copolymers. 

Chapter 4 focused on the use of long-range corrected density functionals in characterizing 

the lowest excited states and optical absorption spectra of a series of donor-acceptor small-

optical gap systems. The tuned LRC functionals were shown to provide a description of the 

lowest excited states leading to better agreement with experimental optical absorption spectra 

compared to B3LYP or the standard LRC functionals. Based on the tuned ω values, the donor-

acceptor copolymers can be considered to be more conjugated than polythiophenes. Importantly, 

the tuned LRC functionals provide a more localized description of the lowest singlet exciton than 

initially anticipated for donor-acceptor copolymers. 

In addition to the use of suitable donor or acceptor moiety, the placement of side chains 

along the conjugated backbone can influence π-conjugated material properties. Chapter 5 

provided details on the influence of alkyl side chains on the geometric and electronic properties 

of oligothiophenes and their interactions with fullerenes. Based on the trends in computed and 
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measured ionization potentials and the values of the electronic couplings at the HTM:ETM 

interface, the increase in VOC for devices based on PDHTT and PDHBT (compared to P3HT) 

could be mainly correlated with the increase in ionization potential (a result of increased twist 

along the conjugated backbones). Also, the good correlation between the computed and 

measured ECT values provides confidence in the use of constrained DFT in evaluating ECT for 

thiophene-based π-conjugated systems. 

Building on the work from earlier chapters, in Chapter 6 we investigated the impact of 

oligomer:fullerene packing configurations and reorganization energy on charge-transfer and 

charge-recombination processes. Within the approximations that were made, the CT rates were 

calculated, in the small reorganization energy limit, to be fast and dominant for all 

oligomer:fullerene dyads irrespective of the configurations, indicating that the excitons are prone 

to dissociate without substantial competing CR process. Also, it was found that the impact from 

the changes in reorganization energy in these oligomer:fullerene complexes is far more important 

for the CR rates. Accurate evaluation of reorganization energy, both from intramolecular and 

intermolecular contributions, is therefore critical for the calculation of CR rates. 

7.2. Further considerations 

The discussions presented in this dissertation provide steps towards understanding 

structure-property relationships of isolated molecular systems that aid in the design of improved 

materials and in the comprehension of the kinetics of exciton-dissociation and charge-

recombination processes. While the studies of the intrinsic (individual) properties are a first 

necessary step, it is important to note that extrinsic factors such as the architecture of the 

photoactive layer, interactions of the photoactive layer components with each other and their 

environment, and the conditions of processing play critical roles in determining OPV 
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performance. To understand the complexities of the structures – on how they pack at the bulk 

and the interfaces – requires studying these materials at the molecular dynamics level. This 

allows the account of the steric effects from side-chains and their influences on intra- and inter-

molecular geometries that are generally discarded when purely quantum-chemical methods are 

used. Further, such simulations can address the problem of conformation variability due to 

packing that cannot be grasped from geometry optimizations of molecular systems under isolated 

conditions. 

Additionally, it is also important to get reliable descriptions of the local and charge-

transfer states not only at the single molecule or dyad level, but on a scale that allows inclusion 

of a number of hole- and electron-transfer molecules. This will enable to account for charge-

transfer states that could be delocalized over several molecules. Understanding how localized or 

delocalized the charge-transfer states is important as it can provide information on the size of the 

Coulombic barrier that has to be overcome to generate charge-separated carriers and avoid 

recombinative losses at the interfaces. This can be critical to understanding the mechanisms 

responsible for the efficient dissociation of excitons into separated charges at organic-organic 

interfaces, a problem that is not yet adequately understood. 

Application of Marcus electron transfer theory is valid only in the case of very weak 

electronic couplings and under the assumption that the system is in thermal equilibrium. This 

means in practice that in order to use the Marcus formalism fully reliably, the electron transfer 

that takes place after optical excitation should be slower than nuclear relaxations. The rates we 

have calculated for the CT processes can reach up to 10
13

 Hz for some systems. Thus, such time 

scales are on the order of those for the fast bond-stretching nuclear relaxations. As a result, a 



 

119 

major advance in our computational methodology will be required to obtain a realistic 

description of such fast electron-transfer rates, by solving for the coupled electron-ion dynamics. 
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APPENDIX 

ANCILLARY MATERIAL 

 

Table A.3.1 HOMO and LUMO energies for isolated X/CPDP and X/CPDT donors determined 

at the B3LYP/6-31G(d,p) level. HOMO and LUMO energy differences between the dibenzo- 

and dithiophene-based donors as a function of the X-substituent are included. All energies are 

expressed in eV. 

 
Donors 

(monomers) 

HOMO 

HOMO 

LUMO 

LUMO 

  X-substituent 

ΔHOMO 

 CPDP - CPDT 

ΔHOMO 
C/CPDP -5.74 -0.76   N-C N-Si C-Si  N C S 

C/CPDT -5.19 -1.02   ΔHOMO  ΔHOMO 

N/CPDP -5.33 -0.64  CPDP 0.41 0.46 0.05  -0.23 -0.55 -0.49 

N/CPDT -5.10 -0.56  CPDT 0.09 0.20 0.11   

Si/CPDP -5.79 -0.93   ΔLUMO   ΔLUMO  

Si/CPDT -5.30 -1.29  CPDP 0.12 0.29 0.17  -0.08 0.26 0.36 

    CPDT 0.46 0.73 0.28   
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Table A.3.2 HOMO and LUMO energies of the acceptors (isolated (Y) and bis-thiophene 

substituted (T-Y-T)) as determined at the B3LYP/6-31G(d,p) level. HOMO and LUMO energy 

differences between the two series are also included. All energies are expressed in eV. The 

HOMO and LUMO energies of thiophene and PC61BM are given as reference. 

 
 

 Y  T-Y-T  ΔE([T-Y-T] – Y) 

Acceptor HOMO LUMO  HOMO LUMO  HOMO LUMO 

BX -6.87 -2.45  -5.53 -2.71  1.33 -0.25 

BT -6.62 -2.35  -5.36 -2.63  1.26 -0.27 

BSe -6.48 -2.44  -5.30 -2.69  1.18 -0.25 

B2T -6.20 -3.56  -5.10 -3.53  1.11  0.03 

TQ -5.36 -2.52  -4.98 -2.66  0.38 -0.14 

QX -6.71 -1.94  -5.26 -2.33  1.44 -0.40 

PP -6.98 -2.38  -5.42 -2.60  1.56 -0.21 

PX -7.41 -2.98  -5.72 -3.02  1.68 -0.04 

PT -7.09 -2.83  -5.53 -2.93  1.56 -0.10 

PSe -6.93 -2.91  -5.47 -3.00  1.47 -0.09 

TP -6.24 -2.27  -5.01 -2.63  1.23 -0.36 

TPPh -5.96 -2.21  -4.89 -2.55  1.07 -0.34 

Thiophene -6.35 -0.23       

PC61BM -5.66 -3.09       
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Table A.3.3 HOMO and LUMO energies, fundamental (HOMO-LUMO) gap (EG), optical gap 

(EOP, S0 → S1 transition energy), transition dipole moment (), and oscillator strength (ƒ) 

determined at the B3LYP/6-31G(d,p) level for the N/CPDP- and N/CPDT-based DA tetramers. 

All energies are expressed in eV and transition dipole moments in Debye. 

 

 

 

HOMO LUMO EG EOP  ƒ 

N/CPDP-BX -5.31 -2.65 2.66 2.29 18.01 2.82 

N/CPDP-BT -5.16 -2.46 2.69 2.30 15.07 1.98 

N/CPDP-BSe -5.09 -2.52 2.57 2.18 14.06 1.63 

N/CPDP-B2T -4.95 -3.47 1.48 1.23 19.26 1.73 

N/CPDP-TQ -4.83 -2.50 2.33 1.99 12.95 1.27 

N/CPDP-QX -5.14 -2.04 3.11 2.67 13.30 1.79 

N/CPDP-PP -5.23 -2.43 2.80 2.39 15.05 2.05 

N/CPDP-PX -5.44 -3.08 2.36 2.03 18.79 2.72 

N/CPDP-PT -5.25 -2.90 2.35 2.00 16.67 2.10 

N/CPDP-PSe -5.19 -2.95 2.23 1.87 16.00 1.82 

N/CPDP-TP -4.72 -2.61 2.11 1.78 18.52 2.31 

N/CPDP-TPPh -4.62 -2.53 2.08 1.75 17.34 1.99 

N/CPDP-T-BX-T -4.95 -2.78 2.18 1.87 26.33 4.93 

N/CPDP-T-BT-T -4.82 -2.68 2.13 1.82 23.89 3.93 

N/CPDP-T-BSe-T -4.76 -2.74 2.01 1.70 22.77 3.34 

N/CPDP-T-B2T-T -4.60 -3.52 1.08 0.91 27.85 2.69 

N/CPDP-T-TQ-T -4.70 -2.69 2.01 1.70 19.7 2.50 

N/CPDP-T-QX-T -4.77 -2.40 2.37 2.02 23.84 4.35 

N/CPDP-T-PP-T -4.86 -2.64 2.21 1.88 23.42 3.91 

N/CPDP-T-PX-T -5.06 -3.05 2.02 1.74 26.26 4.56 

N/CPDP-T-PT-T -4.92 -2.95 1.97 1.68 23.81 3.62 

N/CPDP-T-PSe-T -4.87 -3.01 1.85 1.57 22.81 3.09 

N/CPDP-T-TP-T -4.58 -2.73 1.85 1.57 24.78 3.65 

N/CPDP-T-TPPh-T -4.51 -2.66 1.84 1.56 23.75 3.34 

N/CPDT-BX -4.62 -3.01 1.61 1.41 27.43 4.01 

N/CPDT-BT -4.42 -2.83 1.59 1.35 25.7 3.38 

N/CPDT-BSe -4.35 -2.87 1.47 1.24 25.43 3.05 

N/CPDT-B2T -4.17 -3.81 0.35 0.56 31.83 2.15 

N/CPDT-TQ -4.22 -2.86 1.36 1.14 24.8 2.65 

N/CPDT-QX -4.34 -2.52 1.82 1.54 24.06 3.38 

N/CPDT-PP -4.47 -2.81 1.66 1.41 24.24 3.15 

N/CPDT-PX -4.77 -3.37 1.40 1.25 24.42 2.82 

N/CPDT-PT -4.56 -3.16 1.40 1.22 24.2 2.70 

N/CPDT-PSe -4.49 -3.21 1.27 1.10 23.56 2.32 

N/CPDT-TP -4.12 -2.89 1.23 1.08 27.98 3.22 

N/CPDT-TPPh -4.02 -2.80 1.22 1.06 27.48 3.03 
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N/CPDT-T-BX-T -4.58 -2.95 1.63 1.36 34.05 5.98 

N/CPDT-T-BT-T -4.45 -2.84 1.62 1.34 31.69 5.10 

N/CPDT-T-BSe-T -4.41 -2.88 1.53 1.25 30.98 4.55 

N/CPDT-T-B2T-T -4.27 -3.61 0.66 0.59 46.19 4.79 

N/CPDT-T-TQ-T -4.42 -2.76 1.66 1.37 24.69 3.16 

N/CPDT-T-QX-T -4.41 -2.58 1.83 1.52 30.26 5.30 

N/CPDT-T-PP-T -4.48 -2.80 1.68 1.39 30.65 4.96 

N/CPDT-T-PX-T -4.67 -3.20 1.47 1.25 34.15 5.51 

N/CPDT-T-PT-T -4.54 -3.08 1.46 1.22 31.96 4.73 

N/CPDT-T-PSe-T -4.49 -3.13 1.36 1.13 31.27 4.19 

N/CPDT-T-TP-T -4.27 -2.88 1.38 1.14 34.46 5.13 

N/CPDT-T-TPPh-T -4.22 -2.81 1.41 1.16 32.76 4.70 
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Table A.3.4 First vertical transition (S0 → S1) properties including EOP (eV), transition dipole 

moment (), f, and the corresponding electronic configurations determined at the TD-B3LYP/6-

31G(d,p) level for N/CPDP- and N/CPDT-based DA tetramers. 

 

 

 

EOP 

(eV) 

µ 

(Debye) 

f Electronic configuration (%) 

N/CPDP-BX 2.29 18.01 2.82 HOMO-1LUMO (2) 

   

 HOMO-1LUMO+1 (7) 

   

 HOMOLUMO (85) 

   

 HOMOLUMO+1 (3) 

N/CPDP-BT 2.30 15.07 1.98 HOMO-1LUMO+1 (9) 

   

 HOMOLUMO (82) 

   

 HOMOLUMO+1 (3) 

N/CPDP-BSe 2.18 14.06 1.63 HOMO-1LUMO+1 (9) 

   

 HOMOLUMO (81) 

   

 HOMOLUMO+1 (2) 

N/CPDP-B2T 1.23 19.26 1.73 HOMO-1LUMO (3) 

   

 HOMOLUMO (75) 

   

 HOMOLUMO+1 (17) 

N/CPDP-TQ 1.99 12.95 1.27 HOMO-2LUMO+3 (2) 

   

 HOMO-1LUMO (4) 

   

 HOMO-1LUMO+1 (3) 

   

 HOMO-1LUMO+2 (6) 

   

 HOMOLUMO (55) 

   

 HOMOLUMO+1 (25) 

N/CPDP-QX 2.67 13.30 1.79 HOMO-1LUMO+1 (8) 

   

 HOMOLUMO (76) 

   

 HOMOLUMO+1 (4) 

   

 HOMOLUMO+2 (2) 

N/CPDP-PP 2.39 15.05 2.05 HOMO-5LUMO+1 (3) 

   

 HOMO-4LUMO+1 (6) 

   

 HOMOLUMO (82) 

   

 HOMOLUMO+2 (2) 

N/CPDP-PX 2.03 18.79 2.72 HOMO-2LUMO (6) 

   

 HOMO-2LUMO+1 (2) 

   

 HOMOLUMO (76) 

   

 HOMOLUMO+1 (11) 

N/CPDP-PT 2.00 16.67 2.10 HOMO-1LUMO (3) 

   

 HOMO-1LUMO+1 (5) 

   

 HOMOLUMO (81) 

   

 HOMOLUMO+1 (7) 

N/CPDP-PSe 1.87 16.00 1.82 HOMO-1LUMO (3) 

   

 HOMO-1LUMO+1 (5) 

   

 HOMOLUMO (78) 

   

 HOMOLUMO+1 (9) 

N/CPDP-TP 1.78 18.52 2.31 HOMO-1LUMO+1 (6) 

   

 HOMOLUMO (91) 

N/CPDP-TPPh 1.75 17.34 1.99 HOMO-1LUMO+1 (6) 
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 HOMOLUMO (91) 

N/CPDP-T-BX-T 1.87 26.33 4.93 HOMO-2LUMO+2 (2) 

   

 HOMO-1LUMO+1 (12) 

   

 HOMOLUMO (75) 

   

 HOMOLUMO+1 (3) 

N/CPDP-T-BT-T 1.82 23.89 3.93 HOMO-2LUMO+2 (4) 

   

 HOMO-1LUMO+1 (14) 

   

 HOMOLUMO (74) 

N/CPDP-T-BSe-T 1.70 22.77 3.34 HOMO-2LUMO+2 (4) 

   

 HOMO-1LUMO+1 (14) 

   

 HOMOLUMO (73) 

N/CPDP-T-B2T-T 0.91 27.85 2.69 HOMO-1LUMO (5) 

   

 HOMO-1LUMO+2 (2) 

   

 HOMOLUMO (74) 

   

 HOMOLUMO+1 (17) 

N/CPDP-T-TQ-T 1.70 19.70 2.50 HOMO-2LUMO+2 (6) 

   

 HOMO-1LUMO+1 (17) 

   

 HOMOLUMO (71) 

N/CPDP-T-QX-T 2.02 23.84 4.35 HOMO-2LUMO+2 (5) 

   

 HOMO-1LUMO+1 (16) 

   

 HOMOLUMO (73) 

N/CPDP-T-PP-T 1.88 23.42 3.91 HOMO-2LUMO+3 (2) 

   

 HOMO-1LUMO (3) 

   

 HOMO-1LUMO+1 (10) 

   

 HOMO-1LUMO+2 (3) 

   

 HOMOLUMO (67) 

   

 HOMOLUMO+1 (7) 

N/CPDP-T-PX-T 1.74 26.26 4.56 HOMO-2LUMO+1 (3) 

   

 HOMO-1LUMO (13) 

   

 HOMO-1LUMO+2 (5) 

   

 HOMOLUMO (50) 

   

 HOMOLUMO+1 (23) 

N/CPDP-T-PT-T 1.68 23.81 3.62 HOMO-2LUMO+1 (3) 

   

 HOMO-2LUMO+3 (3) 

   

 HOMO-1LUMO (9) 

   

 HOMO-1LUMO+2 (6) 

   

 HOMOLUMO (50) 

   

 HOMOLUMO+1 (24) 

N/CPDP-T-PSe-T 1.57 22.81 3.09 HOMO-2LUMO+1 (3) 

   

 HOMO-2LUMO+3 (3) 

   

 HOMO-1LUMO (9) 

   

 HOMO-1LUMO+2 (7) 

   

 HOMOLUMO (38) 

   

 HOMOLUMO+1 (34) 

   

 HOMOLUMO+2 (2) 

N/CPDP-T-TP-T 1.57 24.78 3.65 HOMO-2LUMO+2 (3) 

   

 HOMO-1LUMO+1 (13) 

   

 HOMOLUMO (78) 

N/CPDP-T-TPPh-T 1.56 23.75 3.34 HOMO-2LUMO+2 (3) 

   

 HOMO-1LUMO+1 (13) 
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 HOMOLUMO (79) 

N/CPDT-BX 1.41 27.43 4.01 HOMO-1LUMO+1 (3) 

   

 HOMOLUMO (96) 

N/CPDT-BT 1.35 25.70 3.38 HOMO-1LUMO+1 (4) 

   

 HOMOLUMO (95) 

N/CPDT-BSe 1.24 25.43 3.05 HOMO-1LUMO+1 (4) 

   

 HOMOLUMO (95) 

N/CPDT-B2T 0.56 31.83 2.15 HOMO-1LUMO+1 (4) 

   

 HOMOLUMO (88) 

   

 HOMOLUMO+1 (4) 

N/CPDT-TQ 1.14 24.80 2.65 HOMO-1LUMO+1 (4) 

   

 HOMOLUMO (96) 

N/CPDT-QX 1.54 24.06 3.38 HOMO-1LUMO+1 (4) 

   

 HOMOLUMO (95) 

N/CPDT-PP 1.41 24.24 3.15 HOMO-1LUMO+1 (3) 

   

 HOMOLUMO (93) 

N/CPDT-PX 1.25 24.42 2.82 HOMOLUMO (96) 

N/CPDT-PT 1.22 24.20 2.70 HOMOLUMO (93) 

   

 HOMOLUMO+1 (3) 

N/CPDT-PSe 1.10 23.56 2.32 HOMOLUMO (93) 

   

 HOMOLUMO+1 (3) 

N/CPDT-TP 1.08 27.98 3.22 HOMO-1LUMO+1 (3) 

   

 HOMOLUMO (98) 

N/CPDT-TPPh 1.06 27.48 3.03 HOMO-1LUMO+1 (3) 

   

 HOMOLUMO (98) 

N/CPDT-T-BX-T 1.36 34.05 5.98 HOMO-1LUMO+1 (9) 

   

 HOMOLUMO (87) 

N/CPDT-T-BT-T 1.34 31.69 5.10 HOMO-1LUMO+1 (10) 

   

 HOMOLUMO (86) 

N/CPDT-T-BSe-T 1.25 30.98 4.55 HOMO-1LUMO+1 (10) 

   

 HOMOLUMO (86) 

N/CPDT-T-B2T-T 0.59 46.19 4.79 HOMO-1LUMO+1 (2) 

   

 HOMOLUMO (96) 

N/CPDT-T-TQ-T 1.37 24.69 3.16 HOMO-1LUMO (3) 

   

 HOMO-1LUMO+1 (9) 

   

 HOMOLUMO (74) 

   

 HOMOLUMO+1 (6) 

N/CPDT-T-QX-T 1.52 30.26 5.30 HOMO-2LUMO+2 (2) 

   

 HOMO-1LUMO+1 (11) 

   

 HOMOLUMO (84) 

N/CPDT-T-PP-T 1.39 30.65 4.96 HOMO-1LUMO (3) 

   

 HOMO-1LUMO+1 (8) 

   

 HOMOLUMO (80) 

   

 HOMOLUMO+1 (5) 

N/CPDT-T-PX-T 1.25 34.15 5.51 HOMO-1LUMO (10) 

   

 HOMOLUMO (71) 

   

 HOMOLUMO+1 (12) 

N/CPDT-T-PT-T 1.22 31.96 4.73 HOMO-1LUMO (8) 

   

 HOMO-1LUMO+1 (3) 
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 HOMOLUMO (73) 

   

 HOMOLUMO+1 (12) 

N/CPDT-T-PSe-T 1.13 31.27 4.19 HOMO-1LUMO (9) 

   

 HOMO-1LUMO+2 (2) 

   

 HOMOLUMO (68) 

   

 HOMOLUMO+1 (16) 

N/CPDT-T-TP-T 1.14 34.46 5.13 HOMO-1LUMO+1 (8) 

   

 HOMOLUMO (87) 

N/CPDT-T-TPPh-T 1.16 32.76 4.70 HOMO-1LUMO+1 (9) 

   

 HOMOLUMO (87) 
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Table A.4.1 Tuned omega values (bohr
-1

) for the ωB97 and BNL functionals from monomer to 

hexamer.  

 

n 1 2 3 4 5 6 

ωB97 

PBDTTPD 0.188 0.144 0.129 0.124 0.122 0.124 

PBDTTT-C 0.190 0.141 0.124 0.117 0.114 0.115 

PBDTTT-CF 0.188 0.142 0.125 0.118 0.115 0.116 

PBDTTT-E 0.185 0.139 0.123 0.115 0.119 0.116 

PCDTBT 0.186 0.156 0.151 0.152   

PCPDTBT 0.197 0.152 0.125 0.113 0.107 0.104 

BNL 

PBDTTPD 0.196 0.150 0.134 0.129   

PBDTTT-C 0.197 0.147 0.129 0.121   

PBDTTT-CF 0.196 0.148 0.130 0.123   

PBDTTT-E 0.193 0.144 0.127 0.120   

PCDTBT 0.194 0.162 0.158 0.158   

PCPDTBT 0.211 0.160 0.132 0119   
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Table A.4.2 TD-DFT S0S1 transition energies (in eV) for the oligomers using the ωB97 (tuned 

and default ω) and B3LYP functionals. 

 

 

n 1 2 3 4 5 6 

B3LYP 

PBDTTPD 2.76 2.31 2.13 2.04 1.99 1.96 

PBDTTT-C 2.61 2.11 1.89 1.78 1.72 1.68 

PBDTTT-CF 2.59 2.15 1.93 1.83 1.76 1.75 

PBDTTT-E 2.70 2.14 1.92 1.81 1.74 1.71 

PCDTBT 2.15 1.93 1.86 1.83 - - 

PCPDTBT 2.31 1.73 1.49 1.36 1.29 1.24 

Default ωB97 

PBDTTPD 3.72 3.16 2.99 2.93 2.87 2.85 

PBDTTT-C 3.50 2.94 2.76 2.67 2.62 2.59 

PBDTTT-CF 3.54 2.99 2.82 2.74 2.68 2.67 

PBDTTT-E 3.54 2.93 2.77 2.68 2.63 2.60 

PCDTBT 3.01 2.85 2.79 2.79 - - 

PCPDTBT 3.24 2.54 2.34 2.24 2.19 2.16 

Tuned ωB97 

PBDTTPD 3.16 2.56 2.34 2.25 2.19 2.18 

PBDTTT-C 3.01 2.33 2.08 1.97 1.90 1.88 

PBDTTT-CF 3.03 2.38 2.14 2.03 1.95 1.95 

PBDTTT-E 3.07 2.35 2.11 1.99 1.96 1.91 

PCDTBT 2.53 2.24 2.18 2.18 - - 

PCPDTBT 2.81 2.00 1.68 1.53 1.44 1.39 

  



 

130 

Table A.4.3 TD-DFT S0S1 energies (in eV) at the polymer limit using linear (1/n) and 

exponential extrapolation fits from the oligomer calculated data. The linear regression (Rsq) and 

parameter a (that describes how fast En saturates towards E∞) are also included. 

 

 

  

  

Linear Fit (vs. 1/n) Exponential Fit 

E∞ Rsq. E∞ a 

B3LYP 

PBDTTPD 1.81 0.998 1.95 0.78 

PBDTTT-C 1.51 0.996 1.67 0.73 

PBDTTT-CF 1.58 0.992 1.72 0.70 

PBDTTT-E 1.51 0.999 1.70 0.79 

PCDTBT 1.72 1.000 1.82 1.04 

PCPDTBT 1.05 0.996 1.23 0.73 

Default ωB97 

PBDTTPD 2.66 0.998 2.86 0.99 

PBDTTT-C 2.40 1.000 2.60 0.91 

PBDTTT-CF 2.48 0.999 2.67 0.94 

PBDTTT-E 2.40 0.998 2.62 0.99 

PCDTBT 2.70 0.990 2.77 1.22 

PCPDTBT 1.92 0.998 2.17 1.00 

Tuned ωB97 

PBDTTPD 1.95 0.999 2.17 0.93 

PBDTTT-C 1.63 0.999 1.87 0.88 

PBDTTT-CF 1.70 0.999 1.93 0.87 

PBDTTT-E 1.66 0.999 1.92 0.94 

PCDTBT 2.03 0.979 2.17 1.61 

PCPDTBT 1.11 0.999 1.38 0.81 
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Table A.5.1 Hole mobility, optimized thickness, and internal quantum efficiency of 

polymer:PC71BM solar cells. 

 

Polymer μh (cm
2
/Vs)

 a
 

Thickness 

(nm) 

Fill 

Factor
 c
 

IQE (%)
b
 

Jsc 

(mA/cm
2
)
 c
 

P3HT 3×10
-4

 225 0.66 67 9.56 

PDHTT 3×10
-4

 165 0.66 67 8.54 

PDHBT 7×10
-5

 105 0.61 55 5.87 

RRa-P3HT 2×10
-5

 65 0.41 57 5.97 
a 

Space charge limited hole mobility measured for hole only diodes. 
b 

Wavelength averaged internal 

quantum efficiency accounting for optical interference effects and parasitic absorptions in the electrodes. 
c 

Average values. 
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Table A.6.1 Charge-transfer and charge-recombination reaction enthalpies, rates, and 

contribution to the rate from the exponential and pre-factor parts of the Marcus rate equation (
and T considered to be 0.25 eV and 300 K, respectively). PBDTTPD and PCPDTBT included as 

representative examples.  








 


Tk

G

Tk
Jk

BB

ifif








4

)(
exp

20

2

2


 

  

  
ΔECT 

/ eV 

ΔECR 

/ eV 
kCT / s

-1
 kCR/ s

-1
 

CT CR CT CR 

Pre-factor Pre-factor Expon. Expon. 

PBDTTPD-t-acp 0.00 -1.81 6.82E+11 2.10E-27 7.31E+12 1.60E+14 9.33E-02 1.31E-41 

PBDTTPD-t-don 0.09 -1.93 9.14E+11 9.67E-35 9.09E+13 2.51E+13 1.01E-02 3.85E-48 

PBDTTPD-s -0.25 -1.56 4.83E+09 1.22E-17 4.84E+09 8.24E+11 1.00E+00 1.48E-29 

PBDTTPD-expt -0.23 -1.52 1.66E+13 3.07E-14 1.68E+13 3.83E+13 9.85E-01 8.03E-28 

PCPDTBT-t-acp -0.22 -1.11 7.83E+11 1.67E+02 8.04E+11 4.44E+14 9.74E-01 3.76E-13 

PCPDTBT-t-don -0.06 -1.28 4.45E+08 8.42E-06 1.93E+09 5.59E+12 2.31E-01 1.51E-18 

PCPDTBT-s-acp-td -0.19 -1.22 8.69E+10 1.06E-06 1.01E+11 6.78E+09 8.56E-01 1.56E-16 

PCPDTBT-s-acp-bz -0.29 -1.05 6.47E+10 3.15E+01 6.95E+10 1.78E+12 9.32E-01 1.77E-11 

PCPDTBT-s-don 0.06 -1.40 2.74E+09 7.07E-13 1.05E+11 1.17E+10 2.61E-02 6.07E-23 
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Figure A.3.1 Illustration of HOMO and LUMO wave functions (isovalue surface 0.02 a.u.) of 

the isolated donor molecules evaluated at the B3LYP/6-31G(d,p) level. 
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Figure A.3.2 Illustration of HOMO and LUMO wave functions (isovalue surface 0.02 a.u.) of 

select acceptors (Y) calculated at the B3LYP/6-31G(d,p) level. 
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Figure A.3.3 Illustration of the HOMO and LUMO wave functions (isovalue surface 0.02 a.u.) 

for select bis-thiophene substituted (T-Y-T) acceptors calculated at the B3LYP/6-31G(d,p) level. 
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Figure A.3.4 D-A oligomer (tetramer) first vertical transition (S0 → S1) energies determined at 

the TD-B3LYP/6-31G(d,p) level. 
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Figure A.3.5 Illustration of increased curvature (decreased linearity) in the conjugated backbone 

in X/CPDP-BT as a function of the X-substituent [NH3, CH2(CH3)2, and SiH2(CH3)2] group. 
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Figure A.4.1 Evolution of the first transition energy (S0S1) with respect to inverse number of 

repeat units (1/n) for PBDTTPD and PBDTTT-E at the TD-DFT level for the B3LYP and tuned 

ωB97 functionals. Extrapolations of the S0S1 energy using linear and exponential fits are also 

included. 
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Figure A.4.2 Evolution of the first transition energy (S0S1) with respect to inverse number of 

repeat units (1/n) for PBDTTT-C and PCPDTBT at the TD-DFT level for the B3LYP and tuned 

ωB97 functionals. Extrapolations of the S0S1 energy using linear and exponential fits are also 

included. 
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Figure A.4.3 Calculated optical absorption spectra from ωB97 (default and tuned ω) and B3LYP 

for the isolated hexamers of PBDTTPD and PBDTTT-E compared to the digitized experimental 

data. 
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Figure A.4.4 Calculated optical absorption spectra from ωB97 (default and tuned ω) and B3LYP 

for the isolated hexamers of PBDTTT-C and PCPDTBT compared to the digitized experimental 

data. 
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Figure A.4.5 Calculated gas-phase and solvent environment optical absorption spectra from 

tuned ωB97 and from B3LYP for the hexamer of PBDTTT-CF and tetramer of PCDTBT, 

compared to the digitized experimental data. 
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Figure A.4.6 Illustration of the qualitatively similar HOMO and LUMO wave functions 

(isovalue surface 0.03 a.u.) in the tetramer of PCDTBT for B3LYP and tuned ωB97. 
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Figure A.5.1 Chemical structures of the systems considered in the DFT calculations. 
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Figure A.5.2 (a) Illustrations of the optimized geometries and dihedral angles for regio-regular 

P3HT calculated at the B3LYP/6-31G(d,p) level of theory. The P3HT-twisted oligomer is 3.31 

kcal/mol more stable than P3HT-planar. (b) Carbon-carbon bond lengths in the central portion of 

the structures as determined at the B3LYP/6-31G(d,p) level. 
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Figure A.5.3 (a) Illustrations of the optimized geometries and dihedral angles for regio-random 

P3HT calculated at the B3LYP/6-31G(d,p) level of theory. The RRa-P3HT-2 oligomer is 1.22 

kcal/mol more stable than RRa1-P3HT-1. (b) Carbon-carbon bond lengths in the central portion 

of the structures as determined at the B3LYP/6-31G(d,p) level. 
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Figure A.5.4 (a) Illustrations of the optimized geometries and dihedral angles for the PDHTT 

oligomer calculated at the B3LYP/6-31G(d,p) level of theory. (b) Carbon-carbon bond lengths in 

the central portion of the structures as determined at the B3LYP/6-31G(d,p) level. 

 

 

 

 

 

 

 

 

 

 

 

 

Figure A.5.5 (a) Illustrations of the optimized geometries and dihedral angles for isomers of 

PDHBT calculated at the B3LYP/6-31G(d,p) level of theory. The PDHBT-syn oligomer is 1.43 

kcal/mol more stable than PDHBT-anti. (b) Carbon-carbon bond lengths in the central portion of 

the structures as determined at the B3LYP/6-31G(d,p) level. 
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Figure A.5.6 (a) Chemical structure and (b) X-ray crystal structure of hexamer analog of 

PDHTT υ and υ´ are dihedral angles. (c) Illustrations of the optimized geometries and dihedral 

angles of hexathiophene analogue calculated at the B3LYP/6-31G(d,p) level of theory. (d) 

Carbon-carbon bond lengths in the central portion of the structures for the hexathiophene 

analogues. 
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Figure A.5.7 Illustration of the HOMO (bottom) and LUMO (top) wavefunctions of P3HT 

(planar) [left] and P3HT (twisted) [right] calculated at B3LYP/6-31G(d,p) level. 

 

 

 

 

 

 

 

Figure A.5.8 Illustration of the HOMO (bottom) and LUMO (top) wavefunctions of PDHTT 

calculated at B3LYP/6-31G(d,p) level. 
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Figure A.5.9 Illustration of the HOMO (bottom) and LUMO (top) wavefunctions for two 

confirmations of PDHBT calculated at B3LYP/6-31G(d,p) level: syn-confirmation (left) and 

anti-confirmation (right). 

 

 

 

 

 

 

 

Figure A.5.10 Illustration of the HOMO (bottom) and LUMO (top) wavefunctions of regio-

random P3HT calculated at B3LYP/6-31G(d,p) level, RRa-P3HT-1 (left) and RRa-P3HT-2 

(right). 
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Figure A.5.11 P3HT−C60 interactions: Geometry and binding energy with respect to infinite 

separation distance. The separation distance at the largest binding energy is included in the 

legend. 
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Figure A.5.12 PDHBT−C60 and PDHTT−C60 interactions: Geometry and binding energy with 

respect to infinite separation distance. The separation distance at the largest binding energy is 

included in the legend.  
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Figure A.5.13 RRa-P3HT−C60 interactions: Geometry and binding energy with respect to 

infinite separation distance. The separation distance at the largest binding energy is included in 

the legend. 
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Figure A.5.14 Current-voltage plots under illumination with 1.5G solar simulated light and (b) 

external quantum efficiency (EQE) for polymer:PC71BM bulk heterojunction solar cells. 
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Figure A.6.1 Charge-transfer and charge-recombination rates as a function of reorganization 

energy for dyads including oligomers PCDTBT, PCPDTBT, and PBDTTT-C.  

 

 

 


