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SUMMARY

The objective of the proposed research is to study the integration of humans

and automation for the operation of regenerative life support systems (RLSS). RLSS

combine physico-chemical and biological processes with the purpose of increasing the

autonomy of space habitats and the life quality of their living organisms by properly

reusing byproducts and regenerating consumable resources. However, these processes

require energy and time to transform chemical compounds and organic wastes into

nutrients, consumables, and edible products. Consequently, the maintenance of RLSS

imposes a considerable workload on human operators. In addition, the uncertainties

introduced by unintended chemical reactions promoted by material loop closure may

create unexpected situations that, if unattended, could translate into performance

deterioration, human errors, and failures. The availability of novel chemical and

biological sensors together with computational resources enable the development of

monitoring and automation systems to alleviate human workload, help avoid human

error, and increase the overall reliability of these systems.

This research aggregates sensor data and human-expert situation assessments to

create a representation of their situation knowledge base (SKB). The representation is

used in a switched control approach to the automation of RLSS, for decision support,

and human-automation coordination. The aggregation method consists of an opti-

mization process based on particle swarms. The purpose of this work is to contribute

to the methodological development of situation-oriented and user-centered design ap-

proaches to human-automation systems. Experiments and simulations are supported

on the process of respiration in an aquatic habitat acting as a RLSS.

xvi



CHAPTER I

INTRODUCTION

1.1 Origin and History of the Problem

Since the invention of the first automated systems during the Industrial Revolution,

advances in sensor technology [14, 15, 16, 17, 18], computing power [19, 20, 21, 22],

and communications [23, 24, 25, 26, 27] have dramatically increased the opportunities

to incorporate devices and equipment into ever more complex systems. These inno-

vations have helped entire industries to evolve and new business models to emerge in

domains such as energy [28, 29], transportation [30, 31, 32], health [33, 34, 35], secu-

rity [36, 37, 38], and entertainment [39, 40]. Many of these solutions are what today

make up power systems, water supplies, and digital communication networks, among

others. However, automation has also played an important role in undesired events

and fatal accidents. Such is the case of the Air France flight 447 that intended to

transport 216 passengers and its 12-person crew from Rio de Janeiro to Paris on June

1, 2009 [41]. In this accident, the Airbus A330-200 crashed into the Atlantic Ocean

after the aircraft entered an aerodynamic stall caused by erroneous readings from the

airspeed sensors. These readings triggered a sequence of events that resulted in the

disengagement of the autopilot, which left the control of the aircraft to the crew. At

that moment, the crew had insufficient awareness of the situation to react properly

to the flight condition.

In the commissioning and life-cycle of heterogeneous dynamic systems (HDS),

composed of humans, physical systems, and computer agents, accidents are not just

a consequence of the failure of a particular device or the collapse of an automation

system. Humans, as well, play a role in most of these accidents, with human error
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being responsible for 60%-90%, of the accidents reported in domains such as process

control, aviation, and health care [3, 42, 43]. In particular, a review of military

aviation mishaps [44] and a study of accidents in major air carriers found that 88%

were caused by human error resulting from a lack of situation awareness [45]. As this

example highlights, beyond purely technology-based problems, a number of issues

exist in the integration of humans and automation technology [2, 8], with a lack of

situation awareness being an important cause of human errors.

This work does not intend to overcome the causes of the Airbus accident in Air

France flight 447; in general, issues with human-automation systems are complex and

dependent on their specific application domain. However, this research aims to make

a contribution by informing tools of decision making with methods of computational

intelligence and principles in cognitive engineering for the safe operation and automa-

tion of HDS. The theoretical objective is to provide a methodology for the integration

of human-automation systems that generates a representation of the situation knowl-

edge base (SKB) of human-experts in order to assist other operators, who may not

necessarily be experts, in the operation and supervision of such systems. These efforts

may result in user interfaces that provide operators with additional information in

support of real-time decision making.

1.1.1 Life Support Systems and Their Challenges

One HDS of particular interest is regenerative life support systems (RLSS). These

systems grow in importance with the development of long-duration human space

exploration systems. The capability of habitation systems to regenerate life sup-

port consumables, such as oxygen, is one of the challenges of long-duration human

space flight [46]. Such capability would reduce the frequency of resupply missions

and presumably also reduce their operation cost. An example of such efforts is the
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commissioning of the Water Recovery System (WRS) in the U.S. segment of the Inter-

national Space Station (ISS), which recycles waste liquids, including urine, back into

potable water [47, 11, 48]. Indeed, on April 10th 2010, at the Kennedy Space Center,

President Barack Obama pronounced his “Remarks on Space Exploration in the 21st

Century,” and in his speech he included life support systems as a key technology to

be developed for future long-duration space flight missions:

“And we will extend the life of the International Space Station likely

by more than five years, while actually using it for its intended purpose:

conducting advanced research that can help improve the daily lives of people

here on Earth, as well as testing and improving upon our capabilities in

space. This includes technologies like more efficient life support systems

that will help reduce the cost of future missions.”

RLSS combine physico-chemical and biological processes to transform metabolic

byproducts back into consumables. Their purpose is to increase the autonomy of the

space habitat and to maintain an acceptable quality of life for its living organisms

by properly reusing byproducts and regenerating consumables. But these processes

require energy and time to transform byproducts and nutrients into consumables and

edible products. Consequently, their maintenance imposes considerable workload to

operators. In particular, their monitoring and automation poses a challenge: ma-

terial loop closure may promote unintended interactions between chemical species

within the habitat, potentially leading to the accumulation of unexpected chemical

compounds that may affect individual life-support processes or even crew health. An

example of such unintended chemical interactions is found in the 2010 WRS anomaly,

caused by the accumulation of dimethylsilanediol (DMSD) in the Water Processing

Assembly (WPA) of ISS [11]. This anomaly served as a good example of the dis-

connect that in some cases may be apparent between humans and automation, thus
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becoming a potential cause for conflicts that may be addressed if considered as an

issue between humans and automation.

We can address this problem of disconnect by detecting such anomalies early

enough and using measurements to present sensor information that improves the ob-

servability of these errors in monitoring and automation systems to the human oper-

ator. By addressing this problem, we seek to minimize human errors while increasing

system reliability.

1.1.2 Situation-Oriented Automation of RLSS

The availability of new chemical and biological sensors, together with computational

resources, enables the development of automation systems aimed to alleviate hu-

man workload, avoid human error, and increase overall reliability of RLSS. Beyond

methods in robust [49] and adaptive control [50, 51], paradigms in switched control

[52, 53, 54, 55] offer advantages for the management of the uncertainty caused by

material loop closure. Switched control introduces attributes of flexibility and modu-

larity to the control system [55]. These attributes may be used to allow for different

control actions depending on the operational condition of the physical system and its

situation in a given context. The situation can be understood as the subjective state

of a system in relation to its context, which can be in itself defined by the environment

and active goals.

The combination of abundant sensor information creates a sensing space in which

these situations may be defined, which when detected may be used to influence the

operation of the system toward a specific goal. Furthermore, the ability to detect

known situations in the sensing space may also open opportunities to detect unknown

situations, in which case the automation system may alert and request a human expert

to perform observations, collect data, or intervene. In this case, the human expert

would contribute his/her knowledge to the situation, i.e. his/her situation awareness,
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defined as the “perception of the elements in [his/her] environment within a volume

of time and space, the comprehension of their meaning, and the projection of their

status into the near future” [56, 57].

This work proposes a situation-oriented approach to the switched control paradigm

that performs a quantization of the sensing space to allow the automation system to

actively probe for information [54]. It employs a granular decomposition [58, 59]

of the measured or estimated variables, with each granule defining a situation in

which a specific control objective governs the RLSS. The granular decomposition is

made consistent with the SKB of a human-expert through an adaptation process that

enables the automation system to “learn” the human perception of each situation,

or the concept of a particular situation, from sensor readings, measurements, and

inputs from an human expert. An advantage of the consistency between the granular

decomposition and the human perceptions of situations is the capacity it provides to

the system for the development of coordination strategies between the human and

automation, i.e. the human-automation system.

In particular, this dissertation makes use of a reactive agent architecture based on

fuzzy associative memories (FAM), or FAM-based agents, composed of n-dimensional

non-interactive fuzzy sets [60, 61]. The methodology aggregates sensor information

and a set of human-expert situation assessments to obtain a parametric representation

of their SKB. Data sets collected by human experts are a raw and uncompressed

representation of their knowledge about the system. These data sets can be obtained

from individual human experts or crowdsourced to a group of them.

1.1.3 Summary

The overall goal of this work aims to contribute to the methodological development of

situation-oriented and user-centered design approaches for the integration of humans

and automated RLSS. Despite the fact that many of the processes involved in RLSS
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can be automated, these systems still require humans-in-the-loop for monitoring and

intervention. Furthermore, because not all their functions may be fully operational-

ized, RLSS needs the ability and involvement of the human operators. The approach

used in this work consists of collecting data from experts and implementing control

policies suitable for human-system interaction. As such, this work makes five main

contributions:

1. The design, modeling, and simulation of a ground-based platform for research

in RLSS (Chapter 3). This ground-based platform provides a testbed for vali-

dation.

2. The development of a a granular approach to the automation of regenerative

life support systems (Chapter 4) to enable the management of control policies

based on situation.

3. The development of an aggregation algorithm to obtain situation knowledge

bases from human experts (Chapter 4) that is used to automate system pro-

cesses.

4. The characterization and validation of the aggregation algorithm employing

data sets from simulation and human participants (Chapters 5 and 6). It pro-

vides observations and recommendations on data set requirements based on

ideal conditions and offers validation making use of data sets produced by hu-

man participants.

5. The exploration of data-set combination techniques based on granular comput-

ing to obtain crowdsourced situation knowledge bases (Chapter 7). It demon-

strates the advantage of employing techniques that operate on the situation

knowledge base of individuals after these have been aggregated with the algo-

rithm instead of combining them as raw data sets.
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CHAPTER II

LITERATURE REVIEW

2.1 Human-automation Systems

2.1.1 Human Factors and Automation

The field of human factors consists of “the study of human beings and their interaction

with products, environments and equipment in performing tasks and activities” [3].

Among the objectives of this field is to maximize system efficiency and human health,

comfort, safety, and quality of life [62]. From a research perspective, this field studies

the capabilities and limitations of humans and how these factors may determine design

methods used to build anything from the simplest manual hand tool to complex

interactive automated systems. From the application perspective, this field offers the

opportunity to apply such methods to the design, evaluation, and commissioning of

engineered systems [63].

Because the study of human factors focuses on how the human element affects

the performance of a system within its goals and environment, this field draws from

perspectives in systems theory. Aristotle refers to systems in his Metaphysics as “all

things which have several parts and in which the totality is not, as it were, a mere

heap, but the whole is something beside the parts” [64], i.e. the whole is more than

the sum of its parts. In the case of human factors, the performance of the system is

evaluated in terms of the context of the human-machine system, defined as “a system

in which an interaction occurs between people and other system components, such

as hardware, software, tasks, environments, and work structures ”[3]. A familiar case

of a human-machine system composed of a human user and a personal computer is

shown in Figure 1. The characteristics of the human being and computer are used
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to describe the interaction taking place between them. The description includes the

sensory, cognitive, and motor characteristics of the human, which may be influenced

by age, gender, and training. The computer description shows sensors and trans-

ducers as inputs; processor and memory as a counterpart to “thinking;” and visual,

auditory, and tactile devices as outputs. The interaction, as described in Figure 1,

is an interplay between the actuation of the computer system and the actions of the

human.

Figure 1: Example of a human-machine system [3].

The development of systems in engineering has been traditionally guided by the

reductionist approach inspired by René Descartes in his Discourses [65], whereby in-

stead of studying the behavior of a system as a whole, he rather proposes to focus

on the analysis of its components in isolation. The field of human factors aims to

complement the reductionist approach by bringing into consideration ideas from sys-

tems theory by concerning itself with both the behavioral/system-oriented approach

as well as the constitutive/reductionist view of the system. Thus, human factors aims

to make use of systems theory as a unifying framework for these two complementary
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perspectives [66].

The adoption of the systems approach began during World War II, when the

complexity of military systems became a problem for their successful operation. The

early stage of human-automation systems has been described in three phases, as

shown in Figure 2 [2].

Figure 2: History of human-machine systems engineering [2].

The initial use of the human-machine systems concept is represented by Phase

A. During this time, special attention was given to the field of civilian and military

aviation and weapon systems. The concept also found application in the automotive

and communication industries. The period in which the human factors field began

to borrow models from systems in engineering to describe human performance, e.g.,

concepts from control systems theory were used to propose models to describe and pre-

dict the performance of human operators, is reflected in Phase B. Finally, a so-called

“human-computer interaction” period is referenced by Phase C [2], characterized by

the use of computing power and automation. This phase dramatically changed the

way in which humans and machines interacted. Such advances posed new challenges

to both designers and operators. On one hand, operators would perform less physi-

cal work, while having more cognitive-intensive interactions with automated systems.
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On the other hand, designers would have to consider how automated systems would

help operators perceive, detect, think, and make decisions in real time [67, 68]. In

consequence, human factors professionals needed to know more about the attributes

of information processing and cognition in humans to integrate these considerations

into their designs, leading to the emergence of cognitive engineering [69].

Cognitive engineering focuses on “complex, cognitive thinking, and knowledge-

related aspects of human performance, whether carried out by humans or by machine

agents” [70] and overlaps with the fields of cognitive science and artificial intelligence

[3]. The relationship of the latter with cognitive engineering is illustrated in Figure

3 [2].

Figure 3: The trend of progress in human-supervised automation [3].

Artificial intelligence is described from the perspective of supervisory control in

Figure 3 as the upper-right corner of the chart [8]. In this case, the automation is

ideally intelligent, e.g. a robot with a high level of intelligence, able to operate in

unstructured environments and follow various goals, where the role of the human

would be that of an observer, an assisted subject, or a peer. However, most systems

require human supervision for their operation, as expressed by the spectrum of degrees
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of automation. Also called levels of automation (LOA), these go from the completely

manual to the fully automatic extremes, and for various job complexities. Cognitive

engineering finds its work domain in the intermediate range of this chart, i.e. in the

combination of humans and machines operating at increasing degrees of automation.

Two different levels of automation are shown in Figure 4: (a) Robonaut, a tele-

operated robotic system [4]; and (b) RobuBOX-Kompai, an autonomous system that

finds application in health care and assistive robotics [5].

Figure 4: (a) Robonaut [4]; (b) RobuBOX-Kompai [5].

Another way to represent the notion of LOA is shown in Figure 5 [6, 8]. Six types

of supervisory control architectures are compared in Figure 5: Type 1 represents the

purely manual control, while Type 6 shows a fully autonomous control. The inter-

mediate architectures of supervisory control are characterized both in a strict formal

sense (Types 3-5) and in a broader sense (Type 2) [8]. The strict formal sense of

supervisory control implies that human operators may intermittently interact with

the computerized system, configuring operating conditions and adjusting settings in

an interface. In a broader sense of supervisory control, the interface between the

human and the machine produces an integrated display of data becoming a teler-

obotic/teleoperated system.

The elements common to all supervisory control architectures are the tasks to

be considered and the human operator. The questions are: to what LOA should

human-automation systems be developed? and more specifically, how will automation
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technology complement and enhance humans in conducting their tasks and directing

their goals? How are the goals defined in each case? Depending on whether the tasks

are performed by humans or machines, a wide variety of problems may arise. Such

problems may be due to hardware/software design, variations in human performance,

or the interaction between the human and the automation components.

Figure 5: Supervisory control in human-robot interaction [6].

Some variations in human performance may be attributed to human information-

processing functions, such as perception, attention, working memory, or long-term

memory, among others. These considerations and those related to interaction issues

pose challenges that will be addressed in Subsection 2.1.3.

2.1.2 Approaches to Human-automation System Design

Traditional models of system design propose sequential unit processes that transform

inputs into outputs that serve posterior stages, transitioning from the conceptual stage

of design, to detailed engineering, implementation, integration, testing, validation and

verification. The traditional approach to systems engineering follows the reductionist

approach [65] mentioned in Subsection 2.1.1, where separate components of the system
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are designed in isolation and then integrated. An example of this is the Georgia Tech

Integrated Product and Process Development (IPPD) Methodology [71], which in

Figure 6 has been integrated with the Vee diagram commonly used by the United

States Department of Defense.

Figure 6: Department of Defense Systems Engineering Process Model [7].

The deployment of ever more complex systems and the failures reported in some

cases have demonstrated the need for additional tools that may account for the human

component in these systems [3]. As previously discussed, one aim of the field of human

factors is to complement the reductionist approach by enhancing system concepts.

The literature acknowledges four design approaches that incorporate human factors

into system design [3]: (1) sociotechnical systems, (2) participatory ergonomics, (3)

ecological interface design, and (4) user-centered design.

2.1.2.1 Sociotechnical Systems Approach

The sociotechnical systems approach consists of processes and methods used to ana-

lyze, design, and implement systems composed of social, technical, and environmental
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components. It is viewed as a macroergonomic approach to system design given that

it considers aspects of the human, organization, machine, and environment compo-

nents. In contrast, microergonomics only focuses on the human-machine interface.

Although the design objective of this approach is the optimization of the social and

technical components of the system [72], the literature reports drawbacks by the

overemphasis it makes on the social component [3].

2.1.2.2 Participatory Ergonomics Approach

Participatory ergonomics makes use of the knowledge of users to incorporate their

requirements and concerns into the design process. It employs techniques that en-

hance user participation, such as focus groups, quality circles, and inventories. It is

mostly used for workplace, job, and product design. It is not considered as a design

process, but only a perspective for the design of individual components. It advocates

that user participation should be an essential component of system design, and that

its importance should not be underestimated.

2.1.2.3 Ecological Interface Design (EID) Approach

This approach enables the design of human-system interfaces for complex sociotech-

nical systems [68, 73]. It supports the cognitive abilities of users by focusing on their

adaptation to changes in system demands. It leads to the design of human-system

interfaces that enable controls and displays that mimic the dynamics between the

system and its environment, hiding away the detailed behavior of individual system

components [74]. It proposes the analysis of the work domain through a means-

ends analysis that results in an abstraction hierarchy [75]. It also makes use of the

skills-rules-knowledge taxomony [76] as a tool to describe how the information should

be displayed. One of the purposes of this approach is to effectively support human

operators in all situations: familiar, unfamiliar, and unanticipated. This approach

has been successfully applied to a wide range of domains, including aviation, process
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control, and medicine. Among its current challenges are the difficulties in analyzing

work domains, interfaces, and the integration of EID to system components.

2.1.2.4 User-Centered Design Approach

User-centered design proposes that the system should maximize the involvement of

users at the task level, leaving the control of the system to the human operator.

In this case the technical component of the system is designed to cooperate with the

user. This approach considers user requirements, goals, and tasks from the conceptual

stages of design, when changes made to the technical component of the system may

translate into lower costs and faster commissioning. The literature refers to a detailed

process [77] for user-centered design that conceives system design as evolutionary,

developing the system in an incremental fashion. Tools in user-centered design include

task analysis, checklists, interviews, and focus groups. Two different views exist

toward the nature of user involvement within this approach: one emphasizes that

participation should be encouraged along the design process because those involved

are a fair representation of end-users; the other one considers users as sources of data

and, as a result, a greater effort is given to translating user knowledge into useful

tools [3].

2.1.3 Issues between Humans and Automation

Automation for the sake of automation, or just because it is possible, can be en-

tertaining and become a curious academic exercise, but may not always be a good

idea in practice. It is meant to support human work and activities, and not vice

versa. Furthermore, it should maximize the extent to which energy may be utilized

toward this purpose. The field of human-automation systems brings about issues

that, together with advances in automation technology, have evolved over time but

nevertheless persist due to the presence of the human element [2]. The following

paragraphs describe some of these issues.
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2.1.3.1 Complexity: Emerging Behaviors

Automation is composed of sensors, decision elements, and actuators. These may

form intricate networks from predetermined relationships established intentionally by

engineers and designers. In this case, complexity refers to emerging relationships and

behaviors that result from the interaction of these elements given a particular context.

Such relationships tend to be unanticipated and studied only after the behavior has

been expressed during tests. This is especially true for large-scale systems, like power

grids, which are said to be highly dynamic in terms of (a) pace of change, (b) scale

of operations, (c) integration of operations, (d) aggressive competitions between ele-

ments, and (e) deregulation by government [78]. Furthermore, the distributed nature

of these automated systems may lead to conflicting decision elements, each of which

may pursue a different goal at the same time. This is known as the mixed-initiative

problem which, when involving humans as decision elements, is called the mixed hu-

man and computer initiative problem [2]. One approach to this particular problem

is the use of a “human-machine overseer” or a “meta-supervisor,” which aims to co-

ordinate behaviors and goals. One example of such approach, drawn from artificial

intelligence, is called the subsumption architecture [79, 80, 81], which inspired the

FAM-based agent architecture [60, 82] introduced in Subsection 1.1.2. Additionally,

the human may be unable to develop a mental model of how the system works, de-

grading human performance by limiting the extent to which operators comprehend

the situation of the system and how its behavior may evolve over time [57].

2.1.3.2 Monitoring: A Burden to Humans

One result of applying automation in the workplace is the changing role of the human.

Instead of manually conducting his/her work, the human trains to take on the role of

supervisor. Ideally, supervision involves some form of interaction that would maintain

cognitive engagement by the human. However, in many cases automation is designed
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to conduct repetitive tasks in a monotone manner, becoming a source of boredom for

the human supervisor [2]. This can be counterproductive for two reasons [57]: (1)

if the system operates continuously and without anomalies, the human may divert

his/her attention to other sources of information, perhaps even tunneling his/her

attention to signals that will not help to maintain situation awareness; and (2) it may

mistakenly take the human out-of-the-loop, putting the system in risk of failure by

human error in the event of an anomaly. In such case, it would be challenging for the

human to regain control of the system due to his/her slow response in comparison to

automation. In fact, it is said that the human nervous system is limited to a range

of bandwidths that is far slower than that of automation: “At the low frequencies

humans fail statistically, and at high frequencies, above 1Hz, they fail reliably” [2].

2.1.3.3 Decision Support: Undertrust and Overtrust

Due to the supervisory role undertaken by humans, one artifact that becomes appar-

ently convenient as part of the human interface is a decision aid or decision support

system. The issues of providing decision support originate from: (1) the inability of

the engineer/developer to obtain a complete model of the controlled process, and (2)

the non-existence of a design objective for the decision aid. The engineer/developer

would ideally need a complete model of the dynamic system and an objective function

in order to design and evaluate the decision support system. However, if these were

available, the decision aid would not be necessary, because the system could then be

fully automated. This is known as the Rosenborough Dilemma [83], which concludes

that “in any system requiring a human operator, the objective validity of a specific

decision aid can never be established.” Another author, however, offers a way out

from this dilemma by validating the decision aid in situations in which the human

may make mistakes, demonstrating the motivation for using decision support. Even

in use, there is no guarantee: the human operator may always decide whether or not
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to use the information offered by the decision aid depending on how suitable he/she

finds it in any given situation [2]. This may lead to undertrust of the decision support

system by the human operator, which may especially be the case if the decision aid

frequently gives false alarms, i.e. becomes a nuisance, resulting in the crywolf syn-

drome. At the other extreme, routinely relying on decision aids may cause the human

operator to develop a dependence on what the decision aid recommends, partially

or totally abandoning his responsibilities and thus, through human error, potentially

causing system failure.

2.1.3.4 Levels of Automation

As discussed in Subsection 2.1.1 with Figure 3, there is a range of degrees for the devel-

opment of automated systems, from the completely manual to the fully autonomous.

Most people, however, believe that systems can only be controlled either manually

or automatically, and discard the possibility of having humans work with automa-

tion at various degrees. Such is the case in the domain of space exploration: most

people take extreme sides and consider fully robotic missions versus manned ones,

and do not highlight the advantages of having humans and automation collaborate

in a shared mission [2]. This polarization is most probably due to the lower costs of

conducting purely robotic missions. The question becomes: to what degree should a

system be automated? The so-called technological imperative [8] has driven the trend

to automate the easiest processes, leaving the remaining tasks, and often times more

difficult tasks, to the human. Such trends may lead to situations in which humans find

themselves executing tasks that are counterintuitive, or that are not directly related,

producing other kinds of vulnerabilities in human performance. Such incoherences

are said to result in the degradation of the overall human-automation system per-

formance, and lead to certain contradictions or “ironies” in the uses of automation
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[84, 85]. One way to discern what tasks are to be assigned to humans or to automa-

tion is to perform a function allocation, which can be guided by the MABA-MABA

list [1], shown in Table 1, named from “Men-Are-Better-At Machines-Are-Better-At.”

Table 1: The Fitts MABA-MABA list [1].
Humans are better at Machines are better at
- Detecting small quantities of visual, - Responding quickly to
auditory, or chemical energy control signals
- Perceiving patterns of light or sound - Applying great force,
- Improvising and using flexible procedures smoothly and precisely
- Storing information for long periods of time - Storing information briefly
- Inductive reasoning - Deductive reasoning
- Exercising judgment

Other researchers have preferred to decompose the human-automation system in

sequential stages, i.e. information acquisition, analysis, action decision, and imple-

mentation, each of which can be automated to a certain degree [86]. Researchers

following this perspective observe comparable degrees of automation along these var-

ious stages [8].

2.1.3.5 User-Centered Automation

During the 1990’s, user-centered design gained wide popularity as the most appropri-

ate way to integrate humans and machines in various domains [87, 88, 89]. The main

issue has been defining what is user-centered design. The research community has de-

bated on its meaning according to their fields of application. What they have agreed

upon, as shown in Table 2, are some of the characteristics found in user-centered

designs and objections to each.

Other authors have approached the definition of user-centered design by specifying

what it is not [57]. For these authors, user-centered design does not mean: (1)

asking users what they want and providing it, (2) only presenting supposedly needed

information to users, (3) providing a system that makes decisions for the user, nor (4)

doing at anytime everything for the user. Instead, the objective of the system is to:
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(1) organize technology around the goals, tasks, and abilities of the user; (2) support

human information processes and how operators make decisions; and (3) maintain

the user in the control loop with awareness of the state of the system. This approach

makes use of situation awareness as a driver in the design of user-centered automation

systems, and uses human error as the dependent variable to be minimized.

Table 2: Characteristics of user-centered design and their objections [2]
Characteristics Objections
- Allocate tasks to humans or - There is no consensus
machines as appropiate
- The human remains in the control loop - Human has low bandwidth
- The operator is the final authority - Humans are poor supervisors
- Make the human job more enjoyable - Leaves out system performance
- Empower human operators at maximum - May generate human conflicts
- Encourage trust in the operator - Leads to overtrust on automation
- Provides decision support - May overload the operator
- Reduce error and response variability - Limits human flexibility
- Human supervises the automation - Manual control may be better
- Optimizes combined human - Objective function does not exist
and automatic control

2.1.3.6 Model of the Human Component: A Limit to System Design

Initially motivated by computer science, the field of cognitive psychology has made

efforts to model the human mind such that the interaction of information processing

functions in the human mind is analogous to computer systems [90, 91, 92]. These

functions focus mainly on describing how humans make use of perceptions, how they

transform these perceptions to aid decision making, and to finally perform an action

[93]. However, these models do not take into account the interaction of the human

with his/her environment, thus limiting their use for the design of human-automation

systems. In contrast, models used in ecological interface design (EID) take the en-

vironment into consideration by looking more into the flow of information between

the environment and the human and less into the details of the internal processing

sequences [94, 95]. One outcome of the EID approach is the development of interfaces
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that bring control elements and displays to the reach of the human operator, mim-

icking dynamic relationships present in the environment and certain characteristics

of how humans perceive them [74]. In contrast to the perspectives of cognitive psy-

chology and EID, cognitive engineering presents a top-down approach [67]; it draws

knowledge from these two bottom-up approaches and combines ideas in control theory

and engineering in order to enable design methods that consider the overall system

goals and constraints. Instead of focusing primarily on the interaction of the human

with a physical system, cognitive engineering centers its analysis on knowledge struc-

tures both in the machine and inside the human mind [93]. The main challenges in

human modeling consist of achieving a description of the mental models created by

humans in different situations, defining the relationship between these models and

the decisions aids, and coping with the flexibility inherent in the human capacity to

adapt and learn.

2.1.4 Uses of Automation and Domains of Application

The commissioning of automated systems has historically been led by its application

to industries in a business-to-business fashion, i.e. a firm that specializes in equip-

ment, procurement, and training offers their products and services to industrial and

corporate customers. With advancements in automation technology, the availability

of these systems has progressively found ground in the consumer market, including

assistive robots for individuals with disabilities or ailments [96, 97, 98], home au-

tomation [99, 100], robotic kits [101, 102], and entertainment and toys [103, 104]. It

is evident that automation technology will continue finding applications in evermore

aspects of human activity, although the nature of the interaction between the human

and the system may change.

The more traditional fields of application include process control, manufacturing,

aviation and air traffic control, trains, ships, spacecrafts, robotic vehicles, healthcare
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systems, battlefield command and control, office systems, and education [2]. All of

these fields employ automation to varying degrees, and are found in different areas of

Figure 3. As an example, some application domains are distributed in different areas

in relation to more familiar references, as illustrated with Figure 7.

Figure 7: Human-automation system examples [8]

Figure 7 shows, for example, that prespecified tasks can be fully automated by

present robots and replace human workers, as shown in the lower-right corner. These

robots can be found in motor-vehicle assembly lines and other production lines. Oth-

ers, more complex, such as in surgery, may employ automation but to a limited degree.

An example of such system in healthcare is the da Vinci robot [105, 106, 107], which

is increasingly used to perform critical tasks that require precision and minimal in-

vasion of the patient’s body for a faster recovery. A still more recent and debated

application of automation and robotics is found in unmanned aerial vehicles (UAV)

for military applications [108, 109, 110]. Questions arise about the human roles in

the operation of UAV, if the human should always be in-the-loop for the deployment

of weapons and how mechanisms in adjustable autonomy may enable such capability

in an ethical way.

Still, other applications of human-automation systems are yet to be explored. Such
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is the case in the interaction of crowds with computer systems to enable functionalities

or capacities not feasible by other means. These systems make use of crowds as sources

of information and intelligence, i.e. crowdsourcing. One application of crowdsourcing

is widely spread in CAPTCHA systems, in which computers implement what is called

an inverse Turing test, to detect when a human is interacting with the system or not.

Others include swarming dynamics to generate recommendations in social networks,

such as Amazon, YouTube, MySpace, and Facebook [111]. Scientists, as well, are

developing crowdsourcing tools to take advantage of the computational power latent

in entire populations, implementing what is being called “citizen science” [112].

2.2 The Domain of Spaceflight Life Support Systems

A case mentioned in Section 2.1.3.4 as an issue in human-automation systems referred

to the debate in the space community of whether to support either purely robotic or

manned missions for space exploration – the main argument in support of the former

being that they are less expensive.

The cost of both robotic and manned missions is determined by requirements

in mass, volume, and power [113]. Manned missions differ from robotic ones in

that, in addition to science instruments, they also need to support the physiological

demands and quality of life of a human crew [46, 114]. The subsystems that keep

the crew alive while contributing to mission success are called life support systems

(LSS). These subsystems add mass and volume to mission elements, resulting in the

need for greater launch capacities, which as a consequence increase their overall cost

[115]. In addition, the presence of a human crew has traditionally created the need

for expensive management structures to minimize the risk of loss-of-mission (LOM)

and loss-of-crew (LOC) events. For example, the Space Shuttle program management

at the National Aeronautics and Space Administration (NASA) used to absorb 69%

of the total budget allocated to generic operations and infrastructure functions [116].
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Recent innovations in commercial spaceflight aim to considerably reduce costs while

increasing autonomy of operations [117].

Besides mission requirements, mission duration also increases the cost of manned

missions. If the LSS operates in open loop, i.e. byproducts are not recycled on board

the spacecraft, the total mass of consumables must be launched, stored, and consumed

throughout the duration of the mission. In consequence, the mass of consumables, as

well as byproducts, increase with mission duration. Although early space exploration

systems were able to revitalize air, they were unable to recycle water from urine nor

to produce food, thus limiting the autonomy of the spacecraft to only 14 days [46].

One way to cope with this problem is to regenerate consumables by recycling

byproducts. The components that provide these capabilities are called regenerative

LSS; they include a suite of technologies based on physico-chemical and biological

processes aimed to transform wastes and byproducts back into consumables. Regen-

erative LSS are meant to be autonomous and to help maximize crew time dedicated

to mission objectives. However, their operation is not trivial: regenerative LSS pro-

cesses require considerable effort and time, and they constitute complex mass and

energy transfer networks subject to the behaviors of their unit processes and to crew

demands. As a consequence, they pose novel challenges for their integration and

operation.

This section introduces spaceflight LSS as a domain of research and application

for human-automation systems. It provides background on life support technologies

used in the past and those considered for future manned missions. It describes the

Water Recovery System (WRS) currently commissioned on the International Space

Station (ISS) and lessons learned from an anomaly occurring during Expeditions 23

through 26. Finally, it presents the challenges in this domain for their integration,

automation, and safe operation.
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2.2.1 Background

During the Space Race, a total of 34 astronauts rode three different spacecrafts in

the Mercury, Gemini, and Apollo Programs [118]. Twelve of them were enabled to

walk and explore the Moon during this period. The aim of these programs was to test

and determine how NASA would send a crew to the Moon, ensure they accomplish

mission objectives, and guarantee their safe return to Earth. The Moon landings were

conducted according to a mission profile similar to Figure 8.

Figure 8: Bat chart of the Apollo 17 moon landing mission [9].

The spacecraft that enabled the six landings on the Moon was composed of two

modules with independent LSS [46]: the Command Module (CM), and the Lunar

Module (LM). Figures 9 and 10, respectively, show the diagrams of their environ-

mental control and life support systems (ECLSS). As Figure 9 shows, the liquid and

solid byproducts of the physiological processes of the crew operated in an open cycle

(bottom left), i.e. liquid wastes were dumped into space and the solids were stored
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on board. In addition, the power subsystem, shown as the fuel cell in the top right

of Figure 9 produced water while generating electricity.

Figure 9: ECLSS of the Apollo Command Module [10]

Here, fuel cells converted chemical energy from hydrogen and oxygen into elec-

tricity, while also generating water for the crew. In contrast, the byproduct from

gaseous processes, i.e. respiration and transpiration, was processed in a closed cycle.

In this case, air containing humidity was extracted from the cabin atmosphere by an

air revitalization process that included a carbon and a lithium hydroxide filters. The

regenerated air flowed back into the cabin through space suit connections. These LSS

processes enabled humans to explore the Moon. Since then, no other nation has un-

dertaken space exploration missions. While one problem is, of course, their apparent

cost-benefit, another is the autonomy of human exploration systems. The question

is: How can spacecrafts be made more sustainable?

Yet another question can be raised from Figure 10. The water subsystem of the

LM was composed of a number of valves that had to be manually operated. Such
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tasks imposed additional workload on the crew that, if automated, could have freed

crew time for other mission tasks. It is important to note that this still was an

open cycle subsystem; future technologies may operate in closed cycle, increasing

system complexity and further justifying the need for automation. The question is

then: How specifically may automation enable the deployment and proper operation

of increasingly complex LSS?

Figure 10: ECLSS of the Apollo Lunar Module [10]

During the span of more than 60 years, various space agencies have studied re-

generative technologies to increase spacecraft autonomy [46, 119]. Some regenerative

technologies have been successfully demonstrated in ground-based experiments [120].

A few technologies have already started to mature in current hardware on the In-

ternational Space Station (ISS). The ISS is today the platform used for the develop-

ment of LSS technologies to enable future exploration missions to the Moon and to

other destinations in the solar system. Private companies, such as Space Exploration

Technologies (SpaceX) and Bigelow Aerospace, are expected to build capacities and

destinations to join in these efforts.
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The ISS is also the primary space-based ECLSS research platform. Among its

purposes is to test, incorporate, and mature technologies to reduce the need for re-

supply missions and to enable long-term manned space flight beyond low earth orbit

[121]. Its three key components are the Water Recovery System (WRS), the Oxy-

gen Generating System (OGS), and the Carbon Dioxide Reduction Assembly (CRA)

[122]. These processes are entirely physico-chemical and help to close the water and

atmosphere regeneration cycles.

2.2.2 A Challenge in Monitoring and Automation

The integration of various subsystems into a single life support system is a critical

aspect of their design [46]. It primarily involves defining subsystem interfaces and

determining the dynamics of mass and energy flows in, within, and out of the system.

Although investigations continue to evaluate various single physico-chemical and bi-

ological technologies to increase loop closure, the challenges for their integration are

still to be fully understood [46].

One challenge is the increasing complexity of their mass and energy flow networks.

As discussed in Subsection 2.1.3.1, such complexity refers to unanticipated relation-

ships that are said to “emerge” from the dynamic interaction of subsystems. In the

case of LSS, these not only refer to mass and energy flows, but may also include unex-

pected chemical reactions taking place within the system. These emerging dynamics

are usually discovered during test runs or during operation.

An example of such situations may be illustrated by an anomaly associated with

the WPA and TOC measurements that occurred between June and November of 2010

on ISS [11, 48, 47]. TOC is a non-selective technique that provides a measure of the

overall organic compounds contained in water samples; on ISS it is detected by man-

ual measurements conducted with the Total Organic Carbon Analyzer (TOCA) [123].
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The NASA Toxicology Group at Johnson Space Center (JSC) and the National Re-

search Council established the maximum TOC concentration for ISS at 3000 [ppb].

By May 2009, after NASA had verified flight rules and procedures to regenerate

water, the WRS was commissioned to recycle urine distillate and humidity conden-

sate, allowing ISS to support a crew of six. During more than a year, TOC levels

remained sufficiently stable, below 500 [ppb], such that stakeholders began wonder-

ing if the number of tasks related to the TOCA could be reduced. But on June

15, 2010, TOCA started to detect an unexpected and monotone increase of TOC in

WPA-recycled water, as shown in Figure 11.

Figure 11: TOC increase in measurements of WPA water from ISS [11].

Only after Soyuz 22 brought back archived water samples in late September,

2010, teams at JSC and MSFC began analyzing the identity of the compound that

produced such increase. For months, the crew on ISS and flight controllers on ground
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remained uncertain about how to proceed if TOC levels reached the 3000 [ppb] health-

based limit. The crew and mission control attempted potential solutions, such as

changing out critical multifiltration systems and adjusting the temperature of the

WPA catalytic reactor. However, nothing improved the TOC situation. Meanwhile,

teams analyzing water samples identified the organic compound as dimethylsilane-

diol (DMSD)[11], a silicon-organic compound often obtained from the degradation of

other silicon-based organic compounds. These are found in hygiene products, medi-

cations, sealants, lubricant oils, and a myriad of items also present on ISS. Although

toxicologists determined that a 8000 [ppb] DMSD concentration (out of a 25,000 [ppb]

maximum exposure limit) posed no risk to the crew, the source of DMSD remained

unidentified. Finally on October 2010, DMSD concentration began a sudden drop

toward nominal values without an apparent reason.

The case of the DMSD anomaly helps to illustrate the emergence of unknown

situations in the operation of increasingly closed life support systems. Some of the

lessons learned from the experience are:

1. Uninterrupted monitoring is recommended

Even without apparent extraordinary findings, monitoring provides insight into

operations under nominal conditions. It also offers context that helps build

human-operator situation awareness, which may influence their intervention

during off-nominal conditions.

2. Archive samples complement in-flight monitoring

Despite having monitoring instruments on-board, not all chemical analyses will

be possible in-flight. Archive samples provide a screening capability to identify

unknown compounds and to perform forensic investigations to help determine

the causes of unexpected situations.

3. Allowing for margin is critical
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In-flight monitoring allows for operational margin during transitions to off-

nominal conditions, given that it provides time to attempt troubleshooting, iso-

late and mitigate anomalies, analyze diagnostic archive samples, refine health-

based standards, and develop operational plans.

4. Unknown situations are to be expected

Although human-rated flight hardware undergoes extensive ground testing and

an on-orbit-checkout period prior to crew utilization, unexpected events may

develop even after two years of nominal on-orbit operations: “[Even with NASA

having] the best intentions, the most comprehensive plans, the clearest fault

trees, and the most logical hypothesis, the unexpected still happens” [11]. This

lesson calls to incorporate redundancy in designs, to plan for failures that may

never occur, and to expand perspectives on how to manage these complexities.

Some other challenges that NASA has posed as critical toward the integration of

closed-loop LSS include [46]: (1) determination of health and safety requirements for

waste treatment, (2) achievement of safe and reliable overall system operation, (3)

investigation of control systems response to instabilities and anomalies, and (4) the

capability to correct instabilities and anomalies by chaos and fuzzy logic.

2.2.3 Remarks

The field of human-automation systems is inherently multidisciplinary and finds its

application in diverse domains. Some of the challenges between humans and automa-

tion are posed by issues that continue to evolve as new technologies and computational

methods become available. The domain of life support system is not an exception.

Given their slow time responses, the interaction between humans and automation

pose specific issues relevant to situation awareness. Fortunately, innovation in sens-

ing technologies allows measurements of multiple environmental variables to assess

the state of life support systems. However, such challenges require the development
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of methods to fuse their data, produce relevant information, and enable real-time de-

cision making minimizing human errors. This research aims to offer an approach to

this challenge by developing a solution in the domain of life support systems. Toward

this purpose, the first question to be addressed was to develop a research platform

that would allow experiments relevant to regenerative life support system. Chapter

3 presents the development of a small-scale and ground-based bioregenerative life

support system as a response to this question.
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CHAPTER III

BIOREGENERATIVE LIFE SUPPORT PLATFORM

On April 10th 2010, at the Kennedy Space Center, President Barack Obama pro-

nounced his “Remarks on Space Exploration in the 21st Century.” The President in-

cluded closed-loop life support systems (LSS) as a technology that “can help improve

daily lives of people here on Earth, as well as testing and improving upon capabilities

in space.” Researchers continue to develop and test regenerative life support tech-

nologies that may help reduce the frequency of resupply missions and presumably

also reduce the cost of such space habitats in terms of logistics. An example is the

commissioning of the Water Processing Assembly (WPA) in the U.S. segment of the

International Space Station, which recycles waste liquids, including urine, back into

potable water. One subset of regenerative technologies considered are bioregenerative

life support systems (BLSS), which make use of biological processes to transform bio-

logical by-products back into consumables [46]. An example of such research employs

aquatic habitats as small-scale platforms for BLSS research [124]. Aquatic habitats

involve biological processes, such as photosynthesis, that regenerate life support re-

sources, such as oxygen. Their reuse of a limited volume of water, their opportunity

for isolation from the atmosphere, and their capacity to support life forms make them

a candidate for the study of closed-loop life support systems (LSS).

3.1 Background

Larger-scale proof of concept projects have been undertaken by public and private

organizations to study the sustainability problems and issues that arise from integrat-

ing human participants within a variety of life support processes. The main challenge

has been the development of subsystems and their integration in a single ecosystem.
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While some projects have tested single regenerative processes to recycle byproduct

into consumables, others have established entire biomes and attempted their integra-

tion. Such is the case of the project Biosphere 2 in which, with a volume of 204,000

[m3], attempted to integrate six biomes and a human habitat for a crew of seven

or eight participants. A series of experiments were performed in Biosphere 2 during

1991-1994 [46]. Figure 12 shows some of the facilities that have been built for this

purpose, including Biosphere 2.

Figure 12: (a) Biosphere 2, (b) Life Support Systems Integration Facility, and (c)
Mars Desert Research Station.

These facilities vary in scale and in the reach of the activities they support. The

Life Support Systems Integration Facility (LSSIF), displayed in Figure 12(b), con-

tained a volume of 226.5 [m3] in which it was able to support crews of four partici-

pants [120]. This facility performed various experiments during 1995-1997 in support

of what has come to be known as BIOPlex at Johnson Space Center in Houston,

Texas. Volunteer-driven organizations have also pursued initiatives in this direction.

Figure 12(C) shows the Mars Desert Research Station operated in Utah by the Mars

Society. Although these facilities were effective, there are alternatives to the use of

large-scale facilities for closed-loop LSS research. Such alternatives have made use of

aquatic habitats for experiments in zoology and physiology in low Earth orbit (LEO)

[125, 126, 13, 127, 128], and for ecotoxicological studies in ground-based hardware

[129, 130]. Results obtained with the Closed Equilibrated Biological Aquatic System
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(CEBAS) minimodule in Space Shuttle missions STS-89 and STS-90 show that mi-

crogravity does not affect aquatic habitats considerably for exposure periods of up to

16 days [126]. This module also flew in STS-107 [127], but no results were reported

due to the accident of the Space Shuttle Columbia. Researchers from the Chinese

Academy of Sciences have employed a Closed Aquatic Ecosystem [131, 132] (CAES)

as well for experiments relevant to ecophysiology, a discipline that “seeks to clarify

the role and importance of physiological processes in ecological relations of species

[133].” A recent initiative by the Japanese Aerospace Exploration Agency (JAXA)

plans to include an aquatic habitat in their International Space Station module, Kibo

[134]. Beyond these efforts, very little has been done to make use of aquatic habitats

for research on RLSS control and automation.

Contribution 1: Given the high costs and difficulties of performing experiments in

large-scale RLSS, the first contribution of this work is the use of an aquatic habitat,

or aquarium, for experiments relevant to RLSS [61, 135]. The idea builds on the use

of aquatic habitats as small-scale platforms for Earth-based and spaceflight LSS re-

search [46] and applications [129]. Their reuse of a limited volume of water and their

capacity to support life forms, such as aquatic animals and plants, make them a can-

didate for the study of sustainability attributes of larger-scale environmental systems.

Aquaria may involve biological processes, such as photosynthesis, that regenerate life

support resources, such as oxygen. This further makes them attractive as an option

for RLSS research. This particular research platform enables experiments that focus

on the process of respiration. Other biological processes take place in the habitat,

some of which help to balance the ecosystem by decomposing toxic compounds, like

ammonia. The use of this aquatic habitat provides a learning tool to comprehend

the challenges and limitations of automation technology in the operation of RLSS

and other bioengineering systems. However, the temporal response of life support
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variables in the habitat is very slow. Therefore, another aspect of this contribution is

the mathematical modeling, description, and simulation of the aquatic habitat. The

model serves as a numerical testbed for both RLSS and human-automation integra-

tion research [136].

3.2 Preliminary Description

One of the questions addressed by studying RLSS are the mass balances that ensure

the correct operation of closed-loop systems in such a way that they may be sustain-

able over time. Mass balances can focus on a particular consumable or a byproduct

associated to a metabolic process of a biological component. Experiments with the

aquatic habitat focus on the process of respiration, in which O2 is consumed by 15

snails of the genus Pomacea while exhaling CO2 as a byproduct. Plants of the species

Bacopa Monnieri regulate the concentration of CO2 through photosynthesis, enabled

by a 6-LED lamp of 300 [lm] and 90◦ view angle, producing the oxygen needed by

snails and bacteria while aiming to maintain acceptable concentration levels in the

habitat. Water serves as the medium in which these quantities are stored (dissolved),

and through which they are exchanged between the organisms. The habitat consists

of a 10-gallon tank divided in four compartments by three separators, as shown in

Figure 13; the first two with an opening area of 12.60 [cm2] and the third with 48.00

[cm2]. Further details about the design and construction of the habitat have been

discussed in previous work [136].

The first and second compartments contain animals (consumers) and plants (pro-

ducers), respectively. Snails are fed regularly with sinking algae tablets. The third

compartment contains Bio-Fill
TM

, active carbon, and water filtration foam as the me-

dia serving the purpose of biological, chemical and mechanical filtration. The fourth

compartment allows access for sensors and the water pump. The sensors used in-

clude dissolved oxygen (DO), pH and ORP. The water circulates through the four
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Figure 13: (a) Recirculation diagram of the habitat; (b) Physical realization of the
habitat.

compartments. The first compartment has a motorized hatch of 10cm×10cm and an

aerator that allow for reconfigurability, making the system open (volatile) or closed

(non-volatile) if necessary; this mechanism is triggered as a fail-safe mechanism when

the DO levels reach a minimum of 2.0 [mg/L]. The second compartment holds the

LED-lamp and gives access to a dosifier pump that provides a sodium bicarbonate

solution to increase the carbonate hardness (kH) of the water; the changes in kH are

monitored through variations of the pH readings. Measurements from the sensors

are processed by a computer/controller operating under LabVIEW R©. The controller

delivers the control signals that regulate the LED-lamp power via a pulse-width mod-

ulation (PWM) board, and also controls the hatch, and the air and dosifier pumps.

The control signals can be generated by control laws or driven manually through a

graphical user interface (GUI).

3.3 Physico-Chemical Model of the Aquatic Habitat

The physico-chemical description of the aquatic habitat [136] makes use of a control

volume for each compartment. The assumptions made in the formulation of the gen-

eral mathematical model are as follows: (a) recirculation flow is assumed laminar; (b)

water density is constant; (c) the recirculation flow is the same for all compartments;

(d) liquid solutions are perfectly well-mixed in all compartments; (e) output concen-

trations are those inside each compartment; (f) the water level of all compartments
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is the same and constant; (g) the volume of the compartments is constant.

3.3.1 Mass Balance in Recirculating Systems

For a substance x the mass balance equation is written as:

V ˙[x] = Fin[x]in − Fout[x]out

where V is the control volume defined for the mass balance, [x] is the concentration

of the substance x inside the control volume in milligrams per liter [mg/L] or parts

per million [ppm], Fin and Fout are the incoming and outgoing flow rates in [L/h],

and [x]in and [x]out are the concentrations of those flows, respectively. The rate of

change of the concentration ˙[x] multiplied by the control volume V defines the rate of

accumulation of x in [mg/h]. For a recirculating system, the incoming and outgoing

flow rates are the same. If the flow-rate is time dependent, the model is a non-linear

system. Therefore, for a recirculating system with n compartments and a variable

flow F (t) > 0 the general mass balance is expressed as:

Aih ˙[x]i = F (t) ([x]j − [x]i) ; ∀ {1 ≤ i ≤ n} ∈ ℵ; j =

 n i = 1

i− 1 ∀i 6= 1
(1)

where Ai is the surface area of each compartment and h is the height of the water

level for all comparments.

3.3.1.1 Diffusion at Reduced Recirculation Flow Rates

Diffusion becomes dominant when F ≈ 0 and a description for the gradient concentra-

tion between adjacent compartments becomes necessary. With Fick’s law of diffusion

[137], the transfer between the two compartments is proportional to the following fac-

tors: (1) the concentration difference between them, (2) the equivalent cross-sectional

area As through the separators, and (3) a constant D. The complete general equation

for a closed recirculating system of n compartments with [x]l ≤ [x]i ≤ [x]k is:
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Aih ˙[x]i = fr,i ≡ F (t) ([x]j − [x]i) +DAsk,i ([x]k − [x]i) +DAsi,l ([x]i − [x]l) (2)

k =

 i+ 1 i 6= n

i i = n
; l =

 i i = 1

i− 1 i 6= 1

Parameters Ask,i and Asi,l are the equivalent cross sectional areas between the

compartment i and the adjacent compartments k and l, respectively. Note that, with

the definitions of k and l, one of the diffusion terms is zero for the first and last

compartments given that they only have one adjacent compartment.

3.3.2 Reconfiguration into an Open System

The model can be reconfigured into an open (volatile) system by allowing the trans-

fer of gases between the water and the atmosphere.. The expression used to model

the mass transfer (i.e. oxygen and carbon dioxide) between the water and the at-

mosphere is based on Henry’s law of gas solubility and Fick’s first law of diffusion

[137, 138]. The transfer is proportional to the contact surface area Ai between gas

and liquid phases, the concentration difference between the liquid phase [x]i and the

equivalent concentration of the gas phase [x]atm, and a constant kv. The equation for

a reconfigurable recirculating system is:

˙[x]i =
1

h

(
fr,i
Ai

+ kv,i ([x]atm − [x]i)uσ

)
(3)

∀ {1 ≤ i ≤ n} ∈ ℵ; uσ =

 0 non-volatile

1 volatile

where uσ is a switching signal that activates only one of the configurations at a time.
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3.3.3 Design of a Four Compartment, Switching System

The simulations presented in this chapter are prepared for a 10-gallon tank with

n = 4. Its reconfigurability is made possible by an aerator in the first compartment:

kv,1 = kv 6= 0; kv,2 = kv,3 = kv,4 = 0. The system has n − 1 separators with cross

sectional areas Asa for the first two, and Asb for the third. The model of the habitat is

described by the switching system in Eq. 4. It considers that consumers are contained

in the first compartment, producers in the second and a biofilter in the third. The

fourth compartments is left for sensors and water pumps.

d

dt
~[x] =



[A]cr
~[x] + [B] ~x non-volatile; recirculating

[A]cd
~[x] + [B] ~x non-volatile; diffusive

[A]or
~[x] + [B] ~x+ ~rg volatile; recirculating

[A]od
~[x] + [B] ~x+ ~rg volatile; diffusive

(4)

Matrices and vectors for Eq. 4 are:

[A]cr =



− F
A1h

0 0 F
A1h

F
A2h

− F
A2h

0 0

0 F
A3h

− F
A3h

0

0 0 F
A4h

− F
A4h



[A]cd =



−DAsa
A1h

DAsa
A1h

0 0

−DAsa
A2h

0 DAsa
A2h

0

0 −DAsa
A3h

− D
A3h

(Asa − Asb)
DAsb
A3h

0 0 −DAsb
A4h

DAsb
A4h



[A]or =



− 1
h

(
F
A1

+ kv

)
0 0 F

A1h

F
A2h

− F
A2h

0 0

0 F
A3h

− F
A3h

0

0 0 F
A4h

− F
A4h


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[A]od =



−
(
DAsa
A1

+kv
)

h
DAsa
A1h

0 0

−DAsa
A2h

0 DAsa
A2h

0

0 −DAsa
A3h

D(Asb−Asa)
A3h

DAsb
A3h

0 0 −DAsb
A4h

DAsb
A4h



[B] =



1
A1h

0 0 0

0 1
A2h

0 0

0 0 1
A3h

0

0 0 0 1
A4h


~[x] =

[
[x]1 [x]2 [x]3 [x]4

]T

~x =

[
x1 x2 x3 x4

]T
~rg =

[
kv [x]g
h

0 0 0

]
The substances x considered are dissolved oxygen (DO), carbon dioxide (CD) and

carbonate hardness (kH). The output equation is y = [[DO]4 pH4 [kH]4]T , where the

conversion from [CD]4 into pH is given by[139] pH4 = 6.3− log ([CD]4/[kH]4). This

transformation is valid within a 5-10% accuracy for 6.5 ≤ pH ≤ 9.5. The vector

~rg establishes the equivalent concentration of gases in the atmosphere (an infinite

buffer) as a reference value for the volatile configuration of the system. The model is

implemented making use of the parameters listed in Table 3.

3.4 Biological Processes and Ecophysiological Phenomena

Biological processes affect Equation 3 by adding a term xi to fr,i to account for the

rate of production or consumption of the substance x in the compartment i in [mg/h].

˙[x]i =
1

h

(
1

Ai
(fr,i + xi) + kv,i ([x]atm − [x]i)uσ

)
(5)
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Table 3: Initial parameters of the reconfigurable aquatic habitat.
Parameter Value Units Description
h 26.28 cm Height of the water level in the habitat
A1 = A2 533.40 cm2 Surface area of the first and second compartments
A3 = A4 186.69 cm2 Surface area of the third and fourth compartments
Asa 12.60 cm2 Cross-section flow area in the separators type “a”
Asb 48.00 cm2 Cross-section flow area in the separators type “b”
F 390 l/h Flow rate of the recirculation pump
[DO]g 8.40 mg/l Dissolved oxygen saturation concentration

[CD]g 0.69 mg/l Dissolved carbon dioxide saturation concentration

D 1500 cm/h Liquid phase diffusion constant
kv 200 cm/h Gas transfer diffusion constant, for DO and CD only

Such rates represent a measure of how chemical substances are produced or con-

sumed in a given compartment. This research makes use of this term in Equation 5 to

introduce ecophysiological phenomena in the mathematical description of the aquatic

habitat. In particular, this term is used to describe (1) animal and (2) botanical

elements. Snails are modeled through their rate of consumption, treated as a random

variable to account for changes in metabolic rates and aestivation. Aestivation con-

sists in brief periods of torpor of the metabolism of the snails (similar to hibernation)

in which oxygen consumption is considerably reduced. The plants, instead, are mod-

eled through their rate of CO2 assimilation as a function of irradiance. The following

subsections present these two models. Because this research focuses on respiration,

the life support compounds considered are dissolved oxygen (DO), carbon dioxide

(CD), carbonate hardness (kH).

3.4.1 Animal Component: Population of Pomacea Snails

The rate of O2 consumption, DO, and CO2 production, CD, by the respiration of a

population of snails are modeled by differential equations with time constant τ and a

random number of Gaussian distribution with mean µ ≥ 0, variance σ2, and sample

time T :
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d

dt
DO(t) = −1

τ

[
DO(t) + rand

(
µ, σ2, T

)]
(6)

d

dt
CD(t) =

1

τ

[
CD(t) + rand

(
µ, σ2, T

)]
(7)

The models in Eqs. 6 and 7 are proposed from observations in the validation of

the temporal response of the model with Blüm-type experiments [127, 13, 126].

3.4.2 Botanical Component: Bacopa Monnieri Plants

Photosynthesis is proportional to irradiant energy up to a limit in which plants reach

their capacity to assimilate carbon dioxide [140, 12]. This phenomena is due to light

saturation in chloroplasts as described by the light-response curve of Figure 14 and

approximated by Equation 8 as a non-rectangular hyperbola [12]. In Equation 8, A

represents the assimilation rate in [µmol/m2/s], I is the irradiance in [µmol/m2/s],

φ is the slope or the light-limited region, Θ determines the point of saturation by

carboxylation, Amax is the upper boundary of assimilation, and Rd is the dark respi-

ration of the plant. The light compensation point (LCP) in Figure 14 represents the

irradiance value in which photosynthesis and dark respiration have equal magnitudes

and result in a zero net assimilation of CO2.

Figure 14: Light-response curve of photosynthesis to irradiance [12].
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A =
φ · I + Amax −

√
(φ · I + Amax)

2 − 4 ·Θ · φ · I · Amax
2 ·Θ

−Rd (8)

3.5 Simulations and Validation

This paper presents four experiments. They are based on simulations implemented

in MATLAB Simulink, run with a stiff Mod. Rosenbrock numeric method [141] with

maximum step of 0.01. The first simulation is meant to produce results comparable

to those obtained with CEBAS [13]; because that project was led by Professor Volker

Blüm, this paper refers to it as “Blüm-type experiment.” The second experiment

provides insights into the role of feedback for the equilibrium of closed-loop systems;

it compares two simulations that exhibit a similar on/off duty-cycle of the lamp,

with and without feedback. The third experiment addresses the study fail-safe/fail-

operational mechanisms for this system; it makes use of a failure in the water pump

to compare the performance of two fail-safe/fail-operational mechanisms. This exper-

iment makes use of the reconfigurability of the system to allow the exchange of gases

with the atmosphere. The fourth experiment makes use of the results obtained in the

first one and elaborates on observations of the performance of biological components

in the aquatic habitat. It validates the model of the animal component and employs

the ecophysiological model presented in Subsection 3.4.2 to observe the robustness of

a continuous-time controller that regulates DO concentration and takes into consid-

eration the dark cycle of the botanical component. The following subsections provide

additional details about each experiment.

3.5.1 Blüm-type Experiments

This experiment implements a closed-loop on/off control of the DO concentration via

photoregulation (by photosynthesis). In this case, a simple controller turns on and

off the lamp of the second compartment when the DO concentration in the fourth

reaches 4.0 [mg/l] and 6.5 [mg/l], respectively. The simulation time is seven days
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and its initial conditions are in equilibrium with the equivalent concentration of the

atmosphere at 22 ◦C at sea level. The production and consumption rates presented in

Table 4 are selected to achieve an on/off lamp duty cycle similar to results obtained

with CEBAS [13].

Table 4: Production and consumption rates for ~x in [mg/h]
DO1 CD1 DO2 CD2 DO3 CD3 kH3

Values -40.0 40.0 90.0 -90.0 -5.0 5.0 -3.5

Subscripts in DO, CD, and kH denote their associated compartment. The vari-

able [DO]4 represents the concentration of dissolved oxygen in the fourth comparment.

During validation, new rates of consumption and production are obtained and pre-

sented in Subsection 3.6.1. The new parameters are used in a new simulation and its

performance is contrasted with the response obtained from a seven-day experiment

conducted on hardware at the laboratory. During validation, DO concentration is

regulated through photosynthesis between 6 and 7 [mg/L] with an on/off controller

driving the LED lamp. Initial conditions are [DO] = 6.106 [mg/L], [CD] = 6 [mg/L],

and [kH] = 95 [mg/L].

3.5.2 Insight to Closed Systems

The second experiment implements an illumination duty cycle similar to the first

experiment, i.e. with a period of 6 hours. In addition, a small disequilibrium is

added by changing the rates of consumption in the biofilter to DO3 = −6.0[mg/h]

and CD3 = 6.0 [mg/h], to simulate a mortality and its decomposition in the system.

The simulation time is also seven days. The discussion about this experiment centers

on showing need for feedback mechanisms to procure the balance of small-scale and

closed-loop environmental systems.
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3.5.3 Fail-safe/Fail-operational Mechanisms

The third experiment simulates the failure and replacement of the water pump. The

pump fails at 48 hours into the simulation and is fixed within six hours after 24

hours from the fault. The system returns to regular operation at 76 hours. In this

experiment two cases are considered: (a) the oxygen levels are regulated via photoreg-

ulation (b) the system is switched to a volatile configuration during the fault until it

resumes normal operation. Both cases consider measurements of DO concentration

in the first and fourth compartments. In this case, the discussion highlights the need

for additional resources or reconfigurability to sustain and overcome contingencies in

these systems.

3.5.4 Performance of Biological Components

The simulations prepared incorporate the biological models presented in Section 3.4

of this paper. Two simulations are presented: (1) introduction of a model for the

animal component to approximate results from the validation and (2) the addition of

the model of botanical elements to compare system performance under three light-

response curves.

3.5.4.1 Simulation of Consumer Model

For the simulation of the consumer model and, as mentioned in Section 3.4.1, models

in Equations 6 and 7 are proposed from observations in the Blüm-type Experiment.

The simulation compares the steepness of the DO signal in the Blüm-type validation

for a consumer/produce model with parameters 1/τ = 5 [rad/s], σ2 = 10 [mg/h], and

T = 1 [h]. The mean value µ of the Gaussian distribution are DO1 and CD1 from

Table 4. These parameters were obtained by testing and comparing various other

values, which were not included in Subsection 3.6.4.1 for clarity.
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DO1 = − 1/τ

s+ 1/τ
rand

(
µ, σ2, T

)
(9)

CD1 =
1/τ

s+ 1/τ
rand

(
µ, σ2, T

)
(10)

3.5.4.2 Simulation of Botanical Elements

For the simulation of botanical elements, Equation 8 approximates the mole to mole

relationship of CO2 assimilation in higher plants as a function of irradiance. Such

relationship is adapted here to address the consumption of CO2 as a function of the

percent lamp power, Pl[%]. As such, Amax is replaced by CDmax to account for the

upper bound of CO2 consumption. Equation 11 presents the modified light-response

relationship and Figure 15 shows three curves for different values of φ. Additional

parameters are CDmax = 23 and Θ = 0.95. All other parameters are similar to Section

3.4.2. This paper does not consider the dark cycle of respiration in the plants, i.e.

Rd = 0.

CD2 = −DO1 =

=
φ·Pl[%]+CDmax−

√
(φ·Pl[%]+CDmax)2−4·Θ·φ·Pl[%]·CDmax

2·Θ

(11)

Figure 15: Light-response curves used in simulation
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This simulation makes use of a proportional-integral (PI) controller that regulates

the DO concentration in the fourth compartment, with a reference signal with a duty

cycle of 18 hours for every 24. Such duty cycle helps to account for the physiological

requirements of the botanical elements. The PI controller uses P = 200 and I = 50.

The reference alternates between 6.75 and 6.25 [mg/L].

3.6 Results and Discussion

3.6.1 Blüm type Experiments

Figure 16 presents the on/off control of the DO level for a balanced system, varying

between 4 [mg/l] and 6.5 [mg/l] in the fourth compartment; the consumption and

production rates of the compartment containing plants is turned on and off depending

on these limit values, respectively.

Figure 16: Dissolved oxygen and pH for conditions comparable to CEBAS experi-
ments [13].

The result is similar to results reported in the past [13], which also show the dete-

rioration of the pH level, most probably due to consumption of equivalent carbonate

hardness (kH) by the bacteria in the biofilter. The rates of consumption and produc-

tion used (Table 4) result in a lightning duty cycle of ∼6 hours. Such on/off control

does not account for the physiological requirements of the biological elements. There-

fore, other control strategies [61] need to be developed to operate bioregenerative life

support systems. Given the results obtained for a 10-gallon (37.85 [l]) tank, estima-

tions can be made for experiments performed with the CEBAS-minimodule: with a
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volume ∼8.8 [l], and assuming that the system was perfectly balanced, the biological

oxygen demand (BOD) should have been nearly half of the oxygen generation rate, or

∼1.2 [mg/h/l]. Hence, its oxygen production rate results in ∼2.4 [mg/h/l]. Values re-

ported [13] show that the system was apparently producing somewhere between “3.5

and 7.5 mg/l” per hour, which is a comparable value. The authors[13] also report

about the “steepness” of the oxygen production, which in this research is obtained

by taking the first derivative of the DO concentration of the fourth compartment –

see Fig. 17.

Figure 17: Observation on steepness of oxygen production.

It shows that the maximum steepness achieved is 1.0 [mg/l/h] with stabilization

values of 0.8 [mg/l/h]. These values are comparable to the results obtained with

CEBAS[13], which show a “steepness” also centered in zero and taking values between

±1 [mg/l/h]. Despite differences in volume, this simplified model is able to reproduce

values similar to CEBAS, which at the same time serve to validate the quantities and

parameters used therein, and provides a tool to perform forensic analysis.

Figures 18 and 19 show the validation of the mathematical model [135, 136] of the

aquatic habitat for the parameters presented in Table 5. Signals in color are from the

hardware, while black ones are from simulations. Figure 18 shows the DO and pH

values, while Figure 19 shows the “steepness”[13] of the DO signal, i.e. its derivative.

Results from the Blüm-type simulation validate the model of the aquatic habitat
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Figure 18: Validation of Blüm-type experiments.

Figure 19: Validation of Blüm-type experiments.

Table 5: Production and consumption rates in [mg/h]
DO1 CD1 DO2 CD2 DO3 CD3 kH3

Values -4 4 23.0 -23.0 -7.0 7.0 -17

and the design proposed in previous work [136]. Especially, the combination of mea-

surements from hardware and validation of the simulation enable forensic analyses

of the system to obtain the initial value of carbonate hardness, at 95 [mg/L], and

its rate of consumption, at 17 [mg/h]. Figure 18 highlights the comparison between

the DO and pH signals, for simulation and hardware. Although there are periods of

time, up to days, in which the signals overlap well, there are others that show lack

of synchronism. This is due to the on/off control used (like a thermostat) and the

disturbances introduced by the population of snails (consumers). Until this valida-

tion, it was not expected that the behavior of snails would considerably disturb the
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time response of life support variables, i.e. these were assumed to be approximately

constant and without disturbances. However, the Blüm-type validation allowed the

discovery of the aestivation or metabolic depression [142] that snails may undergo.

This is particularly evident in Figure 19, which shows the rates of accumulation and

depletion of oxygen in the habitat. While for a balanced system the steepness of

the simulation respectively predicts a square signal between -0.2 and 0.2 [mg/L/h]

of depletion and accumulation, the response obtained from hardware shows appar-

ently random variations around those same values. This is why Section 3.5 proposes

Equations 6 and 7 as the models for the animal component of the system, which is

compared with the steepness signal of the validation in Figure 22.

3.6.2 Insight to Closed Systems

The result of the second simulation is reported in Fig. 20. It shows the difference

of using an open-loop versus closed-loop control; a small unbalance of just 1 [mg/h]

results in a progressive deterioration of dissolved oxygen levels in an open-loop duty-

cycle, which potentially would harm the consumers contained therein. In contrast,

the use of feedback and a regulation mechanism as simple as an on/off control is suffi-

cient to balance the system. These observations highlight the importance of feedback

control mechanisms to bring a simple closed environmental system to balance, and

(2) may help understand and raise questions about the effects of unattended unbal-

ances in larger-scale environmental systems like the Earth, for which climate change

increasingly becomes a concern. Furthermore, other questions and experiments [61]

may contribute to better understand the reach and limitations of the so-called Gaia

hypothesis, which states that biological processes alone and their interaction will

compensate for environmental unbalances in Earth’s biosphere [46].
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Figure 20: Response of an unbalanced system driven by (a) a fixed open-loop duty
cycle, and (b) an on/off closed loop control.

3.6.3 Fail-safe/Fail-operational Mechanisms

Figure 21 presents the simulation of the failure and replacement of the recirculation

water pump. The time responses presented in this case show two different approaches

to handle the contingency. Figure 21 (a) allows the system to automatically regulate

the oxygen concentration via photosynthesis and diffusion, and shows the dissolved

oxygen concentrations for compartments 1 and 4. If the consumer species contained in

the first compartment are not able to withstand concentration levels below 2 [mg/l],

then this approach may not be the preferred one. Instead, a different “fail-safe”

mechanism may be necessary, e.g. an aerator, which in Figure 21 (b) becomes more

appropiate to guarantee acceptable levels of dissolved oxygen in the system. This

result also shows that experiments with small-scale reconfigurable environmental sys-

tems may serve not only test control laws, but also to combine them with other

automated safety mechanisms that may prove critical during contingencies.

Figure 21: Result of two different “fail-safe” contingency policies upon a fault in the
recirculation pump.
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3.6.4 Performance of Biological Components

3.6.4.1 Consumer Model

Given the changes in rates of consumption of O2 and production of CO2 by the snails,

Figure 22 compares the first two days of data. The intention is to have a measure

of the variance of the steepness in DO, allowing the model to account for metabolic

variations in the animal component of the system (consumers).

Figure 22: Validation of Blüm-type experiments.

The result of using a random variable with a first order filter seems to be a fair

first approximation to the behavior and disturbances introduced by the consumers.

These simulations have to be limited to two days, because the disturbances trigger

the on/off control at different times and encourages loss of synchronism, and further

distorts the ability to compare the signals. However, the intention of such comparison

is to achieve an approximate value for the variance σ2, 1/τ , and T which in this case

have been set to 10 [mg/h], 5 [rad/h], and 1 [h], respectively. The meaning of these

values is: the rate of consumption is 4 [mg/h], but may change randomly every T = 1

[h] with a dispersion σ2 = 10 [mg/h] and a time constant τ = 0.2 [h].

3.6.4.2 Botanical Model

Figure 23 presents the temporal response of the habitat, including DO, pH, and lamp

power signals for φ = {0.3, 0.6, 1.5}. The main observation in this case refers to the
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similarity in DO and pH responses versus the different behaviors obtained for the

lamp power signal.

Figure 23: Comparison of three light-responses in simulations including animal com-
ponent.

In contrast to the on/off control used in the second simulation, Figure 23 makes

use of setpoint control and photoregulation, and studies three light-response curves

and their effects on simulations. Even though these simulations make use of the

disturbances proposed for the consumer model, very small differences are noticeable

in the time response of life support variables, DO and pH. This is especially true in the

temporal response of pH, for which the three signals overlap. Another observation is

found in the time response of the lamp power: the robustness apparent in the temporal

response of the life support signals for a PI controller is product of the changes that

occur in the lamp power signal. These show periodic steady-state values between 10

and 40 [%], for different values of φ. This distribution is expected from Figure 15.

The curve with smaller φ will require more lamp power to achieve similar values of

CO2 assimilation.

54



3.7 Summary

This chapter presented the modeling, design and simulation of a reconfigurable aquatic

habitat intended for experiments in RLSS, control, and automation. It presented the

model of an aquatic habitat for experiments relevant to closed-loop LSS and as an

option for small-scale and ground-based BLSS research focusing on the process of

respiration, and expanded the description of biological processes by introducing mod-

els of ecophysiological phenomena for consumers and producers. It elaborated on

the modeling, design and simulation of a reconfigurable aquatic habitat intended

for experiments in life support control research. The model focuses on the process

of respiration and produces results comparable to those reported in ground-based

and spaceflight experiments. The model is general enough to enable the design and

simulation of other systems of the same nature. Results obtained and reported in

this chapter highlight the importance of feedback control in combination with fail-

operational/fail-safe mechanisms to balance and support life in closed environmental

systems. This chapter supports the use of small-scale aquatic habitats to explore

concepts that may be difficult to test in larger-scale systems. The model of the plants

includes a description of the rate of CO2 assimilation as a function of irradiance.

The snails instead are modeled through their the rate of consumption, treated as a

combination of a constant and a random variable to account for changes in metabolic

rates and aestivation. Simulations and validation runs with hardware show how these

phenomena may act as disturbances and introduce non-linearities. Other research

opportunities with the aquatic habitat include enabling time-varying parameters in

the botanical model to account for their growth, and to enable exploration of robust-

adaptive approaches to regulate oxygen production.
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CHAPTER IV

GRANULAR APPROACH TO BLSS AUTOMATION

Contribution 2: Regenerative life support systems (RLSS) offer various options

to recycle metabolic byproducts, such as urine, and to achieve an incremental clo-

sure of gaseous and liquid material cycles. Such material loop closure increases the

autonomy of space habitats and helps reduce the frequency of resupply missions and

their overall cost. But as researchers continue their efforts to integrate regenerative

technologies and to achieve system closure, new challenges arise from unintended in-

teractions between chemical species in the closed-loop system. Material loop closure

not only makes possible the interconnection of complex material networks, but may

also promote unintended interactions between chemical species within the habitat.

Such interactions may lead to the accumulation of unexpected chemical compounds

that could affect individual life-support processes or crew health. Such uncertainty is

to be expected, and its effects may be discovered as anomalies during operation [2].

An example of such phenomena is found in the 2010 WRS anomaly caused by the

accumulation of dimethylsilanediol (DMSD) [11] presented in Subsection 2.2.2.

Beyond methods in robust [49] and adaptive control [50, 51], paradigms in switched

control [52, 53, 54, 55] offer advantages for the management of the uncertainty caused

by material loop closure. The contribution discussed in this chapter makes use of

a perception-based approach to a switched control paradigm. Switched control in-

troduces attributes of flexibility and modularity to the control system [55]. These

attributes may be used to allow for different control actions depending on the opera-

tional condition of the physical system and its situation in a given context. In other

words, these changes may depend on the internal state of the physical system and on
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external factors defined by its environment and active goals.

The increasing availability of sensor information and measurements motivates the

granular approach of this contribution. The combination of such sensor information

creates a sensing space in which the operational conditions of the system may be

found. This granular approach takes advantage of the opportunity to define percep-

tual elements or granules within the sensing space, in which each granule represents

a specific situation. In particular, this work employs intelligent agents based on

FAM made of granular structures composed of n-dimensional non-interactive fuzzy

sets [143, 60, 82, 61]. Granular structures [58, 144, 145, 59] define the situations in

which each control action governs the system, thus implementing a switched control

paradigm to their automation. Situation-rich signals serve as the switching mecha-

nism and provide observability of the operational condition and context of the system,

or situation observability. This contribution is presented in Section 4.1.

The invention of methods to measure environmental variables by means of mi-

crosystems or optical devices tends to reduce the unit cost of novel sensor technology

and opens opportunities for engineers to integrate evermore complex systems. Such

innovations allow individual human operators to perform more complex tasks (as is

the case with single pilots flying fleets of UAV’s) and to assist humans to do their jobs

(or even replace them) through automation. Towards this purpose, Subsection 4.1

presents the FAM-based agent architecture as a framework that enables a granular

approach to automation and control. Such an approach is conceived as a switching

control paradigm with attributes of flexibility and modularity. However, Subsection

4.3 poses the question of how to make this granular approach practical for systems

composed of a greater number of sensors. The difficulty of manually defining fuzzy

sets for each individual condition makes such techniques impractical. Therefore, the

main contribution of our work proposes to exploit the interaction of human experts
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with the system to collect situation-rich data useful to represent their situation knowl-

edge base (SKB). The SKB is then used in the perception function of the FAM-based

agents to generate the switching signals that combine control laws into an integrated

control signal. Those switching signals contain information about the situation of the

system and may also be used in user-interfaces for human-automation coordination.

This general contribution is composed of four specific steps: (A) data collection, (B)

aggregation algorithm, (C) coherence operation, and (D) implementation. The steps

are represented in Figure 24 as blocks in the diagram and described in Subsection

4.2.1, with a numerical example in Subsection 4.2.2.

Figure 24: Granular multi-sensor fusion method.

4.1 Granular Approach to the Automation of the Habitat

This section introduces the use of agents based on fuzzy associative memories (FAM)

[82, 60, 143] to develop granular structures composed of n-dimensional non-interactive

fuzzy sets, used to define operation conditions and the control law that governs an ac-

tion in each situation. The objectives are the following: (1) to implement a switched

control strategy on the dynamic model of a reconfigurable aquatic habitat, introduc-

ing flexibility into the dynamics of the system; and (2) to explore how the granular

structure of FAM-based agents may generate useful information to enhance situa-

tion observability and thus potentially provide human operators with resources for

real-time decision making. Such exploration is oriented toward the development of

methods in user-centered design that take into account situation awareness to inform
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better ecological interfaces [57], [2]. Although results presented herein are based on

simulations, hardware of the system described is used to identify model parameters.

4.1.1 The FAM-based Agent Architecture

The FAM-based agent architecture has found motivation in the monitoring and au-

tomation of LSS [135] and implements a switched control approach [54] that assigns

a control action to each situation in which the system may operate in the form of

(Situation, Controller). The switching capability introduces flexibility in the behavior

of the system and enables its development in a modular and incremental fashion. The

architecture is characterized by a perception function, a set of controllers, and a cor-

respondence function. The latter associates a controller to each situation defined in

the perception function and combines them into an integrated control signal. Figure

25 shows a diagram of a single FAM-based agent with a user interface manipulating

a single variable in a small-scale aquatic habitat. The diagram describes the compo-

nents of the FAM-based agent with the following blocks: (A) Perception, (B) Control

Signals, and (C) Correspondence Function. Some advantages of this approach have

been shown in previous work [135].

Figure 25: Diagram of the FAM-based agent and its components.
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4.1.1.1 Perception Function and Granular Structure (A)

The perception function assumes the availability of n measurable variables xi for

i = 1, 2, . . . , n from sensors and their universes of discourse Xi so that xi ∈ Xi ⊆ <;

the variables are non-redundant and non-interactive: Xi 6= Xj; j = 1, 2, . . . , n; i 6= j.

Each universe Xi is partitioned in ki subsets, each of which is denoted as Xα
i ⊂ Xi,

α = 1, 2, . . . , ki. Continuous membership functions describe each one of the subsets

as µXα
i
(xi), which are normal and convex [146]. Such partitions are coherent when

complying with the Ruspini condition [147]:

ki∑
α=1

µXα
i
(xi) = 1 ∀i = 1, 2, . . . , n (12)

This condition becomes of importance in automation systems because of its ca-

pacity to ensure that there will not be regions in X for which a control policy is not

assigned or with conflicts between controllers. As a result, a number of l possible

situations or operating conditions are defined as non-interactive fuzzy sets Ãj, for

j = 1, 2, . . . , l. The l situations are the Cartesian product of the combination of the

subsets Xα
i in Xi. The Cartesian product is implemented with the minimum operator

as in Equation 13, for l =
∏n

i=1 = ki = k1 · k2 · · · · · kn.

Ãj (x1, . . . , xn) = min
i=1,...,n

α=1,2,...,ki

(
µXα

i
(xi)

)
(13)

The set Ã = {Ãj} represents the granular structure in which each granule Ãj

describes a different situation and a percept of the FAM-based agent.

4.1.1.2 Control Signals (B)

In the same fashion, the set of control signals U ={uj} are obtained from up to l dif-

ferent control laws. Controllers generate signals uj that correspond to each condition

Ãj. These signals may be treated modularly to form the set U = {u1, u2, . . . , ul},
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with the maximum number of different control signals limited by l. The control sig-

nals can be generated by model-based methods or techniques in soft-computing and

computational intelligence. The error modulation solution [82] or a similar technique

is required for controllers with integral control action (poles in zero). Considerations

on switched control [54, 55] should be included in this component of the FAM-based

agent and in the correspondence function Ω described in the next subsection.

4.1.1.3 Correspondence Function and Integrated Control Signal (C)

With the sets Ã and U defined, the correspondence function Ω can be expressed as a

rule-base or in pairs (Situation, Control Signal) as in Equation 14.

Ω : Ã→ U

Ω = {Ωj} =
{(
Ãj (x1, . . . , xn) , uj(t)

)} (14)

The resulting FAM is defuzzified with the weighted average technique to obtain an

integrated control signal uI . This signal drives a single actuator in the system. Thus,

each actuator and its controller in a physical system may be conceived as an agent,

constituting a FAM-based multi-agent system. The weights used in Equation 15 are

the membership values of each corresponding situation, and the weighted arguments

are their corresponding control signals.

uI (x1, . . . , xn, t) =

l∑
i=1

µÃi (x1, . . . , xn) · ui(t)

l∑
i=1

µÃi (x1, . . . , xn)

(15)

4.1.2 Application to the Model of the Habitat

This subsection presents the application of the FAM-based agent architecture to the

control of the DO levels in the model of the aquatic habitat presented in Chapter 3

and which regenerative cycles and variables are shown in Figure 26. It defines (1) the
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operating range of the life support variables considered; (2) the operational conditions

that result from the combination of the operating ranges, and their corresponding

control actions; and (3) the simulation performed on the habitat for this subsection.

Figure 26: Regenerative cycle of the aquatic habitat

4.1.2.1 Life Support Signals and their Operating Ranges

The life support variables are the DO and pH in the fourth compartment. Their

operating ranges and fuzzy membership functions are shown in Figure 27.

Figure 27: Fuzzy partitions of the DO and pH variables.

These ranges are defined considering the minimum DO concentration allowed for

fresh water animals (2 [mg/l]), and the pH values in which most aquatic organisms

may live with low stress [139]. There are two conditions for the DO concentrations:

nominal and low. The pH has three ranges: nominal, high and low.

4.1.2.2 Control Laws and their Operating Conditions

Two control actions are used to drive the power level of the LED-lamp: (1) power on

and constant at 100% and (2) a proportional-integral (PI) controller that may dim

the lamp in the 0-100% range. The PI controller is used in most of the operating
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conditions, with P = 200 and I = 50. The differences of the PI controllers for each

operating condition is in the controlled variable and its reference. A representation

of the operating conditions and the control actions for each case is shown in Table 6.

Table 6: Control actions for different operating conditions.
Low pH Nominal pH High pH

Nominal DO pHref = 6.3 Nominal pHref = 8.0
Low DO Lamp on DOref = 3 DOmin

These operating conditions result from the combination of the operating ranges

of each variable, according to Subsection 4.1.1.1. To ensure that the system works

correctly, note that the PI controller uses the error modulation technique presented

in [82]. The nominal and DOmin controllers make use of a reference signal with

a duty cycle of 18 hours for every 24. This duty cycle helps to account for the

physiological requirements of the botanical elements. For the nominal condition,

the reference alternates between 6.0 [mg/l] and 5.0 [mg/l], while for the DOmin the

reference switches between 4.5 [mg/l] and 4.0 [mg/l].

4.1.2.3 Simulation Performed on the Habitat Model

The simulation presented in this subsection explores the transitions between opera-

tional conditions triggered by the depletion of kH and the lack of supply from the

dosifier pump in the second compartment. This substance is consumed by the bac-

teria of the biofilter during the process of nitrification. The source of kH is inhibited

until day 14; on day 14 the kH source is restored. The purpose of this simulation is

to explore the operating condition transitions of the FAM-based agent and the time

response of the life support variables considered. In addition, the simulation also

shows the evolution of the membership values of the life support variables in each

of the operating conditions, making the system observable from this perspective at
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any given time. The simulations are implemented with a stiff Mod. Rosenbrock nu-

meric method with maximum step of 0.01. Initial conditions are [DO] = 8.4 [mg/l],

[CD]=0.69 [mg/l], and [kH]=20 [mg/l]. The simulation time is 21 days and its initial

conditions are in equilibrium with the equivalent concentration of the atmosphere at

22 ◦C at sea level.

4.1.3 Results from the Granular Approach

The depletion of the kH in the system deteriorates the pH below nominal values,

triggering a operating condition transition as shown during day 12 in Figures 28, 29

and 30. Between days 12 and 15 the system continues to transition into different

situations and recovers its nominal condition thereafter, when the kH supply is re-

enabled. These results show the dynamics of the transitions from three perspectives:

(1) the evolution of life support variables, DO and pH, is shown in Figure 28; (2) the

behavior of the LED-lamp is presented in Figure 29; and (3) the membership value of

the operational condition of the system over time is shown in Figure 30. The system

remains “fail-op/fail-safe” within the conditions defined in Table 6. From day 5 to

about day 11, the system shows consistent and mostly periodic temporal responses

as evidenced in Figures 28 and 29.

Figure 28: Evolution of the life support variables during the simulation

During this period of time and, without looking at Figure 30, it can be said that

the system remains within a single operating condition, in this case in the “nominal”

condition, and seems to be performing well. However, once the first transition enters
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Figure 29: Lamp intensity for the simulation

into effect at around day 12, it becomes harder to assess in which situation the

system is in until it goes back into “nominal” on day 15. The lack of situation

observability evident for only two or three signals in this case, is more so true for large-

scale socio technical systems composed of many more sensors and signals. Hence,

having a granular structure that allows the system to identify its mode of operation

becomes helpful not only to allow for automation strategies that adapt the system

to various situations, but also to generate new signals that better describe their

evolution. This is what Figure 30 presents in the signals (a) through (f); it shows the

history of the situation of the system. In these figures, membership values are shown

for the conditions defined in Table 6 as follows: (a) Nominal-DO/High-pH; (b) all

nominal; (c) nominal-DO/low-pH; (d) low-DO/high-pH; (e) low-DO/nominal-pH; (f)

low-DO/low-pH.

These signals allow us to understand not only the situation in a real-time scenario,

but also to perform forensic analysis on Figures 28 and 29. For example, between days

12 and a slightly after day 15, the system transits between three different operating

conditions before going back to “nominal.” These conditions are (not in chrono-

logical order): nominal-DO/low-pH, low-DO/nominal-pH, and low-DO/low-pH. The

last of these conditions to enter into effect before the system is dominantly back at

“nomimal” is low-DO/nominal-pH. Under this condition and according to Table 6,

the system sets the dissolved oxygen reference value to 3 [mg/l]. Thus, it can be seen

in Figure 28 that the oxygen goes from being in saturation at 8.4 [mg/l] down to
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Figure 30: Membership values of the conditions defined in Table 6.

about 3.5 [mg/l], just before the last transition back to “nominal” comes into effect.

Note also, that in order to bring down the oxygen level from 8.4 [mg/l] to about

3.5 [mg/l], the LED-lamp has to be at 0% (turned off) in Figure 29 to prevent the

plants from generating oxygen and allowing other organisms to consume it. After

this transition the system alternates between “nominal” and Nominal-DO/High-pH,

which then again, according to Table 6, alternates the controlled variable between

the pH level at 8.0 and the dissolved oxygen concentration following the LED-lamp

duty cycle. The forensic analysis of Figures 28 and 29 described above is possible to

most observers because of the information provided by Figure 30. Such information

could be displayed in ecological interfaces to support human operators in real-time
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decision making tasks. The signals generated by the FAM could also be used to as-

sess the evolution of systems in the future, looking at further applications in diagnosis

and prognosis of engineering systems. Beyond RLSS, the granular decomposition of

sensing spaces presented in this method is applicable to a wider range of complex

socio-technical systems. Questions then arise on how to manage high-dimensional

sensing spaces and what type of methods are required to make this approach practi-

cal. We suggest the use of other methods in computational intelligence in combination

with FAM to arrive at solutions applicable to larger-scale systems.

4.2 Situation-oriented Integration of Human-automation Sys-
tems

This section proposes a multi-sensor fusion method that elaborates on a granular

approach to the operation and automation of RLSS [135]. The approach employs

an agent architecture based on FAM in an effort to allow for situation observability,

i.e. the capability of non-expert human operators to probe for information about

the situation of the system. Such attribute may also provide users with operational

margin [11] to detect and respond to anomalies in a timely manner. However, the

abundance of sensor information may result in a combinatorial explosion unsuited for

the manual design of monitoring and automation systems. The core of this method

consists of taking advantage of the interaction of human-experts with the RLSS to

generate and collect data useful for the development of the FAM that constitutes the

perception function of the agents. In particular, the method proposed in this section

makes use of particle swarm optimization [148] (PSO) to compress sensor data and

a set of human-expert situation assessments into a granular representation of their

SKB. Such representation enables the transformation of sensor data into situation-rich

signals useful for monitoring and automation purposes.
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4.2.1 Granular Multi-Sensor Data Fusion Method

An advantage of the FAM-based agent architecture is the possibility of combining a

large number of sensors, to gather information beyond the internal state of systems

and towards enabling it to have a better assessment of its situation. A disadvantage

of this approach is the combinatorial explosion that makes it impractical to manu-

ally define membership functions µXα
i
(xi) for situations α detected by each sensor

i = 1, 2, . . . , n. Therefore, this subsection proposes the use of human-system interac-

tion and the application of methods in computational intelligence to overcome this

challenge. The method shown in Figure 24 collects situation assessments from expert

human operators, i.e. system snapshots, to obtain situation-rich data sets that may

be useful to generate a representation of the SKB of experts. Datasets containing a

number of N snapshots are aggregated (compressed) into a parametric representa-

tion. The aggregation consists of a particle swarm optimization process that adapts

π-membership functions to the data contained in the data set for each sensor and

each situation. The result is a granular structure useful for decision support tools

and, when coherent, susceptible for adoption as the perception function of the FAM-

based agent architecture. The following subsections describe each one of these steps.

4.2.1.1 Data Collection

Data collection consists of taking advantage of the interaction between expert human

operators and the system to obtain situation rich data sets. These data sets include

measurements of the operating condition of the system (internal state), its context

(external state), and an identifier of the expert. Datasets contain N snapshots of the

system at times tj for j = 1, 2, . . . , N as shown in Figure 31.

Measurements of the system state, both internal and external, include values xij

recorded by sensors xi for i = 1, 2, . . . , n. If sensors are not available, values may be
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Figure 31: Data set description for the data collection process

systematically obtained and introduced by the expert through a user interface, de-

pending on the nature of the measurement. In addition to measurements, the data set

includes expert input that defines to which situation sγ the snapshots belong in each

case, for γ = 1, 2, ..., G, and with what degree of confidence cj ∈ [0, 1]. If cj = 1, the

expert is fully confident that the system snapshot taken at tj belongs to situation sγ.

The number G ≥ l depends on the presence of hierarchical structures in the situation

assessments according to the notion of levels of resolution in granular computing [59];

i.e. a situation assessed as “nominal” may be subdivided in more specific situations,

such as “nominal-high” and “nominal-low.” This subsection does not address hierar-

chical granular structures, making G = l. Finally, the user code hj allows the data

collection process to identify the expert that contributed to each snapshot of the data

set, enabling approaches in crowdsourcing [111, 112]. The intention of the following

steps is to compress the data set into a more compact and meaningful representation.

4.2.1.2 Aggregation or Data Compression

The aggregation algorithm transforms (compresses) situation-rich data sets into gran-

ular structures described by an array of parameters that define membership functions

µXα
i

for each situation γ susceptible to detection by sensors i. How situation knowl-

edge is represented, how it is obtained from data sets, and a suggested approach to

achieve coherence of the fuzzy sets are described in the following paragraphs.
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Knowledge Representation: Given the need to allow for flexible adaptation of

a membership function µXα
i

to collections of snapshots found in the data sets, the

aggregation algorithm makes use of a piece-wise differentiable function defined by

four parameters and known as a π-membership function, as defined in Equation 16:

µXα
i
(xi; a, b, c, d) =



0 xi ≤ a

2
(
xi−a
b−a

)2
a < xi ≤ a+b

2

1− 2
(
xi−b
b−a

)2 a+b
2
< xi ≤ b

1 b < xi ≤ c

1− 2
(
xi−c
d−c

)2
c < xi ≤ c+d

2

2
(
xi−d
d−c

)2 c+d
2
< xi ≤ d

0 xi ≥ d

. (16)

The π-membership function results in the curve shown in Figure 32, with parame-

ters P = [a, b, c, d] defining the “feet” and “shoulders” of the curve. Each membership

function in the aggregation process represents a single situation γ = 1, ..., G for a sin-

gle sensor xi. The PSO process obtains the four parameters in each case, as described

next.

Figure 32: π-Membership function for P = [a, b, c, d] = [1, 4, 5, 9].

Particle Swarm Optimization: PSO [148] is the process that transforms data

sets into a granular structure. For each situation γ and sensor i, find P ∗ ∈ Xi such

that the condition in Equation 17 is found, where f(xi) =
∑(

µXα
i
(xij)− cj

)2
for

j = 1, 2, . . . , N and in each case subject to the initial constraints shown in Table 7.
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P ∗ = arg min
xi∈Xi

f(xi) = {x∗i ∈ Xi : f(x∗i ) ≤ f(xi)∀xi ∈ Xi} (17)

Table 7: Initial constraints of the particle swarm optimization.
Constraints

1: a ≤ b ≤ c ≤ d
2: minxij − 0.25 |maxxij −minxij| ≤ a ≤ minxij
3: minxij ≤ b ≤ maxxij; min xij ≤ c ≤ maxxij
4: maxxij ≤ d ≤ maxxij + 0.25 |maxxij −minxij|

The swarm is subject to random variables ζ1 ∈ [0, 1] and ζ2 = 1−ζ1, to parameters

W = 0.99, ϕ = 0.02, and follows the steps enumerated in Table 8 with p representing

an agent (particle) in the population.

Table 8: Particle swarm optimization algorithm
Step Description

1. Randomly distribute particle swarm (or swarm of agents) in the
search space.

2. Evaluate the performance of each particle according to f(xi).
3. If the current position is better than previous ones, then update with

the best.
4. Determine the best particle so far according to their previous and present

positions.
5. Update velocities with

vt+1
p = W · vtp + ϕ

[
ζ1

(
xtlp − xtp

)
+ ζ2

(
xtg − xtp

)]
≤ |maxxij−minxij |

100
.

6. Update positions of particles according to xt+1
p = xtp + vt+1

p .

7. Repeat from (2) until f(x∗i ) <
|maxxij−minxij |

500
or iterations = 2000.

The process results in a granular structure described by an array of dimensions

G×n× 4 as shown in Figure 33. Although the PSO may converge to a “best” result,

the irregularities introduced by the data collection step make it necessary to employ

a coherence operation to obtain granular structures that comply with the Ruspini

condition in Equation 12. The advantage of using PSO is the flexibility it provides

to vary the computation power invested in the aggregation process.
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Figure 33: Three dimensional array containing granular structure

4.2.1.3 Coherence Operation

The coherence operation adjusts parameters P = [a, b, c, d] of each fuzzy set µXα
i

by determining their similarity or adjacency, and performing operations on these

parameters in each case. It performs searches of fuzzy sets that are similar or ad-

jacent, making use of its descriptive parameters. The coherence operation separates

the search for similar or adjacent conditions by employing two sub-operations: the

similarity operation and the adjacency operation. Each sub-operation separately per-

forms searches in the granular structure (shown in Figure 33) described by parameters

P = [a, b, c, d] for each sensor and situation. The following paragraphs describe the

sub-operations.

4.2.1.4 Similarity Operation

The similarity operation searches for fuzzy sets in each sensor for all situations. The

search identifies those sets that comply with specific similarity conditions based on

the parameters illustrated in Figure 34.

Figure 34: Plot of two similar fuzzy sets.

Two sets of parameters are defined in Figure 34: Pr = [ar, br, cr, dr] and Ps =

[as, bs, cs, ds]. During the search, Pr serves as the set of parameters that describes the
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current reference fuzzy set of a given situation for a particular sensor. Each fuzzy

set is used as the reference set during the search of similar fuzzy sets in each sensor.

The fuzzy sets described by Ps are those to which Pr is compared. The algorithm

explores the entire partition for each sensor comparing the reference parameters Pr

to all other parameters Ps being searched. Similar sets are identified when:

ar < 〈Ps〉 < dr (18)

with 〈Ps〉 being the average of parameters as, bs, cs, and ds. Once similar fuzzy sets

Pr,s have been identified, their value is updated to P ′r,s =
[
a′r,s, b

′
r,s, c

′
r,s, d

′
r,s

]
as in

Equation 19.

P ′r,s = [min (ar,s) , 〈br,s〉 , 〈cr,s〉 ,max (dr,s)] (19)

4.2.1.5 Adjacency Operation

The adjacency operation, in analogy to the similarity operation, searches for fuzzy

sets in the partition of each sensor. In this case, however, the search will focus on the

fuzzy sets adjacent to the reference fuzzy set defined by parameters Pr = [ar, br, cr, dr],

shown as the central fuzzy set (in blue) in Figure 35.

Figure 35: Plot of three adjacent fuzzy sets.

Two other fuzzy sets are shown in Figure 35 to the right (in green) and to the left

(in red), with parameters PR = [aR, bR, cR, dR] and PL = [aL, bL, cL, dL], respectively.

The adjacency operation makes use of these parameters to search for fuzzy sets in

each sensor that are adjacent to a reference fuzzy set in all situations. As with the

similarity operation, here again each fuzzy set in the partition serves as the reference
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in one opportunity. However, in this case the condition used to identify adjacent

fuzzy sets to the right and to the left are expressed as inequalities in Equations 20

and 21, respectively.

br < aR < dr (20)

ar < dL < cr (21)

Once adjacent fuzzy sets have been identified, the parameters of the central fuzzy

set are updated to P ′RL = [aRL, bRL, cRL, dRL] as in Equation 22.

P ′RL = [〈ar, cL〉 , 〈br, dL〉 , 〈cr, aR〉 , 〈dr, bR〉] (22)

The terms 〈ar, cL〉, 〈br, dL〉, 〈cr, aR〉, and 〈dr, bR〉 are the average of a parameter

in Pr and the corresponding parameters of all adjacent fuzzy sets found to the right

or to the left. Such correspondence is illustrated in Figure 35. The purpose of

the adjacency operation is to obtain fuzzy partitions that comply with the Ruspini

condition in Equation 12.

4.2.2 Numerical Example on the Aquatic Habitat Model

The model of the aquatic habitat presented in Chapter 3 was used to perform simula-

tions of anomalies that exhibit transitions between various operation conditions. The

purpose was to operate under all possible situations so that data could be collected.

This example makes use of two sensors: dissolved oxygen(DO) and pH. Possible levels

of pH are high, good, or low levels, while DO levels are good or low, resulting in six

possible situations. Expert human operators were modeled as a prototype granular

structure to collect data for confidence values greater than 0.1. They read a different

situation every 5 minutes throughout 21 days, allowing for each situation to be mon-

itored every 30 minutes. The data obtained is processed with steps (A), (B), and (C)

of Section 4.2.1.
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4.2.2.1 Results and Discussion

Figure 36 shows four 3-D graphs comparing results obtained from the sensor fusion

algorithm with the prototype granular structure. Each situation is defined by a

different color. Figure 36(A) provides a spatial distribution of the confidence values cj.

The number of data points collected in each situation is not uniform. The algorithm

obtains granules independently of the number of data points. Figure 36(B) shows the

resulting granules. The output of step (B) is processed with a coherence operation

based on similarity and proximity, resulting in Figure 36(C).

Figure 36: Steps (A), (B), (C), and prototype granular structure.

The lack of uniformity in the distribution of data points collected by expert hu-

man operators poses a challenge to the application of tools in computational intelli-

gence for the development of decision aids and automation systems. Special attention

should be given to how experts collect data and on the number of data points needed

to guarantee coherence of granular structures. With better data sets, the particle

swarm optimization should arrive at solutions without excessive overlaps or holes,

as those shown in Figure 36(B). However, the result also exhibits regularity in the

distribution of the granules, even if some situations register a few number of data

inputs. This regularity can be observed when comparing Figure 36(B) to the proto-

type granular structure used to model the SKB of expert human operators. Another

question related to quality of data sets is how parameters of the particle swarm may

compensate for the lack of human inputs. One advantage of making use of PSO is the
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flexibility it provides to increase computing power to arrive at solutions to the opti-

mization problem. This supports and suggests the need for research that may help

to characterize the performance of the particle swarm aggregation algorithm working

under different search parameters, particle population sizes, and sizes of data sets.

A final observation can be made on the borders of the output granular structures as

compared to the prototype. Because the granules obtained are product of the data

sets used, they are not able to define situations beyond those values. In other words,

those areas not covered by the granules represent unknown situations. This implies

that under such conditions a non-expert human operator should request assistance

from experts, either to record new assessments in the data sets or to evaluate the

need for intervention.

4.2.2.2 Remarks from the Numerical Example

This subsection presented a numerical example of the granular multi-sensor data fu-

sion method. It collected assessments from expert human operators to generate a

granular structure suitable for decision support tools and automation systems. The

methodology presented offers an approach to overcome the combinatorial explosion of

merging information from a large number of sensors. It makes use of human-system

interaction to generate data sets that are processed with tools in computational in-

telligence. Expert assessments define the operational condition of the system with a

subjective assessment of its situation. An algorithm based on particle swarm opti-

mization obtains a representation of the SKB of human experts.

4.3 Summary

This chapter introduced a granular approach to the automation of the habitat that

enhances situation observability [135]. It presented the FAM-based agent architec-

ture as a granular approach to automate systems in engineering. The FAM acts as
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the perception function of the agent, decomposing sensing spaces into granular struc-

tures. Each granule represents a different operating condition, to which a different

control action may be associated. The information generated by the granules may

be used to enhance situation observability and forensic analysis of dynamic systems.

Further research is needed to understand how such information may help to design

ecological interfaces. Beyond these, other questions remain about how methods in

computational intelligence will help to make this approach practical for larger-scale

systems. Applications of such solutions could be useful for the integration of larger-

scale sensor networks to support situation awareness in mission control centers and

systems involving humans and automation.

Advantages and Limitations The granular approach to the automation of RLSS

has the advantage of introducing flexibility in automation design in a way that allows

for coordination with tasks performed by human operators. The main limitations of

this approach is found in its dependence on data sets containing situation assessments

collected by human experts with the objective of obtaining a representation of their

knowledge useful to operate the system and in providing appropriate training to non-

expert operators.
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CHAPTER V

AGGREGATION ALGORITHM CHARACTERIZATION

The perception function denoted with A in Figure 25 and described in Section 4.1.1.1

serves to represent the SKB of experts who have previously contributed to the Aggre-

gation Algorithm process described in Section 4.2.1.2 by providing situation assess-

ments of a system. The time of human experts can be expensive. In this Chapter,

we employ a methodology that makes use of human assessments to obtain the array

of parameters that describes the granular structure of the perception function. As

explained previously, such representation of the SKB can be used in user interfaces

and automation systems.

Given the potential cost of employing a group of experts to obtain a sufficiently

large data set to ensure the proper performance of the Aggregation Algorithm, the

question arises of what would be the minimum number of data points required. Con-

sidering the non-interactiveness of the perception function as described in Section

4.1.1.1 that employs the minimum operator (Equation 13), this chapter discusses a

characterization based on simulated situation assessments for a single sensor. These

results are later validated in Section 6 with an experiment incorporating situation

assessments from human participants and their interaction with the simulation of a

dynamic system through a user interface.

This chapter is organized in five parts: Section 5.1 introduces the experimental

design for the characterization of the Aggregation Algorithm; Section 5.2 elaborates

in detail on how the data set containing simulated situation assessments is gener-

ated; Section 5.3 delivers the experimental procedure used to obtain the results; and
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Section 5.4 presents the characterization results and observations. The end of the sub-

section summarizes the chapter and prepares the reader for the validation presented

in Chapter 6.

5.1 Experimental Design

The question arose as to the minimum number of data points needed in a data set to

ensure the best performance of the Aggregation Algorithm. From observations made

on previous results, in which the Aggregation Algorithm failed to obtain a granular

structure compliant with the Ruspini attribute of Equation 12, the Algorithm seemed

to perform increasingly better with larger number of data points.

This experimental design is supported by the non-interactiveness of the perception

function explained in Subsection 4.1.1.1. This means that making use of only one

sensor can lead to a measure of the minimum number of data points needed if a

uniform coverage of the sensing domain is assumed. Therefore, the experimental

design makes use of data sets of different sizes based on a data-set generator that

distributes situation assessments uniformly along a continuous domain. By truncating

the data sets obtained, the characterization procedure is expected to deliver results

similar to those of Figure 37.

This figure describes a trend (light blue line) by which the mean proportion of

Ruspini partitions increases with greater data-set sizes. A low value means that

for a number of repetitions, the majority of the results do not comply with the

Ruspini condition (Equation 12). Conversely, a high value means that the majority

of repetitions result in partitions compliant with the Ruspini condition. However,

the blue line is only a trend. In Figure 37, the green circles correspond in each case

to the mean value of the number of Ruspini results obtained for a given number of

repetitions; in other words, they represent the average proportion of Ruspini results

for a given number of repetitions and for a specific data-set size. The dotted line
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Figure 37: Characterization approach

connects the results for increasing data set sizes. The purpose of this experiment

is to find the data set with the fewest number of data points for which the mean

proportion of Ruspini results is 1. The independent variables explored are:

• Number of granules: G = {2, 3, 4, 5}.

• Transition intervals: TI = {1, 2, 4}.

• Dataset sizes: {20, 30, 40, . . . , 100, 200, . . . , 800}.

• Particle swarm sizes: N = {20, 50, 100}.

The dependent variables are:

• Number of iterations.

• Proportion (or percentage) or Ruspini results.

The frequency of repetitions for each data-set size is 30. The assumptions in this

experiment are the following:

• The universe of discourse is X ∈ [−10, 10].
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• Knowledge of phenomena is complete, i.e. the prototype SKB is Ruspini (Equa-

tion 12).

• The distribution of data points collected is random but still uniform along the

G granules in the partitions.

• The minimum confidence value reported is 0.1.

• Data points collected in X are generated by a chirp signal (explained in Section

5.2).

• Other PSO parameters remain constant (Section 4.2.1.2).

The following subsections present the data-set generation and a graphical example

of the data sets.

5.2 Data-Set Generation

The data set is generated through the MATLAB Simulink simulation presented in

Figure 38. The generator contains an oscillator of variable frequency that operates as a

chirp waveform generator. The chirp wave oscilates within the domain X ∈ [−10, 10],

with initial frequency f0 = 0.0125 [Hz], target frequency ft = 0.00025 [Hz] and

target time tt = 4000 [s]. The situation assessment generator interprets sensor data

and provides a data set containing: (1) situation assessments, and (2) values for

their corresponding degree of confidence. A random number generator simulates

identification codes for a number of humans. The simulated data sets are obtained

for prototype partitions with G = {2, 3, 4, 5} and TI = {1, 2, 4}. An example of four

data sets for 50 data points generated for G = {2, 3, 4, 5} and TI = 4 is shown in

Figure 39.

For Figure 39, the independent variable is the universe of discourse X ∈ [−10, 10].

Continuous lines show the partitions for G = {2, 3, 4, 5}. Below the plots with contin-

uous lines, the plot of their corresponding data sets is presented. Similar plots may
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Figure 38: Situation Assessment Generator in Simulink.

Figure 39: Example of data sets of 50 data points generated for G = {2, 3, 4, 5} and
TI = 4.
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be generated for TI = {1, 2}.

5.3 Experimental Procedure

A script written in MATLAB served to automate the experiment. The script loads

data sets for specific number of granules G and transition intervals TI. Considering

the swarm sizes, data-set sizes, and number of repetitions, the MATLAB script runs

the PSO-based Aggregation Algorithm and coherence operation for each one. The

algorithm reports the number of holes, overlaps, Ruspini results, and iterations. The

algorithm used in this section is later employed for validation in Chapter 6.

5.4 Characterization Results and Observations

The results of the characterization experiment are presented in Figures 40, 41, and

42 for swarm sizes N = {20, 50, 100}, respectively. Each figure shows four graphs

with plots of the results obtained from running the Aggregation Algorithm with

G = {2, 3, 4, 5}. The graphs reflect the mean proportion of Ruspini results as a

function of data-set sizes {20, 30, 40, . . . , 100, 200, . . . , 800}. The mean proportion

of Ruspini results for each data-set size is calculated by executing the Aggregation

Algorithm 30 times on the specific data-set size. A proportion close to zero indicates

that from the number of repetitions (i.e. 30), very few results complied with the

Ruspini condition of Equation 12. Alternatively, a mean proportion closer to 1 implies

that a majority of results complied with Equation 12.

In each of the 12 graphs there are three traces plotted in blue, red, and green color,

which correspond to the three transition intervals tested: TI = {1, 2, 4}. Observations

on these graphs are discussed in Subsection 5.5.

An additional graph is generated comparing the traces for G = 5 and TI = 4;

the graph is shown in Figure 43. Its purpose is to compare the results obtained

for a single partition for various swarm sizes and observe changes of performance

of the Aggregation Algorithm as the computational power invested increases with
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Figure 40: Proportion of Ruspini results for N=20.

Figure 41: Proportion of Ruspini results for N=50.
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Figure 42: Proportion of Ruspini results for N=100.

N = {20, 50, 100}.

Figure 43: Proportion of Ruspini results for G = 5 and TI = 4.
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5.5 Analysis of Characterization Results

The objective of this experiment was to characterize the Aggregation Algorithm in

order to observe and determine the minimum number of data points required in a data

set to ensure the Ruspini results under ideal experimental conditions. Figures 40, 41,

and 42 contain the proportion of Ruspini results for various conditions depending

on increasing data-set sizes, ranging from 20 to 800 data points, as illustrated with

Figure 37 in Subsection 5.1. The analysis in this subsection is based on these three

figures, which contain information susceptible to comparison as it may be relevant to

experiment variables, i.e. swarm sizes, number of granules, and transition intervals.

As a first observation, the reader may notice that the Aggregation Algorithm per-

forms better with fewer data points when a fewer number of granules is considered;

for each one of the three figures, the graph with a smaller G value achieves a higher

proportion of Ruspini results for a smaller data-set size, i.e. G = 2. Such perfor-

mance deteriorates as the number of granules G increases. In this case, the largest

value for the number of granules is G = 5. One reason for this phenomena is the

number of transition intervals, which is equivalent to G − 1; the number of transi-

tion intervals increases with the number of granules. A larger number of transition

intervals increases the chances that one of them may be the cause of anomalies and

non-compliance with the Ruspini condition of Equation 12.

Secondly, the reader may appreciate that from Figure 40 to Figure 42 the swarm

size in the PSO increases from 20 to 100. By comparing the graphs for a single value

of G, in each case the reader may notice how the performance of the Aggregation

Algorithm increases consistently for swarm sizes with greater number of particles.

Such comparison is also detailed for G = 5 in Figure 43. A larger swarm size will

increase the ability of the PSO to evaluate more of the search space, and thus to

potentially arrive at a better solution than with a swarm with a fewer number of

particles. In this observation, it is important to highlight that the PSO performs
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searches individually for each granule, fitting the curve of the π-membership function

to its corresponding data points. The swarm size has a meaningful impact on the

performance of the Aggregation Algorithm even though the parameters obtained from

the PSO are subsequently processed through the coherence operation.

As for the number of data points required in data sets to achieve Ruspini results,

such number increases with the number of granules. This result is more clearly

observed for smaller transition intervals. For example, for TI = 1 the data-set size

with fewer data points that guarantees Ruspini results is shown in Table 9. For

TI = 2 and TI = 4, their values are presented in Tables 10 and 11, respectively.

Table 9: Minimum number of data points in data sets that guarantee Ruspini Results
for TI = 1.

G=2 G=3 G=4 G=5
N=20 66 86 220 200
N=50 64 74 220 200
N=100 62 74 120 200

Table 10: Minimum number of data points in data sets that guarantee Ruspini
Results for TI = 2.

G=2 G=3 G=4 G=5
N=20 24 76 84 220
N=50 24 76 82 160
N=100 22 76 82 140

Table 11: Minimum number of data points in data sets that guarantee Ruspini
Results for TI = 4.

G=2 G=3 G=4 G=5
N=20 24 620 N/A N/A
N=50 24 46 N/A N/A
N=100 24 42 26 N/A

The results contained in Tables 9, 10, and 11 show that a larger number of data

points are required for smaller transition intervals. Such observation suggests an

advantage in recording data points during situation transitions. Conversely, more

computing power (greater swarm size) is required for greater transition intervals and
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for greater number of granules. This is evident in Table 11 and Figure 43, where

performance deteriorates even for larger number of data points in the data sets. The

reason for this phenomena is found in the size of the search spaces: greater transition

intervals translate to larger search spaces, which will require a larger number of par-

ticles in the PSO step to increase the chance of obtaining Ruspini results. Because

the coherence operation is applied to transitions between adjacent fuzzy sets, more

data points within transitions may favor Ruspini results. Other parameters of the

PSO could be modified to improve the performance of the Aggregation Algorithm;

however, for this experiment only the swarm size was considered.

5.6 Summary

In conclusion, the following summarizes the findings discussed in this Chapter:

• The number of situation assessments required increases with the number of

fuzzy sets in a partition.

• A greater number of data points is needed for smaller transition intervals.

• The results obtained suggest the advantage of recording situation assessments

with confidence values lower than 1; i.e. during transitions.

• Because the Coherence operation is applied to transitions between adjacent

situations, more data points within transitions may favor Ruspini results.

Limitations There are two main limitations to be considered when approaching

this Chapter. First, the data sets used for the characterization are meant to be

ideal and thus are generated by a simulation, not by human experts; this limitation

may lead to misunderstandings on the capability of the aggregation algorithm. As a

consequence, it is suggested that the reader proceeds with caution when addressing

data sets that include situation assessments collected by real human experts. Second,
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the characterization is conducted for a single sensor; although the non-interactiveness

between sensors assumed in the FAM-based agent architecture allows the work of this

Chapter to extend to multiple sensors, the results do not include the case when more

sensors are considered.
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CHAPTER VI

AGGREGATION OF HUMAN-EXPERT INPUTS

Given the results of the characterization of the Aggregation Algorithm in Chapter

5, one of the weaknesses of the experimental approach presented is that the data

from the chirp-based situation assessment generator does not represent the inputs

that would be provided by real human experts. Hence, a validation experiment that

would provide observations based on real human-expert situation assessments was

necessary. While the field application of this research has focused on the operation of

regenerative life support systems [135, 61, 149, 150, 151, 152], the time needed from

human-experts in this field to participate in data collection sessions was a challenge.

Therefore, an analogous dynamic system and relevant variables were identified to

serve as the basis for data-collection sessions in which more individuals would be

eligible to participate. The dynamic system employed consists of the simulation of

a cup of hot beverage, i.e. coffee, and the experiment was entitled “The Coffee Cup

Experiment.” The variables of the dynamic system used are its liquid level, measured

in [cm], and its temperature, measured in [◦F]. These two variables are respectively

used in analogy to the concentration of dissolved oxygen and pH of the water volume

of the aquatic habitat employed as a ground-based regenerative life support research

platform [152].

The following subsections describe the experiment design, the data collection pro-

tocol, the dependence measures employed to assess the performance of participants,

the validation results and observations, and a summary of the validation.
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6.1 Experimental Design

This section describes the experimental design and setup employed to enable the

interaction of human participants with the simulation of a dynamic system running

in MATLAB Simulink. The interaction is achieved through a set of user interfaces

elaborated in LabVIEW and connected to a simulation of the dynamic system. The

software block diagram that illustrates the integration of MATLAB Simulink and

LabVIEW to enable this experiment design is shown in Figure 44.

Figure 44: Software diagram combining a MATLAB Simulink model and a LabVIEW
user interface.

The software integration of Figure 44 is powered by the Simulation Interface

Toolkit of National Instruments. The system is able to register the interaction of

the participants with the system by recording a selected number of variables.

The following subsections present (1) the mathematical model and block diagram

of the dynamic system of a hot beverage, (2) the block diagram of the experiment in

MATLAB Simulink, (3) the user interface designs prepared with LabVIEW, and (4)

the simulation data used for this experiment.
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6.1.1 Simulation of a Cup of Hot Beverage

The mathematical model of the dynamic system of a cup of hot beverage is presented

in Equations 23 and 24.

d

dt
h(t) = − 4

πd2
Csip · u(t) (23)

d

dt
T (t) =

1

cPh(t)
(TA − T (t))

[
4Cc
d
h(t) + Ca + Cc

]
(24)

In these Equations, h(t) and T (t) are the state variables. The model takes into

consideration the diameter d of the cup, the heat capacity of water CP , the ambient

temperature TA of the environment surrounding the cup, a coefficient Cc for heat loss

through the sides and bottom of the cup, and a coefficient Ca for heat loss through

the liquid surface area. The purpose of the model is to describe the behavior of the

liquid level and its temperature as the state Equations 23 and 24, respectively. The

block diagram of these two equations implemented in MATLAB Simulink is shown

in Figure 45.

Figure 45: Block diagram of the MATLAB Simulink model of Equations 23 and 24.
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As shown in the block diagram, two more inputs were added to the model described

in Equation 24. The two terms correspond to the addition of coffee by a barista

(Input 2) and the increase of temperature by a microwave oven (Input 4). Their

purpose is to enable the exploration of the state space with the simulation data

prepared in Subsection 6.1.4. The following assumptions were considered for this

model: (1) the thermodynamic properties of coffee are similar to that of water (i.e.

ρ = 1
[
gr
cm3

]
and CP = 4.18[ J

gram·K ]), (2) the temperature in the volume of liquid is

uniform, (3) ambient temperature is constant, and (4) changes in temperature due

to changes in liquid volume are discarded. The parameters used for the simulation of

the cup of hot beverage are d = 8[cm], TA = 20[◦C], hmax = 5[cm], Csip = 1[cm/s],

Cc = 0.001, Ca = 0.025, and MWconstant = 0.55. The initial values for the variables

were h0 = 5[cm] and T0 = 70[◦C] (or 158[◦F ]). The block diagram in Figure 45

constitutes a single block in the experiment block diagram introduced in the following

subsection.

6.1.2 Experiment Block Diagram in MATLAB

As mentioned in the previous subsection, the MATLAB Simulink model in Figure

45 is part of a larger simulation that incorporates a barista and a microwave oven,

among other subsystems. Their purpose is to allow the exploration of the state space

defined by the liquid level height h(t) and the temperature T (t) of the cup of hot

beverage. The objective is to force the trajectories of the state variables so that

human participants may provide a richer set of assessments during their interaction

with the system. The complete block diagram implemented in MATLAB Simulink

for this purpose is presented in Figure 46.

The block diagram of Figure 45 is contained in the top right block of Figure

46. Details of the interaction of the blocks Drink, Barista Subsystem, and Prototype

Granular Structure are presented in Subsection 6.1.4. The data recorded by the blocks
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Figure 46: MATLAB Simulink block diagram for the Coffee Cup Experiment.
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dataHum and dataSys is explained in Subsection 6.2. The six blocks in the lower left

of the figure tagged with “MC,” “MR,” “MH,” “LC,” “LR,” “LH,” communicate the

activity of six buttons in the user interfaces that allow participants to select between

six possible situations. The user interface design is presented in the next subsection

and elaborates on three interface versions that allow participants to report their

confidence level.

6.1.3 User Interfaces in LabVIEW

Three interface designs were developed for this experiment. Their purpose is to

allow for human-system interaction and data collection of situation assessments from

human experts. From Subsection 4.2.1.1 and Figure 31, the second column of the

expert input refers to the confidence c that the situation s is present in the system at

a particular time t. The objective of having three user interface designs is to evaluate

the importance and influence of the ability to report confidence values during data

collection.

The three user interfaces designed are shown in Figure 47. They are composed

of two working areas: (1) the indicator working area, and (2) the participant input

working area. The indicator working area is the same for all three interfaces and is

shown in Figure 48. The participant input working areas are slightly different between

the three interfaces; they are shown in Figure 49.

The indicator working area shown in Figure 48 contains displays of the state vari-

ables of the mathematical model of the dynamic system. These are connected to the

state variables of Equations 23 and 24 and to their corresponding MATLAB Simulink

ports shown in the top right corner of Figure 45. Below each state variable indicator,

participants can read a question related to the simulated variable. An image of a cup

of coffee is shown between the two state variable indicators to reinforce the thought

to participants that these two variables describe the behavior of its liquid level and
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Figure 47: Interfaces of the Coffee Cup Experiment.

Figure 48: Indicator working area of the Coffee Cup Experiment interfaces.
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its temperature. The position of the coffee cup between the state variable indica-

tors is designed to create a cognitive load to participants, such attention switches

between indicators when developing a situation assessment. The red indicator be-

low the cup correlates to the time and frequency of when recordings are desired or

expected. The activity of the red indicator is associated to the prototype granular

structure mentioned in Figure 46 (in Subsection 6.1.2), which is explained in more

detail in Subsection 6.1.4.3.

The second working area of the user interfaces shown in Figure 47 is the participant

input working area. A more detailed (zoomed-in) representation is presented in Figure

49. The three participant working areas are indentified throughout this work as: (a)

“buttons alone,” (b) “with options,” and (c) “confidence bar.”

The participant working areas implement different confidence resolution options;

i.e. (a) c = 100%, (b) c ∈ {0%, 25%, 50%, 75%, 100%}, and (c) c ∈ [0%, 100%].

The lowest resolution in confidence level for the collection of situation assessments

from human experts consists of fixing the value of c to a constant representing the

maximum confidence; i.e. c = 100%. This option is implemented in one of the three

interfaces considered by not offering the capability to experts to change the confidence

value of their situation assessments. Increasing levels of resolution of c for the second

and third interfaces offer the capability for experts to select other values between

zero and 100. In such a way, those interfaces include a selection device that allows

experts to select their confidence level when reporting situation assessments. The

second of three interfaces allows experts to report five confidence values; these are

c ∈ {0%, 25%, 50%, 75%, 100%}. The selection device used for the second interface

is a radio button selector with the five confidence level values mentioned. The third

interface allows experts to report confidence values in a continuous range between

zero and 100%. The selection device used in this case is a sliding bar that enables

experts to report their confidence level with any value between 0% and 100%, i.e.
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Figure 49: Participant input working areas: (a) buttons alone, (b) with options, and
(c) confidence bar.
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c ∈ [0%, 100%]. These options represent differences in the resolution of confidence

levels; the resolution increases as well as the possible confidence values available to

participants. All three participant input working areas include six buttons with the

following tags:

• More than Half & Too Cold

• More than Half & Just Right

• More than Half & Too Hot

• Less than Half & Too Cold

• Less than Half & Just Right

• Less than Half & Too Hot

These buttons impose a constraint on the possible options that experts may con-

sider and provides a minimum structure to the SKB to be developed from their

assessments. These interfaces integrate with the simulation of Subsection 6.1.2 and

provide participants with the signals necessary to collect and register their situation

assessments. The simulation data and specific signals developed for this experiment

are presented in the next subsection.

6.1.4 Simulation Data

The simulation presented in this section and prepared with the system of Figure 46

is employed for all human-system interaction sessions for the three user interfaces of

Subsection 6.1.3. Therefore, the state-variable trajectories and all other dependent

signals are identical in all simulations. The dynamic behaviors are intended to be

sufficiently complex to cover the state space defined by liquid level and temperature

variables and also to prevent participants from learning or predicting its behavior

with the data collection protocol described in Subsection 6.2.
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The simulation time is 600 [s] (10 minutes) in all cases, forced to run in real

time by the “Simulink Execution Control” function shown in the lower-right corner

of Figure 46. This subsection presents the simulation data in three parts: (a) state-

variable trajectories, (b) prototype granular structure and situation-rich signals, and

(c) activity of the red indicator.

6.1.4.1 State-Variable Trajectories

The trajectories of the state variables are presented in Figures 50, 51, and 52. They

evolve during the 600 seconds of simulation in response to the inputs of the “Drink”

and “Barista” subsystems. Figures 50 and 51 indicate the periods of time in which

various behaviors are active, such as “drinking,” “heating in microwave,” and “barista

refilling.” The barista subsystem refills the cup at 300 [s] into the simulation and it

also warms it up in the microwave at 110 [s] and 530 [s].

Figure 50: Behavior of the liquid level over time.

The relationship between the state variables in the simulation and their trajectory

in the state space is shown in Figure 52. This figure illustrates the coverage of the

state space achieved in the simulation by making use of the “Drink” and “Barista”

subsystems. As it will be shown in the next subsection, the coverage of the state
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Figure 51: Behavior of the temperature over time.

space achieved in the simulation also allows the exploration and activation of the six

situations defined in the prototype granular structure.

Figure 52: Trajectory of the simulated variables.

6.1.4.2 Prototype Granular Structure

Six situations and their membership functions are predefined as the “truth” for this

experiment. The membership function and situation definitions are shown in Figure
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53. The partition of the universes of discourse in each case complies with the Ruspini

attribute of Equation 12. The resulting prototype granular structure is obtained by

applying Equation 13 from Chapter 4.1.1.1 and is presented in Figure 54.

Figure 53: Plots describing liquid level and temperature fuzzy sets for the prototype
granular structure.

Figure 54: Three-dimensional plot of the prototype granular structure.

The membership values of the trajectory of Figure 52 can be plotted on the surface

of the three-dimensional prototype granular structure (Figure 54) as in Figure 55,

showing the activity of the system as the membership values of situations transition

between 0 and 1. This same activity can be appreciated more clearly in a time-

dependent plot for each situation and observing their evolution over time, as shown
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in Figure 56.

Figure 55: Three-dimensional plot of the trajectory of the simulated variables as
they would move on the surfaces of the prototype granular structure.

The simulation data employed in this experiment not only provides coverage of the

state space as illustrated in Figure 52, but it also enables the activation of all situations

predefined in the prototype granular structure, as shown in Figure 56. This aspect of

the simulation data and experiment aims to enable participants to provide situation

assessments for all possible situations during the 600 [s] of simulation. The way

participants are able to transition between these predefined situations is by associating

the activity of the red indicator of the user interfaces (Figure 48) to the maximum

value of the situation-rich signals shown in Figure 56. The association between these

signals and the red indicator is elaborated in the following subsection.

6.1.4.3 Activity of the Red Indicator

The red indicator in the user interfaces is the mean by which participants are prompted

to introduce situation assessments and thus consider transitioning to a new situation

or, in other words, to change their situation selection option. The specifics of how

the red indicator is used is explained in more detail in Subsection 6.2. As for the sim-

ulation data, the relationship between the red indicator and the prototype granular
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Figure 56: Two-dimensional plot of the membership value of the situation of the
dynamic system as it evolves over time.
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structure is the following: the red indicator blinks at a minimum base frequency when

the maximum membership value of the situation-rich signals in Figure 56 equals 1.

As the value of the membership value reaches 0.5, the frequency at which the red

indicator blinks increases to its maximum. The behavior of the indicator is the same

for all simulations and is plotted in Figure 57.

Figure 57: Plot of the red indicator activity during the simulations.

The idea behind this device in the experiment design is to provide the minimum

clues to participants about the existence of a prototype granular structure and about

the situation definitions contained therein, and still be able to obtain a similar gran-

ular structure from the situation assessments recorded during sessions of data collec-

tion. The instructions given to participants on how to respond to the red indicator

are presented in Subsection 6.2, which corresponds to the data collection protocol.

6.2 Data Collection Protocol

A main aspect of the experiment design is its ability to collect situation assessments

from real human participants. Even though very few individuals may be considered

experts in the operation of a life support system, many may be considered experts

in drinking coffee or other hot beverages, and in assessing the level of liquid in a

cup and the value of its temperature. This subsection presents the data collection

protocol used in this experiment design in the following four parts: (1) participants,

(2) instructions, (3) data collection sessions, and (4) post data collection survey.
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6.2.1 Human Participants

The subjects in this study were able-bodied participants and members of our labora-

tory. They were recruited by word of mouth and confirmed by e-mail. Participants

did not have any risk of discomfort during the data collection sessions. Any lab

member comfortable using computers could participate in this experience. Eight (8)

participants enrolled in this experiment.

6.2.2 Instructions to Participants

The instructions given to participants requested that they provide situation assess-

ments of a cup of coffee based on the variables of liquid level and temperature, indicat-

ing that their ranges are [0, 5] [cm] and [140, 200] [◦F], respectively. It introduced the

six possible situations considered and the layout of their corresponding blue buttons

in the user interfaces. Instructions also explained the difference between the three

user interfaces, highlighting the possibility of reporting confidence value for situa-

tion assessments. A final instruction was given to participants as a “very important

note;” it introduced the red indicator and set the goal for participants to report their

situation assessments when the indicator lit up, also mentioning that the blinking

frequency changes during the simulations. As a final note and key hint, the instruc-

tions asked participants to consider changing their situation selection especially as

the frequency of the red indicator increased.

6.2.3 Data Collection Sessions

The sessions consisted of exposing human participants to three user interfaces (Figure

47) in order to collect their assessment of the situation of a hot beverage during

simulations. As mentioned in previous sections, the duration of each simulation was 10

minutes and took the cup of coffee along six possible situations. The interfaces contain

buttons that are associated with each situation. The experiment block diagram in

MATLAB Simulink records how participants press each button in their attempt to
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assess the situation of the simulated cup of coffee. The variables were recorded in

the blocks dataHum and dataSys shown in Figure 6.1.2. The following variables were

recorded from human inputs:

• Situation selection.

• Confidence level.

• User code.

The system variables recorded from the simulation were the following:

• Simulation time (in seconds).

• Liquid level (in centimeters).

• Temperature (in degrees Fahrenheit).

• Behavior of the “Drink” subsystem (in cubic centimeters per second).

• Behavior of the refill function of the Barista subsystem (in cubic centimeters

per second).

• Activity of the red indicator (on/off behavior over time).

6.2.4 Post-Data-Collection Survey

At the end of the data collection session, each participant was given a survey to assess

their understanding of the simulation, their preferred user interface, and a self-rating

of their performance. It presented an image of the three interfaces for reference and

asked the following six questions:

1. How would you rate the difficulty of the interface using a slider bar to express

your confidence?
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2. How would you rate the difficulty of the interface using options to express your

confidence?

3. How would you rate the difficulty of the interface without the confidence op-

tions?

4. What interface do you prefer when the Red Indicator speeds up?

5. What interface do you prefer when the Red Indicator slows down?

6. How would you rate yourself at following the Red Indicator with each interface?

The response options for Questions 1, 2, and 3 used a six-point Likert scale with

the options: a) Very easy, b) Somewhat easy, c) Somewhat hard, d) Very hard, and

e) Undecided; for Question 4 and 5, the options were: a) Buttons with Options, b)

Buttons Alone, c) Buttons with Confidence Bar, d) None of them, and e) All of them;

and finally for Question 6 it presented a table with the following 5-point Likert scale

for each interface: a) Very good, b) Somewhat good, c) Somewhat bad, and d) Very

bad.

The response of participants to this survey provides a supporting measure to the

performance metrics developed for the evaluation of their interaction with the user

interfaces, which are presented in the next subsection.

6.3 Dependence Measures

The data collected from the interaction of participants with the three interfaces is

analyzed by developing dependence measures that provide performance metrics about:

• individual interaction with the interfaces, and

• outcome metrics from processing the collected data sets through the Aggrega-

tion Algorithm.
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Consequently, this subsection is organized in two parts. The first part describes the

dependence measures used to evaluate the acceptance of the interface designs as tools

useful to record situation assessments. The second part analyzes the performance of

the aggregation algorithm with data sets generated by real human participants and

validates the characterization of the Aggregation Algorithm presented in Chapter 5.

6.3.1 Human-system Interaction Performance

The performance metrics developed to evaluate human-system interaction perfor-

mance are based on the signals recorded by the dataHum and dataSys blocks of the

MATLAB Simulink block diagram (Figure 46). In particular, they make use of the

signals that record the push activity of the blue buttons and the activity of the red

indicator in the interfaces (refer to Figures 47, 48, and 49). By observing the activity

of how participants respond to the red indicator and make a situation selection by

pushing the blue buttons, the performance metrics allow observations about the time

response of participants, their ability to track the red indicator while making situa-

tion selections, and the rates at which participants change their choice of situation

versus the rate at which they change their confidence level.

6.3.1.1 Time-Response Score

The time response of participants is measured and scored as shown in Figure 58.

Figure 58: Illustration of the time-response score.

In this figure, the red signal represents the activity of the red indicator as it

lights up once. The time-response score is then defined for the time period between
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the minimum time response possible trmin [153, 154] and the time tf at which the

indicator turns off. The time-response score is calculated for each single red indicator

light-up event according to Equation 25.

Sr% =
|tr − tf |
|trmin − tf |

100 (25)

The time-response scores are calculated for the 112 light-up events of the red

indicator for each interface with each participant. The results are plotted as the

distribution of the average time-response scores among participants for each interface.

6.3.1.2 Indicator-Tracking Score

This performance metric measures the difference between the 112 situation selection

inputs sr expected from participants and the actual number of situation selections sin

made. As the difference between sin and sr grows (for making more or less situation

selections than those signaled by the red indicator), the indicator-tracking score Stk%

achieved is lower. The score is expressed as a percentage and is described by Equation

26.

Stk% =

[
1− |sr −

∑
sin|

sr

]
100 (26)

As with the time-response score, the mean indicator-tracking scores are calculated

with the 112 light-up events of the red indicator for each interface with each partic-

ipant. The results are plotted as the distribution of the average indicator-tracking

scores among participants for each interface.

6.3.1.3 Confidence vs. Situation Selection Change Proportion

The goal of this interaction performance metric is to allow for observations about

the use of the interface elements of the input working area, i.e. elements for action

selection (blue buttons) and elements to record confidence levels (options or confi-

dence bar). This performance metric is expressed in Equation 27 and measures the
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proportion between the rate at which participants change their situation selection

and the rate at which they change their confidence level.

Sc/s =

∑
∆c∑
∆s

(27)

The results are plotted as the distribution of the average selection change propor-

tion among participants for the interface with options and with confidence bar. The

interface with buttons alone does not have confidence level selection elements and,

by Equation 27, its proportion of selection change equals zero.

6.3.2 Aggregation Algorithm Performance

The metrics developed to measure the performance of the Aggregation Algorithm

serve two objectives:

• to analyze the performance of the Aggregation Algorithm using data sets from

the interaction of humans with the simulated dynamic system and

• to validate the characterization of the Aggregation Algorithm.

The performance metrics used to analyze the performance of the algorithm are

the mean percentage of Ruspini partitions among participants for each interface, the

mean number of fuzzy sets per sensor, and the mean score of similarity between the

granular structure obtained from the algorithm and the prototype granular structure

introduced in Subsection 6.1.4.2. The mean value of these metrics per participant

is the average of the results from executing the Aggregation Algorithm on their re-

spective data sets with a frequency of 100 times and swarm sizes N = {20, 50, 100}.

The results are plotted as the distribution of the average value of each metric among

participants for each interface and for each swarm size.
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6.3.2.1 Mean Percentage of Ruspini Partitions

The Aggregation Algorithm is executed 100 times with the data sets of each partic-

ipant with each interface for the three swarm sizes. Each time the result complies

with the Ruspini condition of Equation 12, the metric adds one percentage point

to that particular execution under those conditions. The results are plotted as the

distribution of the average percentage of Ruspini partitions among participants for

each interface and for each swarm size.

6.3.2.2 Mean Number of Sets per Sensor

From the same execution of the Aggregation Algorithm ran to obtain the mean per-

centage of Ruspini partitions (above), the mean number of fuzzy sets per sensor is

recorded. As with other metrics, the results are plotted as the distribution of the

average number of fuzzy sets among participants, for each sensor, for each interface,

and for each swarm size.

6.3.2.3 Similarity Score to Prototype

The goal of this performance metric is to compare the maximum of the fuzzy sets

obtained per sensor with that of the prototype granular structure (presented in Sub-

section 6.1.4.2) and evaluate how similar they are. An illustration of this performance

metric per sensor is presented in Figure 59.

Figure 59: Illustration of the measure of similarity between partitions maxima.

112



The similarity score Sp% takes 1000 points uniformly distributed along xi (as

defined in Chapter 4.1.1.1) between parameters min (axi) and max (dxi) and applies

Equation 28 for i = 1, . . . , n; the fuzzy sets α = 1, 2, . . . , ki and those of the corre-

sponding partition αp = 1, 2, . . . , kp of the prototype granular structure. The metric

adds a tenth of a percentage point to the score every time that
∣∣∣max

(
µXαp

i

)
−max

(
µXα

i

)∣∣∣ ≤
0.05.

Sp% =

∑∣∣∣max
(
µXαp

i
(xi)

)
−max

(
µXα

i
(xi)

)∣∣∣
10

(28)

As with previous metrics, the results are plotted as the distribution of the average

similarity score among participants for the sensors considered, for each interface, and

for each swarm size.

6.3.2.4 Percentage of Ruspini Results for Other Data-Set Sizes

This last performance metric operates on the data sets collected from the interaction

of participants with the system and reduces their size by uniformly discarding data

points. The reduced data-set sizes considered are obtained at 25%, 33%, 50%, 67%,

and 75% of their original sizes. The action taken to obtain the reduced size data sets

is presented in Table 12.

Table 12: Reduction of data-set sizes
Dataset size Data point Action

25% Every fourth Keep
33% Every third Keep
50% Every other Discard
67% Every third Discard
75% Every fourth Discard

The goal of this metric is to evaluate the performance of the Aggregation Al-

gorithm for reduced data-set sizes obtained from human participants and validate

the characterization and observations made in Chapter 5. This performance metric

executes the Aggregation Algorithm with a frequency of 100 times for each reduced
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data-set size, for each participant, for the three interfaces, and with the three swarm

sizes considered. The results are plotted as the average percentage of Ruspini results

versus the average sizes of data sets, in both cases calculated among participants.

The interface exhibiting the best performance was plotted in more detail, showing

the distribution of Ruspini results among participants for various sizes of data set

completeness.

6.4 Validation Results and Observations

This chapter organizes results in three parts:

• Results from participant-interface interaction.

• Results from post-interaction survey.

• Results from the Aggregation Algorithm.

The first part presents the results from the performance metrics explained in Sub-

section 6.3.1 applied to the data sets collected from the interaction of participants

with the simulated dynamic system. The second part complements the first by pro-

viding the results of the post-interaction survey described in Subsection 6.2.4 as a

supporting measure and to evaluate the acceptance of the interfaces. The third part

contains the results from processing the data sets collected from participants through

the Aggregation Algorithm, as outlined in Subsection 6.3.2.

6.4.1 Results from Participant-Interface Interaction

The results from participant-interface interaction present the distributions of the

mean time-response score among participants for each interface, the distribution of

the average indicator-tracking scores, and the proportion of selection change between

confidence and situation options for interfaces with confidence level devices.
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Time-Response Score The distributions of the mean time-response scores among

participants for each interface are plotted in Figure 60 and their values are presented

in Table 13.

Figure 60: Time-response scores per interface in percentage units.

Table 13: Values for the distribution of time-response scores.
Avg. Time Buttons alone With options Confidence bar

Upper adjacent 51.37 46.70 45.08
75th Percentile 46.09 44.84 44.66

Median 37.07 38.23 39.06
25th Percentile 25.55 30.37 35.71
Lower adjacent 15.82 9.25 35.21

Outliers 0 0 1

For the time-response score results presented in Figure 60 and on Table 13, two

main observations can be made. First, the difference between median scores is small,

being 37.07 units for the interface with buttons alone, 38.23 for the interface with

options, and 39.06 for the interface with confidence bar. Second, the average scores

among participants seem to be more consistent when using the interface with con-

fidence bar. This observation is supported by noting the box size in each case: for

the interfaces with buttons alone, with options, and with confidence bar the box sizes
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are 20.54, 14.47, and 8.95, respectively. From looking at the upper adjacent values of

the time-response scores among participants, they seem to have delayed more their

response on interfaces with confidence level devices; i.e. for interfaces with options

and confidence bar, the maximum time-response score obtained in each case is 46.70

and 45.08, as compared to 51.37 for buttons alone.

Indicator-Tracking Score The distributions of the mean indicator-tracking scores

among participants for each interface are plotted in Figure 61 and their values are

presented in Table 14.

Figure 61: Indicator-tracking scores per interface in percentage units.

Table 14: Values for the distribution of indicator-tracking scores in percentage units.
Buttons alone With options Confidence bar

Upper adjacent 100.00 98.21 100.00
75th Percentile 97.32 98.21 98.66

Median 93.75 95.98 95.09
25th Percentile 88.39 91.96 87.50
Lower adjacent 86.61 89.29 74.11

Outliers 1 1 0

Two observations are worth noting from Figure 61 and Table 14. First, the inter-

face with confidence options shows a better response having a median value of 95.98
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and a box size of 6.25; such box size indicates a better consistency of participants

in tracking the red indicator when reporting situation assessments. Secondly, results

appear to be less consistent when participants report situation assessments through

the interface with confidence bar; i.e. its box size is the greatest with a value of 11.16

units. Hence, the interaction of participants show better average tracking scores on

interface with confidence options. The decreased performance of participants using

the interface with confidence bar may be due to the increased attention demanded to

consider the possible range of values that their confidence level may take while making

a decision and reporting each assessment. In other words, having to pay more atten-

tion to their confidence level may have made tracking-scores less consistent among

participants.

Confidence vs. Situation Selection Change Proportion The distributions of

the mean proportion of selection change between confidence and situation options

among participants for interfaces with confidence level devices are plotted in Figure

62 and their values are presented in Table 15.

Figure 62: Proportion of change: factor by which confidence level was changed more
often than situation selection.
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Table 15: Values of the proportion of selection changes.
With options Confidence bar

Upper adjacent 1.90 3.59
75th Percentile 1.83 2.83

Median 1.43 2.32
25th Percentile 1.12 1.77
Lower adjacent 0.96 1.20

Outliers 1 0

The observations on the proportion of confidence versus situation selection change

are focused on the interface with confidence bar as compared to that with confidence

options. One observation to highlight from Figure 62 and Table 15 is that partici-

pants tended to take advantage of the capability to change their reported confidence

level in both cases. The more possible options they had seemingly translated to a

higher rate of proportion of change, evident from the higher median score achieved by

participants for the interface with confidence bar. If offered the capacity to change

confidence values, participants tended to update their confidence level more often

than their situation choice. This observation supports the discussion in Subsection

6.4.1 on the indicator-tracking scores showing that the interface with confidence bar

in fact demanded more attention from participants in order to update or change the

confidence value reported through the confidence bar.

6.4.2 Results From Post-Interaction Survey

The response of participants to the questions of the post-interaction survey are pre-

sented in Figures 63, 64, and 65. The responses about the difficulty of the user

interfaces are plotted in Figure 63. The responses for their preferred interface are

shown in Figure 64. Finally, their self-rated performances with the user interfaces are

shown in Figure 65.

Interface Difficulty Half of the participants found it less difficult to make use of

an interface with buttons alone than those with the capacity to report confidence
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Figure 63: Responses from participants about the difficulty of the interfaces.

values. From those with such capacity, diverse answers were given for the interface

with confidence options, with 37.5% responses considering it somewhat hard. And

third, most participants (62.5%) found it somewhat difficult to work with the interface

employing a confidence bar.

Figure 64: Responses from participants about their interface preferences.

Interface Preference There are four observations to make. First, for periods of

time in which the red indicator would blink faster, most participants (75%) agreed

on their preference for the interface with buttons alone. Second, for a slow indica-

tor, most participants (62.5%) preferred the interface with a confidence bar. Third,

only two participants (25%) preferred the interface with options to report situation

assessments for slow indicators. And fourth, only one participant did not express a

preference for an interface in reference to indicator speeds. These results show that,
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despite its difficulty, participants would accept using a confidence bar to report sit-

uation assessments; it also suggests that participants prefer not to report confidence

values when the red indicator speeds up or during situation transitions.

Figure 65: Self-rate of participants about their interaction performance.

Participant Self-Rating Most participants (75%) considered themselves very good

when employing the interface with buttons alone. Second, although a confidence bar

is preferred during slow indicators, most participants (62.5%) considered themselves

somewhat bad when interacting with it. Third, and according to the self-evaluation,

participants considered the interface with confidence options their second best al-

ternative. Finally, from the eight participants, nobody self-rated him or herself as

very good when using the interface with a confidence bar. The results from the

self-rating question is consistent with observation made on the performance through

the indicator-tracking score. Although, few positive conclusions may be drawn from

the survey for the interface with confidence options, it does appear to have a better

acceptance than the interface with a confidence bar.

6.4.3 Results from the Aggregation Algorithm

This subsection organizes the results from the Aggregation Algorithm in four ad-

ditional subsections. The first subsection reports the mean percentages of Ruspini
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partitions obtained among participants; it presents the results with both of the sen-

sors combined, as well as separately per sensor. The second shows the distribution

of the mean number of fuzzy sets per sensor among participants. The third provides

the distribution of similarity scores in reference to the prototype granular structure.

Finally, the fourth presents the performance of the Aggregation Algorithm for various

data-set sizes based on the data sets collected from participants.

6.4.3.1 Mean Percentages of Ruspini Partitions

The distribution of mean percentages of Ruspini partitions for the resulting granular

structure is presented in Figure 66. Additionally, these results can be analyzed sepa-

rately per sensor, as shown in Figures 67 and 68 for the liquid level and temperature,

respectively.

Figure 66: Distribution of the mean percentage of Ruspini partitions per swarm size
combined for liquid level and temperature.

The mean proportion of Ruspini results is presented as combined (i.e. globally)

in Figure 66 and per sensor in Figures 67 and 68. In a similar way, these results are

discussed first as combined and then for the individual sensors.

Given the results obtained for both sensors combined, the reader may observe that

the outcome is more consistent with data sets collected from participants employing
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Figure 67: Distribution of the mean percentage of Ruspini partitions per swarm size
for the liquid level.

Figure 68: Distribution of the mean percentage of Ruspini partitions per swarm size
for the temperature.
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the interface with confidence options. As expected from the results obtained from

the characterization in Chapter 5, the distribution of proportions of Ruspini results

among participants improves as the swarm size increases from N = 20 to N = 100.

With regard to the median, the best value achieved among the data sets produced

by participants is obtained for the interface with confidence options and swarm size

N = 100 with a median proportion of Ruspini results of 97.5%. Conversely, the

poorest performance is obtained from most participants employing interface with

confidence bar, comparatively achieving a median proportion of Ruspini results of

48.5% with N = 100. The least median value (20%) is obtained for the interface with

confidence bar and employing N = 20. One question arising from these results is the

influence of each sensor to the distribution of Ruspini results of the sensors combined.

Therefore Figures 67 and 68 become of interest.

For the liquid level sensor (Figure 67), the Aggregation Algorithm evidently con-

verges for increasing swarm sizes. Results are strongly consistent among data sets

from participants for N = 100 with a maximum box size of 5% and especially for the

interface with buttons alone with a box size of 1%. Also with N = 100, all inter-

faces share a median value of 100%, making such condition not useful to discriminate

among results. However, for N = 20, the median values show some differences. The

best median obtained for N = 20 is from the interface with options, with a median

value of 94.5%, as compared to 89.5% and 77% for the interfaces with buttons alone

and with confidence bar, respectively. Another observation is in the presence of out-

liers. Whereas for the interfaces with buttons alone and with confidence bar there

are outliers for all values of N , the interface with options only presents an outlier for

N = 100. Even though from the liquid level sensor the results seem to be close for

the interfaces with buttons alone and with options, it is worth observing the same

results for the temperature sensor in Figure 68.

For the temperature sensor (Figure 68), the convergence of the distribution of
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Ruspini results is less evident for the three interfaces. In fact, such convergence

may only be appreciated for the interfaces with buttons alone and especially for the

interface with options. Such convergence may not be evident only from the box sizes,

but mostly from the median. The best median value of 100% is obtained for the

interface with buttons alone and N = 100. The second best median is 99% for the

interface with options and N = 100. Even though the interface with buttons alone

seems to achieve better median values, the box sizes of the interface with options show

greater consistency in general with a maximum box size of 28.5% and a minimum

box size of 12%. In contrast, the interface with buttons alone achieves a maximum

box size of 54% and a minimum box size of 32%.

The ability to discriminate the proportion of Ruspini results obtained per sensor

allows us to better evaluate the performance data sets obtained with various inter-

faces after processed through the Aggregation Algorithm. It also shows advantages

in employing an interface with confidence options over other alternatives. These ob-

servations, combined with those from the interaction metrics suggest an advantage in

having participants pay attention to their confidence level while reporting situation

assessments than not doing so. More so, it also supports an argument for cognitive

overload when employing a device that may demand excess attention from partici-

pants, e.g. an interface employing a confidence bar.

Although making observations on the distribution of Ruspini results may seem

sufficient, it is important to exploit the capacity to analyze the number of fuzzy sets

obtained as they are relevant to the corresponding number of fuzzy sets used in the

prototype granular structure (presented in Subsection 6.1.4.2).

6.4.3.2 Mean Number of Fuzzy Sets per Sensor

Additional evidence is necessary to evaluate the performance of the Aggregation Al-

gorithm processing data sets collected from humans. One such evidence factor is the
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distribution of the mean number of fuzzy sets per sensor among participants. For

this experiment, such distributions are plotted for the liquid level in Figure 69 and

for temperature in Figure 70.

Figure 69: Distribution of the average number of sets per sensor for the liquid level.

Figure 70: Distribution of the average number of sets per sensor for the temperature.

For the liquid level, the algorithm does not present any problem arriving at k1 = 2

(using the notation from Subsection 4.1.1.1). However, a few outcomes from some

participants did not achieve k1 = 2 when N ≤= 50 for interfaces including any

type of confidence assessments. This is expressed by the presence of the boxes and
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lower adjacent values. At least one participant was not consistent at distinguishing

between situations relevant to the liquid level sensor; such inconsistency is evident by

the inability of the Aggregation Algorithm to distinguish clearly between situations

and thus arriving at a single fuzzy set, i.e. k1 = 1.

As for the temperature sensor, the distribution of results among participants is

more diverse with k2 ∈ [1, 3]. This means that in a number of repetitions of the

Aggregation Algorithm, some data sets obtained partitions that would not distinguish

among situations, i.e. with k2 = 1. Some other data sets would arrive at results

that partially distinguish the situations, with k2 = 2. Some others, however, would

be able to distinguish and discriminate between the three situations defined for the

temperature, achieving k2 = 3. From the results displayed in Figure 70 it seems

that, despite all the disadvantages of employing the interface with confidence bar,

its results tend to be more consistent in achieving the goal value of k2 = 3 (also

refer to Figure 53, right hand side). The difficulty in assessing situations based on

the temperature variable can be caused by the inability of participants to have a

tactile sensation of the simulated temperature values. Another possible cause for

inconsistencies in temperature assessments among participants can be the difficulty

of establishing clear boundaries between situations. The liquid level variable does

not present such challenge because it may be less difficult to establish the point in

which it is more than half or less than half. Such observation begins to suggest the

need for additional devices to facilitate the perception of values from indicators by

human participants. One such device could be similar to the speed bugs used in

aircraft cockpits to assist the pilot and co-pilot to establish and share information

about speed velocities.

However, while some data sets may achieve both good Ruspini results and a good

number of fuzzy sets for each sensor, it is worth exploring how similar is the resulting

granular structure to the prototype. This exploration is performed by looking at the
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similarity scores to the prototype.

6.4.3.3 Similarity Score to Prototype

The similarity score allows for comparing the contour resulting from taking the max-

imum membership value along the universe of discourse of the fuzzy sets obtained

for each sensor and their distribution among participants. The distribution of the

combined similarity score is obtained from the lowest of the sensor scores in each

iteration. The results for the liquid level and temperature are presented in Figures

71 and 72, respectively. The similarity score for both sensors combined is presented

in Figure 73.

Figure 71: Distribution of scores to prototype for liquid level at 5% error margin.

For the liquid level sensor (Figure 71), the most consistent results are obtained for

data sets collected with the interface with options for a maximum box size of 7.47%

with N = 20. Nevertheless, the best median values are found in data sets obtained

through interfaces employing buttons alone for a maximum median score of 65.25%

with N = 100. Conversely, the less consistent results are obtained from employing

interfaces with confidence bar for a maximum box size of 23.35% with N = 100.

However, it is worth noting that, even if results from the interface with options are
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Figure 72: Distribution of scores to prototype for temperature at 5% error margin.

Figure 73: Distribution of scores to prototype for the minimum of both variables at
5% error margin.
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more consistent, the median of those from the interface with confidence bar are second

in achieving the highest similarity scores after the interface with buttons alone.

In the case of the temperature sensor (Figure 72) and for both sensors combined

(Figure 73), the results exhibit a poorer performance than for the liquid level sensor

alone with a maximum median value 35.42% for both the temperature sensor alone

and for both sensors combined, for the interface with options and N = 100. They are

in both cases distributed more evenly than for the liquid level sensor, which makes it

difficult to make a comparison among various interfaces or swarm sizes. The results

reflect that those fuzzy sets obtained for temperature are not similar to those from

the prototype considering the 5% margin used in the calculation (refer to Subsection

6.3.2.3). If it was for the similarity scores of the temperature sensor alone, it would not

be possible to distinguish which interface produced the best results. This decreased

performance may be due to the difference among participants in their definition of

what is hot, what is cold, and what is a nominal temperature for a hot beverage.

This is one of the challenges of fuzzy logic in employing linguistic variables [155, 143]:

the mapping from physical variables into the membership function of the linguistic

variables may turn out to be considerably subjective. The results show a poorer

perfomance for both sensors combined as well, because of the minimum operator

obtained in their calculation (refer to Subsection 6.3.2.3). Once more, such results

suggest the possible advantage of adding “speed bugs” to the data collection protocol

as devices that could assist participants in achieving more consistency or a higher

degree of agreement among them; cognitive aids supporting working memory may

help to improve the distribution of scores among individuals.

An interesting question at this point is the following: What should determine

the best interface for data collection: consistency (box size) or performance (the

median)? From the results and observations made to all other dependence measures

in this experiment, the answer favors consistency. This is because median values alone
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do not provide a complete measure of the quality of the data sets among participants

and the granular structures obtained. Hence, in this analysis, the box size is a useful

tool to evaluate the outcome of processing the data sets through the Aggregation

Algorithm, as they portray some degree of the quality of the data sets collected from

participants. This observation becomes pertinent for the discussion that employs the

data sets collected in this experiment for crowdsourced approaches to the aggregation

of SKB’s, which is to be presented in future work.

6.4.3.4 Percentage of Ruspini Results for Various Data-Set Sizes

An important exploration for the validation of the characterization presented in Chap-

ter 5 is the distribution of Ruspini results for data sets of various sizes containing sit-

uation assessments provided by human participants. Such exploration is presented in

Figure 74. Given that this experiment made use of three interfaces, the plots compare

the performance of the Aggregation Algorithm for the three cases and also includes

results for the swarm sizes considered: N = {20, 50, 100}.

Figure 74: Mean proportion of Ruspini results among participants for various data
set sizes with three interfaces.

In addition to the comparison of results for the three interfaces, it was interesting
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to see the distribution among participants of Ruspini results for various data-set sizes

for the interface with options and N = {20, 50, 100}. A plot for each swarm size with

such distributions is presented in Figure 75. The results are expressed as a function

of the percentage of data set completeness, as described with Table 12.

The results obtained in Subsection 6.4.3.1 were repeated for fewer data points than

those contained in the original data sets. This was achieved by truncating the size of

the data sets (refer to Table 12). Each participant achieved an individual performance

in tracking the red indicator. Therefore, each participant was able to collect a number

of data points employing the three interfaces considered. The independent variable

in Figure 74 is the average data-set size among participants for each interface. The

dependent measure is the mean proportion of Ruspini results among participants for

each data-set size considered (refer to Table 12).

The main purpose of the results displayed in Figure 74 is to validate the per-

formance obtained for the characterization experiment in Chapter 5. It does so by

testing the performance of the mean proportion of Ruspini results for data sets sizes

containing fewer data sets and observing the transition from lower to higher mean

proportions of Ruspini results. Each color in Figure 74 corresponds to a different

interface. The three symbols that describe the results (circle, square, and triangle)

correspond to swarm sizes of 20, 50, and 100 particles, respectively. The results ob-

tained show a much better performance for the interface with options. There is a

sharp transition in the mean proportion of Ruspini results between the average data-

set sizes of 39 and 58 data points. Something similar appears to occur for the other

two interfaces (blue and red), but they exhibit a poorer performance.

Interestingly, when compared to the results of Subsection 6.4.3.1, the results ob-

tained in this case support the conclusion that the interface with options exhibits

better performance in general than the other two. In addition, these results also

support the observation that the second best performance is obtained from the data
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sets collected with the interface with buttons alone, finally leaving the interface with

confidence bar as the least performing of the three. These observations are especially

true when considering the values for the maximum data-set sizes in the plot for each

case. These results also show the repeatability of the distribution of results. Evidence

from this experiment suggests a convenient balance in the cognitive load of partici-

pants from the interface with options, providing a higher demand of attention than

the interface with buttons alone, but without reaching an attention overload as the

interface with confidence bar.

Finally for this analysis section, the detailed distribution of results among partic-

ipants for the interface with options and various swarm sizes was presented in Figure

75. The figure highlights the statistical convergence of results toward 100% for in-

creasing data-set sizes and for three swarm sizes. From N = 20 to N = 100, results

show a transition of performance taking place with data sets at 33% of complete-

ness. After the transition, i.e. for data-set sizes with 50% or greater completeness,

the median value converges to the performance value that corresponds to the specific

swarm size. As such, the best performance is obtained for N = 100 with data set

complenetess of 75% for a median value of 97%. Of course, this does not mean that a

greater data-set size will not perform as well necessarily, but such variability should

instead be attributed to the number of participants considered or other defects in the

data collection process relative to the coverage of the sensing space by the simulation

of the dynamic system.

6.5 Summary

In conclusion, the following observations try to summarize some of the important

aspects from this experiment. First, that the aggregation results may be analyzed

in a combined fashion or per sensor. The Aggregation Algorithm allows for in-depth

evaluation of results and provides opportunities to evaluate data collection strategies.
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Figure 75: Distribution of Ruspini results among participants for the interface with
options, for various swarm sizes.

Second, the best performance of the Aggregation Algorithm was obtained for the

interface with confidence options and greater swarm sizes, i.e. N=100. Even though

it was expected that a larger swarm size would improve performance, there was no

expectation as to which of the interfaces would be better. This was true both for

liquid level and temperature variables. Third, artifact support during data collection

to distinguish among situations may help improve proportion of Ruspini results and

other performance metrics. These artifacts include markers (like “speed bugs”), color

scales, and references by convention. Fourth, this experiment validates the results

of the characterization experiment. Finally, the question of the minimum number of

data points necessary to ensure the best performance of the Aggregation Algorithm

will be looked at the Chapter 8.

Advantage and Limitations The main advantage of the experiment presented in

this Chapter is the use of data sets containing situation assessments collected by real

human participants. It shows the performance of the various dependence measures

considered as distributions among participants. Such distribution shows the challenge
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of obtaining good measures of performance from the interaction of the participants

with the data collection interfaces. However, the distributions also show the capac-

ity of the Aggregation Algorithm to obtain considerably better results when more

computing power is employed. The main limitations of the work conducted in this

Chapter are two: The first limitation has to do with the assumption that the dynam-

ics of the system are able to cover most of the sensing space available. This may not

be the case in real systems, more specially if a large number of sensors is considered.

Another limitation of the work conducted in this Chapter and on this manuscript

has to do with the omission of possible various levels of granularity resolution. This

means that different situations in one dimension may have different ways to define

situations in other dimensions. This work may be addressed by elaborating on con-

cepts of granular computing and looking at hierarchical relationships in the definition

of situations.
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CHAPTER VII

CROWDSOURCED SITUATION KNOWLEDGE BASES

This chapter elaborates on a sensor data fusion approach that collects discrete sit-

uation assessments from human experts and sensor measurements to generate a so-

called “coherent” representation of their SKB. In particular, this chapter combines

situation assessments from multiple human experts with the purpose of obtaining

a crowdsourced SKB. This is accomplished using a statistically-based optimization

method to compress data from experts and develop a granular representation of the

SKB. The techniques employed are applied either before data compression or after;

the latter compares two alternatives with granular computing. Results show the ad-

vantage of obtaining SKB for individual experts and combining them into a single

crowdsourced SKB by means of granular computing. The ability to successfully ob-

tain crowdsourced SKB’s enables operators to detect anomalies, avoid human error,

and increase the overall reliability of human-automation systems. In particular, the

methodology employed explores two distinctive ways to combine data sets collected

from crowds of human experts to generate a crowdsourced SKB. Results exhibit a

clear advantage with techniques in granular computing [145, 59, 144] to overcome in-

consistencies and disagreements in crowdsourced data sets. In such a way, this work

aims to address the imperfections present in data sets containing situation assess-

ments collected by humans, which are in most cases will not exhibit the coherence

of a Ruspini partition. Instead, data sets collected by humans will contain inconsis-

tencies from individuals in their definition of situations considered at different times.

Furthermore, it is very reasonable to expect that there will be disagreements in the
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assessments collected by a crowd of human experts. Such problems are the mo-

tivation to explore various data-set combination techniques in the effort to obtain

crowdsourced situation knowledge bases.

7.1 Background on Crowdsourcing and Human Sensing

Crowdsourcing and human sensing are two main areas of application in the field

of human computation (HC) [156], which according to literature is “a paradigm for

utilizing human processing power to solve problems that computers cannot yet solve”

[157, 158]. The idea of HC finds an early use in work related to philosophy and

psychology during 1838 [159] and is adopted in the field of computer science in 1950

[160]. The goal of HC is to harmonize the work of human and computer processors,

promoting the integration of humans and machines that share a common problem

solving objective [156]. Participants may have a role in HC systems as requesters or

as workers.

Because of its breadth of applications, HC is an inherently multidisciplinary topic.

Disciplines that contribute to its development include sociology, behavioral economics,

cognitive psychology, software engineering, human-computer interaction (HCI), net-

work analysis, security & privacy, workflow management, and knowledge discovery &

data mining. The following subsections elaborate on the crowdsourcing and human

sensing applications of HC for their relevance to this research. Other applications

include the so-called games with a purpose (GWAP’s), in which problems in need of a

solution are embedded in gaming experiences that are found to be enjoyable by users;

and mobilization, which goal is to distribute information to crowds with the aim of

having an influence on them and triggering actions [156].

7.1.1 Crowdsourcing

The idea of crowdsourcing was first used by Jeff Howe in 2006 as the action of “out-

sourcing a task that is traditionally performed by an employee to a large group of
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people in the form of an open call” [161]. Crowdsourcing increasingly takes advantage

of the widespread availability of Internet access [162] and the variety of computing

platforms and architectures [156]. As a field of application of HC, crowdsourcing can

be classified according to the following [158]:

• Motivation of participants : May be caused by a reward, altruism, enjoyment,

reputation, or implicit work.

• Quality control of data sets : It may be based on the nature of agreements

reached by participants, economic models, defensive task designs, redundancy,

statistical filtering, or a reputation system.

• Aggregation of data sets : This includes the bare collection of inputs, searches,

methods in computational intelligence, or iterative improvement.

• Human skills of participants : For example, human perception and natural lan-

guage.

• Process order : Depends on the sequence followed between the computer system,

the worker, and the requester to achieve the goal of the crowdsourced system.

• Task-request cardinality : Is defined according to how workers are assigned to

one or more tasks, e.g. one-to-one, many-to-many, many-to-one, few-to-one.

Examples of crowdsourced systems are the Amazon Mechanical Turk, iStock-

Photo, 99designs, Innocentive, and Microtask.

7.1.2 Human Sensing

Human sensing consists of assigning data collection tasks to groups of participants.

They are supported by information and communication technologies (ICT’s) and

the increasing availability of sensors to collect real-time data relevant to a decision

support system or an emergency management system. Sensors commonly used are,
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for example, the global positioning system (GPS), camera, barometer, light sensor,

and compass, which are nowadays commonly included in mobile platforms. The

availability of such devices enables the collection of physical data with human sensed

observations. Areas of application are mostly found today in environmental protection

for air and water quality control, monitoring of invasive species, and noise pollution

[156]. Other applications make use of social media platforms, such as Twitter, to

provide geo-tagged information using controlled terminology to address particular

events, e.g. “power outage,” “pest control,” or “flooding alert.” In this way, this

research finds support in human sensing and computation to explore the ability of

crowds to provide human sensed observations relevant to situation awareness.

7.2 Methodology

In this research, we seek to contrast results from combining data sets collected from

individuals while obtaining a crowdsourced SKB from them. The goal is to distinguish

a technique by which data sets from individuals may be combined in a crowdsourced

data set and processed through the Aggregation Algorithm, presented in Subsection

4.2.1, to obtain a SKB that is comparable to a prototype granular structure. This

section presents the data-set-combination techniques employed and the dependence

measures used to evaluate and compare results. Subsection 7.2.1 describes the data-

set-combination techniques and Subsection 7.2.2 explains the dependence measures

used.

7.2.1 Data-Set-Combination Techniques

The data-set-combination techniques considered can be characterized by the sequence

in which they are applied in relation to the Aggregation Algorithm; i.e., the data-

set-combination techniques are applied before the execution Aggregation Algorithm

or afterwards. In each case, the data sets contain different information. In the

former, data sets contain either the raw input data collected from participants or a
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representation of their collective input in the form of median values. In the latter, the

data sets are a collection of the SKB’s of all participants; their SKB’s are obtained

from applying the Aggregation Algorithm to their raw data sets individually. The

following subsections elaborate on each one of these data-set-combination techniques.

7.2.1.1 Data Sets Before Aggregation: Working with Raw Data Input

There are two data-set-combination techniques considered before aggregation: (1)

merging data sets and (2) taking the median values from participant inputs.

Merged Data Sets This variable consists of making use of the recorded simulation

time to merge together the data collected from individual participants. It results in a

data set containing a total number of situation assessments equivalent to the sum of

the individual number of situation assessments reported by participants. Data sets

are merged for each one of the three user interfaces employed in the experimental

design discussed in Section 6.1. The resulting data sets are then processed through

the Aggregation Algorithm and performance metrics are obtained for the resulting

granular structures.

Median of Participants This variable consists of comparing individual data in-

puts collected from participants for each data collection event driven by the red

indicator. For each blink event of the red indicator, situation assessments of partici-

pants are compared and a median is obtained from them. Each situation assessment

is characterized by a situation selection, a confidence level, and a selection time. For

each of these values, the median is obtained and considered as the collective choice.

The total number of situation assessments is equivalent to the number of red indicator

events for which there is at least one situation assessment reported from a participant.
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7.2.1.2 After Aggregation: Employing Granular Computing

As mentioned above, data sets processed after aggregation are a collection of the

SKB’s obtained for individual participants. Those collections of SKB’s are then pro-

cessed through a granular computing operation similar to the coherence operation

presented in Section 4.2.1.3. The result is a SKB of the same dimensions but contain-

ing new parameters describing a new granular structure. Such granular structure is

composed of fuzzy sets that represent an agreement of situation assessments among

participants for each sensor considered. Their performance metric is obtained for

comparison with other data-set-combination techniques.

The SKB’s of individuals are obtained by executing the Aggregation Algorithm

on their individual raw data sets with a frequency of 100 repetitions and for N = 100

only. The parameters describing the granular structures of situation assessments

of individual participants are the average of the parameters obtained from the 100

repetitions of the Aggregation Algorithm on their respective data sets. The following

paragraph explain the difference between two variations of the granular computing

operation used in this experiment.

Nominal Coherence Operation This variation employs an operation identical to

the coherence operation in Subsection 4.2.1.3.

Less Tolerant Coherence Operation This variation modifies the similarity and

adjacency operation of Subsection 4.2.1.3. For this variation, the similarity and adja-

cency operations no longer make use of the average of the parameters describing fuzzy

sets to search for similar fuzzy sets as expressed in Equation 18. Instead, it searches

for all fuzzy sets that comply with bs < cr and cs > br, with Pr = [ar, br, cr, dr] being

a reference set during the search and Ps = [as, bs, cs, ds] all other fuzzy sets searched

in the granular structure for a given sensor (refer to Subsection 4.2.1.3). All other
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characteristics used in the coherence operation remain unaltered.

7.2.2 Dependence Measures

The performance metrics used to analyze the performance of the algorithm are the

percentage of Ruspini partitions among participants for each interface, the number

of fuzzy sets per sensor, and the score of similarity between the granular structure

obtained from the algorithm and the prototype granular structure.

7.2.2.1 Before Aggregation Only

Percentage of Ruspini Partitions This performance metric is executed for the

technique combining data sets before the Aggregation Alorithm, for each interface.

Each time the result complies with the Ruspini condition of Equation 12, the metric

adds one percentage point to that particular execution under those conditions. The

results are tabulated as the percentage of Ruspini partitions for the crowdsourced

data set for each interface.

7.2.2.2 Before and After Aggregation

Similarity Score to Prototype The goal of this performance metric is to compare

the maximum membership values of the resulting fuzzy sets for each sensor with those

of the prototype granular structure and evaluate how similar they are. An illustration

of this performance metric is presented in Figure 76.

Figure 76: Illustration of the measure of similarity between partitions maxima.
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The similarity score Sp% takes 1000 points uniformly distributed along xi (as de-

fined in Section 4.1.1.1) between parameters min (axi) and max (dxi) and applies Equa-

tion 29 for i = 1, . . . , n; the fuzzy sets α = 1, 2, . . . , ki and those of the corresponding

partition αp = 1, 2, . . . , kp of the prototype granular structure. The metric adds a

tenth of a percentual point to the score every time that
∣∣∣max

(
µXαp

i

)
−max
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i

)∣∣∣ ≤
0.05.
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10

(29)

As with previous metrics, the results are tabulated for each sensor separately and

both sensors combined, for each interface, and for each swarm size if the case applies.

Number of Fuzzy Sets per Sensor For each result, the number of fuzzy sets per

sensor is recorded. As with other metrics, the results are tabulated for each sensor,

for each interface, and for each swarm size if the case applies.

7.3 Experiment Data

This section illustrates the data-sets used in this experiment. For data sets combined

before the Aggregaton Algorithm, datasets are presented in their raw form as they

compare to the situation-rich signals generated from the prototype granular structure.

Data sets combined after the Aggregation Algorithm show the collection of fuzzy sets

contained in the granular structures obtained for each individual.

7.3.1 Data Employed Before Aggregation

As mentioned above, the data sets obtained before the Aggregation Algorithm are

two: the first contains the data sets from individuals merged into one, while the second

is obtained from the median of individual situation assessments of participants in each

event of the red indicator.
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7.3.1.1 Merged Data Sets

Figures 77, 78, and 79 contain the data sets merged from individual participants for

each interface. The six plots contained in each of the three figures describe the input

of participants for each situation considered. Their inputs are displayed as pulses of

various colors illustrating the raw activity of the crowd of participants.

Figure 77: Merged datasets collected through the interface with buttons alone.
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Figure 78: Merged datasets collected through the interface with options.
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Figure 79: Merged datasets collected through the interface with confidence bar.
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7.3.1.2 Median of Participants

Figures 80, 81, and 82 contain the data sets calculated with the median from indi-

vidual choices per red indicator event for each interface. The six plots contained in

each of the three figures describe the median situation assessment from participants

for each situation considered. Their inputs are displayed as pulses in a single color,

illustrating the combined activity of participants.

7.3.2 Data Employed After Aggregation

The data sets combined after the Aggregation Algorithm are a collection of granules

obtained from the raw data sets of each participant as described in Subsection 7.2.1.2.

The data sets used after Aggregation are the same for both data-set-combination

techniques considered. This section illustrates the data sets employed by plotting

them for each of the interfaces used for data collection. Two plots are presented in

each figure for each interface. The fuzzy sets obtained from all participants for the

liquid level sensor are presented on the left-hand side; the fuzzy sets for temperature

are shown on the right-hand side. Figures 83, 84, and 85 show a representation of the

granular structure obtained with the interface with buttons alone for all participants

combined.

7.4 Results and Analysis

This section presents the results obtained from applying the methodology of Section

7.2 to the experiment data of Section 7.3. It is organized to match the presentation of

the experiment data, dividing the section in two parts: before aggregation and after

aggregation. The results provide the values obtained for the dependence measures

described in Section 7.2.
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Figure 80: Median of input collected from participants through the interface with
buttons alone.

147



Figure 81: Median of input collected from participants through the interface with
options.
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Figure 82: Median of input collected from participants through the interface with
confidence bar.
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Figure 83: Individual granules obtained from participants employing an interface
with buttons alone.

Figure 84: Individual granules obtained from participants employing an interface
with options.

Figure 85: Individual granules obtained from participants employing an interface
with confidence bar.
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7.4.1 Results from Data Sets Combined Before Aggregation

Tables 16 through 21 present the results obtained with data sets combined before

aggregation. Tables 16, 17, and 18 correspond to results from merged datasets, while

Tables 19, 20, and 21 belong to the results of the data sets with the median of the input

of participants. Each table contains the values obtained for the dependence measures

presented in Subsection 7.2.2 out of 100 repetitions of the Aggregation Algorithm on

the corresponding data set. The tables organize the following performance metrics

in each column: the percentage of Ruspini results per sensor and the total value for

sensors combined, similarity score to prototype per sensor and the total score for

sensors combined, and the number of fuzzy sets per sensor and for sensors combined.

The rows of the tables correspond to the swarm size used to run the 100 repetitions

of the Aggregation Algorithm, i.e. N = {20, 50, 100}.

7.4.1.1 Results with Merged Data Sets

The results from merged data sets collected with the interfaces with buttons alone,

with options, or with confidence bar are presented in Tables 16, 17, and 18, respec-

tively.

Table 16: Results with merged data sets for interface with buttons alone.
R1 R2 RT S1 S2 ST k1 k2

N=20 98 100 98 55.53 20.93 20.88 1.93 1.00
N=50 100 100 100 60.25 22.68 22.68 1.97 1.00
N=100 100 100 100 63.20 24.29 24.29 2.00 1.00

Table 17: Results with merged data sets for interface with options.
R1 R2 RT S1 S2 ST k1 k2

N=20 100 100 100 20.84 20.95 19.32 1.00 1.00
N=50 100 100 100 24.22 21.54 21.16 1.00 1.00
N=100 100 100 100 27.34 22.08 22.04 1.00 1.00

For the interface with buttons alone, Table 16 highlights the high frequency of

Ruspini results for all sensors and for its total value, i.e. R1, R2, and RT . Such high
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Table 18: Results with merged data sets for interface with confidence bar.
R1 R2 RT S1 S2 ST k1 k2

N=20 96 100 96 61.21 21.84 21.80 1.98 1.00
N=50 100 100 100 67.13 22.16 22.16 2.00 1.00
N=100 100 100 100 69.02 22.44 22.44 2.00 1.00

frequency of Ruspini results indicate that coherence was achieved by the Aggregation

Algorithm by applying the coherence operation of Subsection 4.2.1.3. This would

translate to a desirable result if the partition was composed of at least two fuzzy sets,

i.e. {k1, k2} > 1. Such is the case for the liquid level sensor, i.e. for R1 and k1,

for which minimum values obtained with N = 20 are 98 [%] and 1.93, respectively.

However, a different result is obtained for the temperature sensor; in this case the

frequency of Ruspini results R2 is maximum (100%) for all values of N , but the num-

ber of sets obtained in every case is k2 = 1.00. This is evidence of inconsistencies in

the situation assessments provided by participants. This means that participants had

different mappings for what hot or cold means, and thus, their collective inconsistency

in assessing situations resulted in a partition with a single fuzzy set, i.e. k2 = 1.00.

A better performance metric than the percentage of Ruspini results to evaluate the

quality of crowdsourced data sets is the similarity scores to prototype S1, S2, and

ST . For the interface with buttons alone, S1 and S2 show a sharp contrast between

the scores for the liquid level and temperature sensors. In fact, the minimum score

obtained for the liquid level (N = 20) is more than twice the maximum score ob-

tained for the temperature sensor (N = 100). A similar contrast is obtained for S1

and S2 with the interface with confidence bar (Table 18); the difference in this case is

that the minimum score for the liquid level is almost three times the maximum score

for the temperature sensor. As with the interface with buttons alone, the number

of fuzzy sets obtained for the interface with confidence bar reflects the values of the

similarity scores, with a minimum value of 1.98 for the liquid level sensor and 1.00 for

the temperature. Surprisingly, the results obtained from data sets collected with the
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interface with options are considerable poorer than the other two (Table 17). In this

case, the similarity scores are no greater than 30% for any of them, and the number

of fuzzy sets obtained in all cases is evidence that the Aggregation Algorithm is not

able to distinguish situations reported by the crowd, i.e. {k1, k2} = 1.

The results obtained with merged data sets indicate that inconsistencies present

in the data reported by the crowd can result in an apparent lack of agreement between

participants. It suggests the need to pre-process the raw data collected to a repre-

sentation that may help to overcome such inconsistencies. One such pre-processing

technique is to take the median of the situation assessments of the crowd for each

instance of data collection (in this case for each lit-event of the red indicator). This

was the motivation that led to the results reported in Subsection 7.4.1.2.

7.4.1.2 Results with Median of Participants

The results of pre-processing the merged data sets by employing the median technique

explained in Section 7.2.1.1 are presented in Tables 19, 20, and 21 for the interfaces

with buttons alone, with options, and with confidence bar, respectively.

Table 19: Results with median of crowd for interface with buttons alone.
R1 R2 RT S1 S2 ST k1 k2

N=20 95 100 95 60.17 24.91 24.91 2.00 1.63
N=50 100 100 100 65.92 28.33 28.33 2.00 1.78
N=100 100 100 100 67.09 30.83 30.83 2.00 1.84

Table 20: Results with median of crowd for interface with options.
R1 R2 RT S1 S2 ST k1 k2

N=20 95 100 95 61.94 21.53 21.53 2.00 1.00
N=50 100 100 100 67.07 20.84 20.84 2.00 1.00
N=100 100 100 100 69.75 20.71 20.71 2.00 1.00

With this technique, results are more uniform among the interfaces employed to

collect situation assessments. The values of S1 are greater than S2 in all cases, for any

of the three tables and with any swarm size. The high similarity scores obtained for
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Table 21: Results with median of crowd for interface with confidence bar.
R1 R2 RT S1 S2 ST k1 k2

N=20 99 100 99 59.30 20.88 20.88 2.00 1.00
N=50 100 100 100 63.60 20.27 20.27 2.00 1.00
N=100 100 100 100 69.75 20.71 20.71 2.00 1.00

the liquid level sensor, S1, are consistent with the number of fuzzy sets obtained, i.e.

k1 = 2.00. In contrast, the values obtained for the temperature sensor, S2, are not

higher than 31% in the best case, with most of the scores falling under 25%. These

scores reflect the number of fuzzy sets obtained for each interface for the temperature

sensor. The highest value is k2 = 1.84 for the interface with buttons alone when it

should be closer to 3.00 for all of them. This continues to indicate that deficiencies

in the results obtained may be caused by inconsistencies in the assessments reported

by the crowd during data collection. The question is if there is any other technique

that may help to overcome such inconsistencies. This was the motivation to obtain

individual granular structures before combining such information into crowdsourced

SKB’s. The following section analyzes the results obtained from employing principles

in granular computing to combine individual SKB’s into a single crowdsourced SKB.

7.4.2 Results from Combining SKB’s

This approach pre-processes the data sets obtained from individual participants with

the Aggregation Algorithm presented in Subsection 4.2.1 and generates a SKB for

each individual, described as granular structures (refer to Figure 33). It is after

this step is performed that the information obtained from participants is combined

(merged) into a single crowdsourced SKB by stacking together their corresponding

three-dimensional arrays. An illustration of the fuzzy sets contained in the merged

SKB for this experiment was given in Figures 83, 84, and 85. Just as introduced in

Subsection 7.2.1.2, the results are organized in terms of two variations of the coherence

operation that is applied to the merged SKB. The first variation is the original, which
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was presented in Subsection 4.2.1.3 and has been successfully employed in previous

work [149, 150]. The second was presented in Subsection 7.2.1.2 and makes use of

a more restrictive (or less tolerant) variation of the original coherence operation.

Subsections 7.4.2.1 and 7.4.2.2 present and analyze the results for a swarm size of

N = 100.

7.4.2.1 Results with the Original Coherence Operation

The result from combining individual SKB’s making use of the original coherence op-

eration is presented in Table 22 and Figure 86. Because this alternative to combining

information from a crowd of participants does not depend on the entire Aggregation

Algorithm but on the coherence operation, the results shown on Table 22 correspond

to the performance metrics for similarity scores, i.e. S1, S2, and ST , and the number

of fuzzy sets obtained per sensor, i.e. k1 and k2. Because the swarm size is fixed at

N = 100, the results for all interfaces are organized in a single table. In this case,

the similarity scores are low for both sensors; none of them exceeds 30%. The scores

reflect the fact that none of the interfaces exhibit an agreement among partipants

about their situation assessments for either sensor; i.e. {k1, k2} = 1.00. This result is

illustrated in the curves shown in Figure 86. Each curve in the two plots corresponds

to one of the three interfaces. As evident, this approach falls short from produc-

ing the desired results. Obtaining a better result was the motivation for exploring

more restrictive variants of the coherence operation, results of which are presented in

Subsection 7.4.2.2.

Table 22: Results from employing the original coherence operation to the merged
SKB.

S1 S2 ST k1 k2

Buttons alone 29.70 26.10 26.10 1.00 1.00
With options 28.60 26.80 26.80 1.00 1.00

Confidence bar 28.60 26.40 26.40 1.00 1.00
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Figure 86: Fuzzy sets obtained for each sensor and interface with the original coher-
ence operation.

7.4.2.2 Results with a More Restrictive Coherence Operation

The result from combining individual SKB’s making use of the more restrictive (or

less tolerant) variant of the coherence operation is presented in Table 23 and Figures

87, 88, and 89. Similar to the results with the original coherence operation, Table 23

only provides values for the similarity scores S1, S2, and ST and the number of fuzzy

sets obtained per sensor k1 and k2.

Table 23: Results with less tolerant coherence operation.
S1 S2 ST k1 k2

Buttons alone 67.00 54.50 54.50 2.00 4.00
With options 66.70 35.50 35.50 2.00 3.00

Confidence bar 41.30 38.80 38.80 3.00 3.00

In this case, the similarity scores obtained for the interface with buttons alone are

at least twice the scores from the original coherence operation. Such increase in the

similarity score is favored by the increase in the number of fuzzy sets for each sensor:

k1 = 2 and k2 = 4. The value of k2 exceeds the number of fuzzy sets expected by

one fuzzy set. However, the fourth fuzzy set (shown in a purple dotted line on the

temperature plot of Figure 87) is only one set of 48 contained in the crowdsourced

SKB, thus indicating that it is a single anomaly in the collection of fuzzy sets for

the temperature sensor. Anomalies like this may be disregarded depending on the
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method for data collection used. In this case, given that it is known that the goal

value is k2 = 3, the anomalous fuzzy set can be ignored.

For the other two interfaces, the scores are high for the liquid level sensor, but not

so for the temperature sensor. This may be due to the presence of anomalous fuzzy

sets in the crowdsourced SKB’s, as in the temperature sensor in Figure 88, or because

of a failure to obtain a coherent partition from the merged SKB as in the plot for the

same sensor in Figure 89 (green curve). Nevertheless, these observations are evidence

that a more restrictive coherence operation is able to manage the merged SKB and

becomes an alternative to obtain crowdsourced SKB’s.

Figure 87: Fuzzy sets obtained from the crowd through the interface with buttons
alone.

Figure 88: Fuzzy sets obtained from the crowd through the interface with options.
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Figure 89: Fuzzy sets obtained from the crowd through the interface with confidence
bar.

7.5 Summary

This chapter elaborated on the FAM-based architecture and its perception function.

In particular it focused on the sensor data fusion approach that makes use of gran-

ular structures to represent SKB’s. The approach used collected discrete situation

assessments from human experts and sensor measurements and explored ways to

combine their situation assessments to obtain a single crowdsourced SKB. This was

accomplished by employing a statistically-based optimization method to compress

data from experts. The techniques employed were applied before or after the com-

pression of data. Results show the advantage of employing granular computing to

filter inconsistencies and disagreements contained in the data sets. Future research

will explore other alternatives in granular computing to manage crowdsourced data

sets in support of situation-oriented and user-centered design approaches.

Limitations The work in this chapter elaborates on the advantage of employing

granular computing to manage inconsistencies and disagreements present in situation

assessment data sets collected by human participants. However, results obtained only

consider data sets from eight human subjects. In addition, although it describes one

variant of the coherent operation that leads to desirable results, other techniques

based on granular computing may lead to comparable or even better results.
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CHAPTER VIII

DISCUSSION AND GENERAL CONCLUSIONS

8.1 On the Integration of Humans and Automation

Issues in the integration of humans and automation pose challenges that will con-

tinue to evolve with innovations in sensing, processing, and actuation. Situation

awareness research in particular will play an important role in preventing accidents

and promoting the safety and reliability of systems in which humans and automation

are meant to interact. This research presented an effort that aims to contribute to

situation-oriented and user-centered design approaches. It does so by incorporating

human expert assessments in the development of the perception function of agents

developed using the FAM-based architecture. As demonstrated in Chapter 4, the use

of the FAM-based agent architecture can be useful both to automate systems and to

provide means for operators to interact with automated systems.

8.2 On the Bioregenerative Life Support Platform

The aquatic habitat served as a ground-based self-contained bioregenerative life sup-

port system, enabling independent research relevant to space-based life support. Its

animal and botanical components posed novel challenges and questions for the inte-

gration and operation of closed-loop life support systems. Aditionally, its low cost

and size also makes it an interesting tool for the classroom, providing hands-on oppor-

tunities for experiences that otherwise are not available from conventional research

platforms. Such platforms in control engineering are rather electro-mechanical; e.g.

the ball and beam, inverted pendulum, and flexible arm. The aquatic habitat was

inspired by work conducted by Volker Blüm and flown in three Space Shuttle missions.
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8.3 On the Granular Approach to Sensor Fusion

This dissertation made use of the FAM-based agent architecture as an approach that

enables the interaction of humans and automation. Although the work presented

here focused on life support systems, the granular approach and observations on the

perception function of the FAM-based agent architecture may also be relevant in fields

of application beyond life support systems. One such observations is that the non-

interactiveness of the FAM makes the results obtained in this work scalable to more

than two sensors. This is why the characterization presented in Chapter 5 makes use

of one sensor only, while Chapter 6 employs two sensors instead. Other observations

relevant to the results obtained are treated in the next two subsections.

8.4 On the Generation of Situation Knowledge Bases

Most of the data-based analysis in this research focused on the perception function

of the FAM-based agent architecture. In particular, it approached the challenge of

overcoming the combinatorial explosion when multiple situations and sensors are con-

sidered. This was achieved by evaluating the interaction of humans with a system

and proposing the collection of situation assessments. One of the research questions

was the minimum number of situation assessments needed to ensure that a coher-

ent granular structure was achievable, assuming a uniform coverage of the sensing

space for all sensors. This question was answered by performing the characteriza-

tion presented in Chapter 5. But such characterization was performed with data sets

generated by a simulation, so the next task consisted in validating it by employing

data sets collected by real human participants. Chapter 6 presented an experiment

in which eight human subjects provided situation assessments about the simulation

of a dynamic system. The experiment was designed to achieve the best coverage

possible of the sensing space, as to approximate the experimental condition of the

characterization. However, the data collection process resulted in observations about
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inconsistencies in the situation assessments provided by individual participants; in-

consistencies were evidenced by poor performance in the dependence measures used.

Such observation suggested the advantage of employing devices on future interface

designs, such as speed bugs, to increase the consistency of situation assessments from

individual human participants.

8.5 On Crowdsourced Situation Knowledge Bases

Finally, having used the simulation of a dynamic system to collect situation assess-

ments sharing the same time reference, the question about obtaining crowdsourced

SKB’s arose. This contribution explored various ways to combine data sets with

situation assessments known to have inconsistencies. Additionally, situation assess-

ments also expressed disagreements among participants. The experiment presented

in Chapter 7 explored techniques for the combination of data sets from a crowd of

participants. The data-set-combination techniques were classified mainly by its appli-

cation sequence in relation to the Aggregation Algorithm presented in Chapter 4. The

results obtained illustrate the challenge in achieving agreement about situation defini-

tions among a crowd of human experts. Such challenge can be overcome by employing

techniques in granular computing. Results obtained with a more restrictive coherence

operation were shown to overcome problems inherent to low quality data sets caused

by inconsistencies and disagreements. However, the ability to obtain crowdsourced

SKB supports team-oriented methods to design and develop complex systems, such

as the Integrated Product and Process Development (IPPD) Methodology mentioned

in Chapter 2.
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8.6 Future Directions

Future research will continue to elaborate on the generation of SKB’s in support of

situation awareness in user-centered design methodologies. In particular, it will con-

sider focusing on the role of attention in the development of high-quality situation-

assessment data sets. One of the tools considered for this purpose is electroen-

cephalography (EEG), which is able to provide measures of unattention from electrical

activity in the cerebral cortex. Recent developments in dry-electrode EEG systems

make it easier to employ such tools in work relevant to cognitive engineering.

Another area for future research is how to address unknown situation in SKB’s.

Such information will be increasingly useful in the development of life support sys-

tems with higher levels of closure; the interaction of chemical species may lead to

unexpected situations during long-term spaceflight missions. The ability to manage

such situations in a safe way remains as an open area of research.

Finally, the approach and methods used in this work are suited to fields of ap-

plication beyond life support systems. Other possible areas include robotics, energy

systems, emergency management systems, battlefield command and control, intelli-

gence, and financial systems, among others.
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