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PREFACE

Many observers have expressed the oft-repeated phrase that ‘graphene is the new

silicon,’ implying that graphene will one day supplant silicon in modern electronics.

Despite the obvious technological hurdles which must first be overcome before this

prediction can come true, I personally find a better parallel between graphene and

the invention of polymer materials. As detailed in her article titled ‘A brief history

of plastic’s conquest of the world,’ Susan Freinkel explains how plastic was initially

adopted to manufacture combs and billiard balls, which were traditionally luxury

items made from expensive and rare materials such as animal ivory [1]. Plastic sub-

stitutes for these simple products were met by an incredible demand from the broad

majority of consumers, who suddenly could afford to purchase these much cheaper

analogues. This increased demand, in turn, resulted to investments by government

and industry into researching new kinds of synthetic plastics, rubbers, and eventu-

ally polymers. Researchers went on to develop entirely new products using artificial

polymer materials that would have been impossible to create using natural materials.

Although any of these products are considered common-place today, the introduc-

tion of materials such as VelcroTM, TeflonTM, KevlarTM, and carbon fiber composites

have had revolutionary applications in fields spanning from cookware to the aerospace

industry.

I personally foresee a similar technology road map for graphene technologies over

the next 20 years or more. First, graphene will be used as a simple replacement or

additive in currently existing technologies. To some extent this phase has already be-

gun as multiple start-up companies have developed techniques manufacturing large

quantities of dispersed graphene flakes [2], which are being used as a replacement
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for graphite in carbon fiber composites, conductive ink for printable electronics, and

lithium-ion battery electrodes [3]. The second phase will involve new and revolu-

tionary products which make better use of graphene’s amazing mechanical, chemical,

electronic, and optical properties. In the end, I believe that graphene, like plastics,

will fall victim to its own success and fade into everyday obscurity.
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SUMMARY

The two-dimensional phase of carbon known as graphene is actively being

pursued as a primary material in future electronic devices. The goals of this the-

sis are to investigate the growth and electronic properties of epitaxial graphene on

SiC, with a particular focus on nanostructured graphene. The first part of this the-

sis examines the kinetics of graphene growth on SiC(0001) and SiC(0001) by high-

temperature sublimation of the substrate using a custom-built, ultra-high vacuum

induction furnace. A first-principles kinetic theory of silicon sublimation and mass-

transfer is developed to describe the functional dependence of the graphene growth

rate on the furnace temperature and pressure. This theory can be used to calibrate

other graphene growth furnaces which employ confinement controlled sublimation.

The final chapter in this thesis involves a careful study of self-organized epitaxial

graphene nanoribbons (GNRs) on SiC(0001). Scanning tunneling microscopy of the

sidewall GNRs confirms that these self-organized nanostructures are susceptible to

overgrowth onto nearby SiC terraces. Atomic-scale imaging of the overgrown sidewall

GNRs detected local strained regions in the nanoribbon crystal lattice with strain co-

efficients as high as 15%. Scanning tunneling spectroscopy (STS) of these strained

regions demonstrate that the graphene electronic local density of states is strongly

affected by distortions in the crystal lattice. Room temperature STS in regions with

a large strain gradient found local energy gaps as high as 400meV. Controllable,

strain-induced quantum states in epitaxial graphene on SiC could be utilized in new

electronic devices.
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CHAPTER I

INTRODUCTION

1.1 Motivation

Scientific and commercial interest in graphene, a two-dimensional crystal of carbon

atoms in a honeycomb lattice, has grown explosively over the last 8 years. Since 2004,

the global scientific community has become increasingly more focused on studying the

properties and applications of graphene. The number of academic publications per

year concerning graphene has grown from 161 in 2004 to 8594 in 2012.1 This erup-

tion of scientific work was ignited by the discovery of multiple methods for isolating

graphene, either by mechanical exfoliation from graphite [7] or by controlled growth

on a substrate [8]. Graphene has evolved from a topic of only theoretical interest

(and originally as a model for better understanding graphite and carbon nanotubes),

into a veritable playground for exploring exotic experimental physics and a potential

candidate for various future technologies. As of yet there is not an actual product

which truly capitalizes on the unique properties of graphene, and some of the more

exciting applications may be several decades away yet [9]. But despite this near-term

shortcoming, funding for graphene research from both government agencies and pri-

vate corporations has been extremely generous in the last 8 years. Research centers

focusing primarily on graphene have been founded in the United States, Europe, and

Asia. In 2013 the European Union (EU) approved a $1.3 billion Graphene Flagship

funding initiative to be dispersed over 10 years. Nokia is a partner institute in the EU

graphene flagship, and rival Samsung has already invested substantially in graphene

R&D [10–12]. South Korea has proposed a 6 year, $200 million graphene research

1According to Thomas Reuters Web of Science Citation Report tool, as of March 19, 2013.
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initiative [13]. As of 2012, South Korean university and Samsung researchers have se-

cured over 260 graphene-related patents regarding optics and electronics applications

[14]. IBM is reportedly considering a hybrid carbon approach, wherein carbon nan-

otubes replace traditional Si field-effect transistors (FET) [15] and graphene is used

for radio-frequency (RF) transistors [16, 17]. Intel has taken a much more conservative

track and has only acknowledged the possibility of specialty graphene components in

their future products [18]. The question, then, is thus: why has graphene attracted

so much intellectual and financial capital when there are alternative technologies that

are both more mature and better understood?

While some exotic materials may be superior to graphene in terms of singular

metrics, what makes graphene unique is the fact that it is not a single-purpose ma-

terial with niche applications. Graphene is simultaneously the world’s strongest and

flimsiest material, it has a thermal conductivity one order of magnitude higher than

copper, it is relatively chemically inert, and it has been shown to possess electronic

mobilities up to two orders of magnitude higher than that found in Si. Most of the

interest in graphene has stemmed from this materials unique and exciting electronic

properties, which include room temperature ballistic charge transport, electrostatic

carrier doping control, and exotic degrees of freedom that are not present in tra-

ditional electronic materials such as silicon. For these reasons, graphene has been

positioned as a component material in future integrated circuits and possibly as a

replacement for silicon electronics altogether.

However, a lack of wafer-scale high quality graphene and limitations related to

industry-standard processes have slowed the acceptance of graphene by the major

semiconductor electronics manufacturers. Graphene exfoliates from bulk graphite

in irregularly shaped, micrometer sized flakes that are completely unsuitable for

industrial electronics. Various groups have demonstrated the ability to grow very

large-area sheets of graphene on metallic substrates such as Cu using chemical-vapor
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deposition (CVD). However, in most cases CVD graphene has very small domains

which degrades the material’s electronic characteristics. Even as the quality of CVD

graphene improves, the technique is fundamentally limited by the destructive process

of transferring the graphene onto an insulating substrate. In addition, a major hurdle

for wide-scale adoption of graphene in the semiconductor industry is that intrinsic

graphene is not a semiconductor. Without a band gap it is impossible to achieve

reasonable switching using a CMOS-compatible graphene FET. It is also unclear if

proposed graphene band structure engineering techniques will be successful in creating

a band gap while simultaneously preserving the high mobility inherent to graphene.

The work in this thesis will address the two major technological obstacles discussed

above. Chapter 3 concerns the critical problem of growing high-quality graphene on

a non-conductive substrate. I will show that epitaxial graphene growth on SiC by

substrate sublimation [19] is an ideal platform for graphene electronics, and that the

growth process itself can be understood using a simple kinetic gas theory to model

the growth rate. Band structure engineering of epitaxial graphene SiC(0001) was

studied in Chapter 4. In particular, graphene nanoribbons were grown on the low-

angle facet or sidewalls of SiC(0001) to study the effects of quantum confinement

on the electronic properties of this material. The graphene nanoribbons were studied

using a variety of techniques, but the bulk of the work presented will involve scanning

tunneling microscopy (STM). STM was used to characterize the morphology of the

nanoribbons across the SiC substrate and to probe the electronic density of states

of the material. It was found that the system, although complicated, can only be

understood if one takes into account the combined effects of confinement, local doping,

and (most importantly) strain. Chapter 2 discusses the experimental techniques used

in this thesis in detail, and the conclusions of the thesis project are presented in

Chapter 5.
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1.2 Electronic Structure of Graphene

The electronic properties of graphene were first studied by Wallace in 1947, as an in-

termediate step towards calculating the band structure of graphite [20]. This approach

was refined by multiple authors in the following decades to explain the magnetic and

optical properties of graphite [21–23]. Theoretical interest in graphene was reignited

by the discovery of carbon nanotubes in 1991 [24]. The electronic states in carbon

nanotubes were investigated by multiple theory groups in this time period [25–32].

Ando followed his seminal review of two-dimensional electron gases (2DEGs) in semi-

conductors [33] by treating the same problem in graphene [34]. Figure 1.1 displays

a model of the graphene lattice in juxtaposition with the 3 other most commons

form of sp2 hybridized carbon. Each of these graphenic materials can be thought as

a particular arrangement of graphene with different boundary conditions and hence

altered dimensionality, as shown in Figure 1.1.

Graphene is composed of a honeycomb crystal lattice of carbon atoms in the sp2

hybridized electron configuration. The sp2 hybridization involves a mixing of the 2s2,

px, and py electron orbitals into three in-plane sp2 electron orbitals with trigonal-

planar symmetry. The formation of the sp2 orbitals releases a 2s electron to occupy

the out-of-plane pz electron orbital. The mechanical properties of graphene can be

attributed to extremely strong covalent bonding between the sp2 electron orbital (σ

bonds), while the conjugated network of pz electrons (π bonds) are responsible for

the electronic properties. The mechanical strength of the σ is a consequence of the

considerable overlap between two sp2 orbitals, which means that the electron charge

density is highly localized between separate carbon nuclei. The pz electron orbitals

between neighboring carbon atoms form weakly-coupled π bonds because they extend

vertically out of the graphene plane with very little orbitals overlap. Therefore, the

covalent nature of the π bond is much weaker than the covalent nature of σ bonds,

enabling electrons in the conjugated graphene π bond network to tunnel between
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Figure 1.1: Schematic demonstrating how graphene is the fundamental building
block of graphite (stacking), carbon nanotubes (rolling), and spherical fullerenes like
C60 (wrapping).

neighboring lattice sites.

This simple π bond network model of conduction electrons in graphene also explain

why the ‘tight-binding’ approach to calculating the graphene band structure (and the

band structure of other fullerenes) is so successful [20, 21, 23]. The tight-binding

approximation assumes that the material is crystalline so that Bloch’s Theorem is

applicable [35] and that the conduction electrons are ‘tightly’ bound to the atomic

nuclei in the lattice with only a weak-overlap between neighboring electron orbitals.

When this is true, electron wave functions can be modeled as a superposition of the

atomic wave functions at each lattice site. Because the electronic configuration of

carbon is well-understood it is conceptually easy to calculate the band structure for

sp2 hybridized carbon materials.

The delocalized nature of the π electron in graphene only explains the origin

of the conduction electrons in graphene. The graphene crystal lattice appears to

be hexagonal in-plane, but it is most accurately described as a bipartite triangular
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lattice (Fig. 1.2). The carbon atoms in graphene can be ascribed to one of two

inversion-symmetric triangular sublattices, typically referred to as sublattice A and

sublattice B. The symmetry of the graphene crystal appears hexagonal because the

carbon atoms in sublattice B are rotated by 180 degrees with respect to the carbon

atoms in sublattice A. One choice of lattice vectors is:

a1 = a
√
3x̂/2 + 3aŷ/2, a2 = −a

√
3x̂/2 + 3aŷ/2 (1.1)

where a = 2.46 Å is the lattice constant for each sublattice, and δ = 1.42 Å is

nearnest neighbor bond length between carbon atoms from separate sublattices. Un-

like most bipartite crystal lattices, the two sublattices in graphene are both occupied

by the same element and thus in most cases are indistinguishable. The indistinguisha-

bility and symmetry of the two carbon sublattices in graphene is necessary to explain

the unique electronic properties of this material.

In this treatment of the graphene band structure I will follow the conventions

established by Bena [36]. In particular, the position of the unit cell is given by the

positions of the A sublattice atoms RA
j = Rj = na1 +ma2, and the positions of the

B sublattice atoms is RB
j = Rj − aŷ. In this formulation of the problem, the atomic

wave functions from the A and B atoms are combined to form a single Bloch function

per unit cell:

|Ψ(r,k)⟩ = 1√
N

∑
j

eik·Rj [cA(k)
∣∣ϕ(r−RA

j )
⟩
+ cB(k)

∣∣ϕ(r−RB
j )
⟩
] (1.2)

where N is the number of unit cells, and ϕ(r) are the wave functions of the π

electron orbitals. The coefficients cA/B are chosen to ensure that Ψk is an eigenstate

of the tight-binding Hamiltonian:

H = −t
∑
<i,j>

(
∣∣ϕA

j

⟩ ⟨
ϕB
i

∣∣+ h.c.) (1.3)
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Figure 1.2: The graphene crystal lattice, with the A and B sublattices denoted
by colored atoms. The graphene unit-cell (2.46 Å) contains one atom from each
sublattice.

where t ≈ 3 eV is the tight-binding hopping amplitude for graphene. Solving for

the eigenfunctions of cA/B using Equation 1.3 and evaluating
⟨
ϕl
j

∣∣H ∣∣Ψk
⟩
(l = A,B)

gives the coupled equations:

ϵ(k) cA(k) = −t(e−ik·a1 + e−ik·a2 + 1) cB(k) = f(k) cB(k)

ϵ(k) cB(k) = −t(eik·a1 + eik·a2 + 1) cA(k) = f ∗(k) cA(k)

(1.4)

which determines the matrix formulation of the effective tight binding Hamilto-

nian:

H(k) =

 0 f(k)

f ∗(k) 0

 (1.5)

This yields the energy eigenvalues for the Hamiltonian, which is equivalent to the

energy dispersion relationship for graphene:

ϵ(k) = ±
√

3 + 2 cos
(√

3kxa
)
+ 4 cos (

√
3kxa/2) cos (3kya/2) (1.6)
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The band structure of graphene within the 1st Brillouin zone is plotted in Figure

1.3 using equation 1.6. The two π orbitals in each graphene unit cell form two different

π bands: a bonding or valence band (π) and an anti-bonding or conduction band (π∗).

Each pz orbital only contributes one electron each so that the low energy valence band

is completely filled but the conduction band is empty. The most characteristic feature

of the graphene band structure is that the conduction and valence bands touch at

6 reciprocal space points near the edge of the graphene Brillouin zone. Therefore,

graphene is a zero band gap, undoped semimetal. The conduction and valence bands

touch at the high symmetry K and K′ points where ϵ = 0, which is defined as the

Dirac point. In the low energy limit near the K points (k = K+q) the charge carriers

have a linear energy dispersion:

ϵ(q) = ±~
(
3ta

2~

)
|q| = ±~vF |q| (1.7)

where the Fermi velocity vF ≈ 106m/s is a constant defined by the lattice constant

a and hopping parameter t. The eigenstates in the low-energy limit can be defined

by a two-component wave function mathematically similar to a spinor:

|Ψ(q)⟩ =

ΨA

ΨB

 =
1√
2

 1

±eiθ(q)/2

 (1.8)

The two components of the eigenstates refer to the A and B sublattice contribu-

tions to Bloch function, θ(q) = arctan (qy/qx) and the ± sign correspond to the π and

π∗ bands, respectively. The eigenstates are quantified to within an additional phase

factor of eiθ(k), so there exist valid solutions to the tight-binding Hamiltonian which

consist of states on only the A or B sublattices. This degree of freedom is called the

‘pseudospin’ in order distinguish between the intrinsic ‘spin’ of the electrons them-

selves.

Equation 1.7 demonstrates the striking fact that the low-energy quasiparticles
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Figure 1.3: Graphene band structure calculated using the near-neighbor tight-
binding approximate [4].

in graphene behave like massless, relativistic fermions which travel at a constant

velocity vF . The Fermi velocity in most materials is a function of the charge carrier

momentum, and the energy dispersion usually follows the quadratic form given by

Schrödinger’s equation for massive particles [37]. Equation 1.7 is independent of

which Dirac point (K or K′) the low-energy expansion is performed, which implies a

valley degeneracy for electrons near these points. Although the electron states at the

K and K′ are degenerate, the wave functions at these points are inequivalent. If the

low-energy expansion is performed separately for the K and K′ points f(k)→fξ(q) =

~vF (ξqx − iqy) = vF (ξpx − ipy), where ξ = ± for the K and K′ points, respectively,

and p = ~q. The Hamiltonian must be expanded into a 4 × 4 space to encompass

the K and K′ subblocks:

H(q) =



0 f+ 0 0

f ∗
+ 0 0 0

0 0 0 f ∗
−

0 0 f− 0


=

vFp · σ 0

0 vFp · σ

 (1.9)
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This low-energy effective Hamiltonian can be written using a more compact no-

tation:

H4D = H2D ⊗ τ0 = vF [p · σ]⊗ τ0 (1.10)

where σ are the 2-dimensional Pauli matrices, and τ0 is the 2× 2 identity matrix

used to include the valley degree of freedom [38]. With the definition of the mo-

mentum operator as p = −i~∇, the Hamiltonian is shown to be equivalent to the

four-dimensional Dirac equation (a 2D Dirac equation for each valley). The mapping

of the low-energy electronic states in graphene to the Dirac equation explains why

the (K or K′) are known as the Dirac points. More importantly, it implies that the

low-energy quasiparticles in graphene behave analogously to massless, charged Dirac

fermions that travel at a fraction of the speed of light. Indeed, much of the low-

energy physics which has been studied in graphene can be understood from the point

of the view of the Dirac equation. The identification of the low-energy quasiparticles

that behave like massless, Dirac fermions has been experimentally confirmed in mea-

surements of the Shubnikov-de Haas oscillations and the half-integer Quantum Hall

Effect (QHE) [8, 39–41], and by measurements of the graphene band structure us-

ing scanning tunneling spectroscopy [42] Angle-Resolved Photoelectron Spectroscopy

(ARPES) [43, 44].

1.2.1 Chirality and Backscattering Suppression

The suppression of backscattering in graphene is a direct consequence of the low-

energy electronic structure of this material, which can be expressed in terms of

the Dirac equation for massless fermions (Eqn. 1.10). We can define the quantum-

mechanical helicity or chirality operator ĥ as the projection of the a particle’s spin

onto the direction of propagation:
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ĥ =
1

2
σ · p

|p|
(1.11)

The chirality operator commutes with the 2D Dirac Hamiltonian H2D, and there-

fore it is a good quantum number for the low-energy massless Dirac quasiparticles

in graphene and this quantity is conserved. This operator is well known in high-

energy physics, where it is invoked to explain the ‘left-handedness’ of neutrinos (spin

anti-parallel to momentum) and the ‘right-handedness of anti-neutrinos (spin paral-

lel to momentum) [45]. For neutrinos the chirality is with respect to the neutrino’s

intrsinsic spin, but in graphene the chirality refers to the conservation of the ‘pseu-

dospin’ or sublattice degree of freedom. For the effective Dirac fermions in graphene,

ĥΨξ = ξλ1
2
Ψξ, where ξ is the valley index (+ for K, - for K′) and λ is the band

index (+ for conduction band, - for valence band). Figure 1.4 schematically shows

how the chirality of a Dirac fermion in graphene changes for the different bands and

valleys. The conservation of chirality for the charge carriers in graphene implies that

they are protected from backscattering for long-range forces (ie. Coulomb force).

Backscattering implies very large momentum changes, so that Dirac quasiparticles

can only backscatter from the K valley into the K′ valley (or vice versa). However,

the electrons/holes in the K have the opposite chirality of the electron/holes in the

K′, so this scattering channel is forbidden [30]. The suppression of backscattering is

spectacularly evidenced in the Klein tunneling [46] of charge carriers across graphene

PN junctions. In graphene, electrons incident on a PN junction only are allowed to

scatter into either electron states moving in the same direction or hole states moving

in the opposite direction. Every other scattering channel involves a change in the

pseudospin of the original state, which is only possible for very short-range potentials

(on the scale of the C-C bond length between the neighboring A and B sublattic

sites). Therefore, carriers travelling towards PN junction (square potential barrier)

at near normal incidence are perfectly transmitted [47].
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Figure 1.4: Chirality and pseudospin conservation in graphene. The black arrows
refer to momentum, and the green arrows pseudospin. The chirality of a quasiparticle
in graphene is determined by the band index λ and the valley index ξ, where the
chirality eigenvalue η = ξλ

Backscattering suppression has important implications for charge transport in

graphene when doped near the Dirac point. Graphene devices on SiO2 possess room

temperature electron/hole mobilities of between 5000 cm2/V · s - 20000 cm2/V · s

even the prescence of disorder (ie. Coulomb impurities). In comparison, the elec-

tron mobility of bulk n-type silicon is only 1450 cm2/V · s [48]. The high mobility

of charge carriers in grapheen in the presence of disorder is directly attributable to

a near-total lack of carrier backscattering [49], in addition to the very low instrinsic

electron-phonon coupling in graphene [50, 51]. The measured transport mobility at

room temperature is still much lower than the theoretically predicted carrier mo-

bility of 200000 cm2/V · s because of the comparatively stronger electron-phonon

coupling between the carriers in graphene and nearby materials (ie. substrate and/or

gate oxide) [52]. This was confirmed by more recent measurements using suspended

graphene devices [53, 54, 54, 55] or graphene deposited onto boron nitride [56? ]. Even

greater graphene mobilities have been measured using magneto-optical spectroscopy
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for faulted graphene layers embedded in bulk graphite [57] or multilayer epitaxial

graphene grown on SiC(0001) [58]. Unfortunately, the ballistic charge conduction in

graphene comes at a price: graphene FETs have very poor ON/OFF ratios because

of the Klein tunneling effect. Therefore, intrinsic graphene is a very poor material for

low-frequency FET devices.

1.2.2 Half-integer Quantum Hall Effect

Any two-dimensional electron gas (2DEG) in an out-of-plane magnetic field will form

quantized cyclotron orbits known as Landau levels, which are capable of forming

because the motion of the particles is constrained in the plane. The motion of a

particle in a cyclotron orbit is mathematically equivalent to a 2D harmonic oscillator,

so the quantum mechanical solution of this canonical problem is applicable to the

case of of a 2DEG in a magnetic field. In traditional 2DEGs like Al-GaAs the charge

carriers are massive quasiparticles described by the Schrödinger equation, and so the

energy levels of these states are equidistant in energy and possess equal degeneracy.

ES
N = ~ωc(N + 1/2) (1.12)

The factor ωc = eB/m is the classic cyclotron frequency for a charged particle

of mass m in magnetic field of strength B, and N = 0, 1, 2, . . . is the Landau level

index. It is clear that in the normal 2DEGs the Landau level spacing is linear in both

the level index and the magnetic field strength. For high mobility 2DEG samples at

2.3K or lower it is possible to measure the quantum hall effect (QHE) in an applied

perpendicular magnetic field. The QHE is a consequence of Landau level formation,

and is expressed as quantized integer conductance values versus changes in the Fermi

energy of the material. The values of the quantized Hall conductance are determined

by the occupancy of each Landau Level. In general the Landau level occupancy,

or ‘filling factor’, is equal to gs(e
2/h), where the factor gs = 2 stems from the spin
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degeneracy of the 2DEG.

Graphene is an unusual 2DEG because the low-energy quasiparticles behave like

massless, Dirac fermions, which form Landau levels with a non-equidistant energy

spacing.

ED
N = λvF

√
2e~B|N | (1.13)

In graphene the energy gap between lowest Landau Level (N = 0) and the next

highest Landau level (N = ±1) is large enough that the QHE is observable at room

temperature in reasonable magnetic fields. The lowest Landau level in graphene is

unique; it is pinned at the Dirac point, it consists equally of electrons and holes, and

the N = 0 quantum states are both valley- and pseudospin-polarized. In addition,

the Hall conductance plateaus observed in the QHE for graphene occur at half-integer

quantized values [45]:

σxy =
I

VH

= gvgs(N + 1/2)
e2

h
(1.14)

where gv = 2 and gs = 2 for the spin and valley degeneracies. The non-equidistant

energy spacing and the half-integer QHE in graphene is a direct consequence of mag-

netic orbital quantization of a 2D massless, charged Dirac gas. In particular, this

behavior stems from a non-zero geometric or Berry’s phase in graphene. As clearly

shown in the functional form of the Dirac Hamiltonian eigenstates (Eq. 1.8), low-

energy quasiparticles which move adiabatically in circular orbits accrue an additional

wave function phase of θ = π. The Berry’s phase π implies that semi-classical, quan-

tized cyclotron orbits in graphene must be an odd-number of half-wavelengths in

circumference for the wave function to be continuous, because the additional half-

wavelength is accrued automatically. This ‘half-wavelength’ condition leads to the

half-integer form of the QHE in graphene.
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CHAPTER II

METHODS

2.1 Sample Preparation

The quality and size of silicon carbide (SiC) wafers has increased dramatically in

recent history. Until thirty years ago, SiC was only produced in very small quantities

as a byproduct of the Acheson method where coke and silica are heated in an electric

smelting furnace to form amorphous silicon carbide [59]. The Acheson method usu-

ally only produces microcrystalline SiC, although sometimes larger crystal ‘platelets’

can form in voids between the source materials [60]. The search for SiC electronics

officially began when Lely revealed his physical vapor transport (PVT) method for

growing relatively large SiC platelets ( 1 cm2) in 1955 [61]. This discovery incited

the electronics industry as well as many independent researcher to express interest in

replacing the nascent silicon electronic material with SiC. William Shockley, one of

the inventors of the transistor, supported SiC (and carbon) electronics in a statement

at the First International Conference on Silicon Carbide in 1959 [62]:

Now the big question is this: How is the problem of high temperature going

to be solved? What are the horses to put one’s money on?... One approach

is the logical sequence we see here: Ge, Si, SiC, C in that sequence...

SiC is attractive because it has a wide band gap (depending on the material

polytype) and excellent thermal stability and conductivity, which in turn allows the

material to operate as a semiconductor at temperatures as high as 800 ◦ C [63]. The

incredible hardness of SiC, which is only slightly less than diamond, originates from

the strong Si-C covalent bonds in the material. The hardness of SiC also contributes

to the radiation insensitivity of the material, which has made SiC electronics a prime
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candidate for the aerospace industry to this day [64]. Unfortunately, the success

of SiC was halted by the problem of forming larger and higher-purity SiC crystal

using the Lely method [65]. The quality and size of silicon semiconductor wafers

continued to increase and this material was eventually adopted despite it’s many

intrinsic limitations [60].

SiC research was jump started yet again in 1978 by the modified PVT method

which employs seed crystals to increase the growth rate [66]. The seed crystal assisted

PVT growth, refined by various researchers, enabled the preparation of large boules

of SiC in the late 1980s [67–70]. Chemical-vapor deposition (CVD) of SiC thin-films

onto Si or SiC substrates is another popular method for making SiC devices [65], and

more recently high-temperature CVD methods have achieved similar growth rates and

comparably lower impurity levels [63]. Thin-film growth techniques benefit from not

needing to cut a large SiC boule into a flat wafer, which is difficult for SiC because it is

such a hard material [65]. Cree Research Inc. began to manufacture 25 mm diameter

SiC wafers in 1989, and today there are multiple companies producing high-quality

electronic grade SiC [63]. As the size of silicon carbide wafers increased, it became

increasingly clear that the material was plagued by a variety of defects. Intrinsic

defects in SiC include threading screw dislocations and, the related and even more

troublesome, micropipes which can form around these screw dislocations [60]. Crystal

growers have optimized SiC growth parameters in recent years, and today 150mm

diameter, low micropipe density carbide wafers are commercially available [63]. While

other kinds of intrinsic defects persist in modern day silicon carbide wafers (stacking

fault induced multiple polytypism, threaded edge dislocations, step bunching, etc.),

the overall quality/cost ratio of the material has improved to such a point that SiC has

become a commercially viable substrate for efficient III-nitride light-emitting diodes

[60] and and as the active element high power electronics [71–73].
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Silicon carbide wafers can also suffer from extrinsic defects. Extrinsic defects are

those that occur due to processing and handling steps after crystal growth. These ex-

trinsic defects often manifest in the form of surface roughness such as scratches (short

wavelength height variations), dimples (long wavelength height variations), or step

bunches (periodic height variations). Scratches and dimples can form during lapping

and polishing planarization processing steps. Step bunches are unique in that they

can occur as either extrinsic or intrinsic defects, although intrinsic step bunching is

largely unimportant since the SiC wafers are often polished after growth. Improp-

erly polishing silicon carbide can also result in subsurface defects, such as stacking

faults and dislocations [70, 74, 75]. Global doping in SiC is often achieve by directly

introducing the dopant into the furnace during growth, but local doping of SiC is

often achieved using high energy ion-implantation followed by a relatively high tem-

perature annealing step. Ion-implementation is necessary because high-temperature

diffusion is a very slow, inefficient process in SiC [76]. Both the ion-implantation and

annealing steps can cause significant surface roughening and internal damage to the

crystal lattice [60, 77, 78].

To study the growth of epitaxial graphene on silicon carbide, and in general the

growth of all thin-film materials, it is important to prepare the initial substrate by

tailoring the number of defects across the surface. Intrinsic defects such as vacan-

cies and step edges clearly impact the growth of epitaxial graphene because they

dominate the global sublimation rate due to atomic desorption. Desorption is fa-

vored near crystalline defects because nearby atoms possess dangling bonds and are

in a higher energy state compared to atoms with fully saturated bonding. Extrinsic

defects such as scratches should alter the local silicon sublimation rate in a similar

manner; by changing the surface step-flow dynamics that strongly impact epitaxial

graphene growth. Defects can also act as a local nucleation site for crystal forma-

tion by statistically reducing the mobility of nearby adatoms and making them more
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susceptible to additional atom capture [79, 80]. In general adsorbed molecules are

less mobile than single adatoms, and in certain deposition regimes (ie. temperature,

incident flux, etc.) there exists a critical size after which an adatom island becomes

pinned to the substrate [81–84]. In many system the critical size increases as a func-

tion of temperature, proceeding from monomers at very low temperature to dimers,

trimers, etc [85]. Curiously, five-atom (pentamer) graphene clusters on ruthenium

remain mobile and stable islands are formed only when six pentamers join together

[86, 87].

We have focused on using various sample preparation techniques to prepare the

silicon carbide surface for epitaxial graphene growth. The two SiC wafers used in

this study were purchased from Cree Research Inc., and were subsequently diced into

3.5 x 4.5 mm samples using the wafer cutting facilities in the cleanroom at Georgia

Techs Institute of Electronics and Nanotechnology (IEN). Wafer H (50 mm diameter)

was doped 6H− SiC(0001) with double-sided mechanical polishing. Wafer L (75 mm

diameter) was semi-insulating 4H− SiC with normal mechanical polishing on the

SiC(0001) surface and chemical mechanical polishing (CMP) on the SiC(0001) surface.

Epitaxial graphene growth studies were carried out on CMP SiC surfaces or hydrogen

etched SiC surfaces. Hydrogen etching is a common technique for forming atomically

flat SiC terraces with very straight steps on CMP or mechanically polished surfaces

[88]. The following subsections will discuss simple mechanical polishing, CMP, and

hydrogen etching sample preparation techniques. The final subsection will introduce

a hybrid technique known as dimple grinding, which was used in conjunction with

hydrogen etching to prepare off-axis SiC surfaces on a nominally on-axis wafer.

2.1.1 Mechanical and Chemical Mechanical Polishing

Semiconductor wafers are mechanically lapped and polished after they are cut from

a large boule of high-purity material. The wafer is sliced from the boule using a
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diamond saw blade, which leaves the surface roughened and the near-surface region

damaged with crystalline defects, macroscopic cracks, and non-uniform stress in the

crystal [89]. Lapping and polishing are used to micromachine the surface and near-

surface regions of the wafer to achieve better electronic device performance. Lapping

involves the use of an abrasive to mechanically remove large amounts of material and

reduce the thickness of a wafer. The primary objective of lapping is often to improve

the uniformity of the wafer thickness [90]. The abrasive usually consists of a hard

mineral grit either mixed into a colloidal solution known as a slurry, or bonded onto

the surface of flexible substrate. The grit is worked against the wafer using a durable,

metallic lapping wheel operated at constant speed and pressure. Increasing the grit

size, wheel speed, and wheel pressure increases the material removal rate (MRR), but

it also increases the surface roughness damage [91].

A correctly lapped wafer surface has less damage than a wafer cut directly from

the boule. Complete removal of the surface roughness and near-surface damage is

accomplished by polishing. Polishing resembles slurry-based lapping, except the hard

metallic wheel is covered or replaced by a pliant polishing pad. The polishing pad

spreads the wheel pressure more evenly across the wafer surface and soaks up the

abrasive slurry which is either continuously or periodically refreshed [89]. The lap-

ping and polishing steps are implemented in steps of ever reducing severity. During

the lapping and initial polishing steps, the MRR is fast but the surface and near-

surface damage remains high. During the final polishing steps the MRR is gradually

decreased by reducing the size of the grit and the operating speed/pressure of the

polishing wheel. This gradual process eliminates the majority of surface and near-

surface damage [90]. With larger grit sizes and high wheel rotation rate and pressure,

material is removed via a brittle fracture mechanism which leaves an imprint on the

surface. With small enough grit, slow rotational velocity, and low pressure, the pol-

ishing reaches a transition point where a ductile removal process dominates [92]. The
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ductile polishing regime is desirable because it results in a very smooth surface and

very little near-surface damage. Ductile polishing leaves an amorphous surface layer

which may not be ideal for further processing steps, such as surface epitaxial growth.

It is also possible for crystal dislocations and stacking faults to persist after careful

mechanical polishing in the ductile regime. Amorphous layers and crystal defects are

often removed from silicon wafers by high temperature oxidation followed by an HF

oxide etch [93].

One downside of simple mechanical polishing is that it is difficult to achieve atom-

ically flat surfaces on extremely hard and brittle materials such as sapphire or SiC.

Figure 2.1 is an atomic force microscopy (AFM) image of the mechanically polished

4H and 6H SiC(0001) sample surfaces used in this thesis. The initial root mean

square (RMS) surface roughness of the mechanically polished surfaces was 0.92 nm),

and consists mainly of randomly oriented, straight scratches as deep as 8 nm. As

noted above, the only way to achieve atomically flat surfaces with mechanical polish-

ing is to sequentially reduce the grit size past the ductile polishing regime [92, 94].

The critical cutting depth for SiC is on the order of 0.1µm so ductile removal occurs

during the final polishing stages, but SiC is so hard (Moh’s Hardness of 9.5) and

brittle that even ultra-fine diamond polishing compounds (Moh’s Hardness of 10) are

unable to achieve atomic-scale planarity [95].

CMP is a hybrid method that combines chemical etching and simple mechanical

polishing in which a relatively soft abrasive grit is suspended in slurry containing a

reactive chemical solution [89], and is now the standard method for the planarization

of essentially every material used in the semiconductor industry [89, 96], including

SiC [70]. During CMP the chemical solution reacts with the wafer surface to form

a softer material, which is then removed by the abrasive. Material is preferentially

removed from asperities on the wafer resulting in atomically smooth surfaces and very

little near-surface damage because the soft abrasive can only impact the relatively
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Figure 2.1: AFM topography measurements of the as-received hexagonal SiC samples
purchased from Cree Research, Inc. (a) Simple mechanical polishing with a diamond
based slurry leaves the SiC with residual, randomly oriented scratches that are up to
several nanometers deep.

soft oxide which forms during processing. The soft abrasive cannot effectively damage

the wafer surface before the surface reacts with the chemical solution. In addition,

the heat generated by the friction between the wafer and polishing pad thermally

activates the chemical reaction of the substrate [96]. Silicon wafer CMP is perhaps

the prototypical and most well-known example of the CMP method. Silicon dioxide

nanoparticles are mixed with a highly concentrated alkaline solution (pH 10-11)

to form a basic colloidal silica suspension. The alkaline agent oxidizes the silicon

surface, which is then worn away by the silica abrasive [97]. CMP on chemically

inert and thermally resistant materials like SiC is limited by very slow oxidation

rates [98]. The use of a normal alkaline colloidal silica slurry for polishing silicon

wafers results in a MRR of much less than 1 um
hr

on SiC wafers [75]. However, in

many cases only a single CMP step is required so the overall planarization process is

faster and more reproducible. Modifications to standard silicon CMP have achieved

atomic-scale planarity at reasonably high MRR by replacing silica grit with a harder

material such as alumina [99], adding strong oxidizers into the solution [100],, or

including specially-prepared diamond nanoparticles [101].
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2.1.2 Hydrogen Etching

Before CMP for SiC was made more practical, hydrogen etching was the only method

for preparing atomically flat SiC surfaces. Planarization of SiC via hydrogen etch-

ing resembles epitaxial graphene growth of SiC [102]. At temperatures between

1200 ◦ C − 1800 ◦C in UHV or an inert atmosphere SiC decomposes primarily by

monoatomic silicon sublimation [103–105]. High-temperature annealing of crystals

promotes rapid step-flow which quickly alters the initial surface morphology. A spec-

tacular example of this behavior is observed in the Si(111) surface, which will form

unit-cell, triple unit-cell, or step bunched surfaces depending upon the initial crystal

facet and morphology [106, 107]. Step-flow assisted planarization of SiC is compli-

cated by the formation of graphene which accumulates amidst silicon sublimation

[108]. The graphene buffer layer on SiC(0001) appears to pin SiC steps, perhaps

contributing to the severe surface roughening observed in the system [109, 110]. The

situation is less clear for SiC(0001), but this surface also suffers from surface rough-

ening during high-temperature sublimation and graphene growth [111]. Graphene

related surface roughening is avoided if the SiC is heated in a hydrogen rich environ-

ment. The hydrogen reacts with surface carbon to form simple gaseous hydrocarbons

and passivates the bare SiC surface [112]. At high temperatures the graphene-free SiC

surface steps flow unimpeded and can repair residual polishing damage [88, 108, 112].

The literature suggests an incredible range of possible hydrogen etching process

parameters depending upon the SiC surface termination, polytype, and initial sur-

face condition. Etching with hydrogen gas has been accomplished with temperatures

from 1275 ◦C for 3C− SiC) [113] to as high as 1750 ◦ C for defective, early genera-

tion Lely platelets [112]. Hydrogen gas pressures range from 50mbar to atmospheric

pressure [108, 112–114]. Some groups work with non-flammable mixtures of hydro-

gen and argon, which reduces the etch rate while simultaneously restricting silicon

sublimation from the crystal surface [115]. One major reason for the disparity in the
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hydrogen etching parameters employed by different laboratories is that the etching

process is sensitive to the furnace material and furnace history. It is very common

to use graphite furnaces for hydrogen etching and other high temperature SiC pro-

cesses. Unfortunately, the hydrogen will etch both the SiC and graphite furnace itself.

The overabundance of gaseous hydrocarbons which results from etching the graphite

furnace walls reduces the etching rate of the SiC to maintain chemical equilibrium

[114–116]. To prevent excess hydrocarbon buildup it is common to use boron nitride,

tantalum carbide, or even SiC coated graphite furnaces for hydrogen etching [114].

It is also common to see tantalum or molybdenum furnaces because these materials

enhance the hydrogen etching process [117].

Hydrogen etching of SiC is difficult to optimize because it is necessary to balance

the net quantity of both silicon and carbon removed from the surface. At high hy-

drogen pressure/flow rates and relatively low temperatures carbon etching is rapid

relative to the rate of silicon sublimation leading to an accumulation of silicon adatom

across the substrate in the form of large silicon droplets [78]. These silicon droplets

act as a local SiC etching mask and roughen the final surface [115]. At very high

furnace pressures, flow rates, and temperatures the carbon etching rate and the sil-

icon sublimation rate are similar enough to prevent silicon droplet formation [116].

Nevertheless, at temperatures above approximately 1550 ◦ C the hydrogen etched SiC

tends to form large step bunches with atomically flat terraces [118]. Step bunches are

problematic for traditional semiconductor electronics, but for epitaxial graphene the

stability of large steps on SiC have been utilized to fabricate sidewall nanoribbons

[119].

Two different hydrogen etching furnaces were utilized for preparing SiC surface

for graphene growth. The first was a small, custom-built tantalum hydrogen etch-

ing furnace picture in Figure 2.2a [120]. Hydrogen etching was performed using a

3% hydrogen/argon mixture at atmospheric pressure, flowed at a rate of 2.4 SLPM
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(a) (b)

(c)

Figure 2.2: (a) Picture of the custom tantalum thin-wall hydrogen etching furnace,
which can prepare both (b) single unit-cell and (c) half unit-cell 6H SiC(0001) surfaces
(measured by AFM) depending upon the etching recipe and initial surface conditions.

(standard liter per minute). The furnace temperature was operated between 1400 ◦ C

and 1450 ◦C to prevent unwanted furnace deterioration [121]. 4H SiC surfaces hy-

drogen etched in the custom hydrogen etching furnace had straight, unit-cell high

steps separating atomically flat terraces as determined by AFM (not shown). 6H SiC

surfaces hydrogen etched in the same manner usually exhibited unit-cell high steps

(Fig. 2.2b), although sometimes samples would possess half unit-cell steps (Fig. 2.2c)

[88].

Figure 2.3 show the second type of furnace used for hydrogen etching: a com-

mercial First Nano Graphene (FNG) furnace (CVD Corporation, Islip, NY)1. The

FNG furnace consists of a large graphite furnace/susceptor which can accommodate

100mm diameter substrates and has three gas injection ports connected to hydrogen,

argon, methane, and silane cylinders. The recipe used with the custom hydrogen etch-

ing furnace is not effective in the FNG, leaving SiC surfaces relatively unchanged from

1Maintained by the Georgia Tech Nanotechnology Research Center in the Marcus Building Inor-
ganic Cleanroom
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Figure 2.3: Commercial First Nano Graphene Furnace (Easy Tube 3000), capable
of heating up to 100mm diameter substrates up to 2200 ◦ C in various environments.
The inset is an AFM image of a 4H SiC(0001) substrate hydrogen etched in this
furnace, displaying smooth and straight 8.43± 2.68 nm high step bunches (scale bar
is 20 um)

their original surface preparation (see Section 2.1.1). The very large and uncoated

graphite furnace most likely reacts with the hydrogen gas to form a large background

pressure of hydrocarbon, which inhibits the hydrogen etching of SiC samples [114–

116]. A new hydrogen etching recipe was developed with the FNG furnace to generate

atomically flat terraces separated by large step bunches. These samples were etched

in 1 bar of hydrogen gas at a furnace temperature of 1800 ◦ C, flowed at 1.0 SLPM.

On-axis SiC samples hydrogen etched in the FNG using this recipe had a significant

amount of step height variation (8.43± 2.68 nm). Off-Axis SiC samples prepared via

dimple grinding had much less step meandering than the as-received on-axis samples,

possibly because of long-range interactions between steps inside the SiC dimple (see

Section 2.1.3)

2.1.3 Dimple Grinding

Spherical, concave depressions were machined into SiC wafer samples (3.5mm ×

4.5mm× 0.250− 0.350mm) using a specialty grinding instrument known as a dimple
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(a) (b)

Figure 2.4: (a) Gatan 656 Dimple Grinder used to micromachine vicinal SiC. (b) The
dimple grinder operates by rotating a grinding/polishing spherically-shaped wheel
coated in an abrasive against the sample, while simultaneously rotating the sample.
The wheel has a spherical profile so that the concave, spherical dimple is formed on
the substrate. In this figure the wheel is not aligned with the sample axis of rotation
which would result in an aspherical surface dimple.

grinder. Dimple grinders are used to micromachine surfaces using mechanical abra-

sion with a polishing compound. The sample is mounted to a stainless steel mounting

chuck using Crystal BondTM509 (Aremco, Valley Cottage, NY), a strong wax which

melts at temperatures above 121 ◦C. The chuck is inserted into the center of the

table wheel which rotates at a slow, fixed speed. The sample chuck is centered with

respect to the axis of rotation of the table wheel using an included alignment micro-

scope. The SiC sample is coated with a diamond compound (Kay Diamond Products,

Boca Raton, FL) diluted with water,and mechanically abraded using a vertical ro-

tation wheel. The wheel has a spherically curved transverse profile with a diameter

of 15mm and is operable at variable speed. Figure 2.4 shows the Gatan 656 Dimple

Grinder,2 and a diagram which explains how the dimple grinder operates.3

The SiC dimple was ground and polished according to the principles described

in the mechanical polishing section of this chapter. Dimples 20 − 45µm deep were

2furnished by the Center for Nanostructure Characterization at the Georgia Institute of
Technology

3Reprinted from Surface and Coatings Technology, Vol. 200, Gomez, M. A., Romero, J., Lousa,
A., and Esteva, J., Tribological performance of chromium\chromium carbide multilayers deposited
by RF magnetron sputtering, 1819 - 1824, (2005), with permission from Elsevier.
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ground out using a diamond compound containing 3µm diamond particles, with the

metal grinding wheel operated at a speed of 2.5 (arbitrary units on Gatan 656 dimple

grinder). The resulting dimple appears as a cloudy circular feature visible to the

naked eye with a diameter of approximately 1.5mm. A depth gauge included on

the dimple grinder was used to measure the depth of the ground out dimple with an

accuracy of ±1µm. To remove the damage incurred during the grinding procedure,

the metallic grinding wheel is replaced by a felt polishing wheel. The polishing wheel

is soaked with a slurry of diamond compound and deionized water prior to polishing.

Subsequently smaller and smaller diamond particle compounds are used to reduce the

roughness of the dimpled surface. Individual felt polishing wheels are used for each

diamond compound to prevent cross-contamination and to maximize the smoothness

of the final surface. Starting with the 3µm diamond compound for 5 minutes at a

speed of 4, followed by 1µm and 0.25µm diamond compounds at speeds of 4, 3, and 2

for 5, 10, and 15 minutes, respectively. It is very important that the sample position

and orientation is maintained throughout the entire grinding/polishing process to

prevent multiple dimples or asphericities from forming. At the beginning of the

grinding phase, the position of the sample chuck is marked with a pen to guarantee

that the sample has not shifted during the process.

Figure 2.5 is an AFM image of a 40µm deep dimpled ground and polished into

SiC(0001). The RMS surface roughness over a 400 um2 area of the optically smooth,

mechanically polished dimple is 1.28 nm, which is close to the initial surface roughness

of the mechanically polished SiC as received from the manufacturer (0.92 nm, see

Figure 2.1).

If the speed of the felt polishing wheel is not sequentially reduced during each pol-

ishing step as described in the previous paragraph, a second type of polishing damage

is often evident over much larger length scales as shown in Fig. 2.6. These corruga-

tions are easily visible in an optical microscope (Fig. 2.6a), which makes characterizing
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Figure 2.5: AFM image of a dimpled surface immediately after slow polishing with
0.25 um diamond compounds for 30 minutes.

the dimple after polishing a relatively expedient process. The circular corrugations

or ring damage have a typical wavelength of 10− 20µm and amplitude of 5− 10 nm

(Fig. 2.6b). The ring may be due to variations in the polishing compound density

that can occur at higher wheel speeds. A barely visible single ring is is usually present

at the center of the dimple even when the optimized procedure is performed.

Hydrogen etching the SiC surface after mechanical polishing removes the residual

(a) (b)

Figure 2.6: A(a) Bright-field optical microscopy image and (b) AFM scan of a SiC
dimple rapidly polished with 0.25µm diamond compound for 30 minutes. The field
of view of the optical microscopy image is approximately 0.5mm, and the image was
white-balanced and contrast enhanced for better visibility.
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polishing damage. Etching in the custom hydrogen furnace at 1450 ◦C for several

hours produces a well-ordered surface with unit-cell high steps near the center of the

dimple as measured with AFM (Fig. 2.7a). Figure 2.7b was acquired near the dimple

rim (miscut angle 4◦ off-axis), where it is clear that the atomic terraces are much

smaller because of the local sample miscut. For this sample the steps near the rim

are well-ordered, because the sample was etched for several hours. For most samples

etched for less than one hour the step near the rim of a dimple are barely discernible,

most likely due to the much slower hydrogen etching rate observed for off-axis SiC

surface [122, 123].

Dimpled samples hydrogen etched in the First Nano furnace using the 1800 ◦ C

recipe lead to step bunch formations across the surface that are large enough to discern

using a simple optical microscope (Fig. 2.8). The step bunch height is dependent

upon the miscut angle as shown in Figure 2.9. Step bunches near the center of the

dimple had an average height of 6 nm, while step bunches near the rim had an

average height of 30 nm (not shown). These step bunches were further characterized

(a)(a) (b)(b)

Figure 2.7: AFM images of a dimpled/vicinal 4H SiC(0001) surface after hydrogen
etching in the custom furnace. (a) Near the center of the dimple the terrace widths
are large because the surface is nominally on-axis, whereas (b) near the edge of the
dimple the miscut angle is 4◦ and terrace width are much smaller.
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Figure 2.8: Bright-field optical microscopy (10x) of hydrogen etching induced step
bunches on dimpled SiC. Photo was enhanced to improve contrast, but the step
bunches are clearly visible in the unprocessed version.

(a) (b)

Figure 2.9: Images of step bunches formed on a dimpled/vicinal step after hydrogen
etching in the FNG furnace. (a) SEM image of the complete step bunches near the
lower left corner of the dimple (shown in inset). (b) AFM image of the step bunches
near the center of the dimple. Scale bar is 20µm
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using a scanning electron microscope,4 which shows that the step edges have a higher

contrast than the terraces (Fig. 2.9a). SEM images throughout the rest of the

dimple confirmed the formation of complete step bunches across the entire dimple.

2.2 Epitaxial Graphene Growth

Epitaxial graphene growth on SiC proceeds by thermal decomposition of the SiC

substrate. This type of growth requires temperatures greater than 1200 ◦C, and

typically as high as 1600 ◦ C, to achieve high-quality graphene crystals [19]. This re-

quirement restricts heating elements to refractory metals, high-temperature ceramics,

and graphite, as these are the only materials that can survive extremely high temper-

atures for a prolonged period of time. Of the refractory metals, molybdenum, tung-

sten, and tantalum are the most common. Neither tantalum or tungsten form alloys

with SiC, but tungsten islands have been observed to migrate onto SiC or graphene

during growth [124]. Molybdenum is a more ideal sample holder material for high

temperature processing because it is more thermally and electrically conductive [125].

However, molybdenum reacts with Si or SiC to form various molybdenum-silicides

[126]. In many ways graphite is the simplest and most desirable heating element for

SiC. Graphite has an extremely high melting point, has a low heat capacity which

is amenable to rapid thermal processing, and is relatively inert at high-temperatures

(except in the presence of oxygen or hydrogen) [117, 127]. Semiconductor-grade hard-

ened graphite is relatively inexpensive, simple to machine, and often used for growing

silicon carbide [60]. Graphite can react with elemental silicon to form SiC at high

enough temperatures [128], which over time can result in damage to the heater. For

this reason graphite is often coated with a protective layer to minimize surface damage

and reactions which can affect SiC or epitaxial graphene growth [114, 129, 130].

Graphene was grown in two different systems. The first is a room-temperature

4Hitachi S-4700 FE-SEM maintained by the Georgia Tech Nanotechnology Research Center in
the Marcus Building Inorganic Cleanroom
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(RT) UHV (RT-UHV) chamber (base pressure 1× 10−10 mbar) shown in Figure 2.10.

For growth on EG on SiC this system is equipped with an electron beam heater, which

was used to grow graphene on SiC in the earliest experiments conducted at Georgia

Tech [41]. More information is available in the theses of previous students [131–

134]. Briefly, the electron-beam heater is comprised of molybdenum housing with

an electrically isolated tungsten filament. Disc-shaped molybdenum sample holders

were used for epitaxial graphene growth. These sample holders possess a central hole

to allow direct electron bombardment of the SiC samples. SiC and graphitized SiC

samples were mounted onto molybdenum sample holders using thin tantalum spacers

to prevent direct-contact between these materials. Heating occurs by applying a large

negative voltage bias (typically less than 600V) between the filament and the sample

ground while between 4 and 5A AC current pass through the filament. With this

instrument SiC samples can be heated to temperatures as high as 1450 ◦ C in less

than 1 minute.

The electron beam heater is equipped with a Type-K thermocouple probe to mea-

sure the sample holder temperature. Unfortunately, this thermocouple is mounted

Figure 2.10: Room Temperature UHV system, equipped with an electron electron
beam heater, Low-Energy Electron Diffraction, Auger Electron Spectroscopy, and
Scanning Tunneling Microscopy.
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on a stainless steel assembly which is incompatible with the extremely high temper-

atures necessary for graphene growth; therefore, two different pyrometers were used

to measure the sample temperature. The pyrometers actually measure the sample

holder temperature because the high-quality SiC material used in our experiments is

optically transparent. In all cases the temperature of the thin tantalum sheet that

partially supports the sample was taken as the sample temperature. The first pyrome-

ter is a standard disappearing filament optical pyrometer which is manually controlled

[135]. The second pyrometer is an infrared (IR) pyrometer which automatically cal-

culates the surface temperature and has the capability for computer control and data

acquisition through a serial port (previously Mikron Infrared Inc., now Lumasense,

Santa Clara, CA). Temperatures measured with the IR pyrometer depend strongly

on the sample hemispherical emissivity, which varies for different and materials and

surface preparations. For graphitization experiments in the RT-UHV chamber the

IR pyrometer optics were focused onto the tantalum strips supporting the SiC, and

the emissivity in the pyrometer software was set to epsilon = 32.5% (the average

tantalum emissivity over the temperature range probed in this study) [136]. With

these parameters the optical and IR pyrometers agree within ±20 ◦ C.

The second UHV system used for graphene growth experiments was equipped

with an internal RF induction furnace. Figure 2.11 is a schematic of the original

UHV-Furnace (UHV-F) system, where the furnace was placed directly onto the 8

inch flange of a larger UHV chamber.The furnace was comprised of an alumina tube

containing a molybdenum susceptor with a closed end graphite tube (Fig. 2.11). This

furnace was originally designed by Dr. David Lee Miller and more details can be found

in his thesis [137]. The furnace was heated using coiled copper tubing connected

to a 3 kW RF power source (Ambrell, Scottsville, NY). Cold water flows through

the copper coils to prevent overheating of the coils themselves or of the high power

fluid/electrical vacuum feedthrough (MDC Vacuum, Hayward, CA). The furnace was
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Figure 2.11: UHV chamber used for in-situ sample growth in a custom graphite
furnace, and in-situ sample analysis using a retarding field analyzer for Auger elec-
tron spectroscopy (AES) and low-energy electron diffraction (LEED). SiC samples
are held in a graphite holder that allows access to both sides of the wafer (inset; red
balls represent gaseous silicon). The sample holder effectively seals the graphite fur-
nace, leaving only a narrow annular channel (6.35mm mean diameter, 15µm width)
between the sample holder and furnace wall.

assembled and mounted to the internal face of the 8 inch flange using two stainless-

steel threaded rods and specially constructed stainless steel clamp. The furnace was

equipped with an argon gas line to study the effect of inert gas pressure on graphene

growth. An ultra-high purity argon gas cylinder was connected directly to an oxygen

gas and water vapor purifier (Matheson Tri-Gas). The gas filter was connected to

an ultra-high precision valve capable of leak rates as low as 1 × 10−10 Torr·L
s

using

stainless steel tubing, which was mounted onto the back of the furnace flange . The

gas line was formed using 1/4 in stainless steel tubing joined together using Swagelock

connectors and valves. The gas line was leak-checked using helium gas in conjunction

with the quadrupole mass spectrometer. Although not shown in Figure 2.11, a small

samply cylinder attached containing a subatmospheric pressure of pure silane gas was

attached to the UHV-F system via a separate precision leak valve.

Samples were inserted into the graphite furnace using a custom graphite sample
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holder, consisting of two arms with slots connected to a plug (inset of Fig. 2.11).

As many as three SiC samples were placed into the sample holder slots. A slightly

larger ‘cap’ SiC was wedged into the front end of the sample holder to prevent the

samples from falling out. The SiC cap was heated in the furnace to 1600 ◦C in UHV

for one hour in order to cover the surface with a thick layer of graphene to limit

further silicon sublimation from this element. This sample holder design allowed us

to study graphitization rates on both polar terminations of SiC simultaneously. The

gap between the graphite furnace and sample holder was an annulus approximately

150µm thick and 3mm in length, at a radius of 3.1mm.

Growth experiments were conducted either at UHV or in static pressure of argon

gas. Prior to an experiment the furnace was outgassed at 1600 ◦ C for 30 minutes

to remove residual silicon from previous SiC anneals. Before leaking argon gas into

the furnace, the gate valves to the chamber ion pump and transfer arm turbo pump

were closed. The argon gas line was purged for 5 minutes and pumped down for

one hour prior to backfilling the furnace in order to minimize contaminants. During

this time, the samples were outgassed in the furnace for 30 minutes at 850 ◦C to

desorb volatile gases which might influence graphene growth. After pumping the

down the gas line, the valve connecting it to the turbopump was closed and the line

was filled with argon gas to approximately 1 bar. Before argon gas was leaked into

the chamber, the sample temperature was less than 850 ◦C as measured by the IR

pyrometer. I estimate the error of our temperature measurements to be ±25 ◦C.

The argon gas pressure in the furnace chamber was measured with a typical Bayert-

Alpert ion gauge at pressures less than 1×10−4mbar. Higher pressures were measured

using a Convectron gauge. After pressure stabilization was complete, the leak valve

was closed. At this point, the furnace temperature was increased to 1200 ◦C and

maintained for 20 minutes to allow the initial SiC step-flow to stabilize across the

surface [138]. Following the 1200 ◦C anneal, the furnace temperature was increased
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to the final growth temperature for a set amount of time. During sample growth the

argon gas line was purged and pumped down to a base pressure of 2× 10−7 mbar by

turbomolecular pumping. After completing the growth phase the RF power source

was turned off to cool the furnace down to 1100 ◦C within 15 seconds and to 700 ◦ C

within 2 minutes. Once the temperature of the furnace decreased to less than 700 ◦ C

the UHV-F chamber was pumped down to a pressure of 1 × 10−7 mbar, at which

point the ion pump gate valve was opened. Over 12 hours the system pressure would

approach a minimum of 1× 10−9 mbar. If the ion pump was heated to 125 ◦C during

this time period the pressure would reach the system base pressure of 1×10−10 mbar.

After graphene growth the sample holder was removed from the furnace and placed

in front of the UHV-F retarding field analyzer for LEED and AES measurements (see

Section 2.3.1). LEED was used to detect the presence of graphene growth and to pro-

vide an initial characterization of the graphene quality. A quantitative measurement

of the average graphene thickness across the sample surface was made with AES. The

AES measurements were calibrated using homogeneous epitaxial graphene buffer layer

samples prepared by annealing in a custom low vacuum furnace (see Section 4.1). The

graphene film thickness was used to calculate the time-integrated graphene growth

rate for each sample surface in the furnace. The uncertainty in the graphene thick-

ness measurement was estimated based upon the background noise level of the Auger

spectrum for each sample. The standard deviation of the Auger spectrum was con-

verted to an uncertainty in graphene thickness using the Auger attenuation model

calculated in section 3.2 and using the standard method of uncertainty propagation.

2.3 Sample Characterization

Epitaxial graphene on silicon carbide is uniquely suited for studies using vacuum-

based surface science techniques. Surface science involves the study of physical and

chemical phenomena at the interfaces between different materials and/or phases. The
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solid-vacuum or solid-gas interfaces/surfaces are the easiest to study because these

systems are accessible to the largest array of surface science techniques. In a vacuum

environment, the surface may be probed with a variety of particle scattering tech-

niques, such as AES and LEED. Scanning probe microscopy is another powerful class

of techniques which is useful for studying surfaces. SPM generally does not require a

vacuum environment, although in practice sample cleanliness sometimes necessitates

the use of UHV systems. Scanning Tunneling Microscopy (STM) is a very powerful

form of SPM for directly probing the surface structure and electronic properties of

conductive material. The first subsection will discuss particle scattering techniques

and their applications in surface science, followed by the AES and LEED instruments

I used in this thesis. The second subsection will present a general introduction to

SPM, followed by an in-depth look at the theory and experimental design behind

STM.

2.3.1 Particle Scattering Techniques

Scattering spectroscopy involves a particle probe beam which interacts with a solid

surface in some way to produce a signal spectrum of scattered electrons. The particle

source is typically engineered to produce a probe beam that is well-collimated, is

highly focused, and has a narrow energy bandwidth. For instance, in AES the probe

is a highly focused high-energy electron beam operated at a constant voltage. This

primary electron beam scatters a signal spectrum of secondary electrons out of the

targeted sample that are then collected by an electron analyzer [139]. Electron energy

analyzers range from simple current collecting electrodes to extremely complicated

precision instruments capable of simultaneously measuring electron energy, current,

momentum, and spin [140]. Another surface-sensitive particle spectroscopy is X-ray

Photoelectron Spectroscopy (XPS). XPS is similar to AES in that a signal spectrum

of electrons is scattered from the sample and collected using an electron analyzer, but
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in this case the signal is scattered from the sample by a collimated X-ray probe beam

using the photoelectric effect [141]. The surface sensitivity of these techniques de-

pends upon the type of particle in the probe and/or signal spectrum because different

particles have different scattering cross-sections and mean-free paths [140]. AES and

XPS have almost equivalent surface-sensitivity because they both analyze scattered

electron signals with similar kinetic energies [142]. The kinetic energy determines the

mean-free path of electrons in a material, which limits the effective sampling depth of

the technique. A good counter-example of this behavior can be found in Energy Dis-

persive X-ray Spectroscopy (EDS or EDX). In this case, a high-energy electron beam

causes x-ray emission from the sample, where the x-ray energy is characteristic of the

elemental composition of the sample. In this case the sampling depth is determined

by the energy of the high energy electron probe beam because the inelastic mean-free

path (IMFP) of x-rays is very long in solid materials regardless of the x-ray energy

[143].

Diffraction is another popular method for studying surfaces and interfaces. Un-

like particle spectroscopy in which the probe beam excites a particle spectrum via

predominantly inelastic scattering, diffraction techniques only study the elastically

scattered components of the probe. Diffraction occurs when waves elastically scatter

off of ordered structures, such as diffraction gratings or crystal lattices. Therefore,

diffraction techniques explicitly depend on wave-particle duality. The scattered waves

interfere with one another because of phase shifts that accrue as the incident waves

scatter off different parts of the ordered structure. The interference or diffraction pat-

tern which results from this process reveals the symmetry and characteristic length

scales of the structure. Tuning the energy of the probe changes the wavelength of the

particles in the beam, which changes the diffraction pattern in a predictable manner.

Surface-sensitive particle diffraction employs massive particles with small mean-free

paths such as low-energy electrons [144, 145], and helium atoms [146]. In a grazing
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angle geometry it is even possible to perform surface sensitive diffraction measure-

ments with longer mean-free path incident beams of x-rays, [147, 148] neutrons [149],

or high-energy electrons (RHEED). [150] Although these technique are very useful

for identifying the structure of surface and near-surface phase, in many cases mul-

tiple scatterings must be taken into account to describe these diffraction patterns

quantitatively [140].

Both chambers were equipped with instruments capable of performing LEED and

AES. The UHV-F system has a single retarding-field analyzer (RFA) for both LEED

and AES measurements (LK Technologies, Bloomington, IN). The RT-UHV system

has an RFA dedicated to LEED measurements (Princeton Research Instruments, Inc.,

Princeton, NJ). A diagram of the RFA design used in both systems is shown in Figure

2.12. The RFA consists of an electron gun axially centered behind 4 spherically

formed tungsten grids. The electron gun emits a collimated electron beam with a

narrow energy bandwidth known as the primary beam. The first and fourth tungsten

grids (G1 and G4) are grounded for electrostatic shielding. The inner grids (G23)

are electrically shorted to one another to insure field uniformity. Behind the grids

is a spherical glass collector plate, coated with a transparent conductive film and

a thin layer of phosphorescent dust. When the RFA is operated in LEED mode,

grids G23 act as a high-pass filter for electrons which diffract off the sample surface.

The primary beam energy is controlled directly by the user. Simultaneously, the

RFA/LEED electronics automatically set the voltage on grids G23 to a value slightly

lower than the primary beam voltage. This configuration favors the transmittance of

diffracted electrons at the primary beam energy over the large background spectrum

of electrons with lower energy due to inelastic scattering. The diffracted electrons

phosphoresce upon striking the semi-transparent collector plate, which is visible from

the back-side of the instrument (Fig. 2.13). Images of the diffraction pattern are saved

for later analysis using a camera. One significant difference between the two LEED
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Figure 2.12: Diagram of the Retarding Field Analyzer used for both AES and LEED
in the UHV-F system. The dashed lines denote the grids used for filtering electron
scattered from the sample surface, where G2 and G3 are connected to variable voltage
and G1 and G4 are held at ground for electrostatic shielding. The (green) solid
half-circle behind the grids is the glass collector plate, which is coated with both
a transparent electrode and a phosphorescent powder for diffraction imaging. The
voltage on the collector ranges from as low as 200V for AES, and as high as 5 kV for
LEED (although it is typically operated between 3− 4 kV. The Ammeter connected
to the collector for measuring Auger electron current is a simplification; in practice,
the current is measured using a lock-in amplifier.
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Figure 2.13: Depiction of LEED pattern acquisition using an RFA. The centered
electron gun emits the low-energy primary beam, which diffract off the surface of the
sample. The scattered electrons are energy-filtered by the stack of grids (depicted as a
transparent gray region). A diffraction pattern forms on the phosphorescent collector
because of constructive interference between electrons diffracted from a sample, in
this case the (6

√
3× 6

√
3)R30◦ surface reconstruction on SiC(0001).

systems is that the UHV-F LEED electronics are equipped with computer control

for the primary beam energy. Using the open-source camera acquisition software

package gPhoto2,5 diffraction images were automatically recorded over a range of

analyzer energies. This feature simplifies tracking of the individual diffraction beams

as a function of energy.

Performing AES with the RFA requires a different electronic configuration than

the configuration used for LEED. Once again grids G23 act as high-pass filters for

5gPhoto2 Digital Camera Software. Available from http://gphoto.sourceforge.net as of
03/15/2013.
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the electrons scattered from the sample surface. However, in this mode the primary

electron beam is operated at a constant high voltage typically between 2-5 keV and

the measured electron current is due to both elastic and inelastic scattering at the

sample surface. Figure 2.14 describes the Auger electron scattering process. In each

of these scattering events there is a probability that the high energy primary electron

(1) will transfer enough energy to an orbital electron to eject it from the bound state

around the nuclei. When a low-energy core-shell electron is ejected in this manner

(2), electrons from the high-energy valence shell will relax down to fill the vacancy

(3). The electron relaxation obeys energy conservation by either (a) emitting an x-ray

photon with an energy equal to the difference between the core-shell and valence shell

levels, or (b) ejecting an electron with the same energy (4). Therefore, the energy of

these electrons, known as Auger electrons after their discoverer [151], is characteristic

of the element involved in the scattering process since the energy of Auger electron

is determined by the orbital electron energy levels of the element [140].

The probability of an Auger electron scattering event is much lower compared to

other secondary electron scattering events. Distinguishing these small peaks amidst

this large background is essentially impossible without the use of signal amplification

which is typically achieved using a lock-in amplifier [152]. Lock-in amplification works

by summing a small AC voltage modulation with a very narrow frequency bandwidth

into the signal line. Amplification occurs by sampling the signal components with

the correct reference frequency, and rejecting all other frequency components as noise.

The AC modulated signal is then sampled and the slope of the signal directly calcu-

lated. Signal detection is improved using this type of amplification because changes

in the signal slope are much more dramatic compared to changes in the overall signal

intensity when comparing a small signal versus an intense background level.

The large secondary electron background is a factor in every variant of high-energy

electron spectroscopy or microscopy, but this problem is particularly troublesome in
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Figure 2.14: Auger electrons are scattered from materials when they are exposed
to high energy electron or x-ray beams (1), which can eject electrons from core-shell
orbitals in the near-surface region of the sample. The electron cloud relaxes by filling
the core-shell vacancy with an electron from a higher energy level, releasing energy
which can excite and eject an Auger electron (3).

the RFA geometry because of the very wide acceptance angle for scattered electrons

and the fact that the instrument only high-pass filters the scattered electrons. The

RFA geometry for AES has largely been replaced by more modern designs such as

the cylindrical mirror analyzer (CMA) [153] installed in the RT-UHV system (single-

pass CMA, PHI model 10-155, Physical Electronics, Chanhassen, MN). The CMA

improves upon the poor signal-to-noise and low energy resolution of the RFA by em-

ploying concentric cylinders with small apertures to filter scattered electrons from

sample surface before collection at the detector. The voltage bias between the two

cylinders guides the electrons from the entrance aperture to the exit aperture, ge-

ometrically forming a band-pass filter. The energy resolution in this geometry is

determined primarily by the mean acceptance angle of the CMA and width of the
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exit aperture at the cost of sacrificing total transmission of electrons. The total trans-

mission T ≈ 7%, so the electron currents achieved with this method require the use

of an electron multiplier, unlike the RFA which has a very large transmission factor

and simply collects and measures the current directly. The electron multiplier in the

CMA is a single-channel electron multiplier of the continuous dynode variety.

2.3.2 Scanning Tunneling Microscopy

Scanning probe microscopy describes any kind of imaging technique which employs a

mobile probe to measure the properties of a material. In most cases SPM is extremely

surface-sensitive, in that the measurement typically can only probe the accessible sur-

face of a material. Some SPM techniques are capable of probing subsurface properties

with nanoscale lateral resolution, such as near-field scanning microwave spectroscopy

[154]. SPM is loosely separated into contact and non-contact based techniques, al-

though there is often some ambiguity as to what actually defines contact because

different SPM techniques rely on distinct physical interactions to measure surface

features. The type interaction and SPM probe (or tip) size typically defines the the-

oretical sensitivity and resolution of the technique, although these methods are often

further limited by the practical considerations such as vibrations, signal noise, elec-

tronic speed and bandwidth, etc. This section will briefly describe the history of SPM

and the major differences between two of the more popular types of SPM, scanning

tunneling microscopy (STM) and atomic force microscopy (AFM).

Although not recognized as a form of SPM (and certainly less sensitive than

most techniques), humans often use their fingers and the sense of touch to gain in-

sight into the roughness, texture, and/or shape of the objects we encounter. This

technique is critical for people who are blind or visually impaired, especially for com-

munication using braille (a tactile reading/writing system). SPM is clearly superior
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to tactile feedback in terms of sensitivity and repeatability. Mechanical profilome-

ters are contact-based instruments where a small diamond stylus is scanned across

a surface while measuring and recording surface height variations. Despite the sim-

plicity of this technique modern mechanical profilometers are capable of detecting

surface height variations as small as approximately 0.5 nm. The lateral sensitivity of

mechanical profilometers is limited by the physical size of the stylus, although this

problem has been mitigated with the introduction of nanometer scale styluses and

with advanced analysis software which can deconvolve the tip shape with the actual

shape of the surface feature.[ref] Nevertheless, contact SPM is essentially incapable of

achieving atomic-scale imaging because the physical interaction (coulomb repulsion

for contact) which defines the measurement is unspecific and insensitive. In addition,

contact-based measurements can easily disturb the delicate and environmentally sen-

sitive atomic-scale features on most surfaces.

Non-contact SPM techniques overcome these difficulties by utilizing relatively

long-range forces and interactions between the tip and the surface. In principle the

simplest realization of this concept would involve measuring the capacitance between

a metallic sample and tip. If we were to assume that the tip apex has a known

geometric shape, in principle it is elementary to calculate either analytically or com-

putationally the tip-sample capacitance for any tip-sample separation. Unfortunately,

the tip-sample capacitance is a slowly varying function with respect to the tip-sample

separation. However, many interactions mediated by the electromagnetic force are

much more sensitive to the tip-sample separation. These interactions are monitored

and used (with the aid of an electronic feedback system) to maintain a constant

tip-sample separation as the surface is scanned. Besides maintaining pristine sample

surfaces the main benefit of non-contact SPM is that the forces involved are typi-

cally very sensitive to the tip-sample separation. The scanning tunneling microscope

(STM) invented by Binnig and Rohrer at the IBM Zurich Research lab in 1981 was the
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first example of the non-contact SPM, and was the first instrument to achieve direct

imaging of atomic-scale features on a surface [155–157]. STM utilizes the tunneling

current between a metallic tip and a conductive sample to measure and maintain the

tip-sample separation as the surface is rapidly scanned. As discussed in more detail

in the next section, the tunneling current between two electrodes depends exponen-

tially upon the electrode separation or tunneling gap [158]. The STM was rapidly

recognized as an incredibly powerful and important invention, and in 1986 the Nobel

Prize was awarded to Binnig and Rohrer for their work only 5 years earlier [159]. The

Zurich STM design was quickly replicated and improved upon by other laboratories

throughout the world [160].

The second SPM was the atomic force microscope (AFM) invented by Binnig,

Quate, and Gerber at IBM Zurich in 1986 [161]. In principle the AFM can be used

to measure any kind of force between the tip and a sample [162], although in prac-

tice topography measurements are accomplished with AFM in the non-contact mode

by measuring the relatively long-range Van der Waals force (and any other forces)

between the tip and surface to maintain a constant tip-sample separation [163]. The

AFM has been more commercially successful than the STM because it is a funda-

mentally more versatile technique [160]. The most desirable feature of AFM is that

it can be performed on any kind of a material in essentially any environment [164],

unlike STM which only works for conductive surfaces/tips and generally requires ei-

ther vacuum or an inert atmosphere in order to function with atomic-scale resolution

[140]. AFM can perform a variety of different modes in parallel with traditional

non-contact topographical scanning. For instance, scanning capacitance microscopy

has been realized as a complementary technique in AFM instruments. The AFM

maintains the constant tip-sample separation concurrent with measurements of the

tip-sample capacitance as the tip is scanned across the sample [165]. It is also possible

to measure the near-field optical response of a surface by probing it with near-field
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scanning optical microscope (NSOM). An NSOM tip is made from a pulled optical

fiber coating with metal everywhere but the tip apex. As the tip is scanned across

the surface in the AFM mode any near-field optical signals will couple to the metallic

tip aperture before propagating down the optical fiber and into a photodetector [166].

Although the AFM has been more popular, the STM is still the gold standard for

acquiring local measurements of a surface with atomic-scale resolution. In the follow-

ing sections I will describe the theory and experimental implementation of STM, and

in will close with a brief explanation of AFM in order to compare and contrast these

often complementary techniques.

2.3.2.1 Quantum Mechanical Tunneling: Background and Theory

Tunneling refers to the ability of particles to pass through potential energy barriers

that would be otherwise impossible according to classical mechanics. Quantum tun-

neling was originally invoked to model alpha decay and nuclear decay rates [167], but

is now understood that tunneling is a general feature of quantum mechanics. This

correctly implies that quantum tunneling is only observable in systems where the

wave-like nature of a particle is relevant. In other words, tunneling is only observed

when the wavelength of the particle is greater than or equal to characteristic length

scales of the systems potential energy landscape. When the objects wavelength is

very short compared to the barrier width it will interact with the barrier as a clas-

sical particle would, which is why macroscopically large particles are incapable of

tunneling. However, recent experiments involving large atomic ensembles such as

C60 fullerenes [168] and mesoscopic mechanical oscillators [169] have shown that even

relatively large objects can exhibit some quantum mechanical properties.

Elementary particles routinely undergo quantum mechanical tunneling, such as in

the nuclear decay of radioactive elements or isotopes. For instance, in alpha decay

a He2+ ion is emitted by tunneling out of the potential energy well from the strong
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nuclear force [167], and in beta decay the electron emitted from the nucleus tunnels

through the potential energy barrier of the surrounding electron cloud [170, 171].

Quantum tunneling can assist chemical reactions through the structural or conforma-

tional rearrangement of molecules despite the presence of significant energy barriers

in the reaction pathway. For example, ammonia molecule inversion occurs rapidly

at room temperature because the nitrogen atom is capable of tunneling between the

symmetric and anti-symmetric states in the molecule [172]. Electron tunneling is ex-

tremely important for understanding the ground state electronic configurations of sp2

hybridized carbon networks in organic molecules such as benzene [173], and organic

solids such as graphene and graphite (see 1) [20, 22, 23, 35].

Tunneling is responsible for a variety of electron dynamics in solid-state systems.

Cold or field emission of electrons from metals or semiconductors occurs because of

quantum mechanical tunneling [174]. Another common example of quantum me-

chanical tunneling is found in the aptly named tunnel junction. A tunnel junction

consists of two conductive materials separated by a thin insulating layer. Research

into tunnel junctions was ignited in the late 1950s by the discovery of interband tun-

neling between degenerately doped regions of opposite polarity in silicon. [175] The

tunneling barrier in these Esaki silicon diodes is a thin insulating layer of silicon layer

at the interface of the pn-junction [176]. The simplest tunnel junction consists of

two planar metals separated by an insulating layer. The theory of electron tunnel-

ing through an insulating barrier between similar or dissimilar electrodes was first

explained by Simmons [177, 178]. The first of these devices were manufactured by

depositing aluminum onto a substrate, forming a thin-film thermal oxide of alumina,

and then depositing a second aluminum onto the insulator. The Al-Al2O3-Al tun-

nel junction was studied experimentally and theoretically by Hartman and Chivian

[179, 180], who determined that the current for sufficiently thin insulating layers (less

than 30 Å) was entirely attributable to quantum-mechanical tunneling [179].

48



T ≈ e−2 z
~

√
2me(V0−E) = e−2κz (2.1)

For trapezoidal tunneling barriers this problem is solvable using the Wentzel-

Kramers-Brillouin (WKB) approximation [179, 180]. However, it is more instructive

to consider a conceptually simpler but similar problem. If the tunnel junction elec-

trodes are large enough, such that quantum size-effects may be neglected, and the

problem is restricted to rectangular barriers, then the tunnel junction problem simpli-

fies to the standard graduate level thought experiment used to demonstrate quantum

mechanical tunneling. In this case the problem involves a plane-wave electron with

mass me and momentum ~kF =
√
2meE (where E is the Fermi energy of the anode

electron gas) incident upon the electrostatic potential barrier of height V0. Classically

the particle can only surpass this barrier if the particles energy E is greater than the

height of the barrier (E > V0). The quantum mechanical version of this problem

is treated using the 1D version of Schrödingers equation. In the quantum regime

the electron wave function decays exponentially in the barrier region. Since the wave-

function is continuous, there exists a finite probability that the electron will penetrate

through the barrier and continue traveling in the form a transmitted plane wave. The

probability of transmission T (or the tunneling current) is given in Equation 2.1.

The tunneling current depends on the barrier width z and the tunneling decay

constant κ which is a simple function of the reduced barrier height (V0 − E). In

practice, V0 is the combination of the applied voltage bias and the work function

difference between the two electrode. The decay constant is approximately 1 Å for

most materials separated by vacuum. Therefore the vacuum barrier width must be

considerably less than 1 nm to measure reasonable tunneling currents. Furthermore

the current will change by an order of magnitude for every angstrom of change in the

barrier width, enabling incredibly sensitive surface height measurements. Tunneling

will occur if filled electron states in the left electrode overlaps with empty states in the
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right electrode, or vice versa. For this reason it is possible to tunnel electrons between

two metal electrodes at any finite voltage bias, assuming the voltage is low enough to

suppress field emission [174]. If at least one of the electrodes is a semiconductor then

tunneling is forbidden if the Fermi energy in one electrode is aligned with an energy

gap in the other electrode

I = ±2πe

~

∫ EF+VB

EF

ρtip(ϵ)T (ϵ)ρsample(ϵ)dϵ (2.2)

A better treatment of the tunnel junction problem should account for more realis-

tic conditions. The actual shape of the potential energy barrier is modified from the

ideal trapezoidal shape due to surface potential effects [181]. Therefore a more exact

solution to the tunneling barrier problem requires a more advanced treatment, such as

that given by Tersoff and Haman [182]. Equation 2.2is a more accurate calculation of

the tip-sample tunneling current using first-order perturbation theory, where ρtip and

ρsample are the density of states in the tip and sample, respectively, Vb is the applied

voltage bias, and EF is the Fermi energy. T (E)encapsulates the tunneling matrix

which describes all possible scattering probabilities between electron wave functions

in the tip and the sample [183].

In STM, one electrode is a sharpened metal tip with an (ideally) flat density of

states like tungsten or Pt-Ir and the other electrode is the sample of interest. There-

fore, the tunneling current is proportional to the integral of the sample local density

of states (LDOS) beneath the tip. The limits of this integral are EF and EF + eV

because all of the electron states in this range are conceivably available for tunneling.

The tunneling current is very sensitive to the wave functions in the microtip and the

sample, as expressed by the tunneling matrix M . In most cases the current and con-

stant charge LDOS images acquired with STM are well described by simple s-wave

tip models [184]. When s-wave models are valid, the topographical features acquired
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by STM reveal the contours of constant LDOS across the sample surface [182]. In ad-

dition, the derivative of the tunneling current with respect to the applied bias voltage

is directly proportional to the sample LDOS at the energy EF + eV [185]. For this

reason differential conductance measurements across the sample surface are used to

determine the spatial dependence of the sample LDOS. Higher angular momentum tip

wave functions can be important for imaging extremely small atomic-scale features on

graphite and other materials with very small lattice constants [185]. Recently a CO

functionalized STM tip with p-wave character was used to directly image the small

scale nodal structure of the highest occupied molecular orbital and lowest occupied

molecular orbital in pentacene and napthalocyanine that is inaccessible to s-wave tips

[186].

2.3.2.2 Experimental STM Design

STM instruments form a mobile tunnel junction by suspending a movable, atomically

sharp metal tip (electrode I) over a conductive substrate (electrode II) as shown in

Figure 2.15. In most cases the insulating layer is either vacuum or an inert gas [181,

187], although sometimes a liquid-phase surface is studied [188–190]. When studying

atomic-scale features on metal or semiconductors it is common to perform STM in

ultra-high vacuum (UHV) because these surfaces are typically not chemically inert.

A clean metallic surface will be coated with approximately 1 ML of contaminants in

as little as 3 hours in a UHV chamber at a pressure of 1× 10−10 mbar. Clean sample

surfaces are prepared in UHV by thermal annealing, ion sputtering, or a combination

thereof [181]. Tungsten tips are the most common material used for STM because

it is a hard and relatively abundant refractory metal that is simple to sharpen using

electrochemical etching [191]. Tungsten tips must be cleaned in vacuum via thermal

annealing or sputtering in order to remove the oxide which forms during the etching

process and exposure to air. Other common tip material includes Ir and Pt-Ir, both
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Figure 2.15: Schematic describing the operation of a typical STM. In this setup the
sample is stationary while the tip is connected to a single tube piezo, which can be
scanned in the X,Y, and Z direction depending upon the voltages output from the
STM electronics. A voltage bias Vbias is applied between the STM tip and the sample
and the tunneling current It is monitored by the STM electronics. A feedback loop in
the STM electronics maintains a constant It by adjusting the tip-sample separation
using the the high voltage output of the STM electronics connected to the piezoelectric
scanner. The inset shows the atomically sharp STM tip positioned several Angstroms
from the sample surface during operation. The arrows demonstrate that electrons
can tunnel between the STM tip and sample in either direction depending upon the
voltage bias.
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of which are hard nearly-free electron metals that are inert in air [192]. Surface

science UHV chambers sometimes include a suite of tools for tip characterization and

preparation. For instance, Field-Ion Microscopy is can be performed on STM tips

prior to tunneling experiments in order to image the atomic structure at the tip apex

[181].

Piezoelectric ceramics are the only electromechanical actuator with enough sen-

sitivity for SPM, where they are used to carefully move the tip closer to sample to

achieve measurable tunneling currents, and to scan the tip across the surface once

tunneling is achieved [158]. Piezoelectric materials lack inversion symmetry in their

crystalline structure and thus possess coupled elastic strain and electric fields. The

strain-induced from electric fields translates into physical motion of the piezoelectric

material [193]. Piezoelectric ceramics are manufactured in a variety of different

shapes and sizes. One common piezoelectric form used in SPM are cylindrical tubes

as shown in Figure2.15 [194]. Metal electrodes are deposited on the ceramic surface

in order to apply electric fields across the material and generate motion, but first

the piezoelectric material must be polarized by applying a very large electric field

across the electrodes to induce spontaneous ferroelectric polarization. Piezoelectric

materials expand/contract when the electric field is parallel/anti-parallel to the pre-

viously induced polarization vector [195]. Piezoelectric tubes are often used for SPM

scanning because they can achieve much larger static displacements in all directions

without the need to stack multiple actuators [196]. Piezoelectric tubes for STM are

manufactured with four distinct electrode quadrants on the outer surface and a single

electrode on the inner surface. If the piezoelectric tube is polarized radially then

the outer electrodes can be used to generate X and Y displacements by bending the

tube, while the inner electrode is used to generate Z displacements by increasing or

decreasing the entire tube wall thickness [196]. A tip-sample separation or gap of less

than 1 nm is necessary to achieve measurable tunnel currents, on the order of 10 to
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1000 pA when working in a vacuum. Since the STM tip is usually atomically sharp

any mechanical interaction with the tip apex can irreparably damage the tip. Be-

fore measurable tunneling is achieved the tip-sample separation is carefully reduced

using a coarse approach method [194, 197–202]. Various STM designs have different

coarse approach mechanisms, most of which employ piezoelectric elements to slowly

walk the tip towards the sample. The proximity of the STM tip and sample surface

necessitates the use of vibrational isolation to prevent inadvertent tip-sample colli-

sions and to lower the noise level of the tunneling current. The original STM design

employed liquid helium cooled magnets to levitate the STM free of any vibrational

noise sources [158]. Today it is understood that properly designed spring systems are

sufficient to dampen most vibrational noise [159], although in some cases more ex-

treme approaches have been taken to insure total stability over very long time scales

[203]. Once the STM is within tunneling range the tip-sample separation is controlled

via an electronic feedback loop (‘electronics box’ in Figure 2.15). The feedback loop

attempts to maintain a constant tip-sample tunneling current by modulating the volt-

age which controls the Z displacement of the piezoelectric with the mounted tip or

sample.

The RT STM used in this thesis is suspended from two separate spring stages

inside the RT-UHV chamber described in Section 2.2. The RT-UHV chamber itself

rests on 4 massive table legs as a first step in vibrational isolation. The first STM

spring stage employs magnetic damping to further lower the instrument vibrational

noise level, and the two spring stages have different resonant frequencies to prevent

interstage coupling. Figure 2.16 is a photo of the RT STM, which is fashioned from two

concentrically-mounted piezoelectric tubes6. The outer tube (0.5 in OD, 0.025 in wall

thickness, 0.5 in in length) was used entirely for actuating the tip height (tip-sample

separation, z-axis in Figure 2.15). The inner tube (0.25 in OD, 0.025 in wall thickness,

6PZT-5A (EBL #2), purchased from EBL Products Inc.
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Figure 2.16: RT STM supported from two sets of spring stages (visible in the back-
ground) in an UHV system. The white Macor block in the center of image supports
two concentric tube piezoelectric elements for actuating the STM tip across the sam-
ple surface. Thin gold wires leading to the STM tip or the tube piezoelectric elec-
trodes can be see on the back of Macor. A dimpled SiC sample is visible on the
platter-shaped sample holder in front of the STM tip.

0.5 in in length) was used scan the tip across the sample surface (xy-axis in Figure

2.15). The inner tube has a front-facing Macor cap with a gold-coated beryllium-

copper socket used to hold the STM tip during operation. The tip is constructed

from a 1mm diameter tungsten rod, with a smaller diameter wire spot-welded near

one end. The tip is manually inserted into the tip socket using a wobblestick-type

manipulator. The actual microscope used in this thesis was rebuilt by the author

after a tip was irremovably lodged in the original, which was previously described in

another thesis [204].

Sample holders are inserted onto a sliding sample positioner using the wobblestick.

Coarse approach of the sample to the tip is achieved using a separate inchworm

piezoelectric actuator [197, 198]. During a coarse approach, the inchworm gently

pushes the sample positioner closer to the stationary microscope. In general, the tip
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is manually approached until the physical tip is almost in contact with the reflection

of the tip in the sample surface. At this point, the tip sample separation is less than

100µm and a slower computer controlled approach is activated to bring the STM tip

within tunneling range of the surface. The tunneling current is first converted into

a voltage using a vacuum internal current-to-voltage amplifier with a static gain of

108V/A and then further amplified using a SRS 560 low-noise voltage pre-amplifier

(variable gain but typically operated at 100V/A).

The STM is controlled using a custom electronics box containing a floating-point,

digital signal processor (DSP, ADSP-21369 SHARC, Analog Devices, Inc., Norwood,

MA) as single-variable feedback loop controller. The electronics box contains analog-

to-digital and digital-to-analog converters to enable communication between the STM

and the DSP, and various other components for signal filtering and monitoring. The

DSP utilizes a PID controller algorithm which differences the measured tunneling

current with respect to a current set point. The resulting error voltage is used to

calculate a response in the output voltage for the z-axis piezoelectric tube, thus cou-

pling the tip-sample separation and the tunneling current with the DSP controller.

The z-axis signal is first passed through a high-voltage summing amplifier in order

to achieve the correct change in the tip-sample separation as controlled by the PID

loop. An attached computer server is used to generate XY scanning voltages (using

a National Instruments digital output board), and to acquire image spectroscopic

data from the DSP controller using asynchronous serial communication. A separate

client computer was used to control the server computer, where the client was used

for high-level operations using a GUI to prepare and initialize experimental scans and

for visualizing data acquired on the server computer. The Python Open Source Scan-

ning Microscopy (POSSM) software package was used to control the STM electronics

during scan acquisition. More details concerning the DSP electronic servo and the

POSSM software used for the RT STM is available in a previous thesis [137].
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CHAPTER III

EPITAXIAL GRAPHENE GROWTH ON SILICON

CARBIDE

Although it is has been studied for almost 40 years, the growth of epitaxial graphene

(EG) on silicon carbide (SiC) is still poorly understood. Thin-film growth by de-

composition of the substrate is unlike traditional thin-film growth techniques such

as simple molecular beam epitaxy (MBE), sputter/evaporative deposition, or chem-

ical vapor deposition (CVD). In all traditional thin-film growth methods, a target

material is deposited at a known rate onto a heated substrate (higher temperatures

facilitate surface diffusion and better thin films). Epitaxial graphene growth is driven

by high-temperature thermal decomposition of the SiC substrate which results in sil-

icon vapor sublimation and surface carbon enrichment. In this chapter, I show that

there is a correspondence between all of these thin film growth techniques and that

the vast array of techniques used to study traditional thin-film growth are applicable

to EG on SiC. I also demonstrate that high quality EG on SiC is only achievable

when the solid SiC and silicon vapor phases are close to thermodynamic equilibrium,

such that the EG growth rate is low and the SiC surface is not degraded by the sub-

limation/graphitization process. Finally, I present a universal model for growing EG

on SiC, which can be used to understand and predict the growth rates in different

experimental conditions.

3.1 Motivation for Kinetic Theory of Graphene Growth

Early studies of epitaxial graphene growth were conducted in ultra-high vacuum

(UHV) with the sample situated in an open geometry [8, 205–210], which is shown
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Figure 3.1: This figure describes the two different geometries used for EG growth
on SiC. (a) The open geometry has the sample surface freely exposed to a large
volume, such that the surface is accessible to material deposition and experimental
characterization, but allows for the silicon to sublimate freely from the SiC surface
during annealing. (b) In the confined geometry the silicon is heated in a small,
enclosed furnace so that silicon vapor has many collisions with the sample before
escaping.

schematically in Figure 3.1a.The open geometry configuration is also used for most

thin-film growth experiments in UHV because the sample surface is accessible for

material deposition and for analysis using surface sensitive measurements, some of

which can be operated during the growth itself. For instance, in MBE an evaporated

beam of the material is deposited directly onto the sample substrate at temperature,

T, typically with a flux, F, that is often much less than one monolayer (ML) per sec.

Elevated temperatures are often necessary to increase the adatom surface diffusion

length, which is important for achieving high-quality layer-by-layer growth in MBE.

Epitaxial graphene growth is driven by high-temperature thermal decomposition

of the SiC substrate. Because the vapor pressure of carbon-containing products is

10-100 times smaller than pure silicon at the experimental temperatures of interest,
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the rate of surface carbon enrichment is almost identical to the rate of silicon sub-

limation. Vaporized silicon travels without interatomic collisions until it strikes and

condenses onto another surface in the UHV chamber. Therefore, in the UHV, open

geometry configuration there is almost zero probability for vaporized silicon to return

and interact with the hot SiC surface. Without a vapor pressure of silicon surround-

ing the hot SiC, SiC thermal decomposition occurs out of chemical equilibrium. In

addition, sublimation (and EG growth) occurs very rapidly when the solid/gas phases

of a material are out of chemical equilibrium. The thermodynamic and kinetic con-

ditions of UHV, open geometry approach to thin-film growth is incompatible with

the production of high-quality EG on either face of SiC, as clearly shown in previous

work on this subject [109, 111].

Clearly a basic challenge for the growth of high-quality graphene on hexagonal

SiC substrates is to achieve independent control of the carbon surface diffusion rate

and the effective carbon deposition rate (i.e., the silicon sublimation rate). As for

MBE, these parameters are expected to regulate the surface and film morphology, but

for simple vacuum sublimation, both rates are determined by a single parameter: the

substrate temperature. Hence, controlling the silicon sublimation flux is crucial for

controlling the rate of graphene growth at a chosen substrate temperature. Prominent

methods to achieve this control are 1) confinement of the SiC wafer within a nominally

sealed furnace (confinement controlled sublimation, CCS), 2) use of an inert gas to

impede the sublimation flux, 3) introduction of silicon flux to the surface via a low

pressure of disilane, and 4) co-decomposition of face-to-face SiC wafers. In each case

the net flux of silicon from the substrate is reduced. This reduction allows growth

at higher temperatures, which favors layer-by-layer graphene formation and large

atomically flat terraces. Methods 1 and 2 focus on reducing the silicon flux from the

SiC substrate itself, but methods 3 and 4 provide an extra source of silicon. Although

the growth temperatures span a wide range relative to typical UHV growth, all of
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these methods achieve significant improvement in the quality of epitaxial graphene.

These methods force the vapor-phase closer to thermodynamic equilibrium with

the solid-phase by restricting or compensating for physical vapor transport of silicon

away from the substrate. A key benefit of near-equilibrium thin film growth is that the

growth process becomes governed by the law of mass action among the chemical con-

stituents [211]. When mass action holds, the growth of the product (here, graphene)

can be viewed as a progression between equilibrium states, with the change controlled

by reactant concentrations. An appropriate growth temperature allows rapid surface

diffusion, resulting in films of high structural quality. An excellent example of this

behavior is found in the case of gallium arsenide MBE where it was found that a

steady-state population of gallium and arsenic adatoms persists on the substrate in

near-equilibrium with the vapor-phase during growth [212]. Many different possible

reactions must be considered for graphene on SiC because at this stage it is unknown

which (if any) dominate the growth dynamics. In equations 3.1-3.3 three classes of

reactions are described: 1) Decomposition and sublimation of the Si-C system, 2)

Etching reactions with an external gas (only hydrogen is shown here), and 3) Nu-

cleation and growth reactions, which ultimately determine the structure of the thin

film.

SiC(s) −−⇀↽−− Si(ad) + C(ad) (3.1a)

SiC(s) + Si(ad) −−⇀↽−− Si2C(ad) (3.1b)

Si(ad) −−⇀↽−− Si(g) (3.1c)

C(ad) −−⇀↽−− C(g) (3.1d)

Si2C(ad) −−⇀↽−− Si2C(g) (3.1e)

...
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m SiC(s) + (m+ 1)H2(g) −−⇀↽−− m Si(g) + CmH2(m+1)(g) (3.2a)

C(ad) + 2H2(g) −−⇀↽−− CH4(g) (3.2b)

Si(ad) + 2H2(g) −−⇀↽−− SiH4(g) (3.2c)

...

C(ad) +Nc C(ad) −−⇀↽−− CNc+1(island) (3.3a)

C(ad) + CN (island) −−⇀↽−− CN+1(island) (3.3b)

...

For brevity, vertical dots indicate similar reactions that can occur. At high enough

temperature, silicon and silicon-carbon compounds will sublimate from the surface,

but at temperatures less than 1800 ◦C the vapor-phase is dominated by pure silicon,

i.e., Equations 3.1a and 3.1c provide the main decomposition pathway. Reactions

producing gaseous carbon or carbide molecules typically can be ignored because the

equilibrium vapor pressures of these species are negligible. Therefore in the absence

of external gases, carbon adatoms remain on the silicon carbide surface. Hydrogen,

oxygen, or other gases can participate in etching reactions; for example, at high-

temperature hydrogen reacts with the carbon in silicon carbide and graphite to form

methane and other hydrocarbon gases (Eqs. 3.2a and 3.2b). Similarly, hydrocarbons

can be used to deposit carbon adatoms onto the sample surface for CVD graphene

growth [213]. Similar reactions for silicon adatoms (e.g., Eq. 3.2c) may contribute

to the loss of silicon adatoms, but the reverse reaction may also be used to deposit

silicon onto the substrate depending upon the mass balance of the system. Finally,

free carbon adatoms diffuse across the substrate until they either nucleate a graphene

island (Eq. 3.3a, with Nc as the critical island nucleus) or join a larger graphene island
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(Eq. 3.3b). These adatoms may be single carbon atoms, but for epitaxial growth on

Ru Loginova et al. found that island growth occurs via mobile carbon pentamers

[86]. The graphene formation reactions are the least understood of those presented

(e.g., the critical island size is unknown for graphene on SiC), and the actual growth

process is made still more complex by the coupling between carbon diffusion and SiC

step dynamics [110].

In this chapter I will present my measurements of the initial growth rate of

graphene on both SiC(0001) and SiC(0001). As graphene layers accumulate the

growth rate will decrease, and the exact dependence of growth rate on graphene

film thickness will depend upon the film quality [214]. By studying submonolayer

graphene coverages on the SiC surface it is possible to focus solely on the initial

desorption/adsorption kinetics.The graphene growth thickness was determined using

low-energy electron diffraction (LEED) and Auger electron spectroscopy (AES). The

experiments presented here explore methods that reduce the net rate of silicon des-

orption, i.e., control of reactions within equation 3.1. Furthermore, these results are

used to develop a simple model that applies to all of the graphene growth techniques

described above. In the final part of this study, silane gas as an additional silicon va-

por source was introduced to confirm the extra level of control made possible through

the reactions in equation 3.2.

3.2 Auger Attenuation Model

Auger electron attenuation measurements are a standard method for determining thin

film thicknesses on conductive substrates [215]. The intensity of the substrate Auger

electron peak decreases exponentially with thicker overlayer films [216].Auger electron

peak intensities vary depending upon the sample composition and morphology and

the operating conditions of the AES instrument [217]. Much of this systematic error is

eliminated by calculating the ratio of the Auger electron intensities from the substrate
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and the film. This is particularly simple when the substrate and thin film are com-

prised of completely different elements. This procedure is complicated when working

with EG on SiC because both the substrate and the graphene film contain carbon.

Nevertheless, the silicon Auger electron peak from the SiC decreases exponentially

as the average number of graphene layers across the surface increases. An Auger

signal attenuation model was previously developed in this laboratory for measuring

the graphene thickness on SiC [131], but I have revised substantially to obtain greater

accuracy for submonolayer film thickness measurements. It is theoretically possible,

however, to use material parameters and the AES instrument design to predict atten-

uated Auger electron intensity ratios [218]. In this work, Auger signals were measured

with the RFA AES electronics operated in the differential mode (see Section 2.3.1).

The Auger signal attenuation model assumes the form described previously [131]. In

the original model the measured Auger signals from the SiC were normalized using

silicon and carbon sensitivity factors, whereas the new model incorporates sensitivity

factors derived from the analytical form of the Auger electron current equation and

SiC-specific material parameters.

IXY Z = IP T σα,X(EP ) γα,XY Z nβ
α λ

β(Eα,XY Z) [1 + rβα(EP , EX)] (3.4)

The Auger current IXY Z from an XY Z Auger transition in an atom of element

α embedded in a matrix β is defined in Equation 3.4 [219]. The matrix term refers

to the environment surrounding and interacting with the atom of element α. For

instance, a silicon atom may exist in bulk elemental silicon, an alloy such as SiC, or

even some type of homogeneous mixture. The Auger transition probability γα,XY Z

is a constant characteristic of an element α undergoing the Auger transition XYZ.

The ionization cross-section σα,X(EP ) is dependent on the element, the core level X

involved in the Auger transition, and the energy of the primary beam EP . IP is

the excitatory current of high-energy electron primary beam from the spectrometer
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electron gun, and T is the effective transmission rate of the spectrometer analyzer.

Several of the terms in equation 3.4 actually depend upon the material matrix β,

such as the atomic density, nβ
α, of the element α in the material β. The other two

matrix dependent terms are the electron decay length λβ and the backscattering factor

rβα. The decay length characterizes the exponential decay in free electron current in

matter as a function of electron energy. The backscattering factor models the effect

of secondary electron scattering events on the measured spectrometer current. In

practice, all of the non-instrument related products in Equation 3.4 are combined to

form what are known as sensitivity factors,

Sβ
α,XY Z = σα,X(EP ) γα,XY Z λβ(Eα,XY Z) [1 + rβα(EP , EX)] (3.5)

such that,

IXY Z = IP T nβ
α S

β
α,XY Z (3.6)

Knowledge of the AES analyzer design and the sample material sensitivity factor is

all that is strictly necessary to perform quantitative AES [218]. Sensitivity factors

are often calculated by taking the ratio of the Auger signals from the experimental

materials with the signal from an elemental standard [219]. The sensitivity factors

for SiC have not been reported and the measurement of these quantities is not trivial.

Bare SiC forms a native oxide in air, and annealing in UHV results in a variety of

surface reconstructions that alter the depth-dependent silicon and carbon densities.

The SiC sensitivity factor was empirically calculated by measuring the Auger signals

of the well-understood
√
3 ×

√
3 surface reconstruction [220]. I used the sensitivity

factors for graphite (SG
C,KLL = 0.2) and pure silicon (SSi

Si,LMM = 0.35) measured with

respect to the Auger signal from a cleaned aluminum substrate [139]. These sensitivity

factors were acquired using a cylindrical-mirror analyzer (CMA), which measures

the energy-scaled electron distribution IP ∝ E · N(E) with an energy resolution of

∆E/E ∼= (0.3 − 0.6)%. The current measured by the RFA is proportional to the
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energy-scaled differential electron distribution IP ∝ d[E·N ]
dE

. Each spectrum acquired

by the RFA was numerically transformed into the energy-scaled CMA form in order

to use the chosen sensitivity factors [218].

SSiC
Si,LMM

SSi
Si,LMM

=
λSiC(ESi,LMM)

λSi(ESi,LMM)
· [1− rSiCSi (Ep, ESi,LMM)]

[1 + rSiSi(Ep, ESi,LMM)]
(3.7a)

SSiC
C,KLL

SG
C,KLL

=
λSiC(EC,KLL)

λG(EC,KLL)
· [1− rSiCC (Ep, EC,KLL)]

[1 + rGC (Ep, EC,KLL)]
(3.7b)

The generic form for the sensitivity factor of an XYZ Auger transition for element

α in material β is shown in Equation 3.5 [219]. The bulk atomic density as a function

of each atomic layer nβ
α(z), the decay length λβ(Eα,XY Z), and the backscattering

factor [1+ rβα(Ep, EX)] are the only terms which depend on the material composition

[219] or matrix [218]. The ionization cross section σα,X for core level X in element α,

and the probability that an excited atom of element α will decay through the XY Z

Auger transition γα,XY Z , are the same for different compounds containing the same

element. Following similar methods described elsewhere [218, 219, 221, 222], these

quantities and the elemental sensitivity factors for silicon and graphite were used to

calculate the sensitivity factors for SiC (Eq. 3.7). The backscattering factors were

calculated using a simple model employed by Leveque and Bonnet, which was found

to agree well for both silicon and carbon [223].

Quantitative film thickness measurements with AES require well-calibrated val-

ues of the energy-dependent electron decay length and the Auger electron sensitivity

factors for each material. The most commond electron decay length used in the quan-

titative electron spectroscopy is the inelastic mean free path (IMFP) [224], which is

defined as “the average of distances, measured along trajectories, that particles with

a given energy travel between inelastic collisions in a substance.” [225] However, the

IMFP neglects the effects of elastic scattering (i.e. diffraction) on electron trajecto-

ries [225]. The electron-attenuation length (EAL) is the appropriate parameter for
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thin film overlayer experiments because it correctly accounts for the effect of elastic

scattering on these types of measurements [216, 226]. The EAL may differ by more

than 30% compared to the IMFP for a material [227, 228], and in general is a function

of both the electron emission angle and the thin film thickness [229].

Measurement of the EAL for an overlayer-substrate system is complicated by the

experimental difficulty of preparing calibrated films of known thickness and compo-

sition. I have used the average practical EAL as calculated using the National In-

stitute of Standards and Technology (NIST) Electron Effective-Attenuation-Length

Database (SRD 82) [229, 230]. This software program calculates the EAL with an

analytical expression for the kinetic Boltzmann equation with the transport approx-

imation [231], using a database of the material IMFP and other electron transport

parameters. The graphene EAL was calculated from the experimental elastic-peak

electron spectroscopy (EPES) IMFP database where available (energies greater than

200 eV), because EPES is regarded as the most accurate measurement of IMFP [224].

For lower energies the graphene EAL was calculated using IMFP data inferred from

optical measurements [232], which agrees well with EPES results in this range of en-

ergies [233]. Based upon the sensitivity of the RFA instrument used for AES in the

UHV-F system, I used an Auger signal attenuation threshold of 5%. This threshold

corresponds to a maximum graphene thickness of 3 ML, which is close to the max-

imum thickness the RFA is capable of detecting. The EAL calculated for few-layer

graphene agrees very well with values measured in a recent scanning AES experi-

ment, although the authors of this paper described the decay length as the IMFP

[234]. Figure 3.2 compares the EAL calculated with SRD 82 to the IMFP measured

or calculated for graphite using a variety of methods. As expected, the EAL for few-

layer graphene is consistently smaller than the bulk IMFP for graphite. The EAL for

bulk (infinitely thick) SiC was calculated using only the optical database. Figure 3.3

confirms that the EAL is close to the IMFP for SiC as measured by both the optical
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TPP-2M[238]

CS2[216]

Scanning AES[234]

EPES[224]

EAL (SRD 82)[230]

Figure 3.2: Comparison of the different models (lines) and measurements (points)
of free electron decay lengths in graphite as a function of electron energy in eV. The
electron EAL was calculated using the NIST Electron Effective-Attenuation-Length
Database (SRD 82).

method [235] and EPES [236, 237].

Calculations for the Auger electron attenuation model proceeded much like that

discussed in a previous work [131]. In short, the model compares the attenuation of the

Si LMM Auger electrons from the SiC substrate with the C KLL Auger electrons from

both the graphene and the substrate. The figure of merit for these models is a curve

which relates the measured Si:C Auger signal ratio to average number of graphene

layers on the SiC(0001) and SiC(0001) surfaces (Fig. 3.4).The new model improved

upon the previous one by including more accurate sensitivity factors (Eq. 3.7) and

substituting the electron IMFP for the EAL from the SRD 82 [230]. For n graphene

layers on the surface of SiC the carbon KLL Auger current from the graphene layers

is

Igraphitecarbon =
n∑

m=1

IG,m =
1− exp [(−n)(ηGEP

+ ηG272eV )]

1− exp [(−1)(ηGEP
+ ηG272eV G)]

(3.8)
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EAL (SRD 82)[230]

Figure 3.3: Comparison of the different models (lines) and measurements (points) of
free electron decay lengths in SiC as a function of electron energy in eV. The electron
EAL was calculated using the NIST Electron Effective-Attenuation-Length Database
(SRD 82).

where ηβeV = (dβ/λ
β
eV )× cos (42.2◦) is the ratio of the interlayer thickness dβ and the

electron EAL for the material β (graphene or SiC) at kinetic energy eV, evaluated

a take-off angle of 42.2◦ (which accounts for the acceptance angle of the RFA in the

UHV-F system) [215]. For graphene the interlayer thickness of graphite was used

(dG = 3.35 Å), and for SiC the bilayer height was used (dSiC = 2.5 Å). Structural

models for the graphitized SiC surfaces are necessary to derive the Auger electron

attenuation model in equations 3.8 - 3.12. The SiC(0001) surface develops a carbon-

rich buffer layer between bare SiC and the first graphene layer [133, 207, 208, 239].

The buffer layer is modeled as a graphene layer covalently bonded to the SiC surface

as motivated by recent experimental results [5, 213, 240]. It is possible to prepare a

SiC(0001) surface with almost the entire surface covered by the graphene-SiC buffer

layer as confirmed by LEED and scanning tunneling microscopy (STM) measurements

68



(see Section 2.3.2). My AES film thickness measurements on these samples are consis-

tent with a SiC(0001) surface covered by a single layer of graphene. Therefore, I have

modeled the EG/SiC(0001) interface as bare SiC, where the ‘1st’ layer of graphene

that is actually the covalently bonded graphene-SiC buffer layer. The carbon KLL

and silicon LMM Auger currents from the top-most SiC bilayer are calculated by

assuming attenuation from the graphene overlayers and partial attenutation from the

partially subsurface carbon component of the SiC bilayer.

I
SiC(0001)
Si,1 = IPT · exp [(−n)(ηGEP

+ ηG90eV )]×
nSiC

nG
·
SSiC
Si,LMM

SG
C,KLL

(3.9a)

I
SiC(0001)
C,1 = IPT · exp [(−n)(ηGEP

+ ηG272eV )−
1

2
(ηSiCEP

+ ηSiC272eV )]

× nSiC

nG
·
SSiC
C,KLL

SG
C,KLL

(3.9b)

This equation is referenced to the ratio of the atomic densities of SiC (nSiC , respec-

tively) and graphite (nG). The Si and C Auger currents from SiC were normalized

by the sensitivity factors calculated in equation 3.7. Once the Auger current from

the topmost SiC bilayer is calculated, it is trivial to calculate the Auger current from

bulk SiC by finding the summation of an infinite number of SiC bilayers.

ISiCsilicon =
∞∑

m=1

ISiC<0001>
Si,m =

ISiC<0001>
Si,1

1− exp [(−1)(ηSiCEP
+ ηSiC90eV )]

(3.10a)

ISiCcarbon =
∞∑

m=1

ISiC<0001>
C,m =

ISiC<0001>
C,1

1− exp [(−1)(ηSiCEP
+ ηSiC272eV )]

(3.10b)

Finally, the ratio of the Si and C Auger electrons is calculated using Equations 3.8

through 3.10.

SiAuger

CAuger

=
ISiCsilicon

ISiCcarbon + Igraphitecarbon

(3.11)

Compared to the SiC(0001) surface, the EG interfacial layer on the SiC(0001) is

much more poorly understood. Synchrotron X-ray diffraction on graphitized SiC(0001)

has indicated the presence of a carbon-rich interface [241]. One group has recently
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determined that the carbon face forms a graphene-like buffer layer that is stable when

the oxygen exposure is minimized [6]. In this work, the furnace chamber gas line (see

Fig. 2.11 in Section 2.2) was pumped down to 10−7 mbar before attempting growth, so

the oxygen impurity concentration was certainly high enough to remove any evidence

of a carbon face buffer layer. Consequentially and in agreement with ellipsometry

measurements of few-layer graphene on SiC(0001) [19], the carbon face interface was

modeled as bare SiC. The Auger currents from the SiC(0001) are similar in form

to the currents from the SiC(0001) surface (Eqn. 3.10), but must be altered to re-

spect the different polar termination (the SiC(0001) surface is Si-terminated, while

the SiC(0001) surface is C-terminated).

I
SiC(0001)
Si,1 = IPT · exp [(−n)(ηGEP

+ ηG90eV )−
1

2
(ηSiCEP

+ ηSiC90eV )]

× nSiC

nG
·
SSiC
Si,LMM

SG
C,KLL

(3.12a)

I
SiC(0001)
C,1 = IPT · exp [(−n)(ηGEP

+ ηG272eV )]×
nSiC

nG
·
SSiC
C,KLL

SG
C,KLL

(3.12b)

The figure of merit for these models is a curve which relates the measured Si/C

Auger signal ratio to average number of graphene layers on the SiC(0001) and SiC(0001)

surfaces (Fig. 3.4). Structural models for the graphitized SiC surfaces are necessary

to derive the Auger electron attenuation model in equations 3.8-3.12. The SiC(0001)

surface develops a carbon-rich buffer layer between bare SiC and the first graphene

layer [133, 207, 208, 239]. The buffer layer is modeled as a graphene layer covalently

bonded to the SiC surface as motivated by recent experimental results [5, 213, 240]. It

is possible to prepare a SiC(0001) surface with almost the entire surface covered by the

graphene-SiC buffer layer as confirmed by LEED and scanning tunneling microscopy

(STM) measurements (see Section 2.3.1). My AES film thickness measurements on

these samples are consistent with a SiC(0001) surface covered by a single layer of
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Figure 3.4: Theoretical model of the attenuation of the Si LMM Auger electron signal
relative to the C KLL Auger signal for graphene on both SiC(0001) (red/solid line)
and SiC(0001 (blue/dashed line). An abrupt interface between SiC and graphene was
assumed based upon the most recent models of these systems [5, 6]. The inset shows
the same plot on a logarithmic scale which demonstrates that the Si Auger intensity
decays with the same exponential slope for both SiC surfaces. The offset between the
two curves is due to the different relative orientation of the Si-C bilayer for each SiC
surface termination.
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graphene, and provide a better means of determining graphene sample coverage com-

pared to the previous model [131].

3.3 Kinetic Theory of Graphene Growth on Silicon Carbide

In a 1D geometry the graphitization rate of SiC is fundamentally controlled by the

silicon and carbon vapor rate equations:

ṅSi =
1

V

(∑
i

Ai · F i
silicon +

∑
j

Aj · F j
silicon

)
(3.13a)

ṅC =
1

V

(∑
i

Ai · F i
carbon +

∑
j

Aj · F j
carbon

)
(3.13b)

where ṅx is the net rate of change of Si or C density in the volume surrounding the SiC

substrate, V is the internal furnace volume, F i
x and F j

x are expressions for all possible

sources and sinks of Si or C vapor, and Ai is the relevant area for a particular flux

term. For example, the contribution to the silicon vapor from SiC sublimation F SiC
silicon

is multiplied by the surface area of SiC ASiC. The graphene growth rate equation

for SiC is dependent only on source flux terms from the SiC and sink flux terms for

deposition onto the SiC,

ġ(t) =
F SiC
silicon + F gas

carbon + F SiC
carbon + F gas

silicon

ρG
(3.14a)

F SiC
silicon = F SiC

Si + 2F SiC
Si2C

+ F SiC
SiC2

+ F SiC
SiH4

(3.14b)

F SiC
carbon = F SiC

Si2C
+ 2F SiC

SiC2
+ F SiC

CH4
(3.14c)

where ρG is the atomic density of single monolayer of graphene. Loss of Si vapor

from the substrate (F SiC
silicon) and deposition of C (F gas

carbon) provides C adatoms for

graphene formation. Likewise, loss of C containing vapor (F SiC
carbon) and Si deposi-

tion (F gas
silicon) tends to reduce the total amount of C adatoms available for graphene

growth. The fluxes in Equation 3.14 correspond to the sublimation/condensation and

etching/deposition reactions in equations 3.1 - 3.2. The benefit of formulating the
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graphitization rate in terms of equations 3.13 and 3.14 is that it can describe nearly

every scenario for graphene growth on SiC. Nevertheless, the large number of possible

chemical reactions which can contribute to graphitization obfuscates a first-principle

investigation.

The open geometry, UHV configuration is attractive because ṅSi = 0 and nSi = 0

as silicon vapor cannot accumulate in the chamber, and therefore only the physical

sublimation parameters are relevant. The problem simplifies further because only

monoatomic silicon sublimation is prevalent in the common experimental temperature

range of 1250− 2000 ◦ C. With these assumptions equation 3.14a simplifies to ġ(t) =

FSiC
Si

ρG
, and the submonolayer graphitization rate becomes equimolar with the silicon

sublimation rate. Although advantageous for certain studies, silicon sublimation and

graphene growth occurs out of equilibrium in the open geometry, UHV configuration,

resulting in difficult process control and poor surface quality. The problems associated

with the open geometry, UHV configuration are ameliorated by including additional

sources of silicon vapor. For instance, EG has been grown on SiC in UHV systems

in the presence a silicon-precursor gas [6, 242, 243] or with direct flux of sublimated

silicon [244]. These silicon sources enter Equation 3.13a as a constant, effective Si

vapor density nSi which reduces the SiC sublimation rate F SiC
Si in equation 3.15. In the

CCS configuration residual silicon on the furnace walls acts as an additional source of

silicon vapor Fwall
Si in equations 3.13a retarding the sublimation rate of the SiC sample.

Powdered silicon will react with carbon nanotubes to form SiC at temperatures above

1000 ◦ C [245]. Silicon vapor does not react with graphite at temperatures below

1700 ◦ C [246]. However, SiC formation has been observed on the walls of the graphite

enclosures used in CCS furnaces for expitaxial graphene growth on SiC samples [247].

It is likely that after many heating cycles that a significant quantity of elemental

silicon will accumulate on the walls of a CCS furnace and react with the graphite walls

to form SiC. Since the UHV-F furnace was operated at temperatures below 1700 ◦ C
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any silicon deposition onto the furnace walls should occur primarily during after

furnace is allowed to cool. Furthermore, after each growth experiment the furnace was

outgassed at 1600 ◦C to prevent solid-phase silicon enrichment. Therefore, the only

sources of silicon vapor in our experiments are from the SiC sample or from a silicon-

precursor gas. The enclosure in CCS furnace limits the physical vapor transport, or

leak rate, of gas out of or into the furnace (Fleak) [19]. In general Fleak can be either

positive or negative depending upon the relative silicon density inside and outside of

the furnace. Multiple leak terms are necessary if the furnace is heated in the presence

silicon or carbon containing gas species. In this work I have only considered the effect

of silicon gas species, particularly in the form of silane (SiH4). Therefore, the Si vapor

rate equation ṅSi = (1/V )(ASiC · F SiC
Si +Awall · Fwall

Si +Ac · F leak
Si ) in the CCS furnace

configuration, where ASiC and Awall are the surface area of the SiC substrate and the

internal furnace walls, respectively, and Ac is the cross-sectional area of the furnace

leak orifice.

The sublimation rate of monoatomic SiC is modeled using the Hertz-Knudsen

equation (Eqn. 3.15) [248]:

F SiC
Si = β

v̄Si
4
(neq

Si − nSi) (3.15)

In the Hertz-Knudsen equation v̄Si is the average thermal speed of silicon atoms in

the vapor, nSi is the silicon vapor density in the isothermal volume V (assuming that

the vapor density is homogenous), and β is the SiC evaporation coefficient [214]. The

equilibrium silicon vapor density sublimated from SiC, neq
Si = (C0/kBT )e

−∆H
kbT , is a

function of only the furnace temperature, where C0 is a constant and ∆H is the

enthalpy of sublimation for SiC [105].

The leak rate is formulated in terms of the general equation of diffusion with

isothermal/isobaric conditions and no external forces (Eqn. 3.16) [249], which is

74



valid for the pressures/temperatures studied:

F leak
Si =

n2

nAr

D∇(
nSi

n
) =

n

nAr

D

h
∆nSi (3.16)

Here h is the length the furnace leak hole, which in the UHV-F system corresponds to

the annular space between the graphite furnace and sample holder (see inset of Figure

2.11). The relative silicon density ∆nSi = next
0 − nSi, where next

Si is the silicon density

outside of the furnace. D is the effective diffusivity of the annular pore, where the

effective diffusivity models the probability for silicon atoms to leak out of the furnace.

The diffusivity is decreased by interatomic collisions (bulk gas or Fickian diffusion)

and collisions with the wall of the annular pore (molecular or Knudsen flow). The

effective diffusivity is described by the Bosanquet equation [250, 251],

1

D
=

1

DK

+
1

DF

(3.17)

In the Knudsen flow regime the conductance of the leak is calculated directly from

the kinetic theory of gases as U = Ac(v̄Si/4)W , where the transmission probability

W only depends on the geometry of the leak [252]. Because the width of the annular

pore is relatively large compared to the surface roughness, it is reasonable to express

this conductance in terms of a diffusivity DK (Eqn. 3.18).

DK = U
h

Ac

= h
v̄Si
4
W (3.18)

Following a treatment of this problem given by Turner [253], the transmission prob-

ability for the annular pore between the furnace and the rest of the growth chamber

is given in Equation 3.19.

δ =
π(2r − d)

d

C =
3

8
ln(2δ) +

3

8
δ ln(1 +

1

δ
)

W =
d(2r − d)

(r − d)2
1

(2 + 3h
8dC

)
(3.19)
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The Fickian diffusivity DF was modeled using the first approximation of the elas-

tic rigid sphere with the Chapman-Enskog theory [249]. The generalized Chapman-

Enskog equation for the diffusion of a gas A in the presence of gas B is given in

equation 3.21.

1

DF

=
1

DSi,Si

+
1

DSi,Ar

(3.20)

DSi,Ar =
3

8nσSi,Ar

[
kBT (mSi +mAr)

2πmSimAr

] 1
2

∝ T
3
2

P
(3.21)

Both Fickian diffusivities depend on the total gas density n = nSi + nAr, the reduced

atomic mass mSi+mAr

mSimAr
, and the average collision diameter σSi,Ar =

1
2
(σSi + σAr).

Modeling the silicon vapor flux from the residual silicon on the furnace walls

is complicated by the fact that we do not know if it is elemental Si or SiC, and

the graphite used for CCS furnace can be porous. To simplify the residual furnace

silicon. I have chosen to model it as a constant, initial silicon density. Solving the rate

equation ṅSi = (1/V )(ASiC · F SiC
Si + Ac · F leak

Si ) results in the time-dependent density

of silicon vapor:

nSi(t) = n∗ + (n0 − n∗)e
−t
τ (3.22a)

n∗ =
neq
Si

1 + ϵ
+

next
Si

1 + ϵ−1
(3.22b)

ϵ =
4

v̄Si

Ac

βASiC
n

nAr

D
h

(3.22c)

τ =
4V

βASiC(v̄Si + 4 Ac

βASiC

n
nAr

D
h
)

(3.22d)

where n0 is the constant, initial silicon density from the furnace walls and n* is the

steady-state silicon density inside the furnace (Eqn. 3.22b). The ϵ characterizes the

relative degree of confinement for any particular furnace. When the furnace is well-

confined ϵ ≪ 1 (Eqn. 3.22c) because the leak rate is slow relative to the silicon

sublimation rate and n∗ ≈ neq
Si . When the furnace is poorly confined ϵ ≫ 1 and
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the steady-state silicon vapor density will approach the density outside the furnace,

n∗ ≈ next
Si . In general, next

Si is either constant or slowly varying with respect to the

time constant τ (Eqn. 3.22d).

The graphitization rate ġ is proportional to the silicon sublimation rate F SiC
Si

(Eqn. 3.15). For the UHV-F geometry and taking β = 1 The steady-state silicon vapor

density n∗ is within 5% of the equilibrium silicon vapor density neq
Si in the Knudsen

regime, and the deviation decreases at higher inert gas pressure. The characteristic

time constant τ (Eqn. 3.22d) is approximately 40 µs for UHV-F, so the silicon vapor

density is essentially at steady-state throughout the entire growth. At steady-state,

F SiC
Si = F leak

Si so the graphitization rate is proportional to the saturation density n∗

and the effective diffusivity D. Therefore, after a short transient period graphene

grows at a constant rate when the graphene/SiC system is in near-equilibrium with

the surrounding vapor-phase.

The functional dependence of the graphene growth rate on furnace temperature

and pressure exhibits three regimes: a low-pressure regime where the growth rate

is controlled by the geometric size of the leak (Eqn. 3.23a), a high-pressure regime

where the growth rate is further limited by diffusion through the gas (Eqn. 3.23b),

and an intermediate regime where the Knudsen and Fickian diffusivities contribute

equally to the leak rate.

ġ T
1
2 = ĠK = ΨK · e−

∆H
kBT (3.23a)

ġ
P

T
1
2

= ĠF = ΨF · e−
∆H
kBT (3.23b)

There are some limitations to the model as currently presented. First of all,

this model is only correct for submonolayer growth. As more graphene forms and

covers the surface, it becomes increasingly more difficult for silicon vapor to escape

the layered structure [214]. This is a purely kinetic effect that can be modeled by

a decrease in the evaporation coefficient β as the graphene thickness increases. A
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specific analytical expression for β would depend upon the graphene stacking orien-

tation and the possible presence of a stable, strongly bound interfacial buffer layer.

Other more poorly understood factors would alter the form of β, such as the type,

density, and location of defects present throughout the graphene layers. For example,

the graphene growth rates on hexagonal silicon carbide are dramatically different for

thicker graphene films with larger domains, as discussed in the following section. In

addition, I have only presented the results of the graphene growth model pertinent

to the CCS configuration.

3.4 Results

3.4.1 High Pressure Argon Growth

Graphene samples grown in an argon environment were studied with LEED to gain

insight into the composition and quality of the epitaxial film. According to graphene

thickness measurements collected with AES, the SiC(0001) surfaces were mostly cov-

ered by the graphene buffer layer irrespective of changes in growth temperature or

pressure. The graphene, SiC, and (6
√
3× 6

√
3)R30◦ diffraction peaks are visible at

most electron energies. The intensity of the graphene and SiC diffraction spots shown

in Figure 3.5 are essentially the same indicating that this particular sample is pre-

dominantly buffer layer graphene [254]. This identification was confirmed by Auger

electron attenuation measurements (not shown). The diffraction patterns are strik-

ingly similar to the ones observed in previous epitaxial graphene growth on SiC(0001)

in UHV, despite the fact that these samples were grown in relatively high pressures

of argon. The similarities in the diffraction pattern between the two cases implies

that the complex chemical bonding between the SiC and graphene is maintained

when grown in a high-pressure inert gas, and more broadly that the graphitization

mechanisms for enclosed geometry, CCS and open geometry, UHV configurations are

related. Diffraction patterns from the SiC(0001) surfaces graphitized in the UHV-F
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72 eV

Figure 3.5: LEED pattern from EG grown on SiC(0001) in the UHV-F furnace.
This sample was grown until 1ML of graphene surface coverage corresponding to
predominantly buffer layer graphene on SiC(0001), as confirmed by the prominence
of the graphene, SiC, and (6

√
3× 6

√
3)R30◦ diffraction peaks.

furnace (Fig. 3.6) are very different from the ones observed in earlier UHV studies

[205]. The SiC(0001) graphene is epitaxial with the SiC substrate at 0◦ and 30◦.

The diffraction spots are azimuthally broadened by between ± 2 ◦ − 7 ◦ depending

upon the growth conditions.1 These broadened spots indicate rotational disorder in

the graphene domains, as was seen previously for high-quality multilayer epitaxial

graphene [241, 255]. In general, the diffraction spots rotated at 30◦ with respect to

the SiC are more intense compared to weaker spots near 0◦, especially for submono-

layer graphene coverages (Fig. 3.6a). The near 0◦ spots are much more intense on

thicker graphene films grown in the UHV-F furnace (Fig. 3.6b). The intensification

of the near-0◦ spots as a function of graphene coverage demonstrates that the first

layer of graphene grown on SiC(0001) is formed in good epitaxy with the SiC surface,

and subsequently grown layers accrue 30◦ rotational stacking faults.

The azimuthal broadening of the epitaxial graphene diffraction spots on SiC(0001)

1These angles were measured using the GNU Image Manipulation Program’s ‘Measure’ tool.
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(a) (b)

72 eV 60 eV

Figure 3.6: LEED patterns from EG grown on SiC(0001) in the UHV-F furnace.
(a) LF003 was heated at 1450 ◦C for 20 minutes in 827mbar of argon gas, which
resulting in 0.4 ML of graphene. Graphene diffraction spots are epitaxial with the
SiC by 30 degree rotation, and there is very little azimuthal broadening. (b) LF011
was graphitized at 1625 ◦ C for 20 minutes in 827mbar of argon gas. The average
graphene thickness on LF011 was 3.2 ML, as confirmed the lack of visible SiC spots.
All graphene spots were broadened azimuthally but there was no ‘ring’ of diffraction
intensity characteristic of rotational disorder.

is attributed to rotational stacking faults between either (a) domains within a single

graphene layer or (b) different graphene layers [241]. For instance, the diffraction

pattern for graphene on SiC(0001) grown in the open geometry, UHV configuration

is almost entirely disordered in the azimuthal direction [111, 205]. These graphene

diffraction ‘rings’ or ‘streaks’ are commonly observed for EG grown on SiC(0001)

grown in the CCS furnace configuration [19], although in this case it has been shown

that the graphene films are not entirely disordered [241, 256, 257]. These diffraction

spots of conventional CCS-style multilayer graphene on SiC(0001) are much broader

than the spots from the UHV-F furnace and a significant amount of diffraction from

graphene domains are visible at every orientation (measured using the LEED optics

in the UHV-F system) [19]. Nevertheless, the majority of the graphene domains do

have an epitaxial relationship with the SiC. In this particular example the diffraction
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spots near-0◦ have the greatest intensity at about ±7◦. In the past, samples grown in

the de Heer CCS furnace exhibited near-0◦ spots at ±2.2◦ [255]. Other groups have

reported similar results but with different near-0◦ spot orientations [6]. Although the

UHV-F and de Heer furnaces are similarly constructed, I have operated my furnace in

an initially silicon deficient state by high temperature outgassing prior to any growth

experiment. As will be discussed in the silane section below, the additional silicon

has an immediate effect on the apparent domain size and rotational order of EG films

on SiC(0001). It is also likely that variations in the substrate material have a drastic

effect on the evolution of the rotational disorder in multilayer epitaxial graphene [258].

I measured the time-averaged growth rates (ie. carbon coverage/growth time)

for samples with less than or equal to one ML of graphene. For the purposes of

this work I do not distinguish between pristine graphene and graphene-SiC inter-

facial superstructures, such as the silicon face buffer layer [5, 213, 240]. The av-

erage growth rates for all of the samples grown in this furnace are shown in Fig-

ure 3.7. The growth rates demonstrate no clear trend with respect to growth tem-

perature (Fig. 3.7a) or argon pressure (Fig. 3.7b). However, graphene growth rates

normalized using the high-pressure limit of equation 3.23b (ie. scaled by a factor

of P/T
1
2 ) have a clear exponential dependence on the inverse furnace temperature.

The normalized growth rates do not show any clear dependence on the SiC poly-

type, surface polarity, or surface preparation. The lines in Figure 3.8 were calcu-

lated by an orthogonal distance regression fitting algorithm2 of Equation 3.23b to

the scaled graphene growth rate data for each SiC surface. For the carbon face

(solid line) the fitting parameters are: logΨF = 31.32±2.50 log (ML
sec

mbarK− 1
2 ), and

∆H = 5.33 ± 0.36eV. For the silicon face (dashed line) the fitting parameters are:

logΨF = 34.33± 3.77 log (ML
sec

mbarK− 1
2 ), and ∆H = 5.81± 0.54 eV. The ∆H terms

2Fit to data was calculated using the orthogonal distance regression algorithm in the Scipy Python
package.
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Figure 3.7: Graphene growth rates versus (a) temperature and (b) pressure for both
of the SiC terminations studied. Carbon face CMP samples are indicated with an
open symbol, all other samples were hydrogen etched prior to growth.

agree well with the enthalpy of sublimation from the literature for the SiC-C system

(which were previously reported in terms of the base 10 logarithm) [105]. The SiC-C

system is defined as SiC exposed to an abundance of additional carbon. The vapor

pressure of SiC in the SiC-C system was studied by heating an equimolar mixture

of SiC and graphite powder in high-temperature Knudsen cell [214]. ΨF is strongly

dependent on the geometric shape and size of the furnace, and as such a CCS furnace

can be characterized by the measured ΨF .

The growth rates for the two SiC faces are almost equivalent for submonolayer

graphene coverages. Previous observations clearly show that the growth rates for

each SiC face diverges as a function of film thickness [256]. The gray region in Fig-

ure 3.8 delineates the few multilayer samples grown in this study. In contrast with the

submonolayer samples, the growth rate for multilayer samples was much slower than

predicted by equation 3.23b. It is logical to assume that previously formed graphene

layers present a kinetic barrier to further graphitization. The growth rate should be
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Figure 3.8: Graphene growth rates for carbon face (triangles) and silicon face (cir-
cles) SiC, normalized according to the sublimation-diffusion relationship derived in
Equation 3.23b. The fits to equation 3.23b for each silicon carbide termination is dis-
played to show the high level of agreement with the proposed model. For the carbon
face (solid line), logΨF = 31.32±2.50 log (ML

sec
mbarK− 1

2 ), and ∆H = 5.33±0.36eV.

For the silicon face (dashed line), logΨF = 34.33 ± 3.77 log (ML
sec

mbarK− 1
2 ), and

∆H = 5.81±0.54 eV. Carbon face CMP samples are indicated with an open symbol.
Data points in the grey region are samples which were grown to more than a single
monolayer of carbon as determined by AES and/or ellipsometry.
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strongly dependent on the evaporation coefficient β, which models the mechanisms

which kinetically limit silicon sublimation. It has been shown that SiC-graphite can

have very small evaporation coefficients (2 · 10−3 to 5 · 10−2) sublimated in Knudsen

cells similar to the UHV-F furnace [214, 259].Figure 3.8 also shows that the growth

rate of multilayer carbon face samples is faster than the growth rate of multilayer

silicon face samples. Part of this discrepancy may be due to the sample quality.

The surface of the carbon face samples grown in these conditions was roughened by

large pits, some of which are several nanometers deep (Fig. 3.9a). The silicon face

samples were step bunched with an average step-height of 4 nm, with comparatively

smooth terraces (Fig. 3.9b). The overall film thickness appears to play a minor role

in the reduction of the carbon face growth rate (3.7 graphene layers for the multilayer

samples in Figure 3.8, as measured by ellipsometry). In contrast, the silicon face

growth rate almost seems to saturate after the formation of a complete buffer layer

across the sample (Only 1.25 graphene layers for the multilayer samples in Figure

3.8, as measured by AES). It is likely that the strongly-coupled buffer layer on the sil-

icon face presents a much larger kinetic barrier to further sublimation/graphitization

compared to the decoupled graphene layers on the carbon face. In addition, the film

thickness of silicon face graphene grown in UHV is determined primarily by tempera-

ture; higher temperatures will produce thicker graphene films, but longer growth time

will have little effect on the final thickness [8, 205, 208, 210]. Therefore, a change

in the thermodynamic barrier to sublimation (i.e. ∆H) for the buffer layer/silicon

carbide interface may not be ruled out at this time. Despite difficulties in using this

model to predict graphitization rates a priori, empirically determined values of ΨF

and ∆H can be used to calibrate the graphitization growth rates for all well-confined

furnaces.

A similar analysis is possible for growth in systems where gases are used under
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Figure 3.9: AFM of two samples grown simultaneously at 1625 ◦ C for 20 minutes in
827mbar of argon gas. The height profiles were acquired along the dashed lines in
each image. (a) The carbon face of Sample LF011 has an average surface coverage
of 3.2 ML of graphene, with an RMS surface roughness of 0.35 nm. The surface has
roughened following graphitization, such that the original unit-cell step structure is
no longer visible in this image. (b) In contrast, the silicon face of sample LF010 has an
average surface coverage of 1.15 ML, and the steps have bunched into 4.06± 0.94 nm
steps. The terraces between each step bunch have an RMS surface roughness of
0.14 nm.
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continuous flow. This technique has been used successfully to grow large-scale homo-

geneous graphene samples [260–262]. Under continuous flow, a thin, nearly-stagnant

boundary layer of the carrier gas will form above the SiC surface. However, the av-

erage thermal speed of the silicon gas is more than 1km
s

at the growth temperatures

used in these studies. Because the diffusion coefficients are fairly high in this regime

as well (at least 10 cm2

s
), the silicon will rapidly sublimate out of the boundary layer.

Entrainment of the silicon vapor in the inert gas may occur at fairly low flow rates

and inert gas pressures. It is possible that the exposed surfaces surrounding the SiC

are hot enough to reflect a large portion of the silicon vapor back onto the substrate,

especially in hot-wall systems similar to UHV-F. Therefore, in continuous gas flow

systems the loss of silicon vapor and the concomitant graphitization rate depends on

the Fickian diffusivity, the silicon vapor entrainment probability in the inert gas, and

the gas flow rate, in complete analogy with the leak rate determined by Fickian and

Knudsen diffusion terms associated with stagnant gas systems.

3.4.2 Growth in Silane Gas

Figure 3.9 demonstrates that near-equilibrium growth is suitable for preparing high-

quality graphene samples on SiC(0001). Although the carbon face surface morphology

is improved in comparison to normal UHV samples [111], it still suffers from significant

surface roughening. Increasing the degree of confinement (smaller furnace volume and

lower leak rate) is inconvenient for the UHV-F furnace. An additional source of silicon

vapor is used instead in order to improve the carbon face. The CCS method of coating

the furnace walls with residual silicon is effective but difficult to model as it depends

on the furnace history [19]. Silane gas can be used to fill the furnace with a specific

quantity of silicon prior to growth. To test this hypothesis, one sample(LF014) was

grown in 827mbar of 0.7% silane/argon mixture (Linde Electronics, DSM Grade) at

1600 ◦ C for 20 minutes. The silane/argon gas cylinder was attached to the same gas
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line used for the pure argon gas experiments (not shown in Figure 2.11).

The surface morphology of this sample characterized via AFM shows smooth

terraces separated by step bunches 2 nm high (Fig. 3.10a). The distinguishing to-

pographical features of multilayer EG on SiC(0001) grown at high temperature in

CCS furnaces are large step bunches and otherwise atomically smooth terraces [19],

interspersed with several nanometer high pleats which run preferentially parallel and

perpendicular to the step edges [256, 263]. LF014 shares all of these features, which

indicates that the silane gas and residual silicon on the furnace walls impact EG

growth on SiC(0001) in similar ways. The orientation of the top 3 4 layers of sample

LF014 as determined by LEED (Fig. 3.10b) is dramatically different compared to the

samples studied in the previous sections, which were grown in the UHV-F furnace in

argon gas (Fig. 3.6). Previous samples possessed graphene diffraction peaks rotated

at 0◦ and 30◦ with respect to the SiC lattice. LF014 has diffraction peaks at 30◦ and

±10◦ with respect to the SiC as well significant diffraction intensity at all other angles.

The peaks are azimuthally broader compared to graphene diffraction peaks observed

in UHV or argon grown samples. The strong similarity with EG on SiC(0001) samples

prepared in a silicon overpressure [6, 19, 264] strongly indicates that the orientation

of the first several graphene layers (top layer, downwards) is determined by the initial

quantity of additional silicon vapor in the furnace.

It is instructive to compare LF014 to sample LF011, which was grown in a compa-

rable total pressure of argon at a slightly higher temperature of 1650 ◦ C. The number

of graphene layers grown on LF011 was approximately 3 ML as measured by both

AES and ellipsometry, while the graphene thickness of LF014 had approximately 6

ML of graphene. Therefore, the average growth rate of LF014 was more than double

that of sample LF011, despite the fact that the growth on LF014 occurred at the

same overall pressure, a slightly lower temperature, and (most importantly) in the

presence of additional silicon vapor from the silane gas. One possible explanation is
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Figure 3.10: AFM and LEED of sample LF014, which was grown in 827mbar of
0.7% silane/argon mixture. (a) AFM and of the carbon face of sample LF014, which
was grown in 827mbar of 0.7% silane/argon mixture for 20 minutes. The silicon car-
bide is step bunched (average step height is 2.15±1.01 nm), with 1−3 nm high pleats
in the graphene running across the otherwise smooth terraces with an RMS surface
roughness of 0.10 nm. (b) LEED of sample LF014 shows a typical diffraction pattern
expected for high-quality multilayer epitaxial graphene grown on SiC(0001). Com-
pared to samples grown in similar Argon environments (ie. Fig. 3.6), the graphene
on LF014 is much thicker (No evidence of SiC diffraction peaks) and contains much
more rotational disorder.
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that the evaporation coefficient β of the carbon face decreases more slowly with in-

creasingly more graphene layers when the surface morphology is smoother, indicating

high mobility of subsurface silicon adatoms. Graphene growth on the silicon face in

argon appears to show the opposite behavior in terms of β versus sample roughness,

perhaps due to the stable interfacial buffer layer on this surface. At this time, I am

unable to authoritatively account for this discrepancy in the SiC(0001) EG growth

rate in the presence of silane gas.

3.5 Conclusion

In this chapter I have provided a detailed model based on kinetic rate equations for

studying epitaxial graphene growth on SiC in various situations, and have verified the

model by comparison with experimental graphene growth rates for samples grown in

a CCS style furnace. This model can be used to characterize graphene growth rates in

different furnaces, allowing particular growth conditions to be easily duplicated. The

model was general form to easily include more chemical reactions and/or physical

processes as necessary. I have confirmed that the graphene growth rate in a well-

confined hot-wall furnace depends on the total silicon leak rate out of the furnace. I

also demonstrated how an inert gas overpressure may be used to decrease the growth

rate of epitaxial graphene on SiC in this type of furnace. This type of control is

important because the overall growth rate will still depend upon the net conductance

of all leaks out of the furnace, as described in my model by the effective diffusivity term

D (Eqn. 3.23). The diffusivity is proportional to the cross-sectional area Ac of each

leak regardless of the furnace pressure. The furnace geometry is only a coarse control

of the graphene growth rate because the dimensions will vary depending upon the

design and machining process. The inert gas is a useful fine control of the diffusivity

because it is easy to accurately measure the gas pressure prior to growth. Therefore,

reasonably high pressure inert gas is useful for carefully tuning the graphene growth
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rate in different furnace systems. This method is only useful for reducing the graphene

growth rate; however increasing the graphene growth rate is possible by introducing

additional furnace leaks or enlarging existing leaks. I have measured values for the

enthalpy of sublimation of 6H and 4H SiC, and they are in close agreement with the

literature. The initial growth rates for the SiC(0001) and SiC(0001) are essentially

the same but begin to diverge as the number of layers increases. The strongly-bonded

buffer layer drastically reduces the growth rate on the SiC(0001) surface by kinetically

restricting the availability for further SiC sublimation. The reduction in growth rate

on the SiC(0001) is much less dramatic and seems to depend on both the growth

conditions (silane, argon, or UHV) and perhaps the substrate morphology.

Studying SiC samples graphitized in different furnace pressures and temperatures

has revealed how the silicon vapor pressure and sublimation rate impact the substrate

morphology. Confined furnace growth in UHV dramatically reduces the surface rough-

ening observed in samples grown in the open geometry, UHV configuration. Samples

were grown with similar SiC sublimation rates (as inferred from the average growth

rates) over a wide range of furnace pressures and temperatures, and it was shown

that the surface morphology consistently improves with higher inert gas pressures.

These trends imply that the silicon vapor pressure is the critical factor for improv-

ing the surface quality and that the improvement stems from SiC decomposition and

EG formation occurring closer to thermodynamic equilibrium. In the open geome-

try an inert buffer gas is ineffective because the diffusion-sublimation rate remains

rapid when vapor transport is not constrained by geometry. Therefore, I expect that

graphene growth in an open geometry, UHV configuration will always suffer from sig-

nificant surface degradation because it necessarily occurs out of equilibrium, unless

an additional source of silicon vapor is used to push the system closer to chemical

equilibrium.

At temperatures higher than 1500 ◦C the surface roughness actually increased on
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the SiC(0001) surface because of substrate step bunching, although the graphene cov-

ered terraces were atomically smooth. Step bunching was not observed on SiC(0001)

until an additional silicon source was introduced in the form of silane gas. Graphene

grown on the SiC(0001) in the presence of silane was very similar to the multilayer

epitaxial graphene grown by the CCS method, in terms of surface morphology (as

measured by AFM) and composition (as measured by LEED and AES). Raman spec-

troscopy and transport measurements indicated a significant degree of disorder in

silane grown SiC(0001) graphene, possibly due to inadvertent hydrogen etching. A

detailed examination of the impact of silane on graphitization is beyond the scope

of this thesis, but these results have demonstrated how controlling the silicon vapor

pressure with an additional source can drastically improve the graphene quality, most

likely because the silicon carbide surface is in chemical equilibrium with the vapor

from the very beginning of the growth process.
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CHAPTER IV

SIDEWALL GRAPHENE NANORIBBONS STUDIED BY

SCANNING TUNNELING MICROSCOPY

In most senses, graphene is the ideal channel material for field-effect transistors

(FETs). Graphene is a ballistic electrical conductor at room temperature with ex-

cellent thermal conductivity. Electronic screening in graphene is very weak, making

the material highly susceptible to electrostatic doping in the FET configuration [265].

Unfortunately, intrinsic graphene is a very poor FET channel material because it is

not a semiconductor. The lack of a band gap makes it very difficult to turn cur-

rent OFF in graphene FET devices. The carrier density should be zero for undoped

graphene (where the Fermi energy coincides with the Dirac Point), but all graphene

FETs exhibit a device dependent minimum conductivity on the order of (1 − 4) e
2

~

at zero doping. The minimum conductivity in graphene has been attributed to the

extrinsic disorder in the form of Coulomb impurities in the substrate or oxide and

the very weak screening in undoped graphene [49, 52, 266, 267]. The electric field

from Coulomb impurities creates a network of electron and hole doped puddles or PN

junctions across the graphene surface [268]. These PN junctions do not contribute

significantly to the device resistance because of the Klein tunneling effect [47], which

is a consequence of pseudospin conservation in graphene [30].

Efforts to engineer a band gap in graphene have generally followed one of three

different tactics. It is possible to introduce a band gap into the graphene by chemical

modification of the graphene lattice. This technique is attractive because carbon ma-

terials can be modified using the large body of techniques from liquid-phase chemistry
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[269–273], or reacted with chemically reactive species [274–277]. Chemical modifica-

tion unfortunately tends to introduce disorder into the graphene crystal lattice which

drastically reduces the carrier mobility, although some progress has been made in this

direction lately [278, 279].

A more popular alternative for band gap engineering in graphene has been to use

quantum confinement. Theoretically, cutting bulk graphene into laterally confined

graphene nanoribbons (GNRs) will alter the allowed electronic states in the mate-

rial [280]. Quantum confinement or the quantum size effect is a consequence of the

uncertainty principle, ∆x∆px ≥ ~
2
, which states that the uncertainty in a particles

momentum increases as the position becomes better determined. Reducing the width

of a conductive material constrains the positions of electrons laterally, increasing the

uncertainty in particle momentum (∆px ≥ ~
2∆x

) as well as the minimum kinetic energy

of the particle (Emin = ⟨pxc⟩ = ∆pxc for Dirac particles). Confinement also increases

the energy gap between allowed electron states in analogy with the particle-in-a-box

problem:

En = pnc = ~kc = ~c
π

L
n (4.1)

where Equation 4.1 is valid for a Dirac particle in a 1D box of width L, and

n = 0, 1, 2 . . . is the state index. The energy gap in a 1D box is inversely proportional

to the box width: Eg/n = En/(n) = hc/2L. Therefore, if quantum confinement can

generate a gap in GNRs the size of the gap would be inversely proportional to the

width of the ribbon.

However, theory predicts that the band structure of perfect GNRs is extremely

sensitive to nanoribbon edge termination. Graphene supports three different types

of edges: zig-zag (Fig. 4.1a), armchair (Fig. 4.1b), and chiral (a periodic mixture of

zig-zag and armchair edges, Fig. 4.1a). Armchair nanoribbons are predicted to be

metallic when the width is N = 3M − 1, where N is the width of the ribbon in terms
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(a) Armchair Nanoribbon

Zig-zag Nanoribbon(b)

Chiral N
anoribbon

(c)

Figure 4.1: Graphene nanoribbons are formed by cutting a graphene sheet into
narrow strips. In general there exist three different classes of ideal nanoribbons (a-c)
as defined by the orientation of the ribbon with respect to the graphene crystal lattice.
(a) Zig-zag nanoribbons have have edge-terminated atoms belonging to a single carbon
sublattice, while (b) armchair ribbons have atoms from both sublattices at the edge.
Another possibility is to have a periodic arrangement of zig-zag and armchair edge
sites, called (c) chiral nanoribbons.

of the number of carbon atoms in one sublattice and M is an integer, but otherwise

they are predicted to be semiconducting with narrower ribbons possessing a wider

band gap as expected [280]. Zig-zag nanoribbons are metallic because of a flat band

at E = 0 that consists of a massless Dirac fermionic wave function localized at zig-zag

graphene and graphite edges, which decays exponentially into the middle of the ribbon

[281]. This so-called ‘edge-state’ is a consequence of the fact that the atoms along a

zig-zag edge all belong to a single carbon sublattice, or more appropriately because

the projection of the 2D band structure maintains the distinctness of each Dirac cone

at K and K′ [282]. Every chiral nanoribbon also supports an edge-state along the

zig-zag components of the edge, with the spectral density of the edge-state almost

linearly proportional the fraction of zig-zag to armchair edge sites [283]. Therefore,

according to the non-interacting tight-binding approximation only 2/3 of all uniform

width armchair nanoribbons gain an energy band gap through quantum confinement,

and the rest of all nanoribbons are metallic. However, including electron-electron

interactions can spontaneously open a band gap through magnetic ordering along
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and across the nanoribbon [282]. It has also been predicted that passivating the

dangling bonds at the GNR can open a band gap in the electronic structure of the

material, including both zig-zag and chiral ribbons [284].

Given the large parameter space and the several possibilities regarding the theo-

retical band structure of a GNR with a particular edge orientation, it is clear that a

systematic study of the electronic properties of this material is warranted. GNRs have

been fabricated by various groups using standard lithographic etching techniques to

cut nanostructure from larger sheets of graphene. Although early results indicated

large energy gaps that scaled roughly with the inverse of the ribbon width [285], it was

later determined that the observed gaps in patterned GNRs was the result of charge

localization along the ribbon length because of lithography-induced edge roughness

[286]. Edge roughness on the scale of several graphene unit-cells act as randomly

placed short-range scattering defects which strongly backscatter charge carriers [287],

resulting in Anderson localization and conduction gaps near the Dirac point in rough

GNRs [288, 289]. In the high edge disorder limit nanoconstrictions along the GNR

form a series of interconnected quantum dot states [290]. For very narrow ribbons

(less than 10 nm wide) even very little edge disorder can incite Anderson localization

and a transport gap [287]. In general, the edge roughness is an unavoidable conse-

quence of the masking/etching lithography process. Some progress has been made to

combat the edge roughness incurred during GNR lithography [291, 292]. A different

technique involves ‘un-zipping’ carbon nanotubes into GNRs with very smooth edges

[293, 294]. These ultra-smooth nanoribbons are ballistic conductors with carrier mo-

bilities as high as 3200 cm2

V· s (comparable to ‘dirty’, intrinsic graphene on SiO2) [295].

Sub-10 nm ultra-smooth nanoribbons were found to be both ballistic and metallic,

which may be a consequence of the edge state associated with zig-zag and chiral

graphene edges [280–283, 296]. Low-temperature STM was performed on these ultra-

smooth nanoribbons to study edge and electronic structure [297]. Only zig-zag or
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chiral nanoribbons were located in this study, and scanning tunneling spectroscopy

(STS) measurement of sub-20 nm ultra-smooth nanoribbons revealed a small width-

dependent gap (∼ 50meV for a nanoribbon that was 8 nm wide) [297]. Although the

ultra-smooth GNRs are promising materials, they suffer from the same drawbacks as

carbon nanotubes in terms of controlling ribbon type and placement onto a substrate.

Controlled, epitaxial GNR growth on an insulating substrate is possible with

SiC(0001) (silicon face or silicon termination) [119]. As discussed in Chapter 3, epi-

taxial graphene growth on SiC is driven by the imbalance in vapor pressure between

Si and C. At temperatures less than 1800 ◦C essentially only monoatomic silicon

is sublimated from SiC [105], leaving the residual carbon adatoms behind to form

graphene. The first layer of graphene grown on SiC(0001) is covalently bonded to

the substrate, which changes the semi-metallic graphene into a wide-band gap or

insulating phase known as the ‘buffer layer’ or ‘layer-0.’ Further carbon layers are

grown beneath the initial buffer layer, converting the initial buffer layer into a layer of

graphene and forming a new buffer layer at the interface with the SiC [5]. Graphene

growth on SiC(0001) tends to begin at substrate step edges as determined by the

common observation of thicker graphene films adjacent to steps compared to the re-

mainder of the SiC terrace [110, 260]. The nucleation of graphene at step edges is

sensible because the Si atoms on the steps have more dangling bonds and are less

stable compared to silicon on the basal plane, so the local silicon vapor pressure

near SiC steps should be greater than the average silicon vapor pressure of the entire

surface. In order to minimize the surface energy, unit-cell or higher SiC steps can

redistribute into high-index nanofacets during annealing in vacuum or in a reducing

atmosphere [102, 298–302]. The crystalline orientation of the facet depends on a va-

riety of parameters such as step height, surface miscut angle/orientation, annealing

temperature/time, and the surface termination (Si or C face) [303, 304]. Graphene

has been shown to grow rapidly on low-angle SiC facets or ‘sidewalls’ compared to
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the growth rate on SiC(0001) terraces [304]. This ‘sidewall graphene’ does not appear

to interact or to covalently bond with the SiC facet [301, 302], which should preserve

the electronic properties associated with graphene. Therefore, combining preferential

graphene growth on SiC facets with the ability to control the graphitization rate on

SiC by restricting silicon sublimation (See Ch. 3) enables the fabrication of GNRs

located on SiC nanofacets, separated from one another by the insulating buffer layer

on the SiC terraces.

The main advantage of this technique is that the GNR width is controlled by the

initial height of the SiC steps, and it is possible to control the vertical etching rate of

SiC with nanometer scale precision using reactive ion etching. Conceivably, the edge

roughness of the sidewall GNRs should be minor compared to lithographically pat-

terned ribbons. Lithography of bulk graphene is limited by the resolution/smoothness

of the etch mask and the lateral uniformity of the graphene etching process. Edge dis-

order of sidewall GNRs should (assuming that the graphene growth is limited to the

nanofacet itself) be determined by the atomic-scale roughness of the SiC nanofacets

and sidewalls. Furthermore, there is evidence that the graphene on the sidewalls

largely maintains the epitaxial relationship with the SiC(0001) surface, because the

sidewall graphene covalently bonds with the epitaxial graphene buffer layer that re-

sides on the SiC terraces [301]. This epitaxial relationship then couples the edge

orientation of the GNR to the SiC crystal axes, such that controlling the orientation

of the SiC steps defined by lithography is equivalent to controlling the edge orientation

of the resulting GNRs.

Graphene grown on the sidewall facets of SiC(0001) appears to be the ideal

method for creating a semiconductor material that retains the electronic properties

of graphene. However, the transport measurements of these GNRs lack any evidence

of edge disorder-related transport or a simple band gap, regardless of nanoribbon

edge orientation or width [305]. These nanoribbons demonstrate room-temperature
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ballistic conduction, with ballistic mean free paths as high as 15µm. The average

conductance of these ballistic nanoribbons is approximately σ0 =
e2

h
, indicating that

the transport is dominated by a single, nondegenerate quantum channel. Ballistic

transport by a single quantum channel was expected in zig-zag and chiral nanorib-

bons, but it was also predicted that the channel would be spin-degenerate (σ0 =
2e2

h
)

[296]. In addition, a recent ARPES study found that the overgrown sidewall GNRs

(i.e. where graphene is continuous from the sidewall onto the terrace) form a semicon-

ducting region in between the metallic terrace and sidewall graphene. Clearly, there

are a great number of unanswered questions regarding sidewall GNRs that will help

us understand these previous experiments. Scanning tunneling microscopy (STM) is

an excellent tool for this kind of investigation, because it allows one to study both

the morphology and the electronic structure of the nanoribbons simultaneously. Fur-

thermore, some questions concerning sidewall GNRs can only be answered using a

local, scanning probe technique like STM.

4.1 Types of Sidewall Graphene Nanoribbons

Sidewall GNR samples were grown using confinement-controlled sublimation (CCS)

in a custom built low-vacuum furnace [19]. The furnace used to grow these samples

is shown in Figure 4.2. Two different sidewall GNR samples were studied for this

project. The first type of self-organized sidewall nanoribbon (sample 25Ed30) was

grown directly on a nominally on-axis, conductive (0.015−0.028 Ω-cm) 4H SiC(0001)

substrate by annealing in a custom single-user CCS furnace (Fig. 4.2a) at 1500 ◦C for

9 minutes. The 4H SiC(0001) wafer was miscut toward the [1100] crystal direction

with an angle less than 0.1 ◦ C. Characteristic Atomic-Force Microscopy (AFM) and

Electrostatic Force Microscopy (EFM) performed on sample 25Ed30 following growth

is shown in Figure 4.3. The AFM images reveal that the surface formed giant step

bunches during the growth process, which is typical for high-quality CCS growth
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Figure 4.2: Images of the low-vacuum CCS furnaces used to grow sidewall GNRs on
SiC(0001) in this study.

on the SiC(0001) surface [19, 110, 260]. EFM acquired simultaneously with AFM

(Fig. 4.3b) clearly show that the surface capacitance changes significantly along the

SiC sidewall. The capacitance change is attributed to the GNR on the SiC sidewall,

where the change occurs because the local work function of graphene (∼ 4.6 eV) [306]

is different from SiC (∼ 4.8 eV) [307].

Unfortunately, the simultaneous formation of step-flow induced step bunches and

GNRs was difficult to repeat experimentally. To improve the likelihood of self-

organized GNR formation, step bunches were pre-formed on separate dimple ground

vicinal samples by dry etching in 1 atm of hydrogen at 1800 ◦C [116, 300]. The

dimple ground sample (HDS009) was prepared using initially on-axis, conductive

(0.015−0.028 Ω-cm) 6H SiC(0001) (More information regarding dimple grinding and

intentional step bunching by high-temperature hydrogen etching is available in sec-

tions 2.1.3 and 2.1.2, respectively). The step bunches formed in this manner were

relatively straight (given the curvature of the vicinal surface) and well-ordered as
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(a) (b)

Figure 4.3: AFM and EFM measurements of sample 25Ed30 (on-axis GNR) after
graphitization. (a) AFM shows that step bunching has occurred across the surface,
which an average step height of 4 nm in this region. (b) a 3D representation of
the sample in (a) with the EFM data as on overlay. The surface potential on the
SiC sidewall nanofacets changes by approximately 2V relative to the SiC terraces,
indicating the presence of sidewall GNRs.

determined by optical microscopy (Fig. 2.8), atomic force microscopy, and scanning

electron microscopy (Fig. 2.9). The height of the step bunches varied smoothly be-

tween 5 − 30 nm as a function of the local miscut angle in the dimple. Sidewall

GNRs were subsequently formed on the hydrogen etching induced step bunches by

annealing in a custom multiple-user CCS furnace (Fig. 4.2b) at 1565 ◦ C for a total

of 1 minute. AFM/EFM and Raman spectroscopy performed post-growth provides

evidence of GNR growth on the sidewalls of SiC (not shown).

4.2 Methods

Sample 25Ed30 was stored in air for one month before being transferred into the RT-

UHV system. The sample was outgassed in vacuum at a minimum of 300 ◦C using

an electron beam heater (section 2.2). Low-energy electron diffraction (LEED) and

Auger electron spectroscopy (AES) were performed in-situ (section 2.3.1) following

sample heating. STM measurements were performed in ultra-high vacuum using the

room temperature STM described in section 2.3.2.2. Tungsten tips were electron-

beam annealed and characterized by Field-Emission Microscopy prior to STM exper-

iments.
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4.3 Results

4.3.1 SiC Sidewall Nanofacet Structure

LEED was performed on 25Ed30 several hours after transfer into vacuum. The diffrac-

tion pattern was very weak and there was a bright, diffuse background intensity char-

acteristic of surface contamination. The LEED patterns improved substantially after

flash heating to 850 ◦C, 1100 ◦ C, and finally 1450 ◦C for 2 minutes each. Although

the diffraction peaks sharpened and the diffusive background decreased after the

annealing regimen, the spot sizes were fairly large and the (6
√
3 × 6

√
3)R30◦ recon-

struction pattern was weak compared to UHV grown epitaxial graphene on SiC(0001)

(Fig. 4.4a). Sample HDS009 was transferred into vacuum within one hour of growth to

keep surface contamination to a minimum. The initial LEED pattern displayed sharp,

bright diffraction peaks and a very weak diffuse background. Heating sample HDS009

up to 850 ◦ C further improved the quality of the diffraction pattern (Fig. 4.4b), which

was more comparable to UHV grown graphene and substantially more ordered com-

pared to sample 25Ed30. Directly prior to an STM experiment sample HDS009 was

briefly reheated to 850 ◦C, and was not heated higher than 850 ◦C.

LEED patterns shown in Figure 4.4 appear almost indistinguishable from LEED

patterns on SiC(0001) surfaces covered predominantly with buffer layer graphene after

graphitization in the UHV-F furnace (Fig. 3.5). The diffraction patterns are similar

to those observed for buffer layer samples grown ex-situ in other CCS furnaces (not

shown). Because the epitaxial relationship between the buffer layer and the SiC is

maintained and the sidewall GNRs are expected to be sp2−bonded with the buffer

layer [301, 302], we can assume that if the GNR is well-ordered it will have a zig-

zag edge orientation for steps running perpendicular to the ⟨1100⟩ directions. The

presence of the (6
√
3× 6

√
3)R30◦ diffraction pattern conclusively demonstrates that

the SiC(0001) terraces are covered by at least bare buffer layer or layer-0 graphene
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Figure 4.4: LEED on samples (a) 25Ed30 (on-axis GNR) and (b) HDS009 (dimpled
GNR), after outgassing as described in the text. Both LEED patterns are consistent
with a buffer layer covered SiC(0001) surface, although the dimpled GNR sample is
much more ordered than the on-axis sample.

[239]. The graphene and SiC diffraction peaks have approximately the same magni-

tude at an electron energy of 106 eV corresponding to the Bragg diffraction peak of

SiC. The unity ratio between the graphene and SiC diffraction peaks at 106 eV was

associated with predominantly buffer layer on the SiC(0001) surface as confirmed by

Auger electron spectroscopy in Chapter 3.

AES was used to measure the graphene film thickness on samples 25Ed30 and

HDS009 based upon the relative attenuation of the Si Auger electron intensity versus

the C Auger electron intensity. The graphene film thickness was calculated exactly

as described in section 3.2. Briefly, the model assumes that the buffer layer, the

first graphene layer grown on SiC(0001), is structurally equivalent to ideal graphene.

Auger signal attenuation measurements on both samples were consistent with one

graphene layer (i.e. buffer layer) on SiC(0001).

Figure 4.5a shows a large-scale STM image of a self-organized sidewall GNR on a

nominally on-axis SiC(0001) surface (sample 25Ed30). The step is very straight over
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the approximately 500 nm range of the STM. It is clear even from this large scale im-

age that the step has relaxed into a high index nanofacet as confirmed by the higher

resolution STM images in Figure 4.6. The SiC sidewall and small regions near the

top and bottom of the sidewall are up to one order of magnitude smoother than the

majority of the SiC surface. Based upon the EFM (Fig. 4.3) and Raman Spectroscopy

measurements (not shown), it is reasonable to associate the smooth features on the

SiC sidewalls with the presence of graphene. However, the EFM measurements only

show a clear work function change on the SiC sidewalls (Fig. 4.3b), whereas the STM

measurements almost always show that the graphene on the sidewalls grows contin-

uously onto the terraces of the SiC. The majority of these measurements find that

sidewall GNR overgrowth favors the top terrace over the bottom one (as previously

predicted) [308]. The same general features are evident for GNRs grown on the dim-

pled SiC (sample HDS009), although in general these sidewalls have more variability

in structure (Fig. 4.5b).

The SiC sidewalls on both the on-axis and dimpled samples relaxed into lower

energy nanofacets. The angle of the SiC sidewall with respect to the surface normal

defines the crystallographic plane of the nanofacet. For instance, the sidewall angle

in Figure 4.6a is ∼ 28 ◦ with respect to the surface normal. This angle corresponds to

the SiC(1107) facet, which was also observed in patterned SiC sidewalls with edges

(a) (b)

Figure 4.5: Large-scale STM images of GNR covered sidewalls nanofacets on (a)
on-axis (25Ed30) and (b) dimpled SiC (HDS009).
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perpendicular to the [1100] crystal plane [119]. Upon closer inspection the profile of

the sidewall consists of two separate ∼ 32 ◦ nanofacets corresponding to a SiC(1106)

nanofacets separated by a nearly flat, narrow region (see inset of Fig. 4.6a). Since the

region separating the two nanofacets in Figure 4.6a is so narrow that it is attractive

to consider this feature as the merger between two separate step bunches, or perhaps

as the incomplete relaxation of a single step bunch. It is also common to observe

step bunches that are more completely distinguished by multiple nanofacets. The

graphene is continuous across the entire step bunch in Figure 4.6b, but here the

sidewall has split into two distinct SiC(1107) (∼ 28 ◦) nanofacets [308]. In general,

the facet angle for single step sidewalls was greater than the facet angle for multiple

step sidewalls. There exists a narrow, nearly flat flat region near the top of these two

nanofacets as well (see insert of Fig. 4.6b). Including this narrow region the average

facet angle across both sidewall nanofacets is ∼ 25 ◦, corresponding to the SiC(1108)

facet. The SiC(1108) was the most common facet observed on sample 25Ed30, and

was determined to be the most common facet observed for patterned SiC sidewall in

a separate study [119].

The nanofacets formed on the dimpled SiC sample depend strongly upon the

original step bunch height, as well as the formation of of multiple or single nanofacets

per step bunch. The STM scan in Figure 4.7a was acquired near the rim of the dimple,

Figure 4.6: Detailed STM images of sidewall nanofacets on on-axis SiC (25Ed30)
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Figure 4.7: Detailed STM images of sidewall nanofacets on dimpled SiC (HDS009)

where the vicinal angle approached 4 ◦ and well-organized bunches of 30-nm steps

were present before graphitzation as determined by SEM and AFM. The sidewalls in

Figure 4.7a have become disordered after GNR growth, with sidewall heights ranging

from 20 nm to 40 nm. These step bunches have very shallow nanofacet angles between

11 ◦ and 12 ◦, corresponding to either SiC(110 19) or SiC(110 18). Figure 4.7b shows

a more ordered sidewall GNR closer to the center of the dimple, with a step height

of 10 nm. However, upon closer inspection this sidewall consists of closely spaced,

multiple nanofacets similar to what was observed in Figure 4.6 for the on-axis SiC

sample. In this case the lower nanofacet is ∼ 18 ◦ [SiC(110 12)], which transitions to

a ∼ 22 ◦ nanofacet [SiC(1109)] near the top of the sidewall.

4.3.2 Atomic-scale structure of sidewall graphene nanoribbons

Atomic-scale imaging and graphene is complicated by the fact that this material has

a very small lattice constant of only 2.46 Å which requires an extremely small STM

tip radius in order to image. STM tips with a small radius of curvature are noto-

riously unstable, which is further complicated by the already troublesome tunneling

characteristics of the buffer layer on these samples. Nevertheless, the atomic-scale

resolution of the GNRs was achieved in several locations on both the on-axis and

dimpled samples.
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Figure 4.8: (a) STM image (VB = 1.0V, It = 50pA) of the top portion of a multiple
nanofacet step bunch on the on-axis sample. (b) The entire step bunch is ∼ 10 nm
high, but only the top 3 nm as shown in the profile. (c) Carefully subtracting the
background height variation from the SiC substrate reveals the atomic lattice of
sidewall GNR on both the terrace and the nanofacet. The atomic lattice was made
prominent and added back to the background to demonstrate that the graphene
lattice is continuous onto the SiC nanofacet (local height enhancement). This image
is local height enhanced to display both the atomic lattice and SiC sidewall. Near
the sidewall the graphene lattice bulges upward ∼ 1 Å and the graphene lattice is
distorted relative to the imaging on the terrace, as shown in (d) the FFT power
spectrum of the atomic lattice, where white/black is low/high power.
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Figure 4.9: Higher resolution STM image (VB = 0.7V, It = 50pA) of the top portion
of the sidewall GNR shown in Figure 4.8. The profile across the middle of image shows
that the graphene gradually bulges upward 3 Å over ∼ 3 nm before proceeding onto
the SiC sidewall nanofacet. The asymmetric sublattice imaging is strongest in the
middle of the bulge, where the graphene lattice is most distorted.

Figure 4.8 is an STM image of the graphene lattice acquired near the top of a

multifaceted, 10 nm SiC step bunch on sample 25Ed30. The GNR zig-zag edge is

oriented almost parallel to the step edge as expected from LEED. The physical edge

of every GNR is obscured by large debris (cf. Figs. 4.6 and 4.7). The graphene

lattice appears well-ordered without any significant defects, although there is some

distortion of the lattice. The higher resolution STM image in Figure 4.9 shows the

graphene as it transitions from the overgrown basal plane onto the sidewall nanofacet.

Near the curved portion of the GNR where the graphene begins to transition onto the

SiC sidewall, the lateral lattice constant appears to expand and the carbon sublattice

imaging becomes asymmetric, which is often associated with broken inversion sym-

metry of the graphene lattice. According to the height profile in Figure 4.8 this region

corresponds to a slight upward bulge in the GNR. Once the GNR has settled onto the

SiC sidewall the lattice constant returns to normal and symmetric sublattice imaging

resumes. According to the FFT of the STM image shown in Figure 4.8d, The atomic

lattice appears to have both uniaxial compressive strain roughly perpendicular to the

step (∼ 10%) and a slight amount of shear strain. Weaker peaks may be attributed
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to the distortion of the lattice over the bulge, which changes the apparent direction

of the lattice. Interestingly, these peaks appear to have very little compressive strain

with the shear strain remaining, indicating that the upward bulge in the image allows

the lattice to partially relax.

The atomic lattice of a GNR on the dimpled SiC sample is displayed in Figures

4.10 and 4.11. These images were acquired on the top part of the same SiC sidewall

shown in Figure 4.7b. The graphene lattice is imaged on both the basal plane and the

nanofacet of the SiC. Unlike the graphene on the on-axis sample, the graphene on the

dimpled sample does not bulge upwards near the step edge. Instead it abruptly curves

over the step edge (Fig. 4.10b), which results in what appears to be a (
√
3×

√
3)R30◦

electronic scattering pattern in the curved region. The most striking feature on the

basal plane is the presence of a strong, long wavelength hexagonal pattern alongside

the graphene lattice. The graphene only appears to image in the ‘dark’ regions of the

hexagonal pattern, which abruptly ends at the step edge. These features are more

clear in the background subtracted version of this image in Figure 4.11a. Figure

4.11b shows the 2D FFT of the background subtracted image. The FFT shows a

complicated set of reciprocal-space peaks. The circled outer peaks are attributed to

the graphene lattice. According to the FFT calibration the graphene lattice nearly

uniformly compressively strains by ∼ 12%.

Figure 4.12a shows a larger scale STM scan acquired in the same region at a higher

sample bias where only the long wavelength, hexagonal pattern is imaged. The scan

was background subtracted to remove the change in height from the SiC sidewall

nanofacet. The long wavelength pattern is almost identical to the (6
√
3× 6

√
3)R30◦

graphene buffer layer grown on SiC(0001) in UHV [210, 309], as shown in Figure

4.12b. The preferential imaging of the graphene lattice in some regions and the larger-

scale buffer layer reconstruction elsewhere was previously observed (see Figure 6.1 in

reference [132]). In STM the (6
√
3 × 6

√
3)R30◦ images as a 6 × 6 corrugation with

108



(a)(a)

0.0

0.4

0.8

0 5 10 15

a)(b)

Figure 4.10: (a) Atomic sale resolution STM image (VB = -0.6V, It = 30pA) of the
GNR on the dimpled SiC sample (HDS009), on the same SiC sidewall shown in Figure
4.7b. The graphene lattice is continuous across the basal plane and SiC nanofacet,
and what may be a (

√
3 ×

√
3)R30◦ electronic scattering pattern is present in the

transitionary region where the graphene abruptly curves over the edge. The atomic
scale information was local height enhanced to simultaneously display the graphene
lattice and the large-scale features of the SiC sidewall. (b) Profile of the local height
enhanced image along the dashed line in (a).

respect to the SiC lattice constant (a = 3.08 Å) which is visible beneath overlying

graphene layers at higher bias [239]. For instance, Figure 4.12b shows a region of

(a)(a) (b)

Figure 4.11: (a) Background subtracted image of Figure 4.10, and (b) 2D Fast-
Fourier Transform (FFT) of the background subtracted image. The peaks attributed
to graphene lattice are highlighted by the outer circles. The graphene lattice constant
is uniformly compressively strained by ∼ 12%.
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(a)(a) (b)(b)

Figure 4.12: (a) (VB = -1.5V, It = 30pA) STM image (VB = 1V, It = 100 pA) of
the graphene (layer-1) on top of the graphene buffer layer (layer-0) on SiC(0001) .
At this voltage bias the LDOS of the buffer layer is much greater than the LDOS of
the graphene overlayer, so the buffer layer dominates the tunneling current and the
constant height image. The buffer layer lattice is constant is uniformly compressively
strained by ∼ 12% as determined by FFT (not shown). The sample in (b) was grown
in UHV by thermal annealing with an electron beam heater (section 2.2)

layer-1 graphene where only the SiC orbitals are evident at a sample bias of 1V. The

long wavelength hexagonal pattern in Fig. 4.12b has an average lattice constant of

16.14 Å, which, assuming a 6×6 corrugation, corresponds to 2.69 Å for the SiC lattice.

Although strained, the reconstruction is hexagonal and rotated by 30 ◦ with respect to

the graphene lattice, and has approximately the same amount of compressive strain

found in the graphene lattice imaged in Figure 4.11. The buffer layer imaged lacks

some of the obvious ‘tetramer’ or ‘hexagon’ features which are commonly observed for

the UHV grown buffer layer [239]. The apparent height corrugation of the buffer layer

graphene in Figure 4.12a and the sublattice symmetry of graphene lattice imaged in

Figure 4.11 indicates that the basal plane portion of the GNR is one layer thick

(layer-1).

As shown in Figures 4.6 and 4.8 the GNRs on the on-axis sample do not show

a 6 × 6 reconstruction. It was previously demonstrated that the amplitude of the

6 × 6 corrugations decreases rapidly with the number of graphene layers present

[134]. Based upon these results it seems that the overgrown, basal plane portion

of the GNRs are multilayered on the on-axis sample and single-layer (i.e. layer-1
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graphene) on the dimpled sample. The thickness of the sidewall portion of each GNR

is much more difficult to ascertain by STM. However, cross-sectional transmission

electron microscopy of graphitized SiC(0001) step bunches clearly demonstrates that

many more graphene layers are present on the sidewall nanofacets even when the

SiC(0001) surface is only covered by buffer layer or monolayer graphene [301, 302].

Few-layer graphene on SiC(0001) is Bernal stacked which induces an asymmetric

sublattice imaging from the broken sublattice inversion symmetry [132]. Strangely,

the asymmetric sublattice imaging occurs predominantly near the step edge where

the graphene appears to bulge upwards but is absent for the graphene resting on

the basal plane of SiC(0001). One possibility is that these features appear because

there is a significant amount of strain in the GNR, and possibly different amounts

of strain in each graphene layer. The presence of strain in GNRs on SiC(0001) can

be thought of as a consequence of the different thermal expansion coefficients of SiC

and graphene. The thermal expansion coefficient of SiC is positive which implies that

the material expands with rising temperature. Conversely, graphene has a negative

thermal expansion coefficient which implies that it will actually contract with rising

temperature. For complete graphene monolayers (layer-1) grown across SiC(0001)

the resulting strain is distributed across terraces that can exceed several micrometers

thus diminishing this effect. Sidewall GNRs are both limited in their lateral dimension

and covalently bonded to the graphene buffer layer and/or SiC substrate, so in this

system the strain is distributed over a comparatively small region and the effects can

be much more dramatic. In order to mediate the lattice strain the laterally pinned

GNR could partially delaminate from the SiC substrate near the step edge, thus

forming the observed upward bulge and the distortion of the lattice.

The effect of strain is even more pronounced for multilayered epitaxial graphene

(MEG) on SiC(0001), where it is common to observe several nm graphene ‘pleats’

running parallel and perpendicular to step bunches across the surface [19]. MEG
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is characterized by multiple rotational stacking faults which effectively decouple the

graphene layers from one another and the SiC substrate, as evidenced by an increase

in the out-of-plane lattice constant relative to Bernal stacked graphite as measured

by X-ray diffraction [133]. These facts would suggest that graphene layers are more

capable of mechanical deformation when the interaction between the substrate and

the graphene, and the interaction between the graphene layers itself, is weaker. For

instance pleats have not been observed for monolayer (layer-1) or bilayer (layer-2) epi-

taxial graphene on SiC(0001), but pleat-like features have been observed for thicker

graphene layers grown on this surface [310]. As the thickness of the graphene in-

creases, the coupling between the graphene and the SiC substrate decreases thus

increasing the likelihood of mechanical deformation in the presence of strain. Fur-

thermore, mechanical deformation and the resulting inhomogeneous strain field in the

GNR could result in a slight rotational stacking fault between successive graphene

layers in the ribbon, thus preserving the sublattice symmetry over the basal plane

portion of GNR [137, 255]. Further evidence of strain is presented in the next sec-

tion, which concerns the electronic states of different GNR’s as measured by scanning

tunneling spectroscopy (STS).

4.3.3 Electronic States in sidewall graphene nanoribbons

STS measurements were performed on the sidewall GNRs presented in the previous

section. In the simplest approximation, STS measures the electron energy dependent

local density of states (LDOS) of the surface beneath the tip (Section 2.3.2). Figure

4.13 is a 3D representation of the the on-axis, sidewall GNR in Figure 4.8. The

colored circles indicate the approximate locations of STS performed as the sample

drifted laterally. The sample drift velocity and STS locations were confirmed by

comparison to topographical STM images acquired both before and after the series

of STS measurements, which are shown in Figures 4.14 - 4.16. The first two figures
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show how the electronic states in the GNR change as the ribbon transitions from

the sidewall nanofacet onto the SiC terrace. The first STS measurement (red or

rightmost marker in Figure 4.13) was acquired just over the edge the SiC step on

the sidewall nanofacet, whereas the second (purple or middle marker in Figure 4.13)

was acquired on the left side of the bulge discussed in the previous section. An

energy gap of 400meV is present in both Figures 4.14 and 4.15. In addition, a

collection of energy states are present at higher energies in the form of peaks in

the STS measurements. These states demonstrate electron-hole symmetry as would

be expected for graphene [45], which is indicated by the black lines in each Figure.

These black lines are the electron states (acquired at positive sample bias) mirrored

about ED, the assumed Dirac point energy (note that energies are referenced at

VB = EF = 0). ED is determined visually to maximize the electron-hole symmetry.

In both cases ED < 50meV, indicating that the graphene in these regions is slightly p-

doped, in agreement with recent transport [305] and ARPES [311] measurements. The

overall dI/dV scale of the electron and hole states varies by approximately a factor

of 2, which can be attributed to asymmetry in the tunneling matrix M at positive

and negative sample bias [181]. If these electronic states are indexed by integers in

order of increasing energy (N = 1, 2, . . . for the electron states, and N = −1,−2, . . .

for the holes states), it can be shown that the energy of each states EN = E1

√
N .

The
√
N energy scaling is succinctly shown by the energy level fan plots in Figures

4.14 and 4.15.

The
√
N energy scaling is also observed in the case of monolayer graphene in

a perpendicular magnetic field B. The magnetic field induces quantized cyclotron

orbits, causing the graphene density of states to reorganize into quantized states

known as Landau levels. The Landau levels are responsible for the quantum hall

effect (QHE) in two-dimensional electron gases, as described in section 1.2.2. The

energy of a Landau Level in graphene is EN = λvF
√
2e~B|N |, where λ = ±1 for
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Figure 4.13: 3D rendering of the on-axis, sidewall GNR in Figure 4.8c. The colored
marks represent the approximate locations were STS was performed as the sample
drifted laterally with respect to the tip scanning window.

the electron and holes states, respectively. In my experiment, there was no applied

magnetic field, so the electronic states observed by STS must have a different origin

which yields a similar electronic structure.

Theory predicts that strain in graphene can result in a zero magnetic field QHE

[45]. Strain which distorts the graphene smoothly also distorts the K and K′ points

in the graphene Brillouin zone, similar to the manner in which a magnetic field affects

the charge carriers in a two-dimensional electron gas [312]. More generally, a 2D strain

field generates a gauge field in the electronic states of graphene. The gauge field may

consist of either a scalar and/or vector potential field, depending upon the spatial

dependence of the 2D strain field. These potentials enter the graphene Hamiltonian

analogously to the scalar and vector potentials from electromagnetism. The strain

field must be non-uniform to generate a pseudo-magnetic field because B = ∇×A.

Interestingly, a non-uniform strain field was observed in the crystal lattice of the

GNR in the previous section (Fig. 4.9). Assuming that the electronic states near
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Figure 4.14: (a) STS (red line) on the on-axis, sidewall GNR in Figure 4.13 at the
red (right hand side) marker. A possible energy gap (limited by the noise level of
the current) of ∼ 400meV is centered about the Fermi energy (VB = 0V). Several
distinct peaks are present at higher energies at both positive and negative sample bias.
The black line at negative sample bias is the electron states (positive sample bias)
mirrored about the ED to demonstrate electron-hole symmetry. The peak energy
spacing is EN ∝

√
N where N is the index of the peak. (b) Pseudo-Landau level fan

plot for the peaks identified in (a).
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Figure 4.15: (a) STS (purple line) on the on-axis, sidewall GNR in Figure 4.13 at
the purple (middle) marker. The energy gap of ∼ 400meV about the Fermi energy
(VB = 0V) is more distinct in this region. This STS scan swept a larger range of
sample biases compared to figure 4.14, revealing even more electron-hole symmetric
peaks (identified by tick marks) at higher energy. (b) Pseudo-Landau level fan plot
for the peaks identified in (a)
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Figure 4.16: STS (blue line) on the on-axis, sidewall GNR in Figure 4.13 at the
blue (left hand side) marker. There is no clear energy gap in this region but a
large collection of peaks are visible which display electron-hole symmetry. However,
unlike the previous spectra, only some the peaks seem to follow a EN ∝

√
N energy

dependence.

the curved/distorted region of the on-axis GNR are pseudo-Landau levels (LLs) re-

sulting from strain, it is possible to calculate a corresponding pseudo-magnetic field

Bp = E1/(2evF
2~). For the graphene sidewall (red location), Bp = 270T, whereas

on the curved portion of the GNR bulge (purple location) the pseudo-magnetic field

decreased to Bp = 185T. Pseudo-magnetic fields from non-uniform strain were pre-

viously observed by STS of graphene grown on Pt, where the thermal expansion

mismatch between the substrate and the graphene resulted in fairly large graphene

‘bubbles’ with peak pseudo-magnetic fields exceeding 300T [313]. Other groups have

also measured electronic states in graphene consistent with pseudo-magnetic fields on

both Cu [314] and graphite [315]. All previous observations of pseudo-magnetic fields

in graphene were accomplished at low-temperature; for all measurements presented

in this thesis the epitaxial graphene was stuided at room-temperature.

The last STS measurement was acquired near the physical edge of the GNR,
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where it has fully settled onto the SiC terrace (blue or leftmost marker in Figure

4.13) This plot is significantly different compared to the previous two. For instance,

there is no obvious energy gap in the spectrum. There are a very large number

of peaks in the spectrum and they mostly appear to obey electron-hole symmetry.

Electron-hole symmetry was confirmed by comparison with the mirrored states as

done previously, which also confirmed that the graphene in this region is only slightly

p-doped. However, the majority of these peaks actually seem to disperse linearly

with respect to sample bias, and at this point their origin is unclear. However, since

this spectra was acquired close to the physical edge of the GNR it is possible that

these states are related to an edge-induced change in the electronic structure or due

to quantum confinement.

STS measurements were also performed on the dimpled GNR sample. Figure 4.17

shows spectra acquired on the dimpled GNR discussed in the previous section (Figure

4.10). The color coded narrow strips on the SiC sidewall nanofacet (lower-left hand

corner of Figure 4.17a) denote regions where STS spectra were acquired and averaged

together, with the corresponding color coded, averaged spectra shown in Figure 4.17b.

The average spectra on the SiC sidewall exhibit electron-hole symmetry and peaks

that correspond roughly with pseudo-LL states in graphene. However, there appears

to be a separate set of peaks linearly spaced in energy which obscure these pseudo-LL

states. There also appears to be a large energy gap in all of these spectra, although

it is difficult to conclude this with certainty. Figure 4.17c shows STS of the GNR

acquired on the basal plane terrace of SiC (gray region in the upper-right hand corner

of Figure 4.17a). The STS on the SiC terrace is more reminiscent of STS performed

on monolayer graphene (layer-1). The slight shoulder in the density of states (DOS)

at ∼ 0.5V is often attributed to the the graphene Dirac point where the overall DOS

should reach a minimum, corresponding to significant n-doping of the graphene on

the terrace. In fact, this value is consistent with the typical doping level of layer-1
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Figure 4.17: STS of a sidewall GNR on the dimpled SiC sample. (a) Color coded
regions of interest wherein spectra were averaged together and plotted in (b) and (c).
The image shows the line-by-line subtracted topography of the GNR as it transitions
from the basal plane to the nanofacet of the SiC. The scale bar is equal to 2 nm.
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graphene on SiC(0001). Conversely, the spectra from the SiC appear either undoped

or slightly p-doped. Therefore, the GNR has a very large doping profile that is

consistent with recent ARPES measurements [311].

In many ways, STS of the dimpled GNRs are more complicated compared to the

STS on the on-axis sample discussed earlier in this section. The graphene on the on-

axis sample is multilayered and so the doping is uniform throughout the nanoribbon.

Based upon my analysis the on-axis GNRs are nominally undoped or only slightly

p-doped across the entire width. The dimpled GNR has a doping profile which tran-

sitions from nominally undoped on the SiC sidewall to ∼ 0.5 eV on the SiC terrace.

This voltage gradient occurs over a space of about 10 nm, corresponding to an in-

plane electric field of about 1× 107V/m. In addition, the graphene on the terrace of

the dimpled SiC is uniformly, compressively strained, with no evidence of a bulge at

the SiC step edge which can relax the graphene lattice (the apparent bulge in Figure

4.17 is consequence of the line-by-line subtraction method used). The only strain

gradient evident on the dimpled GNR is right at the boundary where the graphene

curves over onto the SiC sidewall nanofacet (Fig. 4.11). However, this transition does

not occur smoothly over the graphene atomic lattice, resulting in what appears to

be a (
√
3×

√
3)R30◦ electronic scattering pattern at the SiC edge. Furthermore, the

graphene lattice imaged on the SiC nanofacet in Figure 4.11 does not appear non-

uniformly strained. Both the doping profile and the lack of a clear strain gradient

could contribute to the complexity of the STS acquired on the dimpled SiC GNRs.

4.3.4 Buffer Layer

The (6
√
3 × 6

√
3)R30◦ diffraction patterns in Figure 4.4 implies that the surface

phase on the sidewall GNR SiC terraces is the interfacial graphene-SiC buffer layer.

However, it is difficult to identify the characteristic (6
√
3× 6

√
3)R30◦ or 6× 6 buffer

layer surface reconstruction usually observed for epitaxial graphene grown in UHV
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[205, 210, 309]. The lack of a diffuse background in the LEED pattern after heating

to at least 850 ◦C disfavors a thin, amorphous film coating the buffer layer graphene.

The ratio of the graphene and SiC diffraction peaks and Auger signal attenuation

measurements are consistent with layer-0 or bare buffer layer SiC(0001). However,

it is worth commenting that these techniques measure the average surface compo-

sition over an area of approximately 0.2mm2. The AES model present in section

3.2 is strictly valid only for surfaces with a uniform coverage of graphene layers.

Non-uniform and uniform graphene coated substrates with the same average surface

coverage will have different Si/C Auger electron intensity ratios because of the elec-

trons are exponentially attenuated as a function of layer thickness. In addition, the

coherence length for standard LEED optics is between 10− 20 nm so it is impossible

to comment on the long-range order of the buffer layer surface beyond this limit.

STM on the ex-situ grown sidewall GNR samples was made considerably difficult

by the disordered surface phase present on the majority of the SiC surface. ARPES

measurements indicate that the buffer layer graphene on SiC(0001) is an insulator, so

tunneling on this surface actually occurs through the buffer layer into the doped SiC

[316]. This can lead to very small tip-sample separations and it is even possible that

the STM tip is in contact with buffer layer during these measurements [317]. The

buffer layer is also much more chemically reactive than graphene [318], as evidenced

by larger, mobile features on this surface which can irreparably damage STM tips

during scans. Therefore, very little systematic STM was performed on this surface.

4.4 Conclusion

In this chapter I have discussed the generic features of GNRs and some of the par-

ticularly exciting and challenging aspects of sidewall GNRs on SiC(0001). Room-

temperature STM in UHV was utilized to study the atomic-scale structure of sidewall

GNRs on both on-axis and off-axis (dimpled) SiC(0001) samples, grown ex-situ using
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CCS. I have shown that the exact structure of SiC sidewall nanofacets can differ from

what is usually measured using AFM, and that EFM is insensitive to GNR over-

growth and edge structure. The SiC nanofacets self-assembled during GNR growth

were found to depend upon the SiC step bunch height and the local SiC vicinality (ie.

step bunch density). This finding could be used to control GNR device fabrication

in a single-step or multiple-step process. All SiC nanofacets were found to consist

of multiple merged or segregated sidewall nanofacets, where large step bunches were

more likely to form multiple distinct nanofacets.

Atomic-scale STM images have conclusively proved the presence of graphene on

SiC sidewall nanofacets after high-temperature annealing. The graphene crystal lat-

tice is found to be continuous from the upper SiC basal plane terraces onto the

SiC sidewalls. STM images show that the crystallographic orientation of graphene

nanoribbons is determined primarily by the epitaxial relationship between graphene

and the SiC(0001) surface. This observation can be used to predict and/or control the

edge-type (zig-zag vs. armchair) of a sidewall GNR. Because of the high formation

temperatures, sidewall GNRs should have minimal edge roughness, particularly non-

overgrown GNRs. Unfortunately, I only observed overgrown GNRs, and the physical

edge of the GNR was never directly imaged because of obscuring debris stemming

from the disordered terrace buffer layer graphene.

Overgrown sidewall GNRs consisted of either single-layer or multiple-layers on

the basal plane, but in each case, the graphene thickness on the sidewall itself re-

mains undetermined. The amount of graphene overgrowth (total nanoribbon width)

and thickness of the overgrown portions seems to depend on the growth parameters,

the local step-density and the initial step bunch height. Multilayered sidewall GNRs

were shown to possess non-uniform, compressive strain fields near the the SiC side-

wall edges. Conversely, the single-layered GNR studied was under apparently uniform

compressive strain. The compressive strain in the GNR graphene lattice was as high
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as 12%. The interfacial graphene-SiC buffer layer on the basal plane of SiC(0001)

underneath a monolayer, overgrown GNR had a similar amount of compressive strain.

Based upon STM imaging of the GNR crystal lattice, I proposed that the strain fields

are inhomogeneous in multilayered GNRs which would preserve the electronic prop-

erties of monolayer graphene as famously observed in MEG on SiC(0001). This was

confirmed using STS measurements in distorted regions of the GNR, which indicated

the presence of strain-induced quantized energy states and large energy gaps near the

Fermi energy consistent with inhomogeneous strain fields in monolayer graphene.
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CHAPTER V

CONCLUSION

5.1 Summary of Results

In this thesis I have presented my research on the growth of epitaxial graphene on

SiC(0001) and SiC(000-1), and the electronic properties of self-organized epitaxial

graphene nanoribbons on SiC(0001). I have systematically demonstrated that the

sub-monolayer growth of epitaxial graphene on SiC can be understood by consid-

ering the thermodynamic properties of SiC and basic mass-transfer theory. I have

integrated these concepts into a model based on kinetic rate equations, which was

verified by comparison with experimental graphene growth rate data that I acquired

using a novel UHV furnace. These findings provide a theoretical basis for controlling

the growth rate of the epitaxial graphene on SiC, which is particularly important

for directly growing nanostructures of graphene on SiC. I performed scanning tun-

neling microscopy measurements on epitaxial graphene nanoribbons grown on the

sidewall nanofacets of SiC(0001). For the overgrown nanoribbons that studied I was

able to determine that the graphene crystal lattice is continuous from the sidewall

nanofacets onto the SiC terraces with atomic-scale resolution. Physical distortions of

the graphene lattice were observed indicating a large degree of strain in this material.

Scanning tunneling spectroscopy measurements in the distorted regions were used

to detect quantized electronic states, which are expected for strained graphene. My

measurements appear to be the first to resolve such states at room temperature, and

in a system where the strain field potentially could be designed by careful lithographic

patterning and graphene growth.

The growth of epitaxial films is controlled by both the growth conditions (ie. In
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terms of MBE, the deposition flux and substrate temperature), and the quality and

type of substrate used. The substrate quality is even more important for epitax-

ial graphene growth on SiC because the carbon adatoms which ultimately form the

graphene are released from the substrate during thermal decomposition. I have shown

that the growth of sub-monolayer epitaxial graphene can be accurately modeled using

a kinetic rate equation for the sublimation of SiC. At the experimental temperature

range studied only silicon is sublimated, so the graphene growth rate directly tracks

the silicon sublimation rate. I have confirmed this model by direct comparison with

experimental graphene growth rate measurements performed in a novel, in-situ RF

induction graphene growth furnace based on the confinement-controlled sublimation

design. In the simplest form the kinetic graphene growth rate model has only two

dependent variables (the furnace temperature and pressure) and two fitting param-

eters. One of these fitting parameters (∆H) is highly constrained because it is the

enthalpy of sublimation for SiC. An unconstrained fit of the sub-monolayer graphene

growth rate resulted in a SiC (∆H) which is in agreement with both experimental

and theoretical results in the literature. Therefore, the growth rate fitting proce-

dure effectively characterizes the properties of new furnaces. Once characterized, the

model can be used to predict the graphene growth rate at any furnace pressure or

temperature. The sub-monolayer growth rate model was presented in a generalized

form which can easily incorporate different chemical reactions (such as etching of the

SiC or graphene by hydrogen gas) or physical processes (such as higher temperature

sublimation of carbon molecules). In addition, the model can be extended to include

the mean-field effects of atomistic surface diffusion processes on the graphene growth

rate and structure.

Traditionally, graphene growth on Si and C faces of SiC has been considered

as different processes because of the observed dissimilar growth rates and epitaxial

structure. On the contrary, I have demonstrated that the graphene grows at the same
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rate for both faces of SiC in the sub-monolayer regime. This finding implies that the

initial growth process may be similar for both faces of SiC. The difference in growth

rates for thicker graphene films implies that the growth mechanism begins to diverge

after a monolayer of graphene has formed. Multiple-layer graphene growth rates were

consistently lower than what was predicted by the sub-monolayer growth rate model,

with the C face growth rate decreasing slower compared to the Si face growth rate as

expected. Unlike traditional epitaxial material, graphene grows in a ‘bottom-down

instead of the normal ‘top-up configuration; the last graphene layer grown is at the

bottom of the multilayer stack. The formation of subsurface graphene layers is still

controlled by the sublimation rate of the SiC substrate, which should decrease as a

function of the number of graphene layers. Although not definitive, AFM images of

the surface graphene layer indicate that the graphene quality is correlated with the

decrease in the silicon sublimation rate. It is also possible that the covalently bonded

interfacial graphene buffer layer on the Si face of SiC plays a role in the sharp decrease

in the graphene growth rate after a complete buffer layer has formed. Further research

is necessary to determine how the graphene growth changes from sub-monolayer to

the multi-layer regimes.

Scanning tunneling microscopy was used to study structure and electronic prop-

erties of self-organized sidewall graphene nanoribbons grown on SiC(0001). EFM

indicated that the graphene growth was limited to the SiC sidewall nanofacets. STM

measurements of these samples showed that the GNRs were consistently overgrown

with a significant fraction of the nanoribbon width residing on the SiC basal plane

terraces. Atomic resolution STM images proved that the overgrown GNR crystal

lattice is continuous from SiC nanofacets onto the SiC terraces. I also observed a

large degree of distortion in the graphene lattice on and near the SiC nanofacets.

Out-of-plane distortions were observed were the graphene lattice curves over on the

SiC sidewalls. In addition, the graphene lattice in these regions was non-uniformly
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compressively strained relative to orientation of the sidewall nanofacet. The strain

in the GNR changes the electronic properties of the material by inducing quantized

energy states in the form of pseudo-Landau levels. These quantized states appeared

to open a band gap in the GNR at the graphene Dirac point, despite the fact theory

predicts a single quantized state at this energy. The largest band gap measured was

approximately 0.4 eV. The STS measurements also detected a large doping profile

across the width of the overgrown graphene nanoribbons that is consistent with a

recent ARPES study.

5.2 Future Studies

Epitaxial graphene on SiC is an incredibly rich system with many possible future

experiments. A natural progression of my research would be to measure the graphene

growth rate on a finer time-scale to determine how the growth rate changes as a

function of graphene thickness. Monitoring the graphene growth rate during graphene

growth would be the ideal manner to perform this measurement. Reflection high-

energy electron diffraction (RHEED) is commonly used to monitor the growth rate

during MBE growth with sub-monolayer resolution, but this technique cannot probe

sample grown in a CCS style furnace, and may not be compatible with the extreme

temperatures/pressures involved with epitaxial graphene growth in general. Surface

X-ray scattering would be ideal for this type of growth experiment because the SiC

sample could be physically confined and still remain accessible to the high energy

beams from a synchrotron source.

Integrating an SPM instrument such as STM or atomic-scale AFM into the UHV-F

system would enable an atomistic look at the growth process. SPM would complement

the large-scale measurements acquired by LEED and AES by providing snapshots of
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the graphene growth process from start to finish. In-situ STM would enable direct ob-

servation of the graphene-SiC interfacial buffer layers. In addition, ex-situ grown side-

wall graphene nanoribbon samples are predominantly covered by the graphene buffer

layer, which appears to become contaminated upon transfer out of the growth furnace.

This contamination tends to accumulate at the edges of the graphene nanoribbons,

thus obscuring their physical structure. An in-situ STM could be used to directly

characterize the sidewall graphene nanoribbons grown on SiC(0001), and could pro-

vide confirmation of the graphene nanoribbon edge structure.
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[285] M. Y. Han, B. Özyilmaz, Y. Zhang, and P. Kim, “Energy band-gap engineering

of graphene nanoribbons,” Physical Review Letters, vol. 98, p. 206805, 2007.

[Online]. Available: http://link.aps.org/doi/10.1103/PhysRevLett.98.206805

[286] M. Y. Han, J. C. Brant, and P. Kim, “Electron transport in disordered

graphene nanoribbons,” Physical Review Letters, vol. 104, p. 056801, 2010.

[Online]. Available: http://link.aps.org/doi/10.1103/PhysRevLett.104.056801

[287] E. R. Mucciolo, A. H. Castro Neto, and C. H. Lewenkopf, “Conductance

quantization and transport gaps in disordered graphene nanoribbons,”

Physical Review B, vol. 79, p. 075407, 2009. [Online]. Available: http:

//link.aps.org/doi/10.1103/PhysRevB.79.075407

[288] M. Evaldsson, I. V. Zozoulenko, H. Xu, and T. Heinzel, “Edge-

disorder-induced anderson localization and conduction gap in graphene

nanoribbons,” Physical Review B, vol. 78, p. 161407, 2008. [Online]. Available:

http://link.aps.org/doi/10.1103/PhysRevB.78.161407

[289] C. Stampfer, J. Güttinger, S. Hellmüller, F. Molitor, K. Ensslin,

and T. Ihn, “Energy gaps in etched graphene nanoribbons,” Physical

Review Letters, vol. 102, p. 056403, 2009. [Online]. Available: http:

//link.aps.org/doi/10.1103/PhysRevLett.102.056403

[290] F. Sols, F. Guinea, and A. H. C. Neto, “Coulomb blockade in graphene

nanoribbons,” Physical Review Letters, vol. 99, p. 166803, 2007. [Online].

Available: http://link.aps.org/doi/10.1103/PhysRevLett.99.166803

[291] X. Li, X. Wang, L. Zhang, S. Lee, and H. Dai, “Chemically derived,

ultrasmooth graphene nanoribbon semiconductors,” Science, vol. 319, no.

5867, pp. 1229–1232, 2008. [Online]. Available: http://www.sciencemag.org/

content/319/5867/1229.abstract

171



[292] X. Wang, Y. Ouyang, X. Li, H. Wang, J. Guo, and H. Dai, “Room-temperature

all-semiconducting sub-10-nm graphene nanoribbon field-effect transistors,”

Physical Review Letters, vol. 100, p. 206803, 2008. [Online]. Available:

http://link.aps.org/doi/10.1103/PhysRevLett.100.206803

[293] L. Jiao, L. Zhang, X. Wang, G. Diankov, and H. Dai, “Narrow graphene

nanoribbons from carbon nanotubes,” Nature, vol. 458, no. 7240, pp. 877–880,

2009. [Online]. Available: http://dx.doi.org/10.1038/nature07919

[294] L. Jiao, X. Wang, G. Diankov, H. Wang, and H. Dai, “Facile synthesis of

high-quality graphene nanoribbons,” Nature Nanotechnology, vol. 5, no. 5, pp.

321–325, 2010. [Online]. Available: http://dx.doi.org/10.1038/nnano.2010.54

[295] X. Wang, Y. Ouyang, L. Jiao, H. Wang, L. Xie, J. Wu, J. Guo, and

H. Dai, “Graphene nanoribbons with smooth edges behave as quantum wires,”

Nature Nanotechnology, vol. 6, no. 9, pp. 563–567, 2011. [Online]. Available:

http://dx.doi.org/10.1038/nnano.2011.138

[296] K. Wakabayashi, Y. Takane, and M. Sigrist, “Perfectly conducting channel

and universality crossover in disordered graphene nanoribbons,” Physical

Review Letters, vol. 99, no. 3, p. 036601, 2007. [Online]. Available:

http://link.aps.org/doi/10.1103/PhysRevLett.99.036601

[297] C. Tao, L. Jiao, O. V. Yazyev, Y.-C. Chen, J. Feng, X. Zhang,

R. B. Capaz, J. M. Tour, A. Zettl, S. G. Louie, H. Dai, and M. F.

Crommie, “Spatially resolving edge states of chiral graphene nanoribbons,”

Nature Physics, vol. 7, no. 8, pp. 616–620, 2011. [Online]. Available:

http://www.nature.com/nphys/journal/v7/n8/full/nphys1991.html
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