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ABSTRACT

Cooperative and cognitive radio systems have been proposed as a solution to im-

prove the quality-of-service (QoS) and spectrum efficiency of existing communication

systems. The objective of this dissertation is to propose and analyse schemes for

cooperative and cognitive radio systems considering real world scenarios and to make

these technologies implementable.

In most of the research on cooperative relaying, it has been assumed that the com-

municating nodes have perfect channel state information (CSI). However, in reality,

this is not the case and the nodes may only have an estimate of the CSI or partial

knowledge of the CSI. Thus, in this dissertation, depending on the amount of CSI

available, novel receivers are proposed to improve the performance of amplify-and-

forward relaying. Specifically, new coherent receivers are derived which do not per-

form channel estimation at the destination by using the received pilot signals directly

for decoding. The derived receivers are based on new metrics that use distribution

of the channels and the noise to achieve improved symbol-error-rate (SER) perfor-

mance. The SER performance of the derived receivers is further improved by utilizing

the decision history in the receivers. In cases where receivers with low complexity are

desired, novel non-coherent receiver which detects the signal without knowledge of

CSI is proposed. In addition, new receivers are proposed for the situation when only

partial CSI is available at the destination i.e. channel knowledge of either the source-

relay link or the relay-destination link but not both, is available. These receivers are
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termed as ‘half-coherent receivers’ since they have channel-state-information of only

one of the two links in the system.

In practical systems, the CSI at the communicating terminals becomes outdated

due to the time varying nature of the channel and results in system performance

degradation. In this dissertation, the impact of using outdated CSI for relay selection

on the performance of a network where two sources communicate with each other via

fixed-gain amplify-and-forward relays is studied and for a Rayleigh faded channel,

closed-form expressions for the outage probability (OP), moment generating function

(MGF) and SER are derived. Relay location is also taken into consideration and it is

shown that the performance can be improved by placing the relay closer to the source

whose channel is more outdated.

Some practical issues encountered in cognitive radio systems (CRS) are also in-

vestigated. The QoS of CRS can be improved through spatial diversity which can be

achieved by either using multiple antennas or exploiting the independent channels of

each user in a multi-user network. In this dissertation, both approaches are examined

and in multi-antenna CRS, transmit antenna selection (TAS) is proposed where as

in a multi-user CRS, user selection is proposed to achieve performance gains. TAS

reduces the implementation cost and complexity and thus makes CRS more feasi-

ble. Additionally, unlike previous works, in accordance with real world systems, the

transmitter is assumed to have limited peak transmit power. For both these schemes,

considering practical channel models, closed-form expression for the OP performance,

SER performance and ergodic capacity (EC) are obtained and the performance in the

asymptotic regimes is also studied. Furthermore, the OP performance is also ana-

lyzed taking into account the interference from the primary network on the cognitive

network.
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Chapter 1

Introduction

Recent advances in wireless communication technology have led to huge demand for

the deployment of new wireless services and applications requiring good quality-of-

service (QoS). Achieving good QoS through a wireless channel has its own challenges,

the most important of which is overcoming the detrimental effect of fading. When

a signal is transmitted via a wireless channel, multiple copies of the signal are re-

ceived at the destination due to reflection and scattering. These multiple copies add

constructively or destructively to cause abrupt variation in signal power. This rapid

fluctuation of the signal power in a wireless channel is termed as fading [1]. Fading

significantly degrades the performance of the wireless communication systems. For

example, in an additive white Gaussian noise (AWGN) channel for binary phase shift

keying (BPSK), the error probability decreases exponentially with increasing transmit

power. However, in the case of Rayleigh fading, the error rate performance of BPSK

decreases only linearly [1] 1. On the other hand, the increasing number of wireless

services require more wireless spectrum. However, the wireless spectrum is a scarce

resource as it has already been allocated for various services and there is very limited

1 Fading is a random phenomena and various random distributions have been proposed to model
the effect of fading [2]. For example, in a multiple scattering environment, the fading envelop is
modeled using Rayleigh distribution. If there exist a line of sight path from the transmitter to the
receiver, Rician distribution is used to model fading. Various other distributions used for modeling
fading are discussed in [2].
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additional spectrum to accommodate the new emerging wireless services and applica-

tions [3]. Different solutions have been proposed to overcome both these issues. One

of the solutions proposed to improve the QoS is through cooperative communication

where as cognitive radio has been proposed to tackle the issue of spectrum scarcity.

1.1 Cooperative Communications to Improve QoS

Overcoming the detrimental effect of fading is the means to get improved QoS. Few

basic techniques to mitigate fading are briefly discussed below as well as the idea of

cooperative communication to counter the issue fading is introduced.

1.1.1 Fading Mitigation Techniques

An approach to overcome the severe effect of fading is to send multiple copies of

the signal over the wireless channel such that each copy of the signal experiences

independent fading and it is improbable that multiple independent paths experience

deep fades at the same time. This technique is called diversity. Diversity can be

achieved by multiple ways [1].

• Time Diversity: As the wireless channel is time varying, a simple technique to

achieve diversity is to transmit the signal over multiple time slots where each

time slot experiences independent fading i.e. the signal is transmitted in time

slots separated by time greater than the coherence time of the channel.

• Frequency Diversity: Diversity can also be achieved by transmitting the same

signal over different carrier frequencies that are separated by more than the

coherence bandwidth of the channel and thus experience independent fading.

This is termed as frequency diversity.



18

• Space Diversity: Diversity can also be achieved in space by transmitting the

multiple copies of the signal using multiple antennas where each antenna expe-

riences independent fading.

1.1.2 Multiple-Input Multiple-Output Systems and Space Time

Coding

Spatial diversity can be achieved by multiple input multiple output (MIMO) systems

in which the communicating terminals have multiple antennas. These multiple anten-

nas are utilized to improve the error-rate performance of the system by transmitting

and receiving multiple copies of the signal, each of which experiences an independent

fading realization. The received signals are combined using the well known combining

techniques to obtain a diversity gain and thus, improved error-rate performance [1].

The multiple antennas can also be utilized to improve the throughput of the

system by transmitting a different signal from each antenna. This is known as spatial

multiplexing. However, in this case the error-rate performance is degraded. Thus,

there exists a trade-off between error-rate performance and throughput of a MIMO

system known as the diversity multiplexing tradeoff [4].

Space-time coding, i.e. encoding data in both space and time, can be used to

achieve improved error-rate performance as well as increased throughput. Space time

block codes are an example of space-time codes using which good diversity as well as

good throughput can be achieved. The main aim of space time block code (STBC)

design is to achieve maximum diversity gain along with highest possible transmission

rate and to minimize the decoding complexity [5].

In [6], Alamouti proposed a STBC for a system with 2 transmit antennas and

1 receive antenna, that was able to extract diversity or order 2 with only linear
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processing complexity at the receiver. After Alamouti’s work a lot of research has

been done in the design of STBCs. Many different types of space time block codes

such as orthogonal STBCs, quasi-orthogonal STBCs and algebraic STBCs have been

proposed. For more details on STBC design one can refer to [7].

In the case of multiple antenna receivers, a copy of the signal is received at each

receive antenna. In order to decode the received signal the receiver needs to combine

the copies received at each antenna. Some well known signal combining techniques

are [2]

• Maximum Ratio Combining (MRC): The received signals are combined after

weighting the received copies proportional to the amplitude of the fading real-

ization of the channel and compensating the phase.

• Equal Gain Combining (EGC): The received signals are combined after giving

all the received copies equal weight and compensating the phase.

• Selection Combining (SC): The signal with the maximum channel fading am-

plitude is selected.

1.1.3 Cooperative Communications Using Relays

As has been discussed, fading has detrimental effect on the performance of the com-

munication systems and one approach to overcome fading is by spatial diversity. For

spatial diversity, the terminal needs to have multiple antennas. However, in prac-

tice incorporating multiple antennas in small mobile devices is complex. Increasing

the number of antennas is only possible by increasing the number of radio frequency

(RF) chains which increases the cost. Furthermore, for the antennas to experience

independent fading, they must be separated by approximately one half-wavelength.
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Thus, this results in an increase in the size of the device and thus reduces mobility

[8].

One solution for getting improved performance by spatial diversity without adding

antennas is that multiple single antenna devices cooperate with each other to improve

the performance of the network. This technique in which multiple single antenna

nodes cooperate is called cooperative communications. These nodes can be base

stations, mobiles or any other communication device.

Relays can also be employed to gain diversity benefits by cooperation. Relays are

devices that receive the signal from the transmitter and retransmit to the destination

after some amplification. Relays can be utilized in many different scenarios. They can

be utilized to increase the coverage area [9]. Relays can also help extend the battery

life of the network by reducing the transmit powers of the nodes in the network. In

addition, the performance of the network can be improved with the aid of cooperating

relays that form a distributed multiple-input multiple-output system [9, 10, 11].

Two types of relays have been proposed in literature:

• Amplify-and-Forward (AF) Relays: Relays that simply transmit an amplified

version of the received signal.

• Decode-and-Forward (DF) Relays: Relays that decode the received signal and

then transmit the amplified version of the decoded signal.

Amplify and forward is one of the most used relay protocol in the literature and is

currently employed in signal repeaters and other terrestrial communications [12] due

to its low complexity.

Using multiple relays, data can be encoded in both space and time in a distributed

fashion to achieve diversity and multiplexing gain. This is called distributed space

time coding. Several distributed STBC (DSTBC) have been proposed and analyzed
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for amplify-and-forward relaying. One can refer to [10, 13] and the references therein

for more details.

Cooperative relaying helps mitigate the fading and achieve spatial diversity gains.

However, a drawback of employing relays is the loss of throughput/spectral-efficiency

due to orthogonal signaling [14]. Two-way relaying (or Bidirectional relaying), where

two users exchange information via common intermediate relays, has been proposed to

improve the throughput compared to traditional one-way relaying while maintaining

its diversity benefits [15]. Unlike one-way relaying, two-way relaying (TWR) requires

only two time slots to communicate data between two sources, where as one way

relaying requires more time slots.

1.2 Tackling Spectrum Scarcity Through Cogntive

Radio

Recent measurement studies have shown that the wireless spectrum is greatly under-

utilized [3]. By utilizing the spectrum efficiently, it is possible to fulfill the demand

for the increasing number of wireless services. As a consequence, cognitive radio has

been proposed to improve the utilization of the spectrum [16, 17]. Cognitive radio

is a more general concept i.e. it is smart a communication device that is aware of

its surrounding and can adapt accordingly to give improved performance. Improving

spectrum utilization through spectrum sharing is just one of its operation.

The idea of spectrum sharing is that the cognitive/secondary network transmits

using the spectrum already allocated to some primary network [16, 17]. Various

protocols have been proposed for spectrum sharing. One such protocol is where the

secondary network uses the spectrum only when the primary network is not using
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the spectrum [18]. This approach requires robust spectrum sensing algorithms which

sense the spectrum perfectly [19, 20, 21]. However, ideal spectrum sensing cannot be

achieved in practice and in case of miss-detection, the primary network experiences

severe interference. Another approach of spectrum sharing is the underlay approach

in which the secondary network is allowed to transmit concurrently with primary

network using the spectrum of the primary network if it does not cause harmful

interference to the primary receiver i.e. the peak interference to the primary network

should be below a predefined threshold [18]. Thus, by limiting the interference from

the secondary network, an acceptable level of performance of the primary network

can be guaranteed and the secondary network can also communicate and improve the

utilization of the spectrum. In this dissertation, only the underlay setup is considered.

1.3 Practical Issues in Cooperative and Cognitive

Radio Networks

In this dissertation, various practical issues faced in current cooperative and cognitive

radio systems are discussed and addressed. A brief outline of the addressed issues is

mentioned below.

Cooperative Communication With Imperfect Channel State Information

• For good performance the communicating nodes need to possess the knowledge

of channel state information (CSI). However in practical systems CSI is not

available at the communicating nodes and needs to be estimated. This esti-

mation is not perfect and results in imperfect CSI at the nodes. This results

in degradation in system performance. In this dissertation, we look into the

aspect of receiver design for cooperative relay networks when the nodes possess
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imperfect CSI.

• Due to time varying nature of the channel, the CSI knowledge at the commu-

nication nodes can become outdated which results in performance degradation

of a two-way relay network (TWRN) where a single relay is selected for trans-

mission based on outdated CSI.

Achieving Spatial Diversity in Practical Cognitive Radio Systems

• As mentioned previously, spatial diversity can be achieved by increasing the

number of antennas on the terminals. However, adding multiple antennas at

the terminals comes at a cost. For each additional antenna element, a new

radio-frequency chain is also needed and thus, the cost as well as complexity of

the terminal is increased. One of the approaches to get the benefits of multiple

antennas at lower complexity is antenna selection (AS) [8, 22]. The complex-

ity of AS is lower because the terminal where AS is done, the number of RF

chains required is equal to the number of antennas selected for communication.

Even with lower complexity, AS gives full diversity [8, 22]. Transmit antenna

selection (TAS) is a form of AS where the antenna selection is performed at the

transmitter [23]. TAS can be a suitable choice to achieve spatial diversity for

practical cognitive radio systems. Thus, in this dissertation, the performance

of a power limited MIMO cognitive network employing TAS is analyzed. The

term power limited is emphasized, because usually in literature, for tractable

analysis, the transmit power is assumed to be unlimited which is unrealistic for

practical cognitive radio systems.

• In a multi-user network, another approach to achieve spatial diversity is by

exploiting the best channels which become available when there are more users
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or mobility [24]. By selecting the user that has the best channel gives rise to

a multiuser diversity effect which results in improved QoS and an increase in

the overall capacity of the network [25, 26, 27]. Applying this concept of multi-

user diversity to a multi-user cognitive network, the QoS can be improved by

selecting the user with the best channel. In realistic scenarios, the users are

located randomly w.r.t to the base station and thus they experience independent

and non-identical channels. The analysis in this dissertation takes this practical

aspect into account and the performance of the multi-user network is analyzed

considering a generic independent and non-identical Nakagmi-m fading model.

This channel fading model includes the Rayleigh and Rician channel fading

models as its sub-cases. In addition, in accordance with practical constraints,

the peak transmit power of each user is assumed to be limited.

After giving a brief overview of the topics addressed in this dissertation, a litera-

ture review along with the main contributions are elaborated henceforth.

1.4 Cooperative Communication with Imperfect

CSI

1.4.1 Receiver Design for Relay Networks

The objective of the receiver is to decide what data was transmitted based on the

received signal. The optimal receiver is one that results in minimum probability of

error. The receivers can mainly be divided into two types [5]:

• Coherent Receivers: Receivers which have knowledge of phase and amplitude

of the channel fading realization.
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• Non-Coherent Receivers: Receivers which do not have knowledge of phase nor

amplitude of the channel fading realization.

Due to the knowledge of the CSI the coherent receivers perform better than the

non-coherent receivers. However, the non-coherent receivers have lower complexity.

The optimal receiver in either case is the receiver based on the maximum a posteriori

(MAP) rule [5]. If the transmitted symbols are equiprobable then the optimal receiver

is the maximum-likelihood (ML) receiver [5]. The optimal receiver design might

be complicated and involve significant processing. In this case several sub-optimal

receivers with lower complexity can be designed which give performance close to that

of the optimal receiver.

In real world systems, the receiver does not have knowledge of phase nor amplitude

of the channel gain and thus has to estimate it. This estimation leads to imperfect

CSI. In the case of imperfect CSI, the receiver not only needs to obtain the best

estimate of the CSI but also has to process the received signal with the estimated

CSI in the best way to improve the robustness to the channel estimation error. For

point-to-point links, various receiver designs, for the case of imperfect CSI have been

proposed in the literature [2, 28, 29, 30, 31].

In most studies related to relay networks, it has been assumed that the destina-

tion in the network has either complete CSI or no CSI of the links in the system.

For example, in [32], maximum likelihood based coherent receiver with perfect CSI

was proposed for both DF relaying as well as AF relaying. When the destination

has no CSI, non-coherent receivers can be employed that offer a low complexity of

implementation at the cost of some degradation in performance. They have been ex-

tensively studied in the literature [32, 33, 34, 35, 36, 37, 38, 39]. In [32], the authors

also proposed a non-coherent receiver for DF relaying. However, for AF relaying it
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was shown that the optimal non-coherent receiver resulted in an intractable integral

and no closed form exists. Thus, a suboptimal non-coherent receiver was proposed.

In [33], a non-coherent maximum likelihood receiver was designed for the distributed

space-time block-coded system with an AF relay. Bounds on the performance of

on-off keying and binary frequency shift keying using optimum non-coherent receiver

for AF relaying were derived in [34]. Approximate non-coherent detectors for AF

relaying in Rayleigh fading channels were proposed in [35] and [36]. A non-coherent

receiver for AF cooperative systems with lower complexity was proposed in [37]. A

non-coherent generalized-likelihood-ratio-test based receiver for AF relaying has also

been proposed [38]. The performance analysis of the non-coherent envelop detector

for frequency-shift-keying was done in [39].

For a cooperative relay network, coherent receiver design with imperfect CSI was

initially studied in [40] and [35], where reference [40] studied the performance of co-

herent detection for AF relaying using linear-minimum-mean-squared-error (LMMSE)

channel estimate and reference [35] studied the performance of the mismatched co-

herent receiver for the case of DSTBC. The performance of the mismatched coherent

receivers for orthogonal and non-orthogonal AF protocols was studied in [41]. A

slightly less complex receiver with partial CSI (only the phase information of the

cascaded channel), was also proposed in [41]. In [42], two sub-optimum detection

rules were proposed namely the enhanced Gaussian based detection rule and the un-

conditional PDF based detection rule. The former rule performed close to optimal

when the noise at the receiver is dominantly Gaussian, whereas the latter rule gave

better performance if the noise at the receiver was non-Gaussian. A hybrid of both

schemes was also proposed. In [35, 40, 41], the channel estimation is performed once

at the destination for the cascaded source-relay and relay-destination channel. This

is called cascaded channel estimation (CCE). In [43] and [44], disintegrated channel
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estimation (DCE) was also considered where estimation of the source-relay channel

was done at the relay and estimation of the relay-destination channel was done at the

destination, separately.

Our Contribution:

Novel Receivers For AF Relaying With Distributed STBC Using Cascaded

and Disintegrated Channel Estimation

Coherent receiver design in the aforementioned works consider the simple Eu-

clidean distance metric in the receivers. In Chapter 2, it is demonstrated that symbol-

error-rate (SER) performances of these receivers can be further improved by designing

better metrics which use additional information of the channel and noise. Specifically,

novel pilot-symbol-aided coherent receivers using CCE and DCE for DSTBC system

with AF relaying are derived by using the maximum averaged likelihood (MAL) meth-

ods [28, 31]. The new receivers do not require channel estimation in certain parts

of communications by using the received pilot signals directly for decoding to save

processing complexity and power. To achieve this, the distribution of the channel

and the noise is utilized to outperform the conventional Euclidean distance metric

receivers.

Furthermore, the decision history is utilized in the derived receivers to give further

performance gain without increasing the number of pilots or the transmit power of

pilots. We also propose the use of decision history in the simple Euclidean distance

metric to improve the SER performance. The effect of decision history on the perfor-

mance of the new receivers is examined for different weighting schemes. Numerical

results show that the new receivers have significant performance gains over the con-

ventional receivers. In some cases, the performance gain can be as large as 2.5 dB

in effective signal-to-noise ratio for both CCE and DCE in 16-quadrature-amplitude-
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modulation (16-QAM) with Rayleigh fading. The effect of the quantization error that

occurs when the relay forwards the quantized estimate of the source-relay channel to

the destination for DCE on the receiver performances is also shown by simulation.

The new contributions in Chapter 2 that are different from existing works can be

summarized as follows:

• New receiver metrics that utilize the distribution of the channels and the noise

are derived with better SER performances.

• The decision history is incorporated in the newly derived metrics as well as the

existing Euclidean distance metric to achieve performance gains.

• The effect of the decision history on the performances of the receivers is studied

for different weighting schemes.

• The effect of quantization on the performance of the derived receivers for DCE

is examined.

Novel Non-Coherent and Half-Coherent Receivers for Amplify-and-

Forward Relaying

As mentioned previously, in most studies related to relay networks, it has been

assumed that the destination in the network has either complete CSI or no CSI of the

links in the system. Furthermore, in all the aforementioned works related to receiver

design, the channel was assumed to have Rayleigh fading. When the channel has

Rician fading, the non-coherent receiver designs proposed in these previous works are

sub-optimal. Thus, in Chapter 3, we derive the optimal non-coherent receiver for

Rician fading channels. To reduce the implementation complexity, we also propose a

sub-optimal non-coherent receiver with lower complexity but similar performance to

that of the optimal non-coherent receiver.
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In addition, considering Rician faded environment, we also derive new detectors

for the case in which the receiver has the CSI of only one of the two links in the

relaying system, i.e. the receiver only has the CSI of either the source-relay link

or the relay-destination link. These receivers are termed as ‘half-coherent receivers’

and are useful in scenarios where either the relay is fixed so that it can afford higher

complexity by estimating and forwarding the source-relay CSI to the destination node

that is unable to estimate the channel or when the destination can afford complexity

by estimating the relay-destination link for an ad-hoc relay that has to keep low

complexity due to the complexity limitations. The analytical expressions for the

symbol-error-rate performances of the proposed receivers for M-ary frequency-shift-

keying are derived. These new receivers provide an alternative to the coherent and

non-coherent receivers in the literature; they outperform the non-coherent receivers

while they are less complicated than the coherent receivers. In cases when only the

relay or destination can afford additional complexity caused by channel estimation,

they are also indispensable. As will be shown later, our proposed receivers perform

better than the conventional non-coherent energy detector receiver, especially at low

signal-to-noise ratio (SNR).

1.4.2 Opportunistic Bidirectional Relaying With Outdated

CSI

As was discussed previously, a drawback of employing relays is the loss of through-

put due to orthogonal signaling [14]. Two-way-relaying is one option to improve the

throughput. However, even with TWR as the number of relays increases, spectral ef-

ficiency is reduced. This loss in spectral-efficiency can be compensated by employing

relay selection (RS) where a single relay is opportunistically selected for transmission
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and thus, the throughput is improved compared to the system where all the relays

participate. It has also been shown that RS also preserves the same spatial diversity

[45, 46, 47]. Many works have analyzed the performance of relay selection in context

of two-way relaying eg. see [48, 49, 50, 51] and references therein. In [48],the perfor-

mance of the max-min RS technique and the max-sum RS technique was analyzed

and a hybrid RS scheme was proposed. It was shown that max-min RS scheme ex-

tracts the full diversity gain and is suitable at high SNR. Performance of various full

diversity achieving schemes based on joint network coding and opportunistic relaying

have been analyzed in [52] and [53]. For bidirectional amplify-and-forward relaying,

the performance of opportunistic RS based on the max-min criteria was analyzed in

terms of outage probability and SER in [49, 50, 51] and it was shown that this scheme

achieves full diversity.

All these previous works assumed that the channel remains the same during the

RS phase and the data transmission phase. Due to time varying nature of the channel,

this assumption is not always true and it is possible that due to feedback delay or

scheduling delay, an outdated channel is used for RS. This impacts the performance

of the system significantly and for traditional one-way relay networks, it is shown that

RS using outdated CSI (OC) results in diversity loss eg. see [54, 55, 56, 57, 58]. This

loss in performance and diversity also occurs for an opportunistic two-way relaying

network (OTN) with OC based RS [59, 60]. The performance of an OTN with max-

min RS (MRS) scheme based on OC was analyzed in [59] and the lower and upper

bounds on the outage performance and SER performance were derived. It was also

shown that the diversity is lost due to OC. The authors in [60] also considered an OTN

with max-min RS and OC (OTN-MRS-OC), and obtained closed-form expressions

for outage probability and SER. In both these works, variable gain AF relays were

assumed i.e. the relays possessed the CSI of the links.
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Our Contribution:

In Chapter 4, we analyze the performance of OTN-MRS-OC with fixed gain (FG)

AF relays. Furthermore, for FG relays, the statistics of the end-to-end SNR (E2E-

SNR) are different from the ones obtained for variable gain relays in [59] and [60].

Thus, in Chapter 4, we obtain the closed-form expressions for the outage performance,

moment-generating-function of the E2E-SNR and the SER performance for both co-

herent and non-coherent one-dimensional modulation schemes. Numerical simulation

results are also presented to validate the derived analytical results. In addition, un-

like previous works considering RS based on OC, the impact of relay location is also

studied and it is shown that the performance of the OTN-MRS-OC can be improved

by moving the relay closer to the source whose channel is more outdated.

1.5 Achieving Spatial Diversity in Practical Cog-

nitive Radio Systems

1.5.1 Power Limited Cognitive Network with TAS/MRC

For standard point-to-point links, it has been shown that even with lower complexity,

AS achieves full diversity [8, 22]. Furthermore, it has also been proved that for MIMO

point-to-point links TAS with MRC at the receiver achieves an order of diversity equal

to the product of the number of transmit and receive antennas [23, 61]. Various other

studies have also been done to analyze the performance of point-to-point TAS/MRC

system for different fading conditions eg. see [62, 63, 64, 65, 66] and references therein.

In the context of cognitive radio, it is well known that the secondary link capacity

can be enhanced by means of spatial diversity which can be achieved by increasing the

number of antennas on the terminals in the cognitive network [67, 68, 69, 70, 71, 72].
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The capacity of the secondary link, where the secondary user receiver (SU-Rx) has

nR antennas and employs MRC was initially investigated in [68]. In [69], the authors

studied the effect on capacity of the secondary link when the SU-Tx does not have

perfect channel information of the interference link (i.e. link between SU-Tx and

primary user receiver (PU-Rx)). In both these works the authors considered only the

average interference power constraint. In [70], a peak transmit power constraint in

addition to peak interference power constraint was considered and it was shown that

the secondary link capacity scales as ln (nR) and this system achieves a diversity order

of nR. The capacity of the secondary link with nR receive antennas and employing

MRC when the channel has Nakagami-m fading was recently studied in [71]. The

ergodic capacity and outage capacity of a MIMO secondary link, where SU-Tx has

nT antennas and the SU-Rx has nR antennas, was recently studied in [72].

As discussed previously, TAS can be employed to reduce the complexity at the SU-

Tx. TAS in a spectrum sharing setting was initially analyzed in [73] where the PU-Rx

was assumed to have a single antenna. It was shown that capacity is determined by

a geographical relationship expressed as a ratio of the SU-Tx-to-SU-Rx distance and

the SU-Tx-to-PU-Rx distance. The performance of transmit antenna selection, when

the PU-Rx has nR antennas and employs MRC, was recently analyzed in [74]. The

authors obtained closed form expression for the outage probability and the ergodic

capacity of the secondary link, considering only a peak interference power constraint.

In [72], the authors also considered a cognitive system with TAS/MRC, however, the

study was simulation based and no analysis was presented.

Our Contribution:

In all the previous works discussing TAS/MRC in a cognitive setting, no detailed

performance analysis was presented for a more practical scenario i.e. when the SU-
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Tx has a limited peak transmit power. Generally, in the underlay setting, the transmit

power of the SU-Tx is inversely proportional to the channel power of the interference

link. If the SU-Tx is not assumed to have limited peak power, then the SU-Tx will

quickly drain out its battery by transmitting with very high power if the interference

link is very poor. Therefore, it is essential that the SU-Tx has limit on the peak

transmit power. In addition, these previous works ignored the interference from the

primary network on the secondary network and thus, the analysis does not depict a

realistic scenario.

In Chapter 5, a MIMO cognitive system (MCS) employing TAS at the SU-Tx

and MRC at the SU-Rx is considered. The performance of this system is analyzed

for a more realistic scenario where the SU-Tx has a limited peak transmit power in

addition to the peak interference power constraint. Additionally, the interference from

the primary network on the secondary network is also considered. Specifically, two

scenarios are considered; 1) the MIMO cognitive system with TAS/MRC (MCS-TM)

does not experience interference from the primary network (denote by MCS-TM-NI),

and 2) MCS-TM does experience interference from the primary network (denote by

MCS-TM-WI). The performance of both these scenarios is analyzed and exact closed-

form expressions for the outage probability are obtained. A new and simple expression

of the cumulative density function (CDF) of the output SNR for the MCS-TM-NI is

also derived. Using this new expression of the CDF, exact closed-form expressions

are obtained for the probability distribution function (PDF) and the q-th moment of

the output SNR, the moment generating function (MGF), the SER performance and

the ergodic capacity. In addition, a precise lower bound on the ergodic capacity at

high SNR is also derived. Numerical simulations results are also presented and they

match well with the derived results. Furthermore, asymptotic performance results for

MCS-TM-NI are also derived and it is shown that the generalized diversity gain for
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this scheme is equal to the product of the number of transmit and receive antennas.

1.5.2 Opportunistic Multi-user Cognitive Network With Lim-

ited Transmit Power

In a spectrum sharing setting, multi-user diversity can be exploited but it is different

from the traditional multi-user case because of the interference power constraints

imposed on the secondary user (SU). Thus, in this case, the selected SU needs to have

jointly a good transmission link and a poor interference link. The effect of multi-user

diversity in an underlay network with independent and identically distributed (i.i.d)

Rayleigh fading was initially studied in [75] where the SU having the best SNR was

selected for transmission. It was shown in [75] that at sufficiently high transmit power,

the selection of the user is more influenced by the interference link and the multi-user

diversity gain in terms of capacity scales similar to the scaling law of the non-spectrum

sharing system. The ergodic capacity of the multi-user underlay system was derived

for a more generic hyper-Nakagami-m fading channel in [76]. In both these works,

the capacity was given in terms of a single integral expression which can be evaluated

using the well known numerical integration techniques. The outage capacity as well

as the effective capacity for an opportunistic cognitive broadcast channel having i.i.d

Rayleigh fading was also analyzed in [77]. Multi-user interference diversity which

takes into account the interference from the primary network was studied in [78],

However, no performance analysis was presented. In [79], a new scheduling scheme

was proposed and analyzed where the user is selected from a subset of users who’s

interference powers are below a certain threshold. A drawback of this scheme is that

it is possible that sometimes the initial subset is empty and thus no SU is selected for

transmission. This will cause a reduction in throughput of the secondary network.
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In [80], a broadcast cognitive channel was considered where the secondary user first

selects a spectrum from a number of available spectra. The spectrum which causes the

least interference to the primary users (PUs) is selected for transmission. Then using

this spectrum the signal is transmitted to the user with the best channel. A similar

setup was considered in [81] and it was shown that the throughput scales double-

logarithmically with the number of users and linearly with the number of available

bands. This system setup requires continuous monitoring of all the available spectra

and thus increases the complexity of the band manager.

Our Contribution:

The performance of a multi-user underlay cognitive network is studied where the sec-

ondary user having the highest post-scheduling/output SNR is scheduled for trans-

mission. The SUs are not selected based on thresholding, as in [79]. Thus, a SU is

always selected for transmission and there is no loss in throughput. The channel is as-

sumed to have independent but not identical (i.n.i.d) Nakagami-m fading. Note that

this channel fading model is more generic and includes the channel fading models con-

sidered in [75, 77] as its sub-cases. Considering an interference power constraint and

a maximum transmit power constraint on the SU, a power allocation scheme at the

SUs is derived. For this policy the SU transmitter (SU-Tx) requires the instantaneous

CSI of the link between the SU-Tx and the PU-Rx. The advantage of this scheme is

that the interference constraint is never violated and thus, the primary network does

not experience interference greater than the allowed peak interference level. After the

power allocation, the SU having the best SNR is selected for transmission.

Moreover, effect of interference from the PU on the SU is also considered and the

performance of the opportunistic multi-user underlay cognitive network (OMU-CN)

is analyzed for two scenarios; 1) OMU-CN does not experience interference from the
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PU (denote by OMU-CN-NI) and 2) OMU-CN experiences interference from the PU

(denote by OMU-CN-WI). For both scenarios, exact closed-form expressions are ob-

tained for the CDF of the output SNR which is then utilized to analyze the outage

performance. An alternate new and simple expression for the CDF of the output SNR

for the OMU-CN-NI is also derived. Using this new expression of the CDF, exact

closed-form expressions are derived for the moment generating function of the output

SNR, the SER performance and the ergodic capacity. Additionally, the performance

of the OMU-CN-NI is analyzed in the asymptotic regimes and the generalized diver-

sity order of the multi-user scheduling scheme is obtained. It is shown that when

the interference link is very poor and there is no limit on the transmit power, this

scheduling scheme achieves full diversity. Furthermore, it is shown that when there

is no interference from the PU the performance of this multi-user scheduling scheme

saturates due to limited peak transmit power or limited peak interference power. Nu-

merical simulations are also presented to corroborate the derived analytical results.

It is also shown that the scheduling scheme considered in this chapter achieves higher

capacity compared to the hybrid scheduling scheme in [79].
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Chapter 2

Novel Receivers For AF Relaying

With Distributed STBC Using

Cascaded and Disintegrated

Channel Estimation

2.1 Introduction

In this chapter, novel pilot-symbol-aided coherent receivers using CCE and DCE are

derived for a DSTBC system with AF relaying. The receiver are derived based on

the distribution of the channel and the noise. These new receivers use the received

pilot signal to decode the incoming signal and thus save the processing complexity

and power required to estimate the channel. Furthermore, decision based receivers

are obtained by incorporating the decision history in the derived receivers. These

decision based receivers give improved performance without increasing the number

of pilots or the transmit power of pilots. Decision history is also incorporated in the

conventional Euclidean distance based receivers to give improved performance. The
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Figure 2.1: Diagram of a wireless relay system.

effect of decision history on the performance of the new receivers is examined for

different weighting schemes. The performances of the new receivers are shown using

numerical simulations.

2.2 System Model

Consider a system in which transmission is carried out from the source to the des-

tination via a relay as shown in Fig. 2.1. All the nodes are assumed to have single

antenna. The transmission is completed in two time slots [82, 33, 83, 84, 85]. During

the first time slot, the source transmits the signal to the relay. In the second time slot,

both the relay and the source transmit the signal to the destination. This system can

be considered as a distributed space-time coded system with 2 transmit antennas and

1 receive antenna. Note that the destination could also listen during the first time

slot [35, 41, 86, 82, 84]. This requires a more complicated space-time code [35, 41, 86].

For example, the code used in [86] is X̄ =

[
0 x1 0 x2

∗

x1 x2 −x∗2 x∗1

]T
. The dimensionality

of this code is high and thus, it costs extra memory and processing power at the
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destination. The derivation in this chapter can be easily extended to this case.

The transmission is assumed to occur in blocks of length N + M , where N is

the number of data symbols and M is the number of pilot symbols. The data and

pilots are encoded using the Alamouti code [6]. The pilots are sent at the beginning

of each block. The channel gains of all the links are assumed to be constant during

the block transmission. The channel gains for the source-relay channel, the relay-

destination channel and the source-destination channel are denoted by hSR, hRD and

hSD, respectively, and are assumed to be independent zero mean complex Gaussian

(ZMCG) random variables each with variance 0.5 per dimension. h̃SR denotes the

quantized estimate of hSR
1.

The received data vector at the destination is expressed as

y = XhC + n (2.1)

where y = [y1
T y2

T . . .yN
2

T]T, X = [XT
1 XT

2 . . .X
T
N
2

]T is the transmitted data matrix,

hC = [
√

ERDESR
ESR+No

hSRhRD
√
ESDhSD]T denotes the cascaded channel gain and the

channel gain in the direct link, n = [nT
1 nT

2 . . .nN
2

T]T is the noise vector, and

yi = XihC + ni (2.2)

with yi = [y2i−1 y2i]
T , Xi =

[
x2i−1 x2i

−x∗2i x∗2i−1

]
and ni = [η2i−1 η2i]

T. The index in (2.2)

varies from 1 to N/2, assuming that N/2 is an integer. In (2.2), y2i−1 is the received

1It will be discussed later that, in the case of disintegrated channel estimation, h̃SR is forwarded
by the relay to the destination.
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signal after the 2(2i− 1)th time slot and is expressed as 2

y2i−1 =

√
ERDESR
ESR +No

hSRhRDx2i−1 +
√
ESDhSDx2i + η2i−1

where η2i−1 =
√

ERD
ESR+No

hRDnR,2i−1 + nD,2i−1 is the collective noise at the destination

and y2i is the received signal after the 2(2i)th time slot and is given by

y2i =

√
ERDESR
ESR +No

hSRhRD(−x∗2i) +
√
ESDhSDx

∗
2i−1 + η2i

where η2i =
√

ERD
ESR+No

hRDnR,2i + nD,2i is the collective noise at the destination, x2i−1

and x2i are the transmitted data symbols, nR,k is the noise at the relay during time slot

k and nD,k is the noise at the destination during time slot k, k = 2i, 2i−1. The noise

terms nR,k and nD,k are ZMCG with variance No
2

per dimension. It is noted that η2i−1

and η2i are not complex Gaussian. However, the closed form expression for the exact

PDF of the collective noise does not exist and therefore, the analysis using the exact

system model would lead to intractable results. Thus, in order to obtain tractable

results, assume η2i−1 and η2i to be complex Gaussian as in [33, 83, 87, 40, 88, 85].

It will be shown, that the receivers derived using this approximation still provide

performance gains. The variances of η2i−1 and η2i are E[η2
2i−1] = E[η2

2i] = σ2
η =(

1 + ERD
ESR+No

)
No, where ESR, ERD and ESD are the source-relay, relay-destination

and source-destination transmitted energies, respectively.

The ideal receiver, denoted as the genie receiver, assumes perfect channel knowl-

edge. The metric for the genie receiver is

X̂ = arg min
X
‖y −XhC‖2. (2.3)

In reality, the receiver does not have perfect CSI and the CSI is estimated using the

pilot symbols. The channel estimate is then used in the metric in (2.3) to decode

2The signal at the relay is normalized by a fixed gain
√
E[y2R] =

√
ESR + No [33], where E[·]

denotes the expectation operator. Thus, the multiplying factor at the relay does not depend on
hSR.
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the received signal. This minimum Euclidean distance receiver is also called the

mismatched receiver in [28] and is expressed as

X̂ = arg min
X
‖y −Xĥ‖2 (2.4)

where ĥ can be the ML estimate of the cascaded source-relay-destination channel (in

the case of CCE) or the product of the ML estimates of the source-relay channel and

the relay-destination channel (in the case of DCE).

2.3 Channel Estimation

2.3.1 Cascaded Channel Estimation

In the case of CCE, the channel is estimated at the destination using the received

pilot vector z which can be expressed similar to (2.1) as

z = PhC + nP (2.5)

where z = [z1 z2 . . . zM ]T is the received pilot vector, P = [PT
1 PT

2 . . .P
T
M
2

]T is the

transmitted pilot block, Pi =

[
p2i−1 p2i

−p∗2i p∗2i−1

]
, and nP = [ηp1 ηp2 . . . ηpM ]T is the

ZMCG noise with variance σ2
η that is added to the received pilot signal at the desti-

nation.

2.3.2 Disintegrated Channel Estimation

In the case of DCE, the relay estimates the source-relay channel using the pilots

sent by the source. It then replaces the pilots from the source with the new pilots
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and sends them to the destination to estimate the relay-destination channel. It also

forwards the quantized estimate of the source-relay channel, obtained at the relay, to

the destination [43, 44]. The received pilot vector at the relay can be expressed as

zSR = p1

√
ESRhSR + nR (2.6)

where zSR = [zSR,1 zSR,2 . . . zSR,M ]T is the received pilot vector at the relay, p1 denotes

the first column of the pilot matrix P and nR = [nR,1 nR,3 . . . nR,2M−1]T is the ZMCG

noise added at the relay. The relay replaces the received pilot vector with new pilots

and thus, the received pilot vector at the destination can be expressed as

zD = PhD + nD (2.7)

where zD = [zD,1 zD,2 . . . zD,M ]T is the received pilot vector, hD = [
√
ERDhRD

√
ESDhSD]T

is the destination channel vector and nD = [nD,2 nD,4 . . . nD,2M ] is the ZMCG noise

that is added to the received pilot signals at the destination.

The ML estimate in (2.4) is calculated as [89]

ĥ = (UHU)−1UHw (2.8)

where (·)H denotes the Hermitian operator,w is the received pilot vector and U is

the matrix of transmitted pilots. The error in the ML estimate is e = (UHU)−1UHn

[89], where n is the noise in the received pilot vector.Note that the symbols U, w

and n in (2.8), can be replaced by P, z and nP in (2.5), p1, zSR and nR in (2.6) or

P, zD and nD in (2.7) to obtain the ML channel estimate in each case. Note also

that the receiver in (2.4) has been proved the best among all existing receivers in

[32, 33, 35, 40, 43, 44]. Thus, in the following, we only compare our new receivers
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with (2.4).

2.4 Minimum Euclidean Distance Receiver With

Decision History

The performance of the conventional receiver in (2.4) can be improved by incorpo-

rating the decision history, similar to [31], which results in a better estimate of the

CSI. In the derivation, we assume that the decoding is done for the N data symbols

in each block based on Xi, i = 1, . . . N/2, as this reduces the decoding complexity.

For the ith decoding block, the channel estimate is improved by incorporating the

decision history as

ĥDH =

(
PHP +

i−1∑
k=0

X̂H
k X̂k

)−1(
PHz +

i−1∑
k=0

X̂H
kyk

)
(2.9)

where X̂k is the data decision of Xk and yk is the received signal of Xk. If the

previous decisions are correct, they have the same effect as the pilots. If the previous

decisions are incorrect, they will lead to an unreliable estimate. Therefore, to reduce

the detrimental effect of the decision errors, the previous decisions can be weighted

according to the noise statistics as

ĥWDH =

(
PHP +

1

σ2
η

i−1∑
k=0

X̂H
k X̂k

)−1(
PHz +

1

σ2
η

i−1∑
k=0

X̂H
kyk

)
. (2.10)

In this case, if the noise is strong, it is more likely that the decision error is high.

Then, the effect of the decision errors on the channel estimate is reduced by using a

smaller weighting factor.

Since the decoding is based on blocks, the channel estimate can also be improved
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by giving less weights on the older decisions of the block and giving more weights on

the newest decisions. Then, after every iteration, the quality of the channel estimate

is improved, and the probability of error is reduced. Thus, one has

ĥIDH =
(
PHP + λi

)−1 (
PHz + ξi

)
(2.11)

where λi = X̂H
i−1X̂i−1 + λi−1

σ2
η

and ξi = X̂H
i−1yi−1 + ξi−1

σ2
η

. Finally, one can combine (2.10)

and (2.11) to obtain the channel estimate used in our new receiver as

ĥWIDH =
(
PHP + Λi

)−1 (
PHz + Ξi

)
(2.12)

where Λi = 1
σ2
η
X̂H
i−1X̂i−1 + Λi−1

σ2
η

and Ξi = 1
σ2
η
X̂H
i−1yi−1 + Ξi−1

σ2
η

with Λ0 = Ξ0 = 0,

X̂H
0 X̂0 = 0 and X̂H

0 y0 = 0. Note that [31] proposed the idea of decision history but

did not consider the Euclidean distance receiver or weighting. Therefore, (2.9)-(2.12)

are our new results.

2.4.1 Minimum Euclidean Distance Receiver With Decision

History For CCE (MEDDH-CCE)

One can improve the conventional mismatched receivers in (2.4) by using ĥWIDH

from (2.12). Using (2.12), the improved mismatched receiver using cascaded channel

estimation based on the Euclidean distance metric can expressed as

X̂MEDDH−CCE = arg min
X
‖y −X

(
PHP + Λi

)−1 (
PHz + Ξi

)
‖2 (2.13)

where Λi and Ξi are defined as before. It can be shown that (2.12) performs better

than (2.9)-(2.11).
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2.4.2 Minimum Euclidean Distance Receiver With Decision

History For DCE (MEDDH-DCE)

In the case of DCE, the ML estimate for the channel is expressed as

ĥC = (PHP)−1(MPHz) (2.14)

where M =

[
h̃SR√

ESR+No
0

0 1

]
and h̃SR is the quantized value of the ML estimate ĥSR of

the source-relay channel given by

ĥSR = (p1
Hp1)−1p1

HzSR. (2.15)

Similarly, the improved mismatched receiver using disintegrated channel estima-

tion based on the Euclidean distance metric can be derived as

X̂MEDDH−DCE = arg min
X
‖y −X

(
PHP + Λi

)−1 (
MPHz + Ξi

)
‖2 (2.16)

The receiver in (2.16) uses the matrix M, which has to be multiplied with the ML

estimate due to the DCE. This matrix does not appear in (2.13) for CCE. Using

(2.13) and (2.16), the performances of the improved mismatched receivers using the

simple Euclidean distance metric with decision history can be examined.

2.5 Maximum Averaged Likelihood Receivers

The Euclidean distance metric in (2.4) does not use any information about the channel

and noise statistics, such as fading distribution and the noise power and thus, better

metrics can be derived by taking them into account [28, 31]. In this section, we
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derive the new receiver metrics, for both CCE and DCE, that outperform the existing

Euclidean distance metric. Again, we assume that the decoding is done for the N

data symbols in each block based on Xi, i = 1, . . . N/2, as this reduces the decoding

complexity.

2.5.1 Maximum Averaged Likelihood Receivers For CCE

Maximum Averaged Likelihood Receiver Without Channel Distribution

(MALnCS-CCE)

In [31], the receiver metric was derived that used the received pilot information di-

rectly and did not require explicit channel estimation as

X̂ = arg max
X

{∫
fy/hC ,X(y) · fz/hC ,P(z) dhC

}
. (2.17)

The expression in (2.17) is similar to the expression of the MAP detector except

that it includes the conditional PDF of the received pilot signal in addition to the

conditional PDF of the received data signal. In (2.17), it effectively assumes that no

prior information about the channel is available such that the averaging is done over

a uniform distribution. However, when the distribution of the channel is available,

averaging over the actual distribution results in an improved receiver, as will be shown

later. The conditional probability density function (PDF) of the received signal yi is

[89, eq.(15.17)]

fyi/hC ,Xi
(yi) =

exp
(
−(yi −XihC)HC−1

ni
(yi −XihC)

)
π2det(Cni)

(2.18)

where Cni =
(

1 + ERD
ESR+No

)
No · I2 is the noise covariance matrix, det (·) is the deter-

minant operator and Ik denotes the identity matrix of order k × k. The conditional



47

PDF of the received pilot signal z is

fz/hC ,P(z) =
exp

(
−(z−PhC)HC−1

z (z−PhC)
)

πMdet(Cz)
(2.19)

where Cz =
(

1 + ERD
ESR+No

)
No · IM is the noise covariance matrix. Substituting (2.18)

and (2.19) in (2.17), solving the resulting integral using the fact that, for Alamouti

code, XH
i Xi = c · I2 and PHP = d · I2, where c and d are constants, and simplifying

the result one obtains

X̂i,MALnCSnDH−CCE = arg max
Xi

{
− ln(det(AXi

)) +
(ΓXi

)(AXi
)−1(ΓXi

)H

σ2
η

}
(2.20)

where AXi
= XH

i Xi + PHP, ΓXi
= yH

i Xi + zHP, σ2
η =

(
1 + ERD

ESR+No

)
No and ln (·)

denotes the natural logarithm. The derived new metric in (2.20) involves only the

statistics of the collective noise at the destination. It can be noted that the receiver

given by (2.20) is more complicated than the receiver in (2.4), although the receiver in

(2.20) saves the cost of channel estimation. In particular, (2.20) requires about 36M2

real multiplications while (2.4) requires 24M2 real multiplications, where M denotes

the constellation size. Thus, the overall complexity of (2.20) is higher than that of

(2.4) and the receiver in (2.20) is more useful in applications where performance is

more important.

The receiver in (2.20) does not use any decision history. Similar to the case of

the conventional coherent receiver, decision history can be utilized to improve the

performance of the derived new receiver metric. The history parameters Υi and Λi
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are added to the new receiver metric in (2.20) and one obtains

X̂i,MALnCSDH−CCE =

arg max
Xi

{
− ln (det(AXi

+ Λi)) +
(ΓXi

+ Υi)(AXi
+ Λi)

−1(ΓXi
+ Υi)

H

σ2
η

}
(2.21)

where Λi is as before and Υi = 1
σ2
η
yH
i−1X̂i−1 + Υi−1

σ2
η

with Υ0 = 0. Note that the receiver

in (2.21) uses the decision history in (2.12). One may also use (2.9)-(2.11), but they

do not offer better performances.

Maximum Averaged Likelihood Receiver With Channel Distribution (MALCS-

CCE)

As mentioned previously, using the distribution of the channel in (2.17) can result in

an improved metric. The resulting metric uses additional information of the channel

distribution and can be derived as [28, 31]

X̂ = arg max
X

{∫
fy/hC ,X(y) · fz/hC ,P(z) · fhC (h) dhC

}
. (2.22)

From (2.1), hC = [h1 h2]T = [
√

ERDESR
ESR+No

hSRhRD
√
ESDhSD]T . In this case it can be

observed that h2 is ZMCG with variance σ2
h2

= ESD. The exact PDF of h1 is given in

[36] but it does not lead to tractable derivation. We therefore use the approximation,

fh1(x) ≈ fh1,r(x) ·fh1,i
(x), i.e. the real and imaginary parts of the product of complex

Gaussian random variables are independent. From [36]

fh1,r(x) = fh1,i
(x) =

1

σ1σ2

· exp

(
− 2

σ1σ2

· |x|
)

(2.23)

where, h1,r and h1,i are the real and imaginary parts of h1 and σ2
1 = σ2

2 =
√

ERDESR
ESR+No

.



49

Using the above results, (2.22) can be solved to obtain

X̂i,MALCSnDH−CCE = arg max
Xi

{
− ln ∆Xi

− ln

(
∆Xi

+
1

σ2
h2

)
+

Γxi,2

HΓxi,2

∆Xi
+ 1

σ2
h2

+

ln

(
experfc

(
(ζ −<(Γxi,1

))2

∆Xi

)
+ experfc

(
(ζ + <(Γxi,1

))2

∆Xi

))
+

ln

(
experfc

(
(ζ −=(Γxi,1

))2

∆Xi

)
+ experfc

(
(ζ + =(Γxi,1

))2

∆Xi

))} (2.24)

where Γxi,1
= yH

i xi,1 + zHp1, Γxi,2
= yH

i xi,2 + zHp2, ζ = 1
σ1σ2

and ∆Xi
=

√
det(AXi

)

σ2
η

,

xi,1 and xi,2 denote the first and second column of Xi, p1 and p2 denote the first

and second column of P, respectively, <(·) and =(·) denote the real and imaginary

parts of the argument and experfc(x) = exp (x) · erfc(
√
x) and erfc(·) denotes the

complementary error function. We denote the derived metric in (2.24) as MALCS-

CCE and the metric in (2.20) as MALnCS-CCE. Also, the metric given by (2.24)

is more complex than (2.20), as it requires evaluation of the exponential and erfc

functions.

Similarly, the performance of the derived new receiver in (2.24) can be improved

by incorporating the decision history, giving

X̂i,MALCSDH−CCE =

arg max
Xi

{
− ln ΣXi

− ln

(
ΣXi

+
1

σ2
h2

)
+

(Γxi,2
+ Θ2,i)

H(Γxi,2
+ Θ2,i)

ΣXi
+ 1

σ2
h2

+

ln

(
experfc

(
(ζ −<(Γxi,1

+ Θ1,i))
2

ΣXi

)
+ experfc

(
(ζ + <(Γxi,1

+ Θ1,i))
2

ΣXi

))
+

ln

(
experfc

(
(ζ −=(Γxi,1

+ Θ1,i))
2

ΣXi

)
+ experfc

(
(ζ + =(Γxi,1

+ Θ1,i))
2

ΣXi

))}
(2.25)

where Θ1,i = 1
σ2
η
yH
i−1x̂i−1,1 +

Θ1,i−1

σ2
η

with yH
0 x̂0,1 = 0 and Θ1,0 = 0, Θ2,i = 1

σ2
η
yH
i−1x̂i−1,2 +
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Θ2,i−1

σ2
η

with yH
0 x̂0,2 = 0 and Θ2,0 = 0, ΣXi

=

√
det(AXi

+Λi)

σ2
η

and Λi = 1
σ2
η
X̂H
i−1X̂i−1 + Λi−1

σ2
η

with Λ0 = 0 and X̂H
0 X̂0 = 0, x̂i,1 and x̂i,2 denote the first and second column of X̂i,

as the data decisions, respectively.

2.5.2 Maximum Averaged Likelihood Receivers For DCE

In the case of DCE, the source-relay channel is estimated at the relay by the ML esti-

mator given in (2.15). This source-relay channel estimate is quantized and forwarded

to the destination via the feed forward channel as h̃SR [44].

Maximum Averaged Likelihood Receiver Without Channel Distribution

(MALnCS-DCE)

The receiver metric for the destination can be derived by using the received pilot

information directly without channel estimation as [31]

X̂ = arg max
X

{∫
fy/hC ,X(y) · fzD/hD,P(z) dhD

∣∣∣
hSR=h̃SR

}
. (2.26)

It can be noted that the metric in (2.26) is slightly modified by not integrating over

the source-relay channel. Instead, we substitute it for the value of the quantized

estimate of the source-relay channel that has been forwarded by the relay.

The conditional PDF of the received signal yi is given by (2.18) with Cni =(
1 + ERD

ESR+No

)
No ·I2. The conditional PDF of the received pilot signal zD is expressed

as

fzD/hD,P(z) =
exp

(
−(z−PhD)HC−1

z (z−PhD)
)

πMdet(Cz)
(2.27)

where Cz = No · IM is the noise covariance matrix.
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Substituting (2.18) and (2.27) in (2.26) and solving the resulting integral, one has

X̂i,MALnCSnDH−DCE =

arg max
Xi

{
− ln (ΩXi

) + (Ψxi,1
)(ΩXi

)−1(Ψxi,1
)H

− ln (ΦXi
) + (Ψxi,2

)(ΦXi
)−1(Ψxi,2

)H
} (2.28)

where, ΩXi
=

√
det (XH

i Xi)·h̃HSRh̃SR
σ2
η(ESR+No)

+

√
det (PHP)

σ2
z

, ΦXi
=

√
det (XH

i Xi)

σ2
η

+

√
det (PHP)

σ2
z

, Ψxi,1
=

yH
i xi,1·h̃SR

σ2
η

√
ESR+No

+ zHp1

σ2
z

, Ψxi,2
=

yH
i xi,2
σ2
η

+ zHp2

σ2
z

, σ2
η =

(
1 + ERD

ESR+No

)
No and σ2

z = No. The

above metric uses the quantized ML estimate of the source-relay channel. It can also

be noted that the derived metric in (2.28) uses the information of the noise variance.

Again, this receiver does not perform channel estimation for the source-destination

and the relay-destination channels. But it does for the source-relay channel.

By incorporating the decision history into the metric, its performance can be

improved and one obtains

X̂i,MALnCSDH−DCE =

arg max
Xi

{
− ln (ΩXi

+ ΛA,i) + (Ψxi,1
+ ΞA,i)(ΩXi

+ ΛA,i)
−1(Ψxi,1

+ ΞA,i)
H

− ln (ΦXi
+ ΛB,i) + (Ψxi,2

+ ΞB,i)(ΦXi
+ ΛB,i)

−1(Ψxi,2
+ ΞB,i)

H
}

(2.29)

where, ΞA,i =
ΞA,i−1

σ2
η

+
yH
i−1x̂i−1,1·h̃SR
σ2
η

√
ESR+No

with yH
0 x̂0,1 = 0 and ΞA,0 = 0, ΞB,i =

ΞB,i−1

σ2
η

+

yH
i−1x̂i−1,2

σ2
η

with yH
0 x̂0,2 = 0 and ΞB,0 = 0, ΛA,i =

ΛA,i−1

σ2
η

+

√
det (X̂H

i−1X̂i−1)·h̃HSRh̃SR
σ2
η(ESR+No)

with

ΛA,0 = 0, ΛB,i =
ΛB,i−1

σ2
η

+

√
det (X̂H

i−1X̂i−1)

σ2
η

with ΛB,0 = 0.
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Maximum Averaged Likelihood Receiver With Channel Distribution (MALCS-

DCE)

Using the channel distribution, the new metric is obtained by solving the following

integral

X̂ = arg max
X

{∫
fy/hC ,X(y) · fzD/hD,P(z) · fhD(h) dhD

∣∣∣
hSR=h̃SR

}
. (2.30)

From (2.7), hD = [
√
ERDhRD

√
ESDhSD]T = [h1 h2]T . In this case, it can be observed

that both h1 and h2 are complex Gaussian with zero mean and variance σ2
RD = ERD

and σ2
SD = ESD respectively. Thus the joint PDF of both the channels is complex

Gaussian.

Substituting (2.18) and (2.27) in (2.30) and solving the resulting integral, one has

X̂i,MALCSnDH−DCE =

arg max
Xi

{
− ln (ΩXi

+
1

σ2
RD

)− ln (ΦXi
+

1

σ2
SD

)+

(Ψxi,1
)(ΩXi

+
1

σ2
RD

)−1(Ψxi,1
)H + (Ψxi,2

)(ΦXi
+

1

σ2
SD

)−1(Ψxi,2
)H
}
.

(2.31)

The values of ΩXi
, ΦXi

, Ψxi,1
, Ψxi,2

, σ2
η, σ

2
z , xi,1, xi,2, p1 and p2 are the same as those

in (2.28). If the ML estimate of the source-relay channel is replaced by its original

value, the metric given by (2.31) is the optimal metric.

Again, the performance of the derived receiver in (2.31) can be improved by in-
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corporating the decision history and one obtains

X̂i,MALCSDH−DCE = arg max
Xi

{
− ln (ΩXi

+
1

σ2
RD

+ ΛA,i)− ln (ΦXi
+

1

σ2
SD

+ ΛB,i)

+ (Ψxi,1
+ ΞA,i)(ΩXi

+
1

σ2
RD

+ ΛA,i)
−1(Ψxi,1

+ ΞA,i)
H

+ (Ψxi,2
+ ΞB,i)(ΦXi

+
1

σ2
SD

+ ΛB,i)
−1(Ψxi,2

+ ΞB,i)
H
}
.

(2.32)

The history parameters ΞA,i, ΞB,i, ΛA,i and ΛB,i are defined as before. Note that

all the proposed new receivers require knowledge of the noise variance. This can

be accurately estimated by using estimators in [90] and [91]. The estimate is often

χ2-distributed with its variance decreasing with the sample size. Since the noise

variance changes little during communication, one can use a large sample size to

make the estimation error negligible offline.

2.6 Numerical Results and Discussion

In this section, the symbol-error-rate (SER) performances of the newly derived re-

ceivers are evaluated by simulation. Consider 16-QAM as an example. Other mod-

ulation schemes can also be examined in a similar way. The number of pilots in

the simulation is chosen to be 2 and each pilot is chosen from the inner constella-

tion point of the 16-QAM constellation and has the same phase. It can be shown

that having different phases does not affect the performance. This does not mean

that the pilot has much less energy than the data, because the data from the same

inner point has the same energy. For DCE, assume that the channel estimate sent

by the relay is quantized with infinite bits unless stated otherwise. The block size

is chosen to be 80. The performances of the new receivers are compared with the
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conventional mismatched ML receiver in (2.4), denoted by MEDnDH-CCE for CCE,

and MEDnDH-DCE for DCE. The genie receiver is used as a benchmark. For the

remaining receivers we use the notations defined previously.

Fig. 2.2 and Fig. 2.3 compare the MEDDH receivers using different forms of

decision history for CCE and DCE, respectively. Equation (2.4) gives the conventional

mismatched receiver without decision history and is denoted as MEDnDH. It can be

observed from Fig. 2.2 that, for CCE, the MEDDH receiver using (2.12) performs

about 1 dB better than the MEDDH receiver using (2.9) and approximately 2.5

dB better than the conventional MEDnDH-CCE receiver. For DCE, the MEDDH

receiver using (2.12) also performs 2.5 dB better than the conventional MEDnDH-

DCE receiver, as can be seen in Fig. 2.3. The MEDDH receiver using (2.11) performs

the second best and the MEDDH receiver using (2.9) gives the least performance

gain. Thus, significant gains can be achieved by incorporating the decision history

in the receiver metric. It can also be shown that this performance gain increases by

increasing the block length. In the following all the MEDDH receivers use (2.12).

In deriving the MALCSnDH-CCE receiver, we assumed that the real and imagi-

nary parts were independent in order to get tractable results. This assumption can be

justified as follows. It can be easily shown that the correlation between the real and

imaginary parts of the product of complex Gaussian is zero as the joint PDF is an even

function. Additionally, Fig. 2.4 compares the exact metric, i.e. the integral in (2.22),

with the approximation in (2.24), for a system without the direct link. The assump-

tion of simulating (2.22) and (2.24) without the direct link does not affect the analysis

because the source-destination channel and the source-relay-destination channel are

independent and one can obtain the exact metric for the source-destination link. One

can observe from Fig. 2.4 that the receiver in (2.22) performs almost the same as

the receiver in (2.24). Thus, the approximation error caused by this assumption is
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Figure 2.2: SER performance comparison of the MEDDH receivers using different
forms of decision history for CCE.
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Figure 2.3: SER performance comparison of the MEDDH receivers using different
forms of decision history for DCE.
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Figure 2.4: SER performance comparison of the exact metric and the approximate
metric for the MALCSnDH-CCE receiver.

negligible.

Fig. 2.5 and Fig. 2.6 compare the performances of the new receivers using CCE

and DCE, respectively, when ESR = ERD = ESD. For CCE, it can be observed from

Fig. 2.5 that the decision history always gives a gain of approximately 2.5 dB over

the receivers without decision history at high ESD/No for all the receiver metrics

used. Also, at high ESD/No, all the receivers without decision history have similar

performances and all the receivers with decision history perform similarly. At low

ESD/No, the MALCSDH receiver performs slightly better than the other receivers,

as its metric in (2.25) utilizes information of the channel distribution. Similar ob-

servations in the case of DCE can be made from Fig. 2.6. Comparing Fig. 2.5 and

Fig. 2.6 it can be observed that the receivers for DCE perform approximately 1 dB

better than the corresponding receivers for CCE, as better estimates of all the links

are obtained due to lower pilot noise at the relay and destination.
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Next, consider two cases of unbalanced links. Fig. 2.7 and Fig. 2.8 show the

first case where the source-relay channel power is set to 50 dB, i.e., a very good

source-relay channel is assumed such that a very good source-relay channel estimate

is obtained in the case of DCE. Assume, ERD = ESD. It can be observed from Fig. 2.7

that the overall performances of all the receivers using CCE are improved compared

with Fig. 2.5. The MALCSDH receiver performs slightly better than the other

receivers and the performance gain is more noticeable at low ESD
No

. The performance

gains of the new receivers over the MEDnDH receiver is reduced to approximately

1.7 dB as compared with Fig. 2.5. For the receivers using DCE, in Fig. 2.8, the

performances are better than those in Fig. 2.6. The MALCSnDH receiver performs

approximately 0.5 dB better than the MEDnDH receiver at high ESD
No

. This is due

to the fact that h̃SR ≈ hSR and the derived MALCSnDH receiver metric becomes

close to the optimal metric. It can also be noted that the MALnCSDH and the

MALCSDH receivers perform the same at high ESD
No

, as 1
σ2
SD

= 1
σ2
RD
≈ 0 in this case

and the MALnCSDH and MALCSDH metrics are almost the same. The receivers

using the decision history perform about 2.2 dB better than the MEDnDH receiver.

The MALnCSDH and the MALCSDH receivers perform approximately 0.8 dB better

than the MEDDH receiver. Comparing Fig. 2.8 with Fig. 2.7, the receivers using

DCE performs approximately 1.2 dB better than the corresponding receivers using

CCE.

Fig. 2.9 and Fig. 2.10 show the second case, where the destination links have

high power i.e. ESD = ERD = 50 dB or ESD = 35 dB. The receivers with CCE and

with DCE perform better than the corresponding receivers in balanced links in Fig.

2.5 and Fig. 2.6, respectively, as the destination links are very good. In the case

when ESD = 35 dB, at low ESR/N0, the performance of the receivers is much better

compared to the case when ESD = ERD = 50 because the noise at the destination due
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Figure 2.5: SER performance comparison of different new receivers using CCE in
balanced links.
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Figure 2.6: SER performance comparison of different new receivers using DCE in
balanced links.
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to the relay is lower. However, at high ESR/N0, the performance of the receivers with

ESD = ERD = 50 is better. Note that, for low values of ESR = ERD and ESD = 35 dB,

the system can be considered as a system without a relay. As ESR = ERD is increased

the relay link helps improve the performance of the system as can be observed in Fig.

2.9 and Fig. 2.10. In Fig. 2.9, for the receivers using CCE when ESD = ERD =

50, it can be observed that the MEDDH receiver with weights according to (2.9)

performs better than the MEDDH receiver given by (2.13). This happens because if

the destination links re very good, then the noise component from the relay received

at the destination is also increased. Thus, the effective noise is increased and the

effect of decision history on the metric is reduced and that the MEDDH receiver

becomes the same as the MEDnDH receiver (i.e. without decision history). For

the case when ESD = 35, as the relay noise component at the destination is not

increased so the MEDDH receiver given by (2.13) gives better performance. Thus,

finding optimal weights is an important factor in obtaining good performance gains.

In the case of receivers using DCE, when ESD = ERD = 50 dB,the performances of

the MEDnDH, MALnCSnDH, MALCSnDH, MEDDH, MALnCSDH and MALCSDH

receivers are graphically identical, as shown in Fig. 2.10. The estimates of the

source-destination and the relay-destination channel are very good in all the receivers

and the performance in this case is limited by the accuracy of the estimate of the

source-relay destination channel and thus, the effect of improper weights cannot be

observed in this case. Due to similar reasoning as before, when ESD = 35 dB, at

low ESR/N0 the performance of the receivers is better compared to the receivers with

ESD = ERD = 50.

Fig. 2.11 and Fig. 2.12 show the effect of finite quantization of the source-relay

channel estimate on the receiver performances in balanced links. The max-Lloyd

quantizer is used for quantizing the estimates at the relay. Comparing Fig. 2.11
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Figure 2.7: SER performance comparison of the different new receivers using CCE in
unbalanced links when the source-relay channel power is 50dB.
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Figure 2.8: SER performance comparison of the different new receivers using DCE in
unbalanced links when the source-relay channel power is 50dB.
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Figure 2.9: SER performance comparison of different new receivers for CCE in un-
balanced links with different destination channel powers.

with previous figures using infinite number of bits, one sees that, as the number of

quantization bits is decreased, the performances of the receivers is degraded. At high

ESD
No

, there is an error floor. A number of quantization bits equal to 4 is enough to

achieve nearly the same performance as the performance with infinite bit quantization,

as can be observed in Fig. 2.12, which agrees with the result in [44].
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Figure 2.10: SER performance comparison of different new receivers for DCE in
unbalanced links with different destination channel powers.
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Figure 2.11: SER performance comparison of different new receivers using DCE with
2-bit quantized source-relay channel estimate forwarded from the relay to destination.
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Figure 2.12: SER performance comparison of different new receivers using DCE with
4-bit quantized source-relay channel estimate forwarded from the relay to destination.
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Chapter 3

Novel Non-Coherent and

Half-Coherent Receivers for AF

Relaying

In the previous chapter, fully coherent receivers were derived for AF relaying that

processed the received data using some information of the cascaded source-relay-

destination channel which was extracted using the pilots. In this chapter, alternate

receivers for AF relaying are derived that either utilize only partial CSI knowledge or

do not require any knowledge of CSI. Specifically, considering a Rician faded channel,

an optimal non-coherent receiver for AF relaying is derived. Furthermore, a sub-

optimal non-coherent receiver with lower complexity but similar performance to that

of the optimal non-coherent receiver is also proposed. In addition, receivers for the

case when the destination possesses CSI of either the source-relay channel or the relay-

destination channel are also derived. The former case corresponds to the scenario

when the relay is fixed, and has the ability/complexity to estimate and forwards

the source-relay channel information to the destination. Where as, the destination

has low complexity and does not have the channel estimation module and thus, is
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Figure 3.1: System Model.

unable to estimate the relay-destination link. The later case corresponds to the

reversed scenario where the destination has the ability/complexity to estimate the

relay-destination link only and the relay is without the channel estimation module. In

this case, the destination estimates the relay destination channel using the pilot signal

transmitted by the relay. These receivers are termed as ‘half-coherent receivers’ as

they have CSI of only one of the two links. In this chapter, the analytical expressions

for the symbol-error-rate (SER) performances of the proposed receivers as well as the

energy detector receiver are also derived considering M-ary frequency-shift-keying.

The performances of the proposed receivers are depicted using numerical simulations.

3.1 System Model

Consider a system as shown in Fig. 3.1 where data is transmitted from the source to

the destination via a single relay. All the nodes are assumed to have single antenna.

During time slot one, the source transmits to the relay and during time slot two, the

relay transmits to the destination. The signal at the relay is normalized by a fixed
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gain and then forwarded to the destination.

The source-relay and relay-destination channels are denoted by hSR and hRD,

respectively. The channels are assumed to be independent and experience flat Ri-

cian fading. Thus, hSR is assumed to be CN (µSR, σ
2
SR) and hRD is assumed to be

CN (µRD, σ
2
RD), where CN (a, b) denotes a complex Gaussian random variable with

mean a and variance b. The modulation scheme is M-ary frequency-shift-keying (M-

FSK). The transmitted signal is chosen from alphabet χ ∈ {exp(j2πf1t), exp(j2πf2t)

. . . exp(j2πfM t)}, where j =
√
−1, t denotes time and f1, f2 . . . fM are M orthogonal

frequencies.

Given that frequency fi is transmitted, after matched-filtering, the decision statis-

tics can be expressed as

yi =

√
ESRERD
ĒSR +N0

hSRhRD +

√
ERD

ĒSR +N0

hRDnR,i + nD,i, (3.1)

yk =

√
ERD

ĒSR +N0

hRDnR,k + nD,k, ∀k ∈ {1, 2 . . .M} & k 6= i,

where
√

1
ĒSR+N0

is the fixed normalizing gain at the relay, ESR and ERD are the

desired signal powers’ at the relay and destination, respectively and ĒSR = ESRσ
2
SR.

In (3.1), nR,i and nD,i denote the complex additive white Gaussian noise at the

receiver and the destination for the ith frequency, respectively and are assumed to be

CN (0, N0), yi and yk denote the outputs of the matched-filter matched to frequency

fi and fk, respectively.

3.2 Novel Non-Coherent Receivers

The optimal non-coherent receiver can be derived by using the maximum likelihood

principle. As the transmitted symbols are equiprobable, the log-likelihood ratio in
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the case of binary frequency-shift-keying (BFSK) for M = 2 can be expressed as

log

(
fy1,y2|f1(y1, y2)

fy1,y2|f2(y1, y2)

)
≷f1

f2
0. (3.2)

From (3.1) it can be observed that y1 and y2 are not independent. However, condi-

tioned on hRD, y1 and y2 are independent and the likelihood ratio can be expressed

as

ΓNC = log

(∫
fy1|hRD,f1(y1) · fy2|hRD,f1(y2)fhRD(hRD)dhRD∫
fy1|hRD,f2(y1) · fy2|hRD,f2(y2)fhRD(hRD)dhRD

)
= log

(
IN
ID

)
≷f1

f2
0,

(3.3)

where fhRD(hRD) = exp (−|hRD − µRD|2/σ2
RD) /πσ2

RD is the PDF of the complex

relay-destination channel, fyi|hRD,fk is CN
(

0, ERD
ĒSR+N0

N0|hRD|2 +N0

)
and fyi|hRD,fi is

CN
(√

ESRERD
ĒSR+N0

µSRhRD,
ESRERD
ĒSR+N0

σ2
SR|hRD|2 + ERD

ĒSR+N0
N0|hRD|2 +N0

)
, respectively, for

i, k ∈ {1, . . .M} & i 6= k. After substituting the values, the numerator in the argu-

ment of log function in (3.3) can be expressed as

IN =

∫
fy1|hRD,f1(y1) · fy2|hRD,f1(y2)fhRD(hRD)dhRD =

∫ exp

− |y1−
√
ESRERD
ĒSR+N0

µSRhRD|2(
ESRERD
ĒSR+N0

σ2
SR|hRD|2+

ERD
ĒSR+N0

N0|hRD|2+N0

)


π
(
ESRERD
ĒSR+N0

σ2
SR|hRD|2 + ERD

ĒSR+N0
N0|hRD|2 +N0

)

×
exp

(
− |y2|2(

ERD
ĒSR+N0

N0|hRD|2+N0

)
)

π
(

ERD
ĒSR+N0

N0|hRD|2 +N0

) exp
(
− |hRD−µRD|

2

σ2
RD

)
πσ2

RD

dhRD

(3.4)
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Applying polar transformation IN is given as

IN =

∫ ∞
0

x exp

− |y1|2+
ESRERD
ĒSR+N0

|µSR|2x2((
ESRERD
ĒSR+N0

σ2
SR

+
ERD

ĒSR+N0
N0

)
x2+N0

)


π
((

ESRERD
ĒSR+N0

σ2
SR + ERD

ĒSR+N0
N0

)
x2 +N0

)
exp

− |y2|2(
ERD

ĒSR+N0
N0x2+N0

)


π
(

ERD
ĒSR+N0

N0x2 +N0

) exp

(
−x

2+|µRD|2

σ2
RD

)
πσ2

RD

×

∫ 2π

0
exp

 2
√
ESRERD
ĒSR+N0

xR{yH1 µSRejθRD}((
ESRERD
ĒSR+N0

σ2
SR + ERD

ĒSR+N0
N0

)
x2 +N0

)
 exp

(
2xR{e−jθRDµRD}

σ2
RD

)
dθRDdx

(3.5)

where θRD is the phase of hRD. After integrating w.r.t θRD, IN is expressed as

IN =

2 exp

(
− |µRD|2

σ2
RD

)
σ2
RD

∫ ∞
0

x exp

(
−

ESRERD
ĒSR+N0

|µSR|2x2

((c1+c2)x2+c3)
− x2

σ2
RD

)
π ((c1 + c2)x2 + c3)

exp

(
− |y1|2

((c1+c2)x2+c3)
− |y2|2

(c2x2+c3)

)
π (c2x2 + c3)

×

I0

2x

√√√√√√

√
ESRERD
ĒSR+N0

R{yH1 µSR}

((c1 + c2)x2 + c3)
+
R{µRD}
σ2
RD


2

+


√
ESRERD
ĒSR+N0

I{yH1 µSR}

((c1 + c2)x2 + c3)
−
I{µRD}
σ2
RD


2
 dx

(3.6)

where c1 = ESRERD
ĒSR+N0

σ2
SR, c2 = ERD

ĒSR+N0
N0 and c3 = N0. Similarly, the expression for the

denominator in the argument of log function in (3.3) can be obtained by interchanging

y1 and y2 in (3.6) as

ID =

2 exp

(
− |µRD|2

σ2
RD

)
σ2
RD

∫ ∞
0

x exp

(
−

ESRERD
ĒSR+N0

|µSR|2x2

((c1+c2)x2+c3)
− x2

σ2
RD

)
π ((c1 + c2)x2 + c3)

exp

(
− |y2|2

((c1+c2)x2+c3)
− |y1|2

(c2x2+c3)

)
π (c2x2 + c3)

×

I0

2x

√√√√√√

√
ESRERD
ĒSR+N0

R{yH2 µSR}

((c1 + c2)x2 + c3)
+
R{µRD}
σ2
RD


2

+


√
ESRERD
ĒSR+N0

I{yH2 µSR}

((c1 + c2)x2 + c3)
−
I{µRD}
σ2
RD


2
 dx

(3.7)
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Substituting the expressions of IN and ID in (3.3), the optimal non-coherent detector

for BFSK is obtained. In the case of M-FSK, the detected frequency is

f̂Ξ,NC : Ξ =

arg max
l

{
log

(∫ ∞
0

x exp

(
−

ESRERD
ĒSR+N0

|µSR|2x2

((c1+c2)x2+c3)
− x2

σ2
RD

)
π ((c1 + c2)x2 + c3)

exp

(
−

|yl|2

((c1 + c2)x2 + c3)

) M∏
k=1
k 6=l

exp

(
− |yk|2

(c2x2+c3)

)
π (c2x2 + c3)

× I0

2x

√√√√√√

√
ESRERD
ĒSR+N0

R{yHl µSR}

((c1 + c2)x2 + c3)
+
R{µRD}
σ2
RD


2

+


√
ESRERD
ĒSR+N0

I{yHl µSR}

((c1 + c2)x2 + c3)
−
I{µRD}
σ2
RD


2
 dx

)}
.

(3.8)

No closed-form solution is available for the integrals in (3.6), (3.7) and (3.8). How-

ever, the optimum noncoherent detectors in (3.3) and (3.8) can provide a very useful

benchmark on the detection performance.

In order to reduce the complexity at the receiver, the integrals in (3.6), (3.7) and

(3.8) can be approximated using the Gauss-Laguerre formula [92]. The integrals in

(3.6) and (3.7) can be approximated as

Iq ≈
N1∑
i0=1

wγ(xi0 ) exp(xi0 )

xi0 exp

(
−

ESRERD
ĒSR+N0

|µSR|2x2
i0(

(c1+c2)x2
i0

+c3

) −
x2
i0

σ2
RD

)
π
(

(c1 + c2)x2
i0

+ c3
) exp

(
− |yi|2(

(c1+c2)x2
i0

+c3

) − |yk|2(
c2x

2
i0

+c3

)
)

π
(
c2x2

i0
+ c3

) ×

I0

2xi0

√√√√√√

√
ESRERD
ĒSR+N0

R{yHi µSR}(
(c1 + c2)x2

i0
+ c3

) +
R{µRD}
σ2
RD


2

+


√
ESRERD
ĒSR+N0

I{yHi µSR}(
(c1 + c2)x2

i0
+ c3

) −
I{µRD}
σ2
RD


2
 ,

(3.9)

where, q ∈ {N,D}, if q = N then (i, k) = (1, 2), if q = D then (i, k) = (2, 1),

wγ(xk) = xk
(N2+1)2LN2+1(x2

k)
, xk is the kth zero of the Laguerre polynomial Ln(x) [92]

and N1 is the number of points chosen for the Gauss-Laguerre rule. Substituting

this approximate expression in (3.3), a sub-optimal non-coherent receiver for BFSK
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is obtained. Similarly, in the case of M-FSK the detected frequency is

f̂Ξ,S−NC : Ξ =

arg max
l

{
log

(
N1∑
i0=1

xi0 exp

(
−

ESRERD
ĒSR+N0

|µSR|2x2
i0(

(c1+c2)x2
i0

+c3

) −
x2
i0

σ2
RD

− |yl|2(
(c1+c2)x2

i0
+c3

)
)

(wγ(xi0 ))−1 exp(−xi0 )π
(

(c1 + c2)x2
i0

+ c3
) M∏

k=1
k 6=l

exp

(
− |yk|2(

c2x
2
i0

+c3

)
)

π
(
c2x2

i0
+ c3

)

× I0

2xi0

√√√√√√

√
ESRERD
ĒSR+N0

R{yHl µSR}(
(c1 + c2)x2

i0
+ c3

) +
R{µRD}
σ2
RD


2

+


√
ESRERD
ĒSR+N0

I{yHl µSR}(
(c1 + c2)x2

i0
+ c3

) −
I{µRD}
σ2
RD


2

)}

.

(3.10)

In general, the Gauss-Laguerre quadrature method is a numerical approach to

solve the integrals and its accuracy depends on the number of terms used. However,

in our case, only one or two terms are required to give significant performance gain,

as will be shown in the numerical results section (see Fig. 3.2). This one/two point

approximation significantly reduces the complexity at the receiver and thus, this

suboptimal detector in (3.10) is useful for the applications considered in this chapter.

3.3 Novel Half-Coherent Receivers

In this section, the new receivers are derived for both cases, i.e. at the receiver

either 1) CSI of only the source-relay link is available or 2) CSI of only the relay-

destination link is available. For the first case, it is assumed that the transmitter

sends pilots to the relay based on which the relay estimates the source-relay channel.

The CSI estimate is quantized and forwarded to the destination via a control channel

[43, 44, 93]. In this case, the quantization errors are ignored and it is assumed that the

receiver receives the channel estimate perfectly. For the second case, it is assumed that

the relay sends a pilot signal to the destination, based on which the relay-destination

channel is estimated at the destination [43, 44, 93].
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3.3.1 Only CSI of the Source-Relay Link is Available

The optimal receiver which has perfect source-relay CSI can be derived by using the

maximum likelihood principle. As the transmitted symbols are equiprobable, the log-

likelihood ratio in the case of binary frequency-shift-keying (BFSK) for M = 2 can

be expressed as

log

(
fy1,y2|hSR,f1(y1, y2)

fy1,y2|hSR,f2(y1, y2)

)
≷f1

f2
0. (3.11)

Using (3.1), for this case, the log-likelihood ratio can be further derived as

ΓSR = log

(∫
fy1|hSR,hRD,f1(y1) · fy2|hSR,hRD,f1(y2)fhRD(hRD)dhRD∫
fy1|hSR,hRD,f2(y1) · fy2|hSR,hRD,f2(y2)fhRD(hRD)dhRD

)
≷f1

f2
0. (3.12)

Thus, fyi|hSR,hRD,fi(yi) and fyi|hSR,hRD,fk(yi) are CN (
√

ESRERD
ĒSR+N0

hSRhRD,
ERDN0

ĒSR+N0
|hRD|2+

N0) and CN (0, ERD
ĒSR+N0

|hRD|2N0 + N0), respectively, for i, k ∈ {1, . . .M} & i 6= k.

Compared with (3.2) one sees that the likelihood functions in (3.11) and (3.12) have

knowledge of hSR while (3.2) does not.

In the case of M-FSK, the detected frequency is

f̂Ξ,SR : Ξ =

arg max
l

{
log

(∫
fyl|hSR,hRD,f1(yl) ·

M∏
k=1
k 6=l

fyk|hSR,hRD,f1(yk)fhRD(hRD)dhRD

)}
.

(3.13)

In order to derive an approximate sub-optimal detector in closed-form, assume

that the collective noise at the receiver is complex Gaussian as in [33, 42, 87, 88].

It will be later shown that this approximation is good and gives us gains, although

one does expect to lose some performance due to approximation error. Given that
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frequency f1 is transmitted, the decision statistics can be expressed as

yi =

√
ESRERD
ĒSR +N0

hSRhRD + ηi, , (3.14)

yk = ηk, ∀k ∈ {1, 2 . . .M} & k 6= i,

where ηi =
√

ERD
ĒSR+N0

hRDnR,i+nD,i denotes the collective noise at the destination for

ith frequency. The collective noise is assumed to be CN (0, ERD
ĒSR+N0

(σ2
RD + µ2

RD)N0 +

N0).

In the case of BFSK, from (3.14), y1 and y2 are CN (µ̂RDhSR, σ̂
2
RD|hSR|2 + σ2

η)

and CN (0, σ2
η), respectively, where µ̂RD =

√
ESRERD
ĒSR+N0

µRD, σ̂2
RD = ESRERD

ĒSR+N0
σ2
RD and

σ2
η = ERD

ĒSR+N0
(σ2

RD + µ2
RD)N0 +N0. Substituting the values in (3.11) and simplifying

the result, the log-likelihood ratio becomes

log

exp
(
− |y1−µ̂RDhSR|2
σ̂2
RD|hSR|2+σ2

η
+ |y1|2

σ2
η

)
exp

(
− |y2−µ̂RDhSR|2
σ̂2
RD|hSR|2+σ2

η
+ |y2|2

σ2
η

)
 ≷f1

f2
0.

After some algebraic manipulation, one has

|y1|2 +
2<{yH1 µ̂RDhSR}
σ̂2
RD|hSR|2

σ2
η ≷

f1

f2
|y2|2 +

2<{yH2 µ̂RDhSR}
σ̂2
RD|hSR|2

σ2
η. (3.15)

By adding |µ̂RDhSR|2
σ4
η

σ̂4
RD|hSR|4

on both sides, the log-likelihood ratio can be expressed

as

ΓSR,G =

∣∣∣y1 + µ̂RDhSR
σ2
η

σ̂2
RD|hSR|2

∣∣∣2∣∣∣y2 + µ̂RDhSR
σ2
η

σ̂2
RD|hSR|2

∣∣∣2 ≷f1

f2
1. (3.16)

In the case of M-FSK, the detected frequency is

f̂Ξ,SR,G : Ξ = arg max
l

{∣∣∣yl + µ̂RDhSR
σ2
η

σ̂2
RD|hSR|2

∣∣∣2}. (3.17)
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Substituting values in (3.17), one has

f̂Ξ,SR,G : Ξ = arg max
l

{∣∣∣yl + µRDhSR

ERD
ĒSR+N0

(σ2
RD + µ2

RD)N0 +N0√
ESRERD
ĒSR+N0

σ2
RD|hSR|2

∣∣∣2}.
For balanced links with ERD = ESR and high values of ERD, the detected frequency

can be approximated as

f̂Ξ,SR,G,HighSNR : Ξ = arg max
l

{∣∣∣yl +
1√
ERD

µRDhSR((σ2
RD + µ2

RD)N0 +N0)

σ2
RD|hSR|2

∣∣∣2}.
(3.18)

Thus, from (3.18) it can be observed that, at high ERD with balanced links, the term

∆ = 1√
ERD

µRDhSR((σ2
RD+µ2

RD)N0+N0)
σ2
RD|hSR|2

goes to zero and the detector becomes the same

as the energy detector. Otherwise, the new detector is different due to the bias term

∆ and as will be shown later, performs better than the conventional non-coherent

energy detector.

In the above derivation, it has been assumed that the receiver has perfect source-

relay CSI. In reality, the receiver only has an estimate of the source-relay channel.

Mismatched receivers can be obtianed by replacing hSR with its estimate h̄SR in (3.13)

and (3.17) [29, 35].

3.3.2 Only CSI of the Relay-Destination Link is Available

In this case, the log-likelihood ratio for BFSK is expressed as

log

(
fy1|hRD,f1(y1) · fy2|hRD,f1(y2)

fy1|hRD,f2(y1) · fy2|hRD,f2(y2)

)
≷f1

f2
0. (3.19)

From (3.1), given that frequency f1 is transmitted, conditioned on the relay-destination

channel y1 and y2 are CN (µ̂SRhRD, σ̂
2
SR|hRD|2 +σ2

ηRD) and CN (0, σ2
ηRD), respectively,

where µ̂SR =
√

ESRERD
ĒSR+N0

µSR, σ2
ηRD = ERD

ĒSR+N0
|hRD|2N0 + N0 and σ̂2

SR = ESRERD
ĒSR+N0

σ2
SR.
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Similar to the previous case, after substituting the values in (3.19) and simplifying

the result, the log-likelihood ratio for BFSK is obtained as

ΓRD =

∣∣∣y1 + µ̂SRhRD
σ2
ηRD

σ̂2
SR|hRD|2

∣∣∣2∣∣∣y2 + µ̂SRhRD
σ2
ηRD

σ̂2
SR|hRD|2

∣∣∣2 ≷f1

f2
1. (3.20)

In the case of M-FSK, the detected frequency is

f̂Ξ,RD : Ξ = arg max
l

{∣∣∣yl + µ̂SRhRD
σ2
ηRD

σ̂2
SR|hRD|2

∣∣∣2}. (3.21)

Note that the detectors in (3.20) and (3.21) are optimal detectors. Similarly, in the

case of balanced links it can be shown that at high ESR, this detector also becomes

the energy detector.

By assuming the collective noise to be complex Gaussian, an approximate sub-

optimal detector can be derived for this case as well. By substituting the conditional

PDF from (3.14) in (3.19), the log-likelihood ratio is obtained as

ΓRD,G =

∣∣∣y1 + µ̂SRhRD
σ2
η

σ̂2
SR|hRD|2

∣∣∣2∣∣∣y2 + µ̂SRhRD
σ2
η

σ̂2
SR|hRD|2

∣∣∣2 ≷f1

f2
1. (3.22)

In the case of M-FSK, the detected frequency is

f̂Ξ,RD,G : Ξ = arg max
l

{∣∣∣yl + µ̂SRhRD
σ2
η

σ̂2
SR|hRD|2

∣∣∣2}. (3.23)

Comparing (3.22) to (3.20), one notes that the only difference is that in σ2
ηRD, |hRD|2

is replaced with (σ2
RD + µ2

RD). Furthermore, the metrics in (3.22) and (3.16) are very

similar, and one can easily obtain one from the other by interchanging hSR with hRD,

µSR with µRD and σ2
SR with σ2

RD, respectively. Similar to (3.18), for the case of
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balanced links it can be shown that at high ERD (or ESR), this detector also becomes

the energy detector.

For the case of Rayleigh fading channel, the new detectors can be derived by

setting µSR = µRD = 0. In this case, the proposed half-coherent receivers degenerate

to the energy detector, i.e.

f̂Ξ,NC : Ξ = arg max
l
|yl|2. (3.24)

Thus, for a Rayleigh fading channel, an interesting observation is that having CSI

of either the source-relay link or the relay-destination link is effectively the same

as having no CSI at all. In fact, if the link whose CSI is unknown at the receiver

experiences Rayleigh fading then the half-coherent receiver becomes the same as the

energy detector.

3.4 Performance Analysis of the New Receivers

In this section, the analytical expressions for the SER of our newly proposed half-

coherent receivers are derived. In the derivation, the estimation errors are not taken

into account and it is assumed that the receiver has perfect CSI.

3.4.1 Only CSI of the Source-Relay Link is Available

From the M-FSK detector in (3.17), let zSR,l = yl + µ̂RDhSR
σ2
η

σ̂2
RD|hSR|2

. Thus, the

detector can also be expressed as x̂SR,G = maxl{γSR,l}, where γSR,l = |zSR,l| 1. Given

that fi is transmitted, the probability that fi is received is Pc = Pr{maxk{γSR,k} <

γSR,i}, ∀k & k 6= i. Conditioned on hSR and hRD, zSR,i is CN (
√

ESRERD
ĒSR+N0

hSRhRD +

1Note that, x̂SR,G = maxl{|zSR,l|} is the same as x̂SR,G = maxl{|zSR,l|2}.
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µ̂RDhSR
σ2
η

σ̂2
RD|hSR|2

, σ2
ηRD) and zSR,k is CN (µ̂RDhSR

σ2
η

σ̂2
RD|hSR|2

, σ2
ηRD) and thus, γSR,i and

γSR,k are Rician random variables (RV)2. Also conditioned on hSR, hRD and γSR,i,

γSR,k are independent and identically distributed (i.i.d) for all values of k. Thus, the

conditional symbol error probability for M-FSK can be expressed as

PeSR,G,MFSK|hSR,hRD,zSR,i = 1− Pr{γSR,k < γSR,i|hSR, hRD, γSR,i = γ}M−1, (3.25)

where Pr{γSR,k < γSR,i|hSR, hRD, γSR,i = γ} is the conditional CDF of γSR,k and is

given as 1 − Q
(√

2|νSR|
σηRD

,
√

2γ
σηRD

)
with Q(·, ·) being the first order Marcum-Q function

and νSR = µ̂RD
σ2
η

σ̂2
RD|hSR|

[94]. Thus, the conditional symbol error probability can be

expressed as

PeSR,G,MFSK|hSR,hRD,zSR,i = 1−

(
1−Q

(√
2|νSR|
σηRD

,

√
2γ

σηRD

))M−1

. (3.26)

The unconditional symbol error probability can be obtained from (3.26) as

PeSR,G,MFSK = 1−
∫ ∫ ∫ ∫ (

1−Q

( √
2|µ̂RD|σ2

η

σ̂2
RDκSR

√
εκ2

RD +N0

,

√
2γ√

εκ2
RD +N0

))M−1

× fγSR,i(γ, κSR, κRD, θRD)fκSR(κSR)fhRD(κRD, θRD)dγ dκSR dκRD dθRD,

(3.27)

where hSR = κSRe
jθSR and hRD = κRDe

jθRD , fhRD(κRD, θRD) = κRD
πσ2

RD
exp

(
−κ2

RD+|µRD|2
σ2
RD

)
×exp

(
2κRD<{e−jθRDµRD)}

σ2
RD

)
denotes the joint amplitude-phase PDF of the relay-destination

link, fκSR(κSR) = 2κSR
σ2
SR

exp
(
−κ2

SR+|µSR|2
σ2
SR

)
I0

(
2κSR|µSR|

σ2
SR

)
denotes the PDF of the am-

plitude of the source-relay link, fγSR,i(γ, κSR, κRD, θRD) = 2γ
εκ2
RD+N0

×

2Note that, while finding the statistics of zSR,i, we do not assume the collective noise in the
received signal yi to be complex Gaussian. Thus, the performance analysis expressions derived in
this section give exact performance.
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exp

−γ2+ς2κ2
SR

∣∣κRDejθRD+µ̂RD
σ2
η

ςσ̂2
RD

κ2
SR

∣∣2
εκ2
RD+N0

 I0

2γςκSR

∣∣κRD exp(jθRD)+µ̂RD
σ2
η

ςσ̂2
RD

κ2
SR

∣∣
εκ2
RD+N0

 denotes

the PDF of γ, I0(.) is the modified Bessel function of the first kind of order zero,

ε = ERD
ĒSR+N0

N0, and ς =
√

ESRERD
ĒSR+N0

.

For further simplification, one can approximate the integral in (3.27), w.r.t. γ

using the Gauss-Laguerre formula [92] yielding

PeSR,G,MFSK =

1−
N2∑
i1=1

wγ(xi1) exp(xi1)

∫ ∫ ∫ (
1−Q

( √
2µ̂RDσ

2
η

σ̂2
RDκSR

√
εκ2

RD +N0

,

√
2xi1√

εκ2
RD +N0

))M−1

× fγSR,i(xi1 , κSR, κRD, θRD)× fκSR(κSR)× fhRD(κRD, θRD) dκSR dκRDdθRD,

(3.28)

where, wγ(xk) = xk
(N2+1)2LN2+1(x2

k)
, xk is the kth zero of the Laguerre polynomial

Ln(x) [92] and N2 is the number of points chosen for the Gauss-laguerre rule. Then,

(3.28) can be evaluated numerically using standard mathematical packages such as

MATHEMATICA®.

In the case of BFSK, a different approach is employed to obtain a slightly simplified

performance expression compared with (3.27). The log-likelihood ratio in (3.16) can

be rewritten as

∣∣∣y1 + µ̂RDhSR
σ2
η

σ̂2
RD|hSR|2

∣∣∣2 ≷f1

f2

∣∣∣y2 + µ̂RDhSR
σ2
η

σ̂2
RD|hSR|2

∣∣∣2. (3.29)

Let zSR,1 = y1 + µ̂RDhSR
σ2
η

σ̂2
RD|hSR|2

and zSR,2 = y2 + µ̂RDhSR
σ2
η

σ̂2
RD|hSR|2

. Thus, (3.29) can

be expressed as

γSR,G,BFSK =
(
|zSR,1|2 − |zSR,2|2

)
≷f1

f2
0.

Conditioned on hSR and hRD, zSR,1 and zSR,2 are CN (
√

ESRERD
ĒSR+N0

hRDhSR+µ̂RDhSR
σ2
η

σ̂2
RD|hSR|2

,
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σ2
ηRD) and CN (µ̂RDhSR

σ2
η

σ̂2
RD|hSR|2

, σ2
ηRD), respectively. Thus, γSR,G,BFSK , conditioned

on hSR and hRD, is the difference of two independent chi-square random variables. The

conditional symbol error probability is PeSR,G,BFSK|hSR,hRD = Pr{γSR,G,BFSK|hSR,hRD <

0}, which can be evaluated using [95] as

PeSR,G,BFSK|hSR,hRD =
1

2
− 1

2πj

∫ ∞
−∞

φγSR,G,BFSK|hSR,hRD (ω)

ω
dω, (3.30)

where φγSR,G,BFSK|hSR,hRD (ω) = E[exp
(
jωγSR,G,BFSK|hSR,hRD

)
] is the characteristic

function of γSR,G,BFSK|hSR,hRD . Substituting the characteristic function from [?] in

(3.30), one obtains

PeSR,G,BFSK|hSR,hRD =

1

2
− 1

2πj

∫ ∞
−∞

exp
(
jω(|u1(hSR,hRD)|2−|u2(hSR)|2)−ω2σ(hRD)(|u1(hSR,hRD)|2+|u2(hSR)|2)

(1+ω2σ(hRD)2)

)
ω(1 + ω2σ(hRD)2)

dω,

(3.31)

where u1(hSR, hRD) =
√

ESRERD
ĒSR+N0

hRDhSR+µ̂RDhSR
σ2
η

σ̂2
RD|hSR|2

, u2(hSR) = µ̂RDhSR
σ2
η

σ̂2
RD|hSR|2

and σ(hRD) = ERD
ĒSR+N0

|hRD|2N0 + N0. Then, PeSR,G,BFSK can be obtained by aver-

aging PeSR,G,BFSK|hSR,hRD to give

PeSR,G,BFSK =∫ ∫ ∫
PeSR,G|hSR,hRD(κSR, κRD, θRD)fκSR(κSR)fhRD(κRD, θRD)dκSR dκRD dθRD.

(3.32)
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After integrating w.r.t θRD and κSR, the expression obtained for PeSR,G,BFSK is

PeSR,G,BFSK =

∞∑
k=0

∫ ∞
0

∫ ∞
−∞

ψ(k)

(
ς2ω2g1(κRD)(

ω2 (g1(κRD))2 + 1
)
− ς2 (jω − ω2g1(κRD))κ2

RDσ
2
SR

) k+1
2

× exp

(
−κ

2
RD

σ2
RD

)
I0

(
2κRD

(
|µRD|%ς2 (jω − ω2g1(κRD))(

ω2 (g1(κRD))2 + 1
) +

|µRD|
σ2
RD

))

×Kk+1


√√√√8%2 |µRD|2 ς2ω2g1(κRD)(

ω2 (g1(κRD))2 + 1
) (

1

σ2
SR

− ς2 (jω − ω2g1(κRD))(
ω2 (g1(κRD))2 + 1

))
 dκRDdω,

(3.33)

where g1(s) = εs2 + N0, ψ(k) = 4
√

2%|µRD||µSR|2k

σ2
RD(σ2

SR)
1
2 (3k+1)(k!)2

exp
(
− |µRD|

2

σ2
RD
− |µSR|

2

σ2
SR

)
, % =

σ2
η

σ̂2
RD

,

and Kp(.) is the pth order modified Bessel function of the second kind. The expression

in (3.33) cannot be obtained in closed-form but can be evaluated numerically using

standard mathematical packages such as MATHEMATICA®.

3.4.2 Only CSI of the Relay-Destination Link is Available

The SER expression for the detector in (3.23) is considered first. Let zRD,l =

yl + µ̂SRhRD
σ2
η

σ̂2
SR|hRD|2

. Similar to the case in the previous subsection, the detec-

tor in this case can also be expressed as x̂RD,G = maxl{γRD,l}, where γRD,l =

|zRD,l|. Given that fi is transmitted, the probability that fi is received is Pc =

Pr{maxk{γRD,k} < γRD,i}, ∀k & k 6= i. Conditioned on hRD, zRD,i and zRD,k are

CN (µ̂SRhRD + µ̂SRhRD
σ2
η

σ̂2
SR|hRD|2

, σ̂2
SR|hRD|2 +σ2

ηRD) and CN (µ̂SRhRD
σ2
η

σ̂2
SR|hRD|2

, σ2
ηRD),

respectively. Therefore, conditioned on hRD, γRD,i and γRD,k are Rician RVs. Now,

assuming that γRD,i is known, then γRD,k are i.i.d for all values of k. Thus, the
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conditional symbol error probability for M-FSK can be expressed as

PeRD,G,MFSK|hRD,γRD,i = 1− Pr{γRD,k < γRD,i|hRD, γRD,i = γ}M−1, (3.34)

where Pr{γRD,k < γRD,i|hRD, γRD,i = γ} = 1 − Q
(√

2|νRD|
σηRD

,
√

2γ
σηRD

)
is the conditional

CDF of γRD,k and νRD = µ̂SR
σ2
η

σ̂2
SR|hRD|

[94]. Applying this result, the conditional

symbol error probability can be expressed as

PeRD,G,MFSK|hSR,hRD,γRD,i = 1−

(
1−Q

(√
2|νRD|
σηRD

,

√
2γ

σηRD

))M−1

. (3.35)

The unconditional symbol error probability can be obtained as

PeRD,G,MFSK = 1−
∫ ∫ (

1−Q

( √
2|µ̂SR|σ2

η

σ̂2
SRκRD

√
εκ2

RD +N0

,

√
2γ√

εκ2
RD +N0

))M−1

×fγRD,i(γ, κRD)fκRD(κRD)dγ dκRD,

(3.36)

where fγRD,i(γ, κRD) = 2γ
σ̂2
SRκ

2
RD+εκ2

RD+N0
exp

−γ2+κ2
RD|µ̂SR|

2
∣∣1+

σ2
η

σ̂2
SR

κ2
RD

∣∣2
σ̂2
SRκ

2
RD+εκ2

RD+N0

×
I0

2γκRD|µ̂SR|
∣∣1+

σ2
η

σ̂2
SR

κ2
RD

∣∣
σ̂2
SRκ

2
RD+εκ2

RD+N0

 denotes the PDF of γRD,i and fκRD(κRD) = 2κRD
σ2
RD
×

exp
(
−κ2

RD+|µRD|2
σ2
RD

)
I0

(
2κRD|µRD|

σ2
RD

)
denotes the PDF of the amplitude of the relay-

destination link.

By replacing ση with σηRD =
√
εκ2

RD +N0 in (3.36), one obtains the symbol error
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rate expression for the metric in (3.21) as

PeRD,MFSK = 1−∫ (
1−Q

( √
2µ̂SR(εκ2

RD +N0)

σ̂2
SRκRD

√
εκ2

RD +N0

,

√
2γ√

εκ2
RD +N0

))M−1

f̄γRD,i(γ, κRD)fκRD(κRD)dγ dκRD,

(3.37)

where

f̄γRD,i (γ, κRD) =
2γ

σ̂2
SRκ

2
RD + εκ2

RD +N0
exp

−γ2 + κ2
RD|µ̂SR|

2
∣∣1 +

(εκ2
RD+N0)

σ̂2
SR

κ2
RD

∣∣2
σ̂2
SRκ

2
RD + εκ2

RD +N0

 I0

2γκRD|µ̂SR|
∣∣1 +

(εκ2
RD+N0)

σ̂2
SR

κ2
RD

∣∣
σ̂2
SRκ

2
RD + εκ2

RD +N0

 .

The integrals in (3.36) and (3.37) cannot be obtained in closed form but can be

evaluated using the available mathematical packages such as MATHEMATICA®.

In the case of BFSK, simplified performance expressions can be obtained. For the

detector in (3.22), let zRD,1 = y1 + µ̂SRhRD
σ2
η

σ̂2
SR|hRD|2

and zRD,2 = y2 + µ̂SRhRD
σ2
η

σ̂2
SR|hRD|2

.

The log-likelihood ratio in (3.22) can be expressed as

γRD,G,BFSK =
|zRD,1|
|zRD,2|

≷f1

f2
1. (3.38)

Conditioned on hRD, zRD,1 and zRD,2 are CN (µ̂SRhRD+µ̂SRhRD
σ2
η

σ̂2
SR|hRD|2

, σ̂2
SR|hRD|2+

σ2
ηRD) and CN (µ̂SRhRD

σ2
η

σ̂2
SR|hRD|2

, σ2
ηRD), respectively. Thus, γRD,G,BFSK|hRD is a ratio

of two independent Rician random variables. The conditional symbol error probabil-

ity is PeRD,G,BFSK|hRD =

Pr{ γRD,G,BFSK|hRD < 1} = FγRD,G|hRD (1), where FγRD,G,BFSK|hRD (γ) denotes the con-

ditional CDF of γRD,G,BFSK|hRD . Using the CDF of the ratio of Rician random vari-

ables given in [94] and averaging FγRD,G,BFSK|hRD (1) over the complex relay-destination
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channel, hRD, the symbol error probability is

PeRD,G,BFSK =

∫ ∞
0

Q (α(κRD), β(κRD)) fκRD(κRD)dκRD−∫ ∞
0

ζ(κRD) exp

(
−α

2(κRD) + β2(κRD)

2

)
I0 (α(κRD)β(κRD)) fκRD(κRD)dκRD,

(3.39)

where α(κRD) =

√
2|µ̂SR|2

(
σ2
η

σ̂2
SR

κRD

)2

σ̂2
SRκ

2
RD+2(εκ2

RD+N0)
, β(κRD) =

√
2|µ̂SR|2

(
κRD+

σ2
η

σ̂2
SR

κRD

)2

σ̂2
SRκ

2
RD+2(εκ2

RD+N0)
and ζ(κRD) =

σ̂2
SRκ

2
RD+εκ2

RD+N0

σ̂2
SRκ

2
RD+2(εκ2

RD+N0)
. For the detector in (3.20), the probability of symbol error can be

easily obtained by replacing σ2
η with σ2

ηRD = εκ2
RD +N0 in (3.39). Thus, one has

PeRD,BFSK =

∫ ∞
0

Q
(
ᾱ(κRD), β̄(κRD)

)
fκRD(κRD)dκRD−∫ ∞

0

ζ(κRD) exp

(
− ᾱ

2(κRD) + β̄2(κRD)

2

)
I0

(
ᾱ(κRD)β̄(κRD)

)
fκRD(κRD)dκRD,

(3.40)

where ᾱ(κRD) =

√
2|µ̂SR|2

(
εκ2
RD

+N0

σ̂2
SR

κRD

)2

σ̂2
SRκ

2
RD+2(εκ2

RD+N0)
and β̄(κRD) =

√
2|µ̂SR|2

(
κRD+

εκ2
RD

+N0

σ̂2
SR

κRD

)2

σ̂2
SRκ

2
RD+2(εκ2

RD+N0)
Note

that the single integral expressions in (3.39) and (3.40) are simpler compared to (3.36)

and (3.37) and can be evaluated numerically using standard mathematical packages

such as MATHEMATICA®. One may also use (3.36) and (3.37) to evaluate the error

rate of BFSK with higher computational complexity.

3.4.3 Performance Analysis of the Conventional Non-Coherent

Energy Detector

The performance of all the proposed receivers is upper bounded by the performance

of the conventional non-coherent energy detector. Thus, in this section, we analyse
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the SER performance of the energy detector. Given that frequency f1 is transmitted,

the probability that f1 is detected using the energy detector in case of MFSK can be

expressed as

Pc,ED = Pr{|y1|2 > max
k
|yk|2} (3.41)

Conditioned on hRD and y1, the probabilty of correct decision can be expressed as

Pc,ED|hRD,y1 = Pr{zED < |y1|} = FzED(|y1|) (3.42)

where zED = maxk |yk| and FzED(·) denotes the CDF of zED. Since zED is the

maximum of M − 1 i.i.d. Rayleigh random variables, the conditional probability of

correct decision can be expressed as

Pc,ED|hRD,y1 =

1− exp

− |y1|2(
ERD

ĒSR+N0
N0|hRD|2 +N0

)
M−1

=
M−1∑
k=0

(
M − 1

k

)
(−1)k exp

− k(
ERD

ĒSR+N0
N0|hRD|2 +N0

) |y1|2
 (3.43)

Thus, Pc,ED|hRD can be obtained by averaging over the PDF of y1 as

Pc,ED|hRD =∫ M−1∑
k=0

(
M − 1

k

)
(−1)k exp

− k(
ERD

ĒSR+N0
N0|hRD|2 +N0

) |y1|2
 f|y1|(|y1|)d|y1|

(3.44)

where f|y1|(·) denotes the PDF of |y1|. Substituting the PDF in (3.44) gives

Pc,ED|hRD =
M−1∑
k=0

(
M − 1

k

)
(−1)k

∫
exp

(
− k

σ2
z

|y1|2
)

1

πσ2
y1

exp

(
−|y1 − µy1 |2

σ2
y1

)
d|y1|

(3.45)
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where µy1 =
√

ESRERD
ĒSR+N0

µSRhRD, σ2
y1

= ESRERD
ĒSR+N0

σ2
SR|hRD|2 + ERD

ĒSR+N0
N0|hRD|2 +N0 and

σ2
z =

(
ERD

ĒSR+N0
N0|hRD|2 +N0

)
. Applying polar transformation Pc,ED|hRD can be

expressed as

Pc,ED|hRD =
M−1∑
k=0

(
M − 1

k

)
(−1)k

πσ2
y1

exp

(
−|µy1 |2

σ2
y1

)
×∫ ∞

0

x exp

(
−
(

1

σ2
y1

+
k

σ2
z

)
x2

)∫ 2π

0

exp

(
2xR{e−jθyµy1}

σ2
y1

)
dθydx

(3.46)

Integrating w.r.t. θy one obtains

Pc,ED|hRD =

M−1∑
k=0

(
M − 1

k

)
(−1)k

2x

σ2
y1

exp

(
−|µy1|2

σ2
y1

)∫ ∞
0

exp

(
−
(

1

σ2
y1

+
k

σ2
z

)
x2

)
I0

(
2x|µy1|
σ2
y1

)
dx

(3.47)

Integrating w.r.t x and after some algebraic manipulations Pc,ED|hRD can be expressed

as

Pc,ED|hRD =
M−1∑
k=0

(
M − 1

k

)
(−1)k

1(
1 +

σ2
y1

σ2
z
k
) exp

(
− k|µy1 |2

σ2
z + σ2

y1
k

)
(3.48)

The unconditioned probability of correct decision, Pc,ED is given by

Pc,ED =
M−1∑
k=0

(
M − 1

k

)
(−1)k

∫
1(

1 +
σ2
y1

σ2
z
k
) exp

(
− k|µy1|2

σ2
z + σ2

y1
k

)
fhRD(hRD)dhRD

(3.49)
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Substituing the PDF of hRD and applying polar transformation one gets

Pc,ED =

M−1∑
k=0

(M − 1

k

) (−1)k

πσ2
RD

∫ ∞
0

x exp

(
−x

2+|µRD|2

σ2
RD

)
1 +

((
ESRERD
ĒSR+N0

σ2
SR

+
ERD

ĒSR+N0
N0

)
x2+N0

)
(

ERD
ĒSR+N0

N0x2+N0

) k

×

exp

− kESRERD
ĒSR+N0

|µSR|2x2(
ERD

ĒSR+N0
N0x2 +N0

)
+
((

ESRERD
ĒSR+N0

σ2
SR + ERD

ĒSR+N0
N0

)
x2 +N0

)
k

∫ 2π

0
exp

(
2xR{e−jθRDµRD}

σ2
RD

)
dθRDdx

(3.50)

Integrating w.r.t. θRD, Pc,ED is obtained as

Pc,ED =

M−1∑
k=0

(M − 1

k

) (−1)k

σ2
RD

exp

(
−
|µRD|2

σ2
RD

)∫ ∞
0

2x1 +

((
ESRERD
ĒSR+N0

σ2
SR

+
ERD

ĒSR+N0
N0

)
x2+N0

)
(

ERD
ĒSR+N0

N0x2+N0

) k

×

exp

− kESRERD
ĒSR+N0

|µSR|2x2(
ERD

ĒSR+N0
N0x2 +N0

)
+
((

ESRERD
ĒSR+N0

σ2
SR + ERD

ĒSR+N0
N0

)
x2 +N0

)
k
−

x2

σ2
RD

 I0

(
2|µRD|
σ2
RD

x

)
dx

(3.51)

The integral in (3.51) is not available in closed form but can be evaluated numerically

using standard mathematical packages such as MATHEMATICA®. The probability

of error can be found using (3.51) as

Pe,ED = 1− Pc,ED. (3.52)

3.5 Numerical Results and Discussion

In this section, the SER performances of the derived receivers are shown by numerical

results. The modulation scheme is BFSK and 8-FSK. The performances of the de-

rived receivers are compared to the genie receiver (i.e. receiver has perfect CSI of both

links), and the conventional non-coherent energy detector receiver. The SER perfor-

mances of the genie receiver and the non-coherent receivers are obtained by computer

simulation. For the newly-proposed half-coherent receivers, the SER performances
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Figure 3.2: Symbol error rate (SER) performance comparison of optimal and sub-
optimal non-coherent receivers in balanced links when µRD = µSR = 2(1 + j).

given by (3.28), (3.33), (3.36), (3.37), (3.39) and (3.40) are verified by simulation.

Furthermore, the SER performance of the conventional non-coherent detector given

in (3.52) is also verified by simulation.

The SER performances of the non-coherent receivers for both BFSK and 8-FSK

are shown in Fig. 3.2 when ESR = ERD and µSR = µRD = 2(1 + j). It can be ob-

served that at low ESR/N0, the proposed non-coherent receivers perform better than

the non-coherent energy detector. In fact, at a SER of 10−3, a gain of approximately

1 dB can be obtained in the case of BFSK. It can also be observed that the pro-

posed approximation to the optimal non-coherent receiver gives close to optimal SER

performance. Even with N1 = 2, the performance of the sub-optimal non-coherent

receiver matches closely with that of the optimal non-coherent receiver. Furthermore,

if lower complexity is desired the sub-optimal receiver with N1 = 1 can be used which
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Figure 3.3: Symbol error rate (SER) performance in balanced links when µRD =
µSR = 1 + j.

also achieves considerable performance gain over the conventional receiver.

Fig. 3.3 and Fig. 3.4 show the performance of the half-coherent receiver for both

BFSK and 8-FSK under balanced links, i.e. ESR = ERD, with µSR = µRD = 1 + j

and µSR = µRD = 2(1 + j), respectively. The SER performance is compared to

the conventional non-coherent energy detector and the proposed sub-optimal non-

coherent receiver with N1 = 2. In both figures, it can be observed that at low

ESR/N0, the half-coherent receiver performs better than the non-coherent receivers.

In fact a performance gain of about 1.2 dB can be obtained at BER of 10−3 using

these receivers as compared to the conventional non-coherent energy detector based

receiver for BFSK with µSR = µRD = 2(1 + j). Compared to the proposed non-

coherent receiver, a slight performance gain is obtained for the half-coherent receivers

and this performance gain increases as µSR decreases.

Furthermore, as ESR/N0 increases, it can be observed that the performance gain
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Figure 3.4: Symbol error rate (SER) performance in balanced links when µRD =
µSR = 2(1 + j).

of the half-coherent receiver decreases as was explained in (3.18). The SER perfor-

mance gain of all the receivers, including the newly proposed receivers, increases as

M decreases. Comparing Fig. 3.3 with Fig. 3.4, it can be observed that the perfor-

mances of all the receivers improve as µRD and µSR increase. Note also that from Fig.

3.4, the performances of the receiver conditioned on the source-relay channel is better

than the performances of the receivers conditioned on the relay-destination channel.

This implies that having knowledge of hSR is better as it gives better performance.

It can also be observed that this performance gain is increased if µRD and µSR are

increased. At low values of µRD and µSR, the receivers essentially perform the same.

Furthermore, it can be observed in Fig. 3.3 that for lower values of µRD and µSR,

there is not much difference in the performance between the receivers with Gaussian

approximation and without Gaussian approximation. From Fig. 3.3 and Fig. 3.4,



89

0 5 10 15 20 25

10
−3

10
−2

10
−1

E
RD

/N
0
 [dB]

S
E

R

 

 
Energy Detector
Sub-Optimal Non-Coherent (N1 = 2)
PeRD,G

PeRD
PeSR,G

Genie Receiver
Simulation

M=2

M=8

Figure 3.5: Symbol error rate (SER) performance in unbalanced links when ESR/N0 =
20 dB and µRD = µSR = 1 + j.

it can be observed that the simulation results (denoted by black dots) match closely

with the analytical results given by (3.28), (3.33), (3.36), (3.37), (3.39), (3.40) and

(3.52).

Fig. 3.5 shows the performance of the proposed receivers under unbalanced links

in which ESR/N0 = 20 dB and µSR = µRD = 1 + j. Again, at low ERD/N0, the

proposed non-coherent receiver and the half-coherent receivers performs better as

compared to the conventional energy detector based receiver and the half-coherent

receiver performs slightly better compared to the proposed non-coherent receiver. As

ERD/N0 is increased, the performance gain of the proposed receivers is reduced. At

high ERD/N0, an error floor is obtained because the end-to-end signal-to-noise ratio

approaches a constant value [39]. In this case, it can be observed that the receivers

with Gaussian approximation and without Gaussian approximation perform the same
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Figure 3.6: Symbol error rate (SER) performance in unbalanced links when
ERD/N0 = 20 dB and µRD = µSR = 1 + j.

at low ERD/N0. However, at high ERD/N0, the performance of the receiver with CSI

relay-destination link and Gaussian approximation degrades. As we assumed the value

of ERD to be high, the noise at the destination is affected more by the noise from

the relay. The noise from the relay is not complex Gaussian and thus the difference

in performance is notable. Furthermore, the performance gain of the new receivers

decreases with increasing M .

Fig. 3.6 shows the performance of the proposed receivers under unbalanced links

in which ERD/N0 = 20 dB and µSR = µRD = 1 + j. Again, at low ERD/N0, the

proposed non-coherent receiver and the half-coherent receivers performs better as

compared to the conventional energy detector based receiver and the half-coherent

receiver performs slightly better compared to the proposed non-coherent receiver.

Furthermore, similar to the previous cases, the performance of the proposed receivers

approaches the performance of the non-coherent receiver at high ESR/N0. Moreover,
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in this case, there is a slight difference in the performance of the receivers with and

without the Gaussian approximation because ERD is high and thus, the collective

noise is not well approximated as complex Gaussian. At high ESR/N0, the first term

on the right hand side of (3.1) becomes
√

ESRERD
ESR+N0

hSRhRD ≈
√
ERDhSRhRD resulting

in a constant end-to-end SNR and an error floor occurs. Furthermore, it can be

observed that the receiver conditioned on hSR performs better than the receivers

conditioned on hRD. Again in this case, the performance gain of the new receivers

decreases with increasing M . From Fig. 3.5 and Fig. 3.6, it can be observed that the

simulation results match closely with the analytical results.
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Chapter 4

Performance of Opportunistic

Bidirectional Relaying With

Outdated CSI

4.1 Introduction

The imperfect CSI, considered in previous chapters, exists due to noise that is added

to the pilot signal. Another type of imperfect CSI which arises in communication

systems is outdated CSI. This occurs due to the time varying nature of the channel. In

this chapter, the impact of outdated CSI on cooperative relaying network is analyzed.

Specifically, an opportunistic TWR network is considered in which a single relay is

selected for transmission. The relay selection (RS) is done based on outdated CSI.

The RS criteria considered is max-min RS. In this chapter, the performance of this

system is analyzed and closed-form expressions for the outage performance, moment-

generating-function of the E2E-SNR and the SER performance are obtained. The

derived analytical results are corroborated by numerical simulations. Furthermore,

the impact of relay location is also studied.
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Figure 4.1: System Model.

4.2 System Model

Consider a system shown in Fig. 4.1 where two sources, denoted by S1 and S2, com-

municate with each other via R two-way AF relays. The direct link between both

the sources is assumed to be deeply faded. A single relay is opportunistically selected

for transmission and data transmission occurs after the relay selection. Data trans-

mission in a two-way relaying network is carried out in two phases (i) multiple access

phase and (ii) broadcast phase. In the multiple access phase both the sources trans-

mit simultaneously to the relay where as in the broadcast phase the relay transmits

to both the sources.

We consider a realistic scenario, where there is a delay between the RS phase and

data transmission. Due to this delay, the channel becomes outdated i.e. the channel

conditions during the data transmission are different from those during the RS phase.



94

During the RS phase (past realizations), g̃1,n and g̃2,n are used to denote the channel

gains, between S1 and the n-th relay and between S2 and the n-th relay, respectively.

Similarly, g1,n and g2,n are the channel gains during the data transmission (recent

realizations). The channel is assumed to be independent and identically distributed

(i.i.d) and have Rayleigh fading.

For a Rayleigh fading channel, the past and current realizations of the channel

gains are related with each other as

g1,n = ρ1g̃1,n +
√

1− ρ2
1vn, g2,n = ρ2g̃2,n +

√
1− ρ2

2wn, (4.1)

where ρ1 = J0 (2πfD,1T ) and ρ2 = J0 (2πfD,2T ) are the correlation coefficients, T

denotes the time delay between the RS phase and the data transmission, fD,1 is the

maximum Doppler frequency shift of the channel between S1 and the relays, fD,2 is

the maximum Doppler frequency shift of the channel between the relays and S2, J0(·)

denotes the zero-order Bessel function of the first kind. g̃1,n and vn are both zero mean

complex Gaussian (ZMCG) random variables (RVs) with variance σ1. Similarly, g̃2,n

and wn are both ZMCG RVs with variance σ2.

Given that the n-th relay is selected for transmission, the end-to-end SNR (E2E-

SNR), after removing the self interference, at S2 can be expressed as Υn = PSG
2|g2,n|2|g1,n|2

G2|g2,n|2N0+N0

= PS |g2,n|2|g1,n|2

|g2,n|2N0+
N0
G2

where PS is the transmit power of the sources, PR is the transmit power

of the relays, N0 is the variance of the additive ZMCG noise at the sources and the

relays, and G denotes the amplification gain at the relays. For fixed gain relays,

G =
√

PR
PSE[|g̃1,n|2]+PSE[|g̃2,n|2]+N0

, therefore the end-to-end SNR from S1 to S2 can be

expressed as Υn = η1η2γ1,nγ2,n

η2γ2,n+C̄
where γ1,n = |g1,n|2, γ2,n = |g2,n|2, η1 = PS

N0
, η2 = PR

N0
,

C̄ =
(
η1

(
E
[
|g̃1,n|2

]
+ E

[
|g̃2,n|2

])
+ 1
)

and E [·] denotes the expectation operator.

Note that γ̃1,n = |g̃1,n|2 and γ̃2,n = |g̃2,n|2 are the corresponding channel power gains

during the RS phase. For an i.i.d Rayleigh fading channel, γ̃1,n and γ̃2,n are i.i.d
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exponential RVs with mean σ1 and σ2, respectively, ∀n. The PDF and CDF of an

exponential RV X with mean µ is given as fX (x) = 1
µ
e−

x
µ and FX (x) =

(
1− e−

x
µ

)
,

respectively. Furthermore, following (4.1), it can be shown that γ̃i,n and γi,n are two

correlated exponential RVs and their joint PDF is given as [54]

fγ̃i,n,γi,n (y, x) =
1

(1− ρ2
i )σ

2
i

e
− x+y

(1−ρ2
i
)σi I0

(
2
√
ρ2
ix y

(1− ρ2
i )σi

)
, (4.2)

where, i = 1 denotes the S1 to relay link, i = 2 denotes the S2 to relay link and σi is

the mean power of the source-i to relay link.

For opportunistic relaying, the E2E-SNR is given as

ΥF =
η1η2γ1,eqγ2,eq

η2γ2,eq + C
(4.3)

where C = (η1 (E [γ̃1,eq] + E [γ̃2,eq]) + 1), γ1,eq is the effective instantaneous channel

power gain of the S1 to relay link and γ2,eq is the effective instantaneous channel

power gain of the S2 to relay link1. Both γ1,eq and γ2,eq depends on the RS criteria.

In this chapter, the RS is done based on the Max-Min criteria where the selected

relay is k = arg maxi {min {γ̃1,i, γ̃2,i}} = arg maxi {Λi}. It can be noted that the RS

criteria uses the past realization of the channel power gain.

4.3 Performance Analysis

In order to analyze the performance of the OTWRN-OC, the statistic (CDF and

PDF) of ΥF are required2.

1Without loss of generality, similar to (4.3), the E2E-SNR at S1 can be obtained by interchanging
the indices 1 and 2. In this sequel, we present the performance analysis based on the E2E-SNR at
S2. The performance at S1 can be obtained by interchanging the indices 1 and 2.

2Detailed derivations are available at http://arxiv.org/abs/1305.5913.
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4.3.1 CDF and PDF of ΥF

As ΥF depends on recent realizations γ1,eq and γ2,eq which are correlated with their

past realization γ̃1,eq and γ̃2,eq, therefore, first the CDF and PDF of γ̃1,eq and γ̃2,eq are

derived. Following the steps given in Appendix 4.5.1, the CDF and the PDF of γ̃1,eq

and γ̃2,eq can be obtained. Using the derived PDFs and CDFs in (4.12) and (4.13),

and following the procedure in Appendix 4.5.2, the PDFs and CDFs of the equivalent

channel power gain during the data transmission phase (γ1,eq and γ2,eq) are obtained

in (4.17) and (4.18). Using (4.3), the CDF of ΥF (Φ) = Pr {ΥF < Φ} is given by

FΥF (Φ) = Pr

{
η1η2γ1,eqγ2,eq

η2γ2,eq + C
< Φ

}
= Pr

{
γ1,eq <

Φ (η2γ2,eq + C)

η1η2γ2,eq

}
, (4.4)

which can be evaluated by conditioning on γ2,eq and then averaging using the PDF

of γ2,eq as

FΥF (Φ) =

∫ ∞
0

Fγ1,eq

(
Φ (η2γ + C)

η1η2γ

)
fγ2,eq (γ) dγ. (4.5)

Substituting the CDF of γ1,eq and PDF of γ2,eq into (4.5) and doing some algebraic

manipulations one gets

FΥF (Φ) =
∑
F

XF
(

1−Θ2e
−Θ1

Φ
η1

∫ ∞
0

e
−Θ2γ−Θ1

ΦC
η1η2γ dγ

)
, (4.6)

where Θ1 =
β1,j1,i1

(v̄1β1,j1,i1
+ρ2

1)
, Θ2 =

β2,j2,i2

(v̄2β2,j2,i2
+ρ2

2)
, v̄1 = (1− ρ2

1)σ1, v̄2 = (1− ρ2
2)σ2, XF =

R2
(
R−1
i1

)(
R−1
i2

)
(−1)i1+i2 α1,j1,i1α2,j2,i2 and

∑R−1
i1=0

∑3
j1=2

∑R−1
i2=0

∑3
j2=2 is represented us-

ing shorthand notation
∑
F . Solving the integration using [96, Eq. (3.478.4)], yields

FΥF (Φ) =
∑
F

XF

(
1− 2e

−Θ1
Φ
η1

√
Θ1Θ2C

η1η2

ΦK1

(
2

√
Θ1Θ2C

η1η2

Φ

))
, (4.7)

The PDF of ΥF can be obtained by taking the derivative of the CDF in (4.7). Using

(4.7), various performance metric such as the MGF, outage probability, and SER can

be derived.
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4.3.2 Outage Probability:

Using the CDF in (4.7), the outage performance of the OTWRN-OC can be obtained

as

O (Ψ) = FΥF (Ψ) (4.8)

where Ψ = 2R − 1 and R is the transmission rate.

4.3.3 MGF and Symbol Error Rate Performance:

The MGF and the SER can be obtained using the CDF of the E2E-SNR [97]. We

define function S(·, ·, ·) as

S(c1, c2, c3) = c1

∫ ∞
0

xc2e−c3xFΥF (x)dx. (4.9)

The MGF and the SER can be expressed in terms of S(·, ·, ·) i.e. MGF is give

by MΥF (s) = S (s, 0, s), SER for non-coherent modulations is obtained as Pe,NC =

S (a b, 0, b) and SER for coherent modulations is obtained as Pe,C = S
(
a
2

√
b

2π
,−1

2
, b

2

)
.

a and b are modulation-specific constants eg. for non-coherent modulations, (a, b) =

(0.5, 1) for DBPSK and (a, b) = (0.5, 0.5) for NCBFSK, and for coherent modulations,

(a, b) = (1, 2) for BPSK, (a, b) = (1, 1) for BFSK, (a, b) =
(

2M−1
M

, 6 log2 (M)
M2−1

)
for M -

PAM. The closed-form solution of S(·, ·, ·) is derived in Appendix 4.5.3. The solution

in (4.20) involves a Gamma function and a Meijer-G function which are available in

well known mathematical packages and thus, the SER performance can be easily and

accurately evaluated.

4.4 Numerical Results and Discussion

In this section, some selected numerical results as well as Monte-Carlo based sim-

ulation results are presented to verify the derived analytical results. In obtaining
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Figure 4.2: Probability of outage performance as a function of relay location where
η1 = 15 dB and υ = 3.

these numerical results, R = 1, N0 = 1, η1 = η2. These parameters are fixed in the

simulation unless stated. The effect of path-loss is captured by taking σ1 = d−υ1 and

σ2 = d−υ2 = (1− d1)−υ, where di is the distance of source-i from the relays and υ is

the path-loss exponent. Note that the distances di are normalized w.r.t. the distance

between both sources.

Fig. 5.2 shows the effect of varying the relay location on the outage probability

performance of the . It can be observed that the performance degrades as the corre-

lation, ρi, reduces. For the case when ρ1 = ρ2 = 1, the best performance is achieved

when d1 = 0.5, i.e. the relay is in the middle of both sources. If ρ1 < ρ2 or ρ1 > ρ2,

d1 = 0.5 does not give best outage performance. For ρ1 < ρ2, the outage probability

can be lowered by reducing d1 and vice-verse. Furthermore, it can be observed that

increasing the number of relays improves the outage performance only if the corre-

lation is sufficiently high. If the correlation is very low then, adding relays has no
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Figure 4.3: Symbol error rate performance of BPSK modulation where d1 = 0.5 and
υ = 3.

benefit as can be observed for the case when ρ1 = ρ2 = 0.2.

Fig. 4.3 shows the SER of BPSK modulation scheme as a function of η1 when

the relays are in the middle of the sources i.e. (d1 = 0.5). It can be observed that

when ρi < 1, the performance degrades severely and diversity is lost. Furthermore,

SER increases as correlation decreases. Again it can be noticed that increasing the

number of relays improves the performance only if the correlation is sufficiently high.

When correlation is very less, adding relays can even degrade performance as can be

observed for ρ1 = ρ2 = 0.2. The SER performance however, can be improved by

varying d1 and finding the optimal relay position. Note that, in both figures, the

simulation results match well with the analytical results.
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4.5 Appendix

4.5.1 CDF and PDF of γ̃1,eq and γ̃2,eq

The CDF of γ̃1,eq can be obtained as

Fγ̃1,eq (Φ) = R
(

Pr
(
γ̃1,n < Φ

⋂
γ̃1,n > γ̃2,n

⋂
n = k

)
+

Pr
(
γ̃1,n < Φ

⋂
γ̃1,n < γ̃2,n

⋂
n = k

))
.

(4.10)

Note that n = k denotes that relay k is selected for transmission. Fγ̃1,eq (·) can be

expressed as

Fγ̃1,eq (Φ) = R

(∫ Φ

0

fγ̃1,n(x)

∫ x

0

fγ̃2,n(y)
∏
i 6=n

FΛi (x) dydx

+

∫ Φ

0

fγ̃1,n(x)
∏
i 6=n

FΛi (x)

∫ ∞
x

fγ̃2,n(y) dydx

) (4.11)

where fγ̃1,n(·) and fγ̃2,n(·) denote the PDF of γ̃1,nand γ̃2,n, respectively and FΛi (x) =

1 − e
−
(

1
σ1

+ 1
σ2

)
x

denotes the CDF of Λi. Substituting the PDF and CDF in

(4.11), using binomial expansion, integrating w.r.t y and x and doing some algebraic

manipulations yields Fγ̃1,eq (Φ) as

Fγ̃1,eq (Φ) = R
R−1∑
i=0

3∑
j=1

(
R− 1

i

)
(−1)i α1,j,ie

−β1,j,iΦ (4.12)

where β1,1,i = 0, β1,2,i = 1
σ1

, β1,3,i = χi, α1,1,i = (κ1,1,i − κ1,2,i), α1,2,i = −κ1,1,i, α1,3,i = κ1,2,i,

κ1,1,i =
(
σ2

(
χi − 1

σ1

))−1

, κ1,2,i =

((
σ1σ2

(
χi − 1

σ1

)
χi

)−1

− (σ1χi)
−1

)
and χi =

(
i+1
σ1

+ i+1
σ2

)
.

Taking the derivative of the CDF in (4.12) yields the PDF of γ̃1,eq as

fγ̃1,eq (Φ) = R
R−1∑
i=0

3∑
j=2

(
R− 1

i

)
(−1)i+1 α1,j,iβ1,j,ie

−β1,j,iΦ, (4.13)

Similarly the expression for Fγ̃2,eq (·) and fγ̃2,eq (·) can be obtained by interchanging

indices 1 and 2. The mean of γ̃q,eq, where q ∈ {1, 2}, is given as

E [γ̃q,eq] = R

R−1∑
i=0

3∑
j=2

(
R− 1

i

)
(−1)i+1 αq,j,i

βq,j,i
(4.14)
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4.5.2 CDF and PDF of γ1,eq and γ2,eq

The PDF of γ1,eq, fγ1,eq (·), can be obtained as

fγ1,eq (x) =

∫ ∞
0

fγ̃1,eq ,γ1,eq (y, x) dy (4.15)

where fγ̃1,eq ,γ1,eq (·, ·) is the joint PDF of γ1,eq and γ̃1,eq

fγ̃1,eq ,γ1,eq (y, x) = R
R−1∑
i=0

3∑
j=2

(
R− 1

i

)
(−1)i+1 ν1×

α1,j,iβ1,j,ie
−ν1x−(β1,j,i+ρ

2
1ν1)yI0

(
2
√
ρ2

1ν
2
1x y

) (4.16)

where ν1 = 1
(1−ρ2

1)σ1
. Substituting the joint PDF from (4.16) into (4.15) and solving

the resulting integration using [96]

fγ1,eq (x) = R
R−1∑
i=0

3∑
j=2

(
R− 1

i

)
(−1)i+1 ν1α1,j,iβ1,j,i

(β1,j,i + ρ2
1ν1)

e
−

ν1β1,j,i

(β1,j,i+ρ
2
1ν1)

x

(4.17)

Integrating fγ1,eq (·) yields CDF, Fγ1,eq (·), as

Fγ1,eq (x) = R
R−1∑
i=0

3∑
j=2

(
R− 1

i

)
(−1)i+1 α1,j,i

(
1− e

−
ν1β1,j,i

(β1,j,i+ρ
2
1ν1)

x
)

(4.18)

The CDF and PDF of γ2,eq can be obtained by interchanging indices 1 and 2.

4.5.3 Closed Form Solution of S(c1, c2, c3)

S(·, ·, ·) is defined as

S(c1, c2, c3) = c1

∫ ∞
0

xc2e−c3xFΥF (x)dx (4.19)

Substituting the CDF from (4.7) into (4.19), representing K1 (·)in terms of Meijer-G

function [98, Eq. (03.04.26.0008.01)], solving the integration using [96, Eq. (7.813.1)]

and applying the scaling property yields

S(c1, c2, c3) = c1

∑
F

XF
(
c−1−c2

3 Γ (1 + c2)−

(
Θ1Θ2C

η1η2

)−c2−1

G2,1
1,2

(c3 +
Θ1

η1

)−1
Θ1Θ2C

η1η2

∣∣∣∣∣ 1,−

c2 + 2, c2 + 1


 (4.20)
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where Gm,n
p,q (·) is the Meijer-G function defined in [96, Eq. (9.301)].
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Chapter 5

Performance of Power Limited

Cognitive Network with

TAS/MRC

5.1 Introduction

Similar to point-to-point communication systems, the performance of cognitive radio

networks can be improved by spatial diversity. In this chapter, a MIMO cognitive

system (MCS) in an underlay setting is considered. The SU-Rx is assumed to com-

bine the received signals using MRC. The performance of the MCS is studied when

the SU-Tx has limited peak transmit power and employs AS. Interference from the

primary network to the secondary network is also taken into account and two sce-

narios are considered; 1) the MIMO cognitive system with TAS/MRC (MCS-TM)

does not experience interference from the primary network (denote by MCS-TM-NI),

and 2) MCS-TM does experience interference from the primary network (denote by

MCS-TM-WI). For both these systems, exact closed-form expressions for the outage

probability are derived. A new and simple expression of the CDF of the output SNR
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Figure 5.1: System Model.

for the MCS-TM-NI is also obtained. Using this CDF expression, closed-form expres-

sions are obtained for the PDF, the q-th moment and the MGF of the output SNR.

Additionally, exact closed-form expressions characterizing the SER performance and

the ergodic capacity are also obtained. Furthermore, a precise lower bound on the

ergodic capacity at high SNR is also derived. Furthermore, the performance of the

MCS-TM-NI is analyzed in the asymptotic regimes. Numerical simulation results

which verify the analytical results are also presented.

5.2 System Model

Consider an underlay secondary network with one transmitter and one receiver which

are operating in the presence of a primary network with a single primary transmitter

(PU-Tx) and a single primary receiver (PU-Rx) as shown in Fig. 5.1. The SU-

Tx is equipped with nT antennas and the SU-Rx is equipped with nR antennas.

However, both the PU-Tx and the PU-Rx are assumed to have a single antenna. The

channel is assumed to have independent and identically distributed (i.i.d.) Rayleigh



105

fading. The channel power gain between the t-th antenna of the SU-Tx and the r-th

antenna of the SU-Rx is denoted by htr. Similarly, the channel power gain between

the antenna of the PU-Tx and the r-th antenna of the SU-Rx is denoted by er and

the channel power gain between the t-th antenna of the SU-Tx and the antenna of the

PU-Rx is denoted by gt. In case of Rayleigh channel, htr, er and gt are exponential

random variables with means λt, ν and µt, respectively. The PDF and CDF of an

exponential random variable X with mean ω can be expressed as fX(x) = 1
ω
e−

x
ωU(x)

and FX(x) =
(
1− e− xω

)
U(x), respectively, where fX(·) denotes the PDF of X, FX(·)

denotes the CDF of X and U(x) denotes the unit step function.

5.2.1 Power Allocation

The primary network requires that the interference caused by the secondary network

is below a threshold Q. Moreover, the SU-Tx cannot transmit using a power greater

than Pmax. Thus, the power allocation policy for the t-th antenna at the SU-Tx can

be expressed as

PT (t) = min

{
Pmax,

Q

gt

}
. (5.1)

5.2.2 Antenna Selection & Output SNR

In the TAS/MRC scheme, the signal is transmitted by the SU-Tx using a single

antenna where the antenna selection is done based on the output SNR and the signals

received at the SU-Rx antennas are combined using MRC. Thus, in this case, the

output SNR for the t-th antenna can be expressed as

γT (t) = min

{
Pmax,

Q

gt

}
1

N0

nR∑
r=1

|htr|2 = min

{
Pmax,

Q

gt

}
ηt
N0

. (5.2)
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ηt is a sum of i.i.d exponential random variables, thus, its PDF is

fηt(x) =
1

λnRt Γ(nR)
xnR−1e

− x
λtU(x), (5.3)

where Γ(·) is the Gamma function [96, Eq. (8.310.1)]. The selected antenna t̄, can

be obtained from γT (t) as

t̄T = arg max
t

{
min

{
Pmax,

Q

gt

}
ηt
N0

}
, (5.4)

and the output SNR for the MCS can be expressed as

γε = max
t

{
min

{
Pmax,

Q

gt

}
ηt
N0

}
. (5.5)

Note that the antenna selection is done on the basis of output SNR and it does not

take into account the interference from the PU-Tx and is thus, a sub-optimal selection

scheme. However, this selection scheme has lower complexity as it does not require the

CSI of the interference link from the PU-Tx, resulting in a lower overhead/feedback.

In the following sections the performance analysis of the MCS-TM-NI and MCS-

TM-WI employing antenna selection according to (5.4) is presented.

5.3 MIMO Secondary Network without Interfer-

ence

For the MCS-TM-NI where the SU-RX does not experience interference from the

PU-Tx, the output SNR is given by γε in (5.5). In order to analyze the performance

of this system, the statistics (PDF and the CDF) of γε are required.



107

5.3.1 Statistics of the Output SNR

In order to obtain the CDF expression of γε, the CDF expression of the output SNR

for the t-th antenna, FγT (t)(·), is required and is given by following remark.

Remark 1. The CDF of the output SNR for the t-th antenna for the MCS-TM-NI

is given as

FγT (t)(x) =

1− e−
N0

λtPmax
x
nR−1∑
m=0

(
N0

λt

)m
xm

m!Pm
max

1−
(
N0

λtQ

)nR−m
e
− Q
µtPmax

xnR−m(
1
µt

+ N0

Qλt
x
)nR−m

 .

(5.6)

Proof. See Appendix 5.6.1.

An expression for the CDF of γT (t) has been derived previously [74, Eq. (5)].

However, the CDF expression derived in [74, Eq. (5)] is different from the one obtained

in (5.6). As we will see in what follows, Eq. (5.6) can be used to derive an alternate

representation of the CDF of the output SNR for the MCS-TM-NI which leads to a

tractable performance analysis. For an i.i.d channel, the CDF of the output SNR for

the MCS-TM-NI can be obtained from FγT (t)(·) and is given as.

Fγε(x) =1− e−
N0

λtPmax
x
nR−1∑
m=0

(
N0

λt

)m
m!Pm

max

xm

1−
(
N0

λtQ

)nR−m
e
− Q
µtPmax

xnR−m(
1
µt

+ N0

Qλt
x
)nR−m



nT

.

(5.7)

For the case of limited transmit power, no expression for the CDF of γε was derived in

[74]. Therefore, for the limited transmit power case, we derive an alternate expression
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for the CDF of γε in (5.7) which leads to a tractable performance analysis of the MCS-

TM-NI and is given by Remark 2.

Remark 2. For a MCS-TM-NI having limited transmit power, an alternate expres-

sion of the CDF of the output SNR in (5.7), which is helpful in obtaining the exact

closed form expressions for the MGF, SER and ergodic capacity, is given as

Fγε(x) = 1 +
∑
F

∆F
xΞAe−ΞBx

(x+ ξ)ΞC
. (5.8)

where ΞA =
∑k

l=1ml+(nR−ml)wl, ΞB = N0

λtPmax
k, ξ = Qλt

N0µt
, ΞC =

∑k
l=1(nR−ml)wl,

∆F = κAk κ
B
k,mκ

C
w,m,k, κ

A
k =

(
nT
k

)
(−1)k, κBk,m =

∏k
l=1

(
N0
λt

)ml
ml!P

ml
max

, κCw,m,k =
∏k

l=1(−1)wle
− Q
µtPmax

wl,∑
F is short hand notation for

∑nT
k=1

∑
m

∑
w∈θk , θk is the set of all possible k bit bi-

nary numbers and wl is the lth bit of the binary number w ∈ θk and
∑

m is shorthand

notation of
∑nR−1

m1=0

∑nR−1
m2=0 ...

∑nR−1
mk=0.

Proof. See Appendix 5.6.2.

Using (5.8) the outage performance of the MCS-TM-NI can be obtained. Indeed,

as we will see in what follows, using the CDF expression in (5.8), we derive various

performance measures in the next section.

Remark 3. For a MCS-TM-NI having limited transmit power, an alternate expres-

sion of the PDF of the output SNR is given as

fγε(x) =
∑
F

∆F

(
ΞA

xΞA−1e−ΞBx

(x+ ξ)ΞC
− ΞB

xΞAe−ΞBx

(x+ ξ)ΞC
− ΞC

xΞAe−ΞBx

(x+ ξ)ΞC+1

)
. (5.9)

Proof. fγε(x) is obtained by taking derivative of Fγε(x) in (5.8).

It follows that the PDF in (5.9) can be used to obtain the moments of the output

SNR.
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Remark 4. For a MCS-TM-NI with limited transmit power, the q-th moment of the

output SNR is given by

ϕq =
∑
F

∆F (ΞAI(ΞA − 1 + q,ΞC ,ΞB, ξ)

−ΞBI(ΞA + q,ΞC ,ΞB, ξ)− ΞCI(ΞA + q,ΞC + 1,ΞB, ξ)) ,

(5.10)

where q > 0 and I(α1, α2, α3, ξ) is given in (5.63) derived in Appendix 5.6.4.

Proof. The q-th moment is obtained using

ϕq = E [γqε ] =

∫ ∞
0

xqfγε(x)dx. (5.11)

Substituting the PDF from (5.9) into (5.11) and after doing some algebraic manipu-

lations yields

ϕq =
∑
F

∆F

(
ΞA

∫ ∞
0

xΞA−1+qe−ΞBx

(x+ ξ)ΞC
dx

−ΞB

∫ ∞
0

xΞA+qe−ΞBx

(x+ ξ)ΞC
dx− ΞC

∫ ∞
0

xΞA+qe−ΞBx

(x+ ξ)ΞC+1
dx

)
.

(5.12)

Eq. (5.12) can be represented in form of (5.10), where I(α1, α2, α3, ξ) =
∫∞

0
xα1e−α3x

(x+ξ)α2 dx,

with α1 > −1 and α3 > 0.

Eq. (5.10) can also be used to calculate the zeroth moment. Note that I(α1, α2, α3, ξ)

is only defined for α1 > −1. In (5.10), α1 = −1 only occurs for the term I(ΞA − 1 +

q,ΞC ,ΞB, ξ) when ΞA = 0 and q = 0. In this case the term I(ΞA− 1 + q,ΞC ,ΞB, ξ) is

being multiplied with ΞA which results in a zero. Therefore, (5.10) can be accurately

evaluated for q = 0 by replacing I(ΞA − 1 + q,ΞC ,ΞB, ξ) with any constant c, when

ΞA = 0.
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5.3.2 Performance Analysis Measures

Moment Generating Function

The MGF of the output SNR can be obtained using the CDF as [99, Eq. (18)]

M(s) = s

∫ ∞
0

e−sxFγε(x)dx. (5.13)

Substituting the CDF from (5.8) into (5.13), it gives

M(s) = s

∫ ∞
0

e−sxdx+ s

∫ ∞
0

∑
F

∆F
xΞAe−(ΞB+s)x

(x+ ξ)ΞC
dx. (5.14)

Substituting z = x+ ξ in the second term on the right hand side of (5.14) and using

binomial expansion with some algebraic manipulations yields

M(s) = s

∫ ∞
0

e−sxdx+
∑
F

∆Fs

∫ ∞
ξ

1

zΞC

ΞA∑
n=0

(
ΞA

n

)
zn(−ξ)ΞA−ne−(ΞB+s)(z−ξ)dz.

(5.15)

By solving the integral, the closed form MGF of the output SNR of the MCS-TM-NI

can be obtained as

M(s) = 1 +
∑
F

ΞA∑
n=0

(
ΞA

n

)
(−ξ)ΞA−n∆F×

s e(ΞB+s)ξ (ΞB + s)−1+ΞC−n Γ (1− ΞC + n, (ΞB + s) ξ) .

(5.16)

The MGF in (5.16) involves an exponential function and a Gamma function which are

available in well known mathematical packages and thus, it can be easily evaluated.

The MGF in (5.16) can be used to obtain moments of the output SNR and can also
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be used to derive different performance measures such as the SER [2].

Symbol Error Rate Performance

The average symbol error rate can be obtained using the CDF of output SNR as [97]

Pe = −
∫ ∞

0

P̄ ′e(x)Fγε(x)dx, (5.17)

where Pe is the average symbol error rate, P̄ ′e(x) = ∂Pe(·)
∂x

is the derivative of the

conditional error probability (CEP) Pe(·) and Fγε(·) denotes the CDF of the output

SNR (γε). The SER performance of the MCS-TM-NI can be derived for various

modulation formats depending on its CEP form [97].

Coherent Binary Modulations and M-PAM Modulation: The conditional error

probability (CEP) for coherent binary phase-shift-keying (BPSK), coherent binary

frequency-shift-keying (BFSK) and M -ary pulse amplitude modulation (M -PAM)

can be represented as

Pe,C(x) = aQ(
√
bx), (5.18)

where (a, b) = (1, 2) for BPSK, (a, b) = (1, 1) for BFSK, (a, b) =
(

2M−1
M

, 6 log2 (M)
M2−1

)
for M -PAM and Q(·) denotes the Gaussian Q-function [94].

The unconditional SER for these modulation schemes can be found as

Pe,C =
a

2

√
b

2π

∫ ∞
0

1√
x
e−

b
2
xFγε(x)dx. (5.19)

Substituting the CDF from (5.8) into (5.19), Pe,C can be given by

Pe,C =
a

2

√
b

2π

∫ ∞
0

1√
x
e−

b
2
xdx+

a

2

√
b

2π

∫ ∞
0

1√
x
e−

b
2
x
∑
F

∆F
xΞAe−ΞBx

(x+ ξ)ΞC
dx. (5.20)
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Substituting z = x+ ξ in the second integral term in (5.20) yields

Pe,C =
a

2
+
a

2

√
b

2π

∑
F

∆Fe
(ΞB+ b

2)ξ
∫ ∞
ξ

z−ΞC (z − ξ)ΞA− 1
2 e−(ΞB+ b

2)z. (5.21)

Using [96, Eq. (3.383.4)] the integral in (5.21) can be solved to give

Pe,C =
a

2
+
a

2

√
b

2π

∑
F

∆FΓ

(
ΞA +

1

2

)(
ΞB +

b

2

)− 1
2(ΞA−ΞC+ 3

2)
×

ξ
1
2(ΞA−ΞC− 1

2)e
ξ
2(ΞB+ b

2)Wϑ1,ϑ2

((
ΞB +

b

2

)
ξ

)
,

(5.22)

where ϑ1 = 1
2

(
−ΞC − ΞA + 1

2

)
, ϑ2 = 1

2

(
−ΞA + ΞC − 1

2

)
, Wλ,µ(z) is the WhittakerW

function defined in [96, Eq. (9.220.4)]. Eq. (5.22) gives a closed form expression in-

volving an exponential function, Gamma function and a WhittakerW function which

are available in well known mathematical packages and thus, it can be used evalu-

ate the performance of coherent binary modulations as well as M-PAM modulation

schemes for a MCS-TM-NI.

Non-Coherent Modulations: The conditional error probability (CEP) for differ-

ential binary phase-shift-keying (DBPSK) and non-coherent binary frequency-shift-

keying (NCBFSK) can be represented as

Pe,NC(x) = ae−bx, (5.23)

where (a, b) = (0.5, 1) for DBPSK and (a, b) = (0.5, 0.5) for NCBFSK. The SER for

non-coherent modulations can be obtained using

Pe,NC = a b

∫ ∞
0

e−bxFγε(x)dx = a b
M(s)

s

∣∣∣∣∣
s=b

. (5.24)
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Subsituting the MGF from (5.16) into (5.24) yields

Pe,NC = a

(
1 +

∑
F

ΞA∑
n=0

(
ΞA

n

)
(−ξ)ΞA−n∆F×

e(ΞB+b)ξb (ΞB + b)−1+ΞC−n Γ (1− ΞC + n, (ΞB + b) ξ)
)
.

(5.25)

Eq. (5.25) involves an exponential function and a Gamma function which are available

in well known mathematical packages and thus, it can be easily evaluated. Thus,

Eq. (5.25) gives a closed form expression to evaluate the performance of various non-

coherent modulation schemes for a MCS-TM-NI. For example setting (a, b) = (0.5, 1),

the SER performance of DBPSK modulation scheme is obtained.

Ergodic Capacity

The ergodic capacity of a MCS-TM-NI can be derived using the CDF of γε as [100]

C =
log2(e)

B

∫ ∞
0

ln (1 + x) fγε(x)dx =
log2(e)

B

∫ ∞
0

1− Fγε(x)

(x+ 1)
dx. (5.26)

After substituting the CDF from (5.8) into (5.26) and solving the resulting expression,

the ergodic capacity is given in Remark 3.

Remark 5. For a MCS-TM-NI having limited transmit power, the ergodic capacity,

is given as

C = − log2(e)

B

∑
F

υ∑
v1=1

δv1∑
v2=1

∆Fκ
D
v1,v2

ζ̄ΞA−v2+1
v1

1

Γ (v2)
G2,1

1,2

ΞB ζ̄v1

∣∣∣∣∣∣∣
−ΞA

−ΞA + v2 − 1, 0

 ,

(5.27)

where κDv1,v2
can be obtained recursively using (5.68) and Gm,n

p,q (·) is the Meijer-G

function defined in [96, Eq. (9.301)].
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Proof. See Appendix 5.6.4.

Eq. (5.27) involves a Gamma function and a Meijer-G function which are available

in well known mathematical packages and thus, it can be easily evaluated to yield

the ergodic capacity of a MCS-TM-NI.

5.3.3 Asymptotic Performance Analysis

The exact closed-form expressions for the outage performance, SER, and the ergodic

capacity obtained in the previous section do not yield much insight about the perfor-

mance with varying system parameters. Thus, in this section, the outage and SER

performance of the MCS-TM-NI is analyzed for asymptotic regimes.

Asymptotic Outage Performance

• Pmax →∞

As Pmax →∞, it can be shown that the CDF in (5.7) can be expressed as

F floor
γε (x) =

1−

1−
(
N0

λtQ

)nR xnR(
1
µt

+ N0

Qλt
x
)nR

nT

, (5.28)

which can be simplified to give

F floor
γε (x) =

(
1 +

Q

N0

λt
µt

1

x

)−nRnT
. (5.29)

Therefore, for fixed x as Pmax → ∞, the probability that a MCS-TM-NI is in

outage becomes constant and is given by (5.29). Note that the value of the floor

depends on the product nTnR. Therefore a system with (nT , nR) = (x, y) and

(nT , nR) = (y, x) will have the same floor.



115

• Pmax →∞ & λt
µt
→∞

If the interference link is very poor and the secondary link is very good i.e.

λt
µt
→∞, the probability of outage is can be derived from (5.29) as

F∞γε (x) = xnRnT
(
Q

N0

)−nRnT (λt
µt

)−nRnT
. (5.30)

It can be noted from (5.30) that the outage probability reduces with increasing

λt
µt

with a slope of nTnR in the log scale.

• Generalized Diversity Gain

Using the concept of generalized diversity gain, which was introduced in [101],

the diversity of the secondary link can be obtained. The generalized diversity

gain is defined as

d = lim
µt→0

log
(
F∞γε (x)

)
log (µt)

. (5.31)

Substituting (5.30) into (6.18), it can be concluded that the diversity gain for

a MCS-TM-NI in the asymptotic regime is nTnR. This implies that, when the

total number of antennas is fixed i.e. nR + nT = ϕ̄, where ϕ̄ is some constant,

the number of antennas should be divided equally over the transmitter and

receiver, i.e. nT = nR, to get the highest diversity gain.

Asymptotic SER Performance

Coherent Binary Modulations and M-PAM Modulation:

• Pmax →∞

The SER for coherent modulation schemes as Pmax →∞ can be obtained using
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F floor
γε (·) as

Pfloore,C =
a

2

√
b

2π

∫ ∞
0

1√
x
e−

b
2
xF floor

γε (x)dx. (5.32)

Substituting the CDF from (5.29) into (5.32), making transformation of vari-

able z = x + ξ, and solving the resulting integral using [96, Eq. (3.383.4)],

the asymptotic SER performance for coherent binary and M-PAM modulation

schemes is given as

Pfloore,C =
ae

b
4
ξ

2
√
π

(
b

2
ξ

)− 1
4

Γ

(
nRnT +

1

2

)
W−nRnT+ 1

4
,− 1

4

(
b

2
ξ

)
. (5.33)

Therefore, as Pmax → ∞, the probability of error for a MCS-TM-NI becomes

constant and is given by (5.33).

• Pmax →∞ & λt
µt
→∞

If the interference link is very poor and the secondary link is very good i.e.

λt
µt
→∞, the probability of error for coherent modulations is given as

P∞e,C =
a

2

√
b

2π

∫ ∞
0

1√
x
e−

b
2
xF∞γε (x)dx. (5.34)

Substituting the CDF from (5.30) into (5.34), and solving the resulting integral

using [96, Eq. (3.381.4)], yields

P∞e,C =
a
(
b
2

)−nRnT Γ
(
nRnT + 1

2

)
2
√
π

(
Q

N0

)−nRnT (λt
µt

)−nRnT
. (5.35)

It can be noted from (5.35) that the SER reduces with increasing λt
µt

with a

slope of nTnR in the log scale. Thus, similar to the outage probability, for a

fixed number of antennas, the number of antennas should be divided equally

over the transmitter and receiver, i.e. nT = nR, to get the best performance in
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the asymptotic regime.

Non-Coherent Modulations:

• Pmax →∞

Following a similar approach, the SER for non-coherent modulation schemes as

Pmax →∞ is given as

Pfloore,NC = aΓ (nRnT + 1) e
ξ
2
bW−nRnT ,− 1

2
(bξ) . (5.36)

Therefore, as Pmax → ∞, the probability of error for a MCS-TM-NI becomes

constant and is given by (5.36).

• Pmax →∞ & λt
µt
→∞

Similarly, when the secondary to primary interference link is very poor and

the secondary link is very good i.e. λt
µt
→ ∞, the probability of error for non-

coherent schemes is given as

P∞e,NC = a b−nRnTΓ (nRnT + 1)

(
Q

N0

)−nRnT (λt
µt

)−nRnT
. (5.37)

Similar to (5.37), it can be noted from (5.35) that the SER reduces with in-

creasing λt
µt

with a slope of nTnR in the log scale.

Lower Bound on Ergodic Capacity

A precise lower bound on the ergodic capacity at high SNRs can be obtained using

the moments obtained from (5.10), as [102, Eq. (8)]

C̄ (γ̄ε) = ℵ (log (γ̄ε) + µ) = ℵ

(
log (γ̄ε) +

∂

∂n
AF (q)

∣∣∣∣
q=0

)
, (5.38)
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where C̄ (γ̄ε) denotes the lower bound on ergodic capacity, ℵ = log2(e)
B

and AF (q) =

ϕq
(ϕ1)q

− 1 is the q-th order amount of fading. Substituting the expression of AF (q)

into (5.38), taking the derivative and doing some algebraic manipulations the lower

bound is obtained as

C̄ (γ̄ε) = ℵ

(
∂

∂q
ϕq

∣∣∣∣
q=0

)
(5.39)

Substituting the q-th moment expression from (5.10) into (5.39), yields

C̄ (γ̄ε) = ℵ
∑
F

∆F
∂

∂q
(ΞAI(ΞA − 1 + q,ΞC ,ΞB, ξ)−

ΞBI(ΞA + q,ΞC ,ΞB, ξ)− ΞCI(ΞA + q,ΞC + 1,ΞB, ξ))|q=0 ,

(5.40)

which can be finally expressed as

C̄ (γ̄end) = ℵ
∑
F

∆F (ΞADI(ΞA − 1,ΞC ,ΞB, ξ)−

ΞBDI(ΞA,ΞC ,ΞB, ξ)− ΞCDI(ΞA,ΞC + 1,ΞB, ξ)) ,

(5.41)

where DI(ᾱ1, α2, α3, ξ) = ∂
∂q
I(ᾱ1 + q, α2, α3, ξ)

∣∣∣
q=0

. After some steps outlined in

Appendix 5.6.5, DI(ᾱ1, α2, α3, ξ) can be represented in closed-form as

DI(ᾱ1, α2, α3, ξ) = α−1−ᾱ1+α2
3 Γ (1 + ᾱ1) (− log (α3)U(α2, α2 − ᾱ1, α3ξ)+

ψ(0) (1 + ᾱ1)U(α2, α2 − ᾱ1, α3ξ)− U (0,1,0)(α2, α2 − ᾱ1, α3ξ)
)
,

(5.42)

where U (0,1,0)(a, b, z) = ∂
∂b
U(a, b, z).

Similar to (5.10), DI(ᾱ1, α2, α3, ξ) is only defined for ᾱ1 > −1 and ᾱ1 = −1 only

occurs for the term DI(ΞA− 1,ΞC ,ΞB, ξ) when ΞA = 0. Again, in this case the term

DI(ΞA − 1,ΞC ,ΞB, ξ) is being multiplied with ΞA which makes the product zero.

Therefore, (5.41) can be evaluated correctly by replacing DI(ΞA − 1,ΞC ,ΞB, ξ) with
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any constant c, when ΞA = 0. Note that (5.41) gives a very tight lower bound on the

ergodic capacity at high SNRs as will be shown in the next section.

5.4 MIMO Secondary Network with Interference

In the case when the SU-Rx experiences interference from the PU-Tx, the end-to-end

(E2E) signal-to-noise plus interference ratio (SINR) can be expressed in terms of the

output SNR γε as

γI =
γε

PP
N0

k + 1
(5.43)

where k =
∑nR

r=1 |er|2 denotes the interference from the PU-Tx and PP denotes the

transmit power of the PU-Tx. In reality, when MRC is performed, only the desired

signal power is aggregated according to (5.2) where as the interference power is not

aggregated as k =
∑nR

r=1 |er|2. Thus, the model considered here corresponds to the

worst case scenario and gives the maximum possible interference.

5.4.1 Statistics of the Output SINR

The CDF expression of γI is given by following remark.

Remark 6. The CDF of the output SINR for a MCS-TM-WI is given as

FγI (Φ) =

1 +
∑
F

ΞA∑
i1=0

nR−1∑
i2=0

(
ΞA

i1

)(
nR − 1

i2

)
∆F(−1)ΞA−i1−i2+nR−1

Γ(nR)ξ−ΞA+i1

(
N0

PPν

)nR
Φi1−ΞCe−ΞBΦ×

e(
1+ ξ

Φ)
(
N0
PP ν

+ΞBΦ
)(

1 +
ξ

Φ

)nR−1−i2 ( N0

PPν
+ ΞBΦ

)−$
Γ

(
$,

(
N0

PPν
+ ΞBΦ

)(
1 +

ξ

Φ

))
(5.44)

where $ = i1 + i2 − ΞC + 1.
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Proof. See Appendix 5.6.6.

Using (6.49) the outage performance of the MCS-TM-WI with interference can

be obtained.

5.4.2 Performance Analysis Measures

Similar to the analysis in the previous section, the expressions for the MGF and

the SER can be obtained by substituting the CDF in (6.49), into (5.13) and (5.19),

respectively, and solving the resulting integrals. However, to the best of authors

knowledge closed-form solution to the resulting integrals does not exist and one has

to resort to numerical integration techniques to evaluate the expressions.

5.5 Numerical Results and Discussion

In this section, some selected numerical results as well as Monte-Carlo based simula-

tion results are presented to verify the derived analytical results. In obtaining these

numerical results, R = 2, N0 = 1, λt = 1 dB, µt = 1 dB, γ̄ = Pmax
N0

and B = 1. These

parameters are fixed in the simulation unless stated. The outage performance of a

MCS-TM-NI is shown in Fig. 5.2. The curves for probability of outage are generated

using (5.8), where x = 2R − 1. The asymptotic floor is plotted using (5.29). It can

be observed that as γ̄ increases, the probability of outage decreases until it becomes

constant due to the fixed Q. As the interference constraint is relaxed, i.e. Q increases,

the outage probability decreases which is obvious. Furthermore, for a higher value of

Q, the SU-Tx can transmit using a higher power and thus, the outage performance

saturates at a lower value. In addition, it can be observed that as the number of an-

tennas increases, the outage probability decreases. Moreover, the performance gain

by increasing the number of receive antennas is greater compared to only increasing
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Figure 5.2: Probability of outage performance of a MIMO-CS with TAS/MRC.

the transmit antenna. It was mentioned previously when discussing (5.29) that the

floor depends on the product nRnT , therefore, one can observe in Fig. 5.2 that the

system with (nT , nR) = (4, 2) and (nT , nR) = (2, 4) have the same floor. However,

the system with (nT , nR) = (2, 4) performs better due to higher array gain.

The SER performance of coherent modulation schemes and non-coherent modula-

tion schemes for the MCS-TM-NI is shown in Fig. 5.3 and Fig. 5.4, respectively. The

modulation scheme considered in Fig. 5.3 is BPSK (a, b) = (1, 2) and the curves are

generated using (5.22). The asymptotic floor is plotted using (5.33). The modulation

scheme considered in Fig. 5.4 is DBPSK (a, b) = (0.5, 1) and the curves are generated

using (5.25). It can be observed that as γ̄ increases the SER decreases. Again, as

Q is fixed the SER saturates at high γ̄. Similar to the outage performance, as the

interference constraint is relaxed, the saturation occurs at a lower value. Again in

this case, increasing the number of antennas decreases the SER. Similar to the outage
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Figure 5.3: Symbol error rate performance of a MIMO-CS with TAS/MRC with
coherent BPSK modulation.
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Figure 5.4: Symbol error rate performance of a MIMO-CS with TAS/MRC with
non-coherent BDPSK modulation.
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Figure 5.5: Ergodic capacity of a MIMO-CS with TAS/MRC.

floor, the floor in this case depends on the product nRnT and one can observe that

the system with (nT , nR) = (4, 2) and (nT , nR) = (2, 4) have the same floor which can

be deduced from (5.33) and (5.36). Furthermore, in Fig. 5.4, the SER performance

is compared for various antenna configurations when the total number of antennas is

fixed i.e. nR + nT = 8. The highest diversity gain can be obtained by dividing the

antennas equally over the transmitter and receiver. In addition, it can be observed,

system with (nT , nR) = (α, β), where β > α, always performs better compared to

the system with (nT , nR) = (β, α), although both have the same generalized diversity

gain of αβ. This is due to the fact that having more number of receive antennas

results in higher array gain. In add all the figures, it can be noted that the simulation

results match well with the analytical results.

The ergodic capacity of a MCS-TM-NI is shown in Fig. 5.5. The curves are gener-

ated using (5.64). In addition, we have also shown the results using the derived closed
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Figure 5.6: Probability of outage of a MIMO-CS with TAS/MRC in the asymptotic
regime i.e. γ̄ →∞.

form expression for capacity given by (5.27) and are denoted by the ’x’ marker in Fig.

5.5. The expressions were evaluated using MATLAB® and MATHEMATICA®. It

can be observed that the results using the closed form expression in (5.27) match well

with the results from (5.64). However, at high γ̄, due to numerical computational

issues (5.27) gives incorrect results. From Fig. 5.5, it can be observed that the ergodic

capacity increases with increasing γ̄ or increasing Q. Again, at high γ̄, the capacity

saturates due to fixed Q. Furthermore, increasing the number of antenna improves

the capacity. In addition, it can be observed that in the low SNR regime, i.e. γ̄ is low,

increasing the number of receive antennas is more benificial compared to increasing

the number of transmit antennas, as the capacity gain is higher. However, in the high

SNR regime, i.e. γ̄ → ∞, the ergodic capacity depends only on the product nTnR,

so same performance gain can be achieved by adding more antennas on any of the

terminals.
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Figure 5.7: Symbol error rate performance of a MIMO-CS with TAS/MRC in the
asymptotic regime, i.e. γ̄ →∞, for BPSK modulation.

Fig. 6.5 shows the outage performance a function of ratio of channel parame-

ters λt and µt at high γ̄. Similarly, Fig. 6.6 shows the SER performance of BPSK

modulation as a function of ratio of channel parameters λt and µt at high γ̄. It can

be observed that as λt
µt

increases the outage probability and SER reduces. Similarly,

the outage probability and SER reduce with increasing Q. Furthermore, as the num-

ber of antennas increase the performance improves. Similar to previous figures, the

performance of the system with (nT , nR) = (4, 2) matches the performance of the

system with (nT , nR) = (2, 4) at high γ̄. In addition, the asymptotic outage and SER

performance obtained using (5.30) and (5.35) is also shown. It can be observed that

the system with (nT , nR) = (2, 2) has a lower generalized diversity gain compared to

the system with (nT , nR) = (2, 4) and (nT , nR) = (4, 2) (both of which have the same

generalized diversity gain).

The ergodic capacity of a MCS-TM-NI is shown in Fig. 5.8. The curve depicting
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Figure 5.8: Lower bound on ergodic capacity of a MIMO-CS with TAS/MRC.

the lower bound is generated using (5.41). The expressions were evaluated using

MATLAB® and MATHEMATICA®. It can be observed that the bound is tight for

high γ̄ and high Q. Moreover, the bound becomes tighter as γ̄, Q, nT or nR increase.

As was shown in Fig. 5.5, at high γ̄, due to numerical computational issues (5.27)

gives incorrect results. In such situations, Eq. (5.41) can be used to obtain accurate

lower bound on the ergodic capacity.

The outage performance of a MCS-TM-WI is shown in Fig. 5.9. The curves for

probability of outage are generated using (6.49), where x = 2R − 1. In the simula-

tions, we have considered the case where the PU-Tx transmits with the maximum

available power i.e. Pmax i.e. PP = Pmax. It can be observed that interference from

the primary network results in severe degradation in performance of the secondary

network and that the outage probability of the MCS-TM-WI increases as the interfer-

ence power from the PU-Tx increases. It can also be observed that increasing γ̄ does
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Figure 5.9: Probability of outage performance of a MIMO-CS with interference.

not always improve the secondary network performance. This happens because the

PU-Rx interference constraint limits the transmit power of the SU-Tx, where as the

interference power from the PU-Tx increases with increasing Pmax. However, when

the PU-Rx interference constraint is relaxed (Q is large), increasing Pmax improves

the outage performance. In addition, it can be observed that at low γ̄, as the number

of antennas increases, the outage probability decreases and that the MCS-TM-WI

with greater number of receive antennas performs better. However, at high γ̄, it can

be observed that the MCS-TM-WI with higher receive antennas performs worse as it

accumulates more interference from the PU-Tx.
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5.6 Appendix

5.6.1 CDF of Output SNR for the t-th Transmit Antenna

From (5.2), the end-to-end SNR for the t-th antenna can be expressed as

γT (t) =


Pmax
N0

ηt

Q
N0gt

ηt

, gt <
Q

Pmax

, gt >
Q

Pmax

. (5.45)

Conditioned on gt, the PDF of γT (t) can be expressed as

fγT (t)|gt(y) =


N
nR
0

λ
nR
t P

nR
maxΓ(nR)

ynR−1e
− yN0
λtPmax

NR
0

λ
nR
t QnRΓ(nR)

ynR−1gnRt e
− yN0
λtQ

gt

, gt <
Q

Pmax

, gt >
Q

Pmax

(5.46)

The PDF of γT (t) can be obtained by averaging fγT (t)|gt(·) using the PDF of gt as

fγT (t)(y) =

∫ Q
Pmax

0

NnR
0

λnRt P nR
maxΓ(nR)

ynR−1e
− yN0
λtPmax

1

µt
e
− g
µt dg

+

∫ ∞
Q

Pmax

NnR
0

λnRt QnRΓ(nR)
ynR−1gnRe

− yN0
λtQ

g 1

µt
e
− g
µt dg.

(5.47)

After some algebraic manipulations fγT (t)(y) can be expressed as

fγT (t)(y) =
NnR

0

λnRt P nR
maxΓ(nR)

ynR−1e
− yN0
λtPmaxFgt

(
Q

Pmax

)
+

NnR
0

λnRt QnRΓ(nR)

1

µt
ynR−1

∫ ∞
Q

Pmax

gnRe
−
(
yN0
λtQ

+ 1
µt

)
g
dg.

(5.48)
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The CDF of γT (t) can be obtained by integrating the PDF as

FγT (t)(x) =
Fgt

(
Q

Pmax

)
NnR

0

λnRt P nR
maxΓ(nR)

∫ x

0

ynR−1e
− yN0
λtPmax dy

+

∫ x

0

NnR
0

λnRt QnRΓ(nR)

1

µt
ynR−1

∫ ∞
Q

Pmax

gnRe
−
(
yN0
λtQ

+ 1
µt

)
g
dgdy.

(5.49)

Integrating w.r.t. y first, FγT (t)(x) is obtained as

FγT (t)(x) =
Fgt

(
Q

Pmax

)
Γ(nR)

(
Γ (nR)− Γ

(
nR,

N0x

λtPmax

))
+
NnR

0 Q−nR

λnRt Γ(nR)

× 1

µt

∫ ∞
Q

Pmax

gnRe
−
(

1
µt

)
g

(
gN0

λtQ

)−nR (
Γ (nR)− Γ

(
nR,

gN0

λtQ
x

))
dg,

(5.50)

where Γ(·, ·) denotes the upper incomplete Gamma function [96, Eq. (8.350.2)]. After

some algebraic manipulations, (5.50) can be expressed as

FγT (t)(x) =
Fgt

(
Q

Pmax

)
Γ(nR)

(
Γ (nR)− Γ

(
nR,

N0x

λtPmax

))

+

∫ ∞
Q

Pmax

e
−
(

1
µt

)
g

µt
dg − 1

µt

∫ ∞
Q

Pmax

e
−
(

1
µt

)
g
Γ

(
nR,

gN0

λtQ
x

)
dg.

(5.51)

Solving the integral in (5.51) and simplifying one obtains

FγT (t)(x) =
Fgt

(
Q

Pmax

)
Γ(nR)

(
Γ (nR)− Γ

(
nR,

N0x

λtPmax

))
+ e

− Q
µtPmax − 1

Γ(nR)

(
e
− 1
µt

Q
Pmax Γ

(
nR,

N0

λtPmax
x

)
−
(
N0

λtQ

)nR ( x
1
µt

+ xN0

λtQ

)nR

Γ

(
nR,

(
1

µt
+
xN0

λtQ

)
Q

Pmax

))
.

(5.52)
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After some algebraic manipulations FγA(t)(x) can be expressed as

FγT (t)(x) = 1− 1

Γ(nR)
Γ

(
nR,

N0

λtPmax
x

)
+(

N0

λtQ

)nR
Γ(nR)

(
x

1
µt

+ xN0

λtQ

)nR

Γ

(
nR,

(
Q

µtPmax
+

N0

λtPmax
x

))
.

(5.53)

As nR is integer, using [96, Eq. (8.352.2)], FγA(t)(x) can be expressed as

FγT (t)(x) = 1− 1

Γ(nR)
(nR − 1)!e

− N0
λtPmax

x
nR−1∑
m=0

(
N0

λtPmax
x
)m

m!

+

(
N0

λtQ

)nR
Γ(nR)

(
x

1
µt

+ xN0

λtQ

)nR

(nR − 1)!e
−
(

Q
µtPmax

+
N0

λtPmax
x
) nR−1∑
m=0

(
Q

µtPmax
+ N0

λtPmax
x
)m

m!
.

(5.54)

After some algebraic manipulations FγA(t)(x) can finally be expressed as (5.6).

5.6.2 CDF of Output SNR for MCS-TM-NI

Applying the binomial expansion to (5.7) and doing some algebraic manipulations

yields,

Fγε(x) = 1 +

nT∑
k=1

(
nT
k

)
(−1)ke

− N0
λtPmax

kx×nR−1∑
m=0

(
N0

λt

)m
xm

m!Pm
max

1−
(
N0

λtQ

)nR−m xnR−me
− Q
µtPmax(

1
µt

+ N0

Qλt
x
)nR−m



k

.

(5.55)
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Expressing the product of sum as the sum of products one gets

Fγε(x) = 1 +

nT∑
k=1

(
nT
k

)
(−1)ke

− N0
λtPmax

kx×nR−1∑
m1=0

nR−1∑
m2=0

...

nR−1∑
mk=0

k∏
l=1

(
N0

λt

)ml
ml!P

ml
max

xml

1−
(
N0

λtQ

)nR−ml
e
− Q
µtPmax

xnR−ml(
1
µt

+ N0

Qλt
x
)nR−ml


 ,

(5.56)

which can be further expressed as

Fγε(x) = 1 +

nT∑
k=1

κAk e
− N0
λtPmax

kx×∑
m

κBk,mx
∑k
l=1ml

k∏
l=1

1−
(
N0

λtQ

)nR−ml xnR−mle
− Q
µtPmax(

1
µt

+ N0

Qλt
x
)nR−ml


 ,

(5.57)

where
∑

m is shorthand notation of
∑nR−1

m1=0

∑nR−1
m2=0 ...

∑nR−1
mk=0, κAk =

(
nT
k

)
(−1)k and

κBk,m =
∏k

l=1

(
N0
λt

)ml
ml!P

ml
max

. Using [99, Eq. (9)] (5.57) can be expressed as

Fγε(x) = 1 +

nT∑
k=1

κAk e
− N0
λtPmax

kx×∑
m

κBk,mx
∑k
l=1 ml

∑
w∈θk

k∏
l=1

(−1)wl

( N0

λtQ

)nR−ml
e
− Q
µtPmax

xnR−ml(
1
µt

+ N0

Qλt
x
)nR−ml


wl
 ,

(5.58)

where θk is the set of all possible k bit binary numbers and wl is the lth bit of the

binary number w ∈ θk. After some algebraic manipulations one gets

Fγε(x) = 1 +

nT∑
k=1

∑
m

∑
w∈θk

κAk κ
B
k,mκ

C
w,m,k

x
∑k
l=1 ml+

∑k
l=1(nR−ml)wle

− N0
λtPmax

kx(
x+ Qλt

N0µt

)∑k
l=1(nR−ml)wl

, (5.59)
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where κCw,m,k =
∏k

l=1(−1)wle
− Q
µtPmax

wl . Let
∑
F is short hand notation for

∑nT
k=1

∑
m

∑
w∈θk ,

∆F = κAk κ
B
k,mκ

C
w,m,k, ΞA =

∑k
l=1ml + (nR − ml)wl, ΞB = N0

λtPmax
k, ξ = Qλt

N0µt
and

ΞC =
∑k

l=1(nR − ml)wl. The CDF of end-to-end SNR can finally be expressed as

(5.8).

5.6.3 Closed-form Representation of I(α1, α2, α3, ξ)

I(α1, α2, α3, ξ) =

∫ ∞
0

xα1e−α3x

(x+ ξ)α2
dx, (5.60)

where α1 > −1 and α3 > 0. Substitute z = x+ ξ and solving the integral using [96,

Eq. (3.383.4)] yields

I(α1, α2, α3, ξ) = α
−α1−α2+2

2
3 ξ

α1−α2
2 Γ (α1 + 1) e

ξ
2
α3W−α2−α1

2
,
−α1+α2−1

2
(α3ξ) , (5.61)

where Wλ,µ(z) is the WhittakerW function defined in [96, Eq. (9.220.4)]. Using

[98, Eq. (07.45.26.0005.01)], (5.61) can be represented in terms of Meijer-G function

yielding

I(α1, α2, α3, ξ) =
α−1−α1+α2

3

Γ (α2)
G2,1

1,2

α3ξ

∣∣∣∣∣∣∣
1− α2

0, 1 + α1 − α2

 , (5.62)

where Gm,n
p,q (·) is the Meijer-G function defined in [96, Eq. (9.301)]. Using [98, Eq.

(07.34.03.0719.01)], (5.62) can be represented as

I(α1, α2, α3, ξ) = α−1−α1+α2
3 Γ (1 + α1)U(α2, α2 − α1, α3ξ), (5.63)

where U(a, b, z) denotes the Tricomi confluent hypergeometric function defined in [98,

Eq. (07.33.07.0001.01)].
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5.6.4 Ergodic Capacity of MCS-TM-NI

Substituting the CDF from (5.8) into (5.26) yields

C = − log2(e)

B

∫ ∞
0

∑
F

∆Fx
ΞAe−ΞBx (1 + x)−1 (x+ ξ)−ΞC dx, (5.64)

which can be expressed as

C = − log2(e)

B

∑
F

∆F

∫ ∞
0

xΞAe−ΞBx

2∏
q=1

(x− ζq)−τq dx, (5.65)

where ζ1 = 1, ζ2 = ξ, τ1 = 1 and τ2 = ΞC . It is possible that ζ1 = ζ2, so one can

express (5.65) as

C = − log2(e)

B

∑
F

∆F

∫ ∞
0

xΞAe−ΞBx

υ∏
q=1

(
x+ ζ̄q

)−δq
dx, (5.66)

where υ denotes the number of distinct roots of
∏2

q=1 (x+ ζq)
−τq , ζ̄q denotes the q-th

distinct root of
∏2

q=1 (x+ ζq)
−τq , δq =

∑2
o=1,ζo==ζq

τo denotes the multiplicity of root

ζ̄q. Eq. (5.66) can be expressed using partial fractions as [103, Eq. (2)]

C = − log2(e)

B

∑
F

∆F

∫ ∞
0

xΞAe−ΞBx

υ∑
v1=1

δv1∑
v2=1

κDv1,v2

(
x+ ζ̄v1

)−v2 dx, (5.67)

where κDv1,v2
can be obtained recursively as

κDv1,v2
=



∏υ
q=1,q 6=v1

(
ζ̄v1 − ζ̄q

)−δq
,v2 = δi∑δv1−v2

q=1

κDv1,v2+q(−1)q

δv1−v2
×∑υ

p=1,p 6=v1

δp

(ζ̄v1−ζ̄p)
−q ,v2 = δv1 − 1, . . . 1.

(5.68)
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After rearranging the terms and substituting z = x+ ζ̄v1 in (5.67) gives

C = − log2(e)

B

∑
F

υ∑
v1=1

δv1∑
v2=1

∆Fκ
D
v1,v2

∫ ∞
ζ̄v1

(
z − ζ̄v1

)ΞA e−ΞB(z−ζ̄v1)z−v2dz. (5.69)

Using [96, Eq. (3.383.4)], the integral in (5.69) can be solved to give (5.70),

C = − log2(e)

B

∑
F

υ∑
v1=1

δv1∑
v2=1

∆Fκ
D
v1,v2

Ξ
−ΞA−v2+2

2
B ζ̄

ΞA−v2
2

v1 Γ (ΞA + 1) e
ΞBζ̄v1

2 Wς1,ς2

(
ΞB ζ̄v1

)
,

(5.70)

where ς1 = −v2−ΞA
2

and ς2 = −ΞA+v2−1
2

. Using the relation between the WhittakerW

function and the Meijer-G function [98, Eq. (07.45.26.0005.01)] and after some alge-

braic manipulation, the expression of capacity in (5.70) can be expressed as (5.27).

5.6.5 Derivation of DI(ᾱ1, α2, α3, ξ):

Using (5.63), ∂
∂q
I(ᾱ1 + q, α2, α3, ξ) is given as

∂

∂q
I(ᾱ1 + q, α2, α3, ξ) = α−1−ᾱ1+α2

3

(
∂

∂q
α−q3 Γ (1 + ᾱ1 + q)U(α2, α2 − ᾱ1 − q, α3ξ)

)
(5.71)

Taking the derivative yields

∂

∂q
I(ᾱ1 + q, α2, α3, ξ) = α−1−ᾱ1+α2

3 Γ (1 + ᾱ1 + q)α−q3 ×(
− log (α3)U(α2, α2 − ᾱ1 − q, α3ξ) + U (0,1,0)(α2, α2 − ᾱ1 − q, α3ξ)

+ψ(0) (1 + ᾱ1 + q)U(α2, α2 − ᾱ1 − q, α3ξ)
)

(5.72)

where U (0,1,0)(a, b, z) = ∂
∂b
U(a, b, z). Substituting q = 0 in (5.72), yields (5.42).
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5.6.6 CDF of Output SINR

The CDF of γI is given as

FγI (Φ) = Pr {γI < Φ} = Pr

{
γε

Pp
N0

k + 1
< Φ

}
(5.73)

Conditioned on k, CDF of γI is given as

FγI |k (Φ|k) = Pr

{
γε < Φ

(
Pp
N0

k + 1

)}
(5.74)

Using FγI |k (·|·), FγI (·) can be obtained as

FγI (Φ) =

∫ ∞
0

FγI |k (Φ|x) fk (x) dx (5.75)

where, similar to (5.3), fk(y) = 1
νnRΓ(nR)

ynR−1e−
y
ν . Substituting the PDF fk (·) and

CDF from (5.8) into (6.89) yields

FγI (Φ) = 1 +
∑
F

∆F

(
Φ
PP
N0

)ΞA−ΞC e−ΞBΦ

νnRΓ(nR)

∫ ∞
0

(
x+ N0

PP

)ΞA
e
−ΞBΦPP

N0
x−x

ν

(x+ ξN)ΞC
xnR−1dx

(5.76)

where ξN = N0

PP
+ ξ

ΦPP
N0. Making change of variable y = x + ξN , and applying

binomial expansion yields

FγI (Φ) = 1 +
∑
F

ΞA∑
i1=0

nR−1∑
i2=0

(
ΞA

i1

)(
nR − 1

i2

)
∆Fe

−ΞBΦ

νnRΓ(nR)

(
ΦPP
N0

)ΞA−ΞC

×

(
N0

PP
− ξN

)ΞA−i1
(−ξN)nR−1−i2 e

ξN

(
1
ν

+
ΞBΦPP
N0

) ∫ ∞
ξN

yi1+i2−ΞCe
−y
(

1
ν

+
ΞBΦPP
N0

)
dy

(5.77)
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Solving the integration in (5.77), substituting ξN = N0

PP
+ξ N0

PPΦ
and after some algebraic

manipulations the CDF of the end-to-end SINR is obtained as (6.49).
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Chapter 6

Performance of an Opportunistic

Multi-user Cognitive Network

6.1 Introduction

In the previous chapter, the QoS in a MCS was enhanced through spatial diversity

by employing multiple antennas. As was discussed in Chapter 1, in a multi-user

network, spatial diversity can also be achieved by exploiting the best channels that

become available due to multiple users. In this chapter, the later scenario is taken into

account and performance of a multi-user underlay cognitive network is studied where

the secondary user having the best channel is scheduled for transmission. In order to

analyze this scheme for a practical MCS, the channel is assumed to have independent

but not identical Nakagami-m fading and a the peak transmit power of the SU-Tx

is assumed to be limited. In addition, the effect of interference from the PU on the

SU is also considered and the performance of the opportunistic multi-user underlay

cognitive network (OMU-CN) is analyzed for two scenarios; 1) OMU-CN does not

experience interference from the PU (denote by OMU-CN-NI) and 2) OMU-CN expe-

riences interference from the PU (denote by OMU-CN-WI). For both scenarios, exact
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PU Rxx
PU T
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Figure 6.1: System model diagram.

closed-form expressions are obtained for the CDF of the output SNR which is then

utilized to analyze the outage performance. An alternate new and simple expression

for the CDF of the output SNR for the OMU-CN-NI is also derived. Using this new

expression of the CDF, exact closed-form expressions are derived for the MGF of

the output SNR, the SER performance and the ergodic capacity. Additionally, the

performance of the OMU-CN-NI is analyzed in the asymptotic regimes. Numerical

simulations are also presented to corroborate the derived analytical results. Moreover,

the scheduling scheme analyzed in this chapter is compared to the hybrid scheduling

scheme in [79].

6.2 System Model

Consider a spectrum sharing network as shown in Fig. 6.1, in which the primary

network allows the secondary network to use the spectrum provided the interference

level caused by the secondary networks is limited. The primary network consists of one

transmitter, denoted by PU-Tx, and one receiver denoted by PU-Rx. The secondary
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user network consists of L transmitters and one receiver denoted as SU-Rx. This

scenario is analogous to an uplink system where the users want to communicate with

the base station.

Let gl denote the channel power gain of the l-th SU-Tx to the PU-Rx, fl denote

the channel power gain of the l-th SU-Tx to the SU-Rx and k denote the channel

power gain of the interference link from PU-Tx to the SU-Rx. The channel is assumed

to have independent but not identical (i.n.i.d) Nakagami-m fading and the channel

power gains are assumed to be i.n.i.d Gamma distributed. The probability density

function (PDF) of a Gamma distribution with parameters ma,b and Ωa,b is expressed

as [2]

fa,b(x) =
1

Γ(ma,b)

(
ma,b

Ωa,b

)ma,b
xma,b−1 exp

(
−xma,b

Ωa,b

)
, (6.1)

where a ∈ {g, f} and b ∈ {1, . . . L} or a = k and b = 1 and Γ(·) is the Gamma

function [96, Eq. (8.310.1)]. For example, mf,3 and Ωf,3 are the parameters of fading

of the channel power gain from the third SU-Tx to the SU-Rx. Assuming that ma,b

is an integer, the cumulative distribution function (CDF) can be expressed as

Fa,b(x) =
γ
(
ma,b,

xma,b
Ωa,b

)
Γ(ma,b)

= 1−
ma,b−1∑
i=0

(
ma,b

Ωa,b

)i
xi

i!
e
−x

ma,b
Ωa,b , (6.2)

where γ(·, ·) denotes the lower incomplete Gamma function [96, Eq. (8.350.1)].

Given that PT,l is the transmit power of the l-th SU-Tx, the received signal-to-

noise ratio (SNR) at the SU-Rx, Υl, can be expressed as

Υl =
PT,lfl
N0

. (6.3)

As there are L SU transmitters, in order to reduce interference at the PU-Rx it is
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assumed that only the SU-Tx with the maximum SNR transmits. This opportunistic

transmission results in multi-user diversity and the post-scheduling/output SNR can

be expressed as

Υ = max
l

{
PT,lhl

}
, (6.4)

where Υ represents the output SNR and hl = fl
N0

. Note that hl is also Gamma

distributed with parameters mh,l = mf,l and Ωh,l =
Ωf,l
N0

.

It can be noted that Υ depends on the power allocation policy employed at each

SU-Tx. Depending on the constraints imposed by the primary network, the power

allocation policy varies and each user has a different power allocation depending on

the condition of its interference link and the transmission link. In the sequel, we

consider an interference power constraint and a maximum transmit power constraint

on the secondary user to derive the power allocation policy adopted at the SU-Tx.

The interference power constraint is not present in traditional multi-user systems

and thus, it leads to multi-user diversity that is different from traditional multi-

user diversity. In addition, as there is limited communication among the users, so

in practice the user is selected (for transmission) by a band manager that has the

channel state information as well as the transmit powers of all the users, or the users

feedback their power allocation information to the SU base station which then selects

the user for transmission according to (6.4) [75].

Instantaneous CSI Based Power Allocation

According the peak interference power constraint, the peak interference power to

the PU-Rx should be below a certain threshold Qpk. This peak interference power
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constraint for the l-th SU-Tx can be expressed as

PS(gl, hl)gl ≤ Qpk, (6.5)

where PS(gl, hl) is the transmit power of the SU-Tx. It can be noted that the transmit

power of the SU-Tx is adapted depending on the channel power gains of the network

so that the interference power remains below the threshold Qpk. In the worst case

scenario, the transmit power of the secondary user should be chosen such that the

interference level at the PU-Rx should be at most Qpk. This can be expressed as

PS(gl, hl) =
Qpk

gl
. (6.6)

From (6.6), it can be noted that if the interference link is very poor then the

power allocated by the SU-Tx is very high. Although, theoretically this results in

large capacity, but in reality the SU-Tx can transmit only with limited power and

has a peak power constraint i.e.

PS(gl, hl) ≤ Pmax. (6.7)

Thus, the constraints in (6.6) and (6.7) can be combined to obtain the power allocation

policy as

PCSI,l = min
{
Pmax,

Qpk

gl

}
, (6.8)

where PCSI,l is a short form notation of PS(gl, hl). It can be noted from (6.8) that

PCSI needs instantaneous CSI of the interference link gl. Note that other power

allocation policies can also be adopted such as the ones proposed in [104]. However,

in these policies, in some channel conditions the SU is forced to stop transmission
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resulting in reduced throughput. For the power allocation policy adopted in (6.8) the

SUs always transmit. Moreover, only good channels are selected for transmission. In

addition, the policy adopted in (6.8) leads to a tractable analysis and is thus, useful

in analyzing the performance of the OMU-CN.

Substituting PT,l = PCSI,l in (6.4), the output SNR in an OMU-CN with CSI

based power allocation is

ΥCSI = max
l

{
min

{
Pmax,

Qpk

gl

}
hl

}
= max

l

{
ΥCSI,l

}
, (6.9)

where ΥCSI,l = min
{
Pmax,

Qpk
gl

}
hl denotes the SNR of the l-th SU-Tx. Note that

the SU-Tx selection is done on the basis of output SNR and it does not take into

account the interference from the PU-Tx and is thus, a sub-optimal selection scheme.

However, this selection scheme has lower complexity as it does not require the CSI of

the interference link from the PU-Tx, resulting in a lower overhead/feedback.

6.3 Opportunistic Multi-User Secondary Network

without Interference

For the OMU-CN-NI where the SU-RX does not experience interference from the PU-

Tx, the output SNR is given by ΥCSI in (6.9). In order to analyze the performance

of this system, the statistics (PDF and the CDF) of ΥCSI are required.

6.3.1 Statistics of the Output SNR

The CDF of the output SNR for an OMU-CN-NI is given in following remark.
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Remark 1. The CDF of the output SNR for an OMU-CN-NI is given by

FΥCSI (x) =

L∏
l=1

1−
mh,l−1∑
i=0

βl
i

i!

ηiPxie−ηP βlxFg,l (%P ) +
xiΓ

(
mg,l + i,

(
αl + βl

Qpk
x
)
%P

)
Qpk

iαl−mg,lΓ(mg,l)
(
αl + βl

Qpk
x
)mg,l+i


 .

(6.10)

where %P =
Qpk
Pmax

, βl =
mh,l
Ωh,l

, αl =
mg,l
Ωg,l

, ηP = 1
Pmax

and Fg,l(·) denotes the CDF of gl.

Proof. See Appendix 6.6.1.

From the CDF in (6.10), the probability of outage of an OMU-CN is obtained.

However, it is difficult to obtain expressions for other interesting performance mea-

sures such as MGF, SER and ergodic capacity using the CDF in (6.10). In order

to derive closed form expressions for MGF, SER and ergodic capacity, we propose a

more useful alternate expression for the CDF given in Remark 2.

Remark 2. An alternate expression of the CDF of the output SNR in (6.10), which is

helpful in obtaining the exact closed form expressions for the MGF, SER and ergodic

capacity, is given as

FΥCSI (x) =
∑
F

∆κx
ΞAi,n+pe−xΞBn

(
x− ζ̄v1

)−v2 , (6.11)

where ∆κ = κAn,i,lκ
B
n,i,wκ

C
i,w,jκ

D
v1,v2

(ζ̄ , δ, υ), κAn,i,l =
∏L

l=1(−1)nl
(
βl
il

il!
ηilPFg,l (%P )

)nl
mnl−1
h,l ,

κBn,i,w =
∏L

l=1

(
nlαl

mg,l

η
il
P Fg,l(%P )Qpk

ilΓ(mg,l)

)wl
, κCi,w,j =

∏L
l=1

(
(mg,l+il−1)!

jl!%
−jl
P eαl%P

(
βl
Qpk

)jl−mg,l−il)wl
(mg,l + il)

wl−1,

κDv1,v2
(ζ̄ , δ, υ) can be computed recursively using (6.75), ΞA

i,n =
∑L

l=1 ilnl, ΞB
n =

∑L
l=1 ηPβlnl,

ζ̄q denotes the q-th distinct root of GD(x) =
∏L+1

l=1 (x− ζl)−ξi,w,j,l, δq =
∑L

o=1,ζo==ζ̄q
ξi,w,j,o

denotes the multiplicity of ζ̄q, ζl = τl for l = {1, . . . L}, ξi,w,j,l = ψi,w,j,l for l =

{1, . . . L}, τl = −αl
βl
Qpk, ψi,w,j,l = −wl(jl−mg,l−il), ζL+1 = −1 and ξi,w,j,L+1 = 1,

∑
F
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is represented using shorthand notation
∑1

p=0

∑
n∈ΘL

∑
I
∑

w∈ΘL

∑
J
∑υ

v1=1

∑δv1
v2=1,∑

I is short form notation of
∑mh,1−1

i1=0 . . .
∑mh,L−1

iL=0 ,
∑
J =

∑mg,1+i1−1
j1=0 . . .

∑mg,L+iL−1
jL=0 ,

ΘL is the set of all possible L bit binary numbers and nl is the l-th bit of the binary

number n ∈ θL and wl is the l-th bit of the binary number w ∈ θL.

Proof. See Appendix 6.6.2.

The CDF in (6.11) involves multiple summations, a rational function in x and a

simple exponential function and thus, can be used to obtain closed form expressions

for various performance measures. For example, the moments of the output SNR are

useful in characterizing the system performance and can be easily obtained from the

MGF [2]. The PDF of output SNR for an OMU-CN-NI can be easily obtained by

differentiating the CDF in (6.11).

6.3.2 Outage Probability

Using the CDF in (6.11), the outage performance of the OMU-CN-NI can be obtained

as

ONI (Ψ) = FΥF (Ψ) (6.12)

where Ψ = 2R − 1 and R is the transmission rate.

Asymptotic Outage Performance:

The derived expressions in (6.10), (6.11) and (6.12) do not yield much insight on

outage performance with varying system parameters. Here we mention three remarks

that give information regarding the outage performance in the asymptotic regimes.

Remark 3. As the interference power threshold is relaxed, i.e. as Qpk → ∞, the
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outage probability of an OMU-CN-NI is given by

OfloorNI,Q (Ψ) = F floor
ΥCSI,Q

(Ψ) =
L∏
l=1

(
1− e−ΨηP βl

mh,l−1∑
i=0

βl
i

i!
ΨiηiP

)
. (6.13)

Proof. In (6.10), as Qpk → ∞, Γ
(
mg,l + i,

(
αl + βl

Qpk
Ψ
)
%P

)
→ 0 and Fg,l (%P ) →

1. Replacing these function with the asymptotic values in (6.10) and doing some

algebraic manipulation yields (6.13).

From Remark 3, it can be noted that the expression in (6.13) does not include

any parameter related to the primary network. Thus, when Qpk → ∞, the outage

performance is not affected by the quality of the interference link and the secondary

link is reduced to a standard point-to-point link. Furthermore, as the interference

constraint is relaxed, for a fixed rate R, the outage probability of the secondary

network becomes constant. This saturation occurs due to the limited transmit power

at the SU-Tx.

Remark 4. As the limit on the transmit power of the SU-Tx is removed, i.e. as

Pmax →∞, the outage probability of an OMU-CN-NI is given by

OfloorNI,P (Ψ) = F floor
ΥCSI,P

(Ψ) =

L∏
l=1

(
1−

mh,l−1∑
i=0

Γ (mg,l + i)

Γ(mg,l)

1

i!

(
βl
αl

Ψ

Qpk

)i(
1 +

βl
αl

Ψ

Qpk

)−(mg,l+i)
)
.

(6.14)

Proof. In (6.10), Pmax →∞ implies %P → 0, ηP → 0, Γ
(
mg,l + i,

(
αl + βl

Qpk
Ψ
)
%P

)
→

Γ (mg,l + i) and Fg,l (%P ) → 0. Replacing these functions in (6.10) and doing some

algebraic manipulation yields the constant outage probability expressed in (6.14).

In the case when Pmax → ∞, it can be noted from (6.14) that the outage per-
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formance of the secondary system is affected by the quality of the interference link

unlike the case when Qpk →∞. Furthermore, for a fixed rate, the outage probability

saturates due to fixed Qpk. It will be shown later that, for a fixed rate, even the SER

and ergodic capacity saturate due to the interference constraint. This saturation is

not experienced in the traditional multi-user networks as the constraint on the inter-

ference power exists mainly in a multi-user spectrum sharing network and is not so

common in the traditional multi-user network. Due to this, multi-user diversity in

the cognitive setting is different from that in the traditional networks.

Remark 5. As the limit on the transmit power of the SU-Tx is removed, i.e. Pmax →

∞, the probability of outage of an OMU-CN-NI with a weak interference link, i.e.

βl
αl
→ 0, is approximated as

O∞NI (Ψ) = F∞ΥCSI (Ψ) =
L∏
l=1

(
Γ (mg,l +mh,l)

Γ (mg,l)

mh,l−1∑
q=0

(−1)mh,l−q−1

q! (mh,l − q)!

(
Ψ

Qpk

βl
αl

)mh,l)
(6.15)

Proof. From (6.14) one has

F floor
ΥCSI,P

(Ψ) =
L∏
l=1

(
1−

mh,l−1∑
i=0

Γ (mg,l + i)

Γ (mg,l) i!
(z)i (1 + z)−(mg,l+i)

)
, (6.16)

where z = Ψ
Qpk

βl
αl

. z → 0 when βl
αl
→ 0, and (6.16) can be approximated using the

negative binomial expansion as

F floor
ΥCSI,P

(Ψ) =
L∏
l=1

(
1−

mh,l−1∑
i=0

∞∑
q=0

Γ (mg,l + i+ q)

Γ (mg,l) i!q!
(−1)qzq+i

)
(6.17)

In (6.17), the terms of z, having powers up to mh,l−1 cancel out and only terms having

powers greater than mh,l− 1 remain. As z is very small the terms of z having powers
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greater than mh,l are ignored. After some algebraic manipulation the asymptotic

CDF in (6.15) is obtained.

Remark 5 gives the probability of outage as the interference link approaches zero

or when the secondary-to-secondary link has high power compared to the interference

link. Using the concept of generalized diversity gain, which was introduced in [101],

the generalized diversity gain of the OMU-CN-NI can be obtained. The generalized

diversity gain is defined as

dCSI = lim
µl→0

log
(
F∞ΥCSI,P (x)

)
log (µl)

, (6.18)

where µl = 1
αl

. Considering that µl → 0, ∀ l, substituting (6.15) into (6.18), it

can be concluded that the generalized diversity gain for an opportunistic multi-user

secondary link in the asymptotic regime is dCSI =
∑L

l=1mh,l. Thus, this scheduling

scheme achieves full diversity when the transmit power constraint is relaxed and the

interference link is in a deep fade and this diversity gain increases as the number of

SUs, L, increases.

6.3.3 Moment Generating Function

The exact closed form expression of the MGF of the output SNR, can be derived

using (6.11) and is given by Remark 6.

Remark 6. The MGF of the output SNR is given by

MΥCSI (s) =∑
F

∆κs
Γ
(
ΞA
i,n + p+ 1

)
(ΞB

n + s)
ΞA
i,n

+p−v2+2

2

ς
ΞAi,n+p−v2

2
v1 e

ςv1
2

(ΞBn+s)W−v2−ΞA
i,n
−p

2
,
v2−ΞA

i,n
−p−1

2

(
(ΞB

n + s)ςv1

)
,

(6.19)
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where Wλ,µ(z) is the WhittakerW function defined in [96, Eq. (9.220.4)].

Proof. See Appendix 6.6.3.

The derived MGF in (6.19) involves an exponential function and a WhittakerW

function which are available in well known mathematical packages and thus, it can

be easily evaluated. The n-th moment of the output SNR of an OMU-CN can be

obtained by taking the n-th derivative of the MGF in (6.19) and substituting s = 0.

The MGF can also be used to evaluate the SER performance [2].

6.3.4 Symbol Error Rate

The average symbol error rate can be obtained using the CDF of output SNR as [97]

Pe = −
∫ ∞

0

P̄ ′e(x)FΥend(x)dx, (6.20)

where Pe is the average symbol error rate, P̄ ′e(x) = ∂Pe(·)
∂x

is the derivative of the

conditional error probability (CEP) Pe(·) and FΥend(·) denotes the CDF of the output

SNR (Υend). The SER performance of the OMU-CN can be derived for various

modulation formats depending on its CEP form [97].

Coherent Binary Modulations and M-PAM Modulation

The CEP for coherent binary phase-shift-keying (BPSK), coherent binary frequency-

shift-keying (BFSK) and M -ary pulse amplitude modulation (M -PAM) can be rep-

resented as

Pe,C(x) = aQ(
√
bx), (6.21)

where (a, b) = (1, 2) for BPSK, (a, b) = (1, 1) for BFSK, (a, b) =
(

2M−1
M

, 6 log2 (M)
M2−1

)
for M -PAM, and Q(·) denotes the Gaussian Q-function [94].
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The unconditional SER for these modulation schemes can be found as

Pe,C,CSI =
a

2

√
b

2π

∫ ∞
0

1√
x
e−

bx
2 FΥCSI (x)dx. (6.22)

Substituting the CDF from (6.11) into (6.22) one gets

Pe,C,CSI =
a

2

√
b

2π

∑
F

∆κ

∫ ∞
0

xΞAi,n+p− 1
2 e−x(ΞBn+ b

2) (x− ζ̄v1

)−v2 dx. (6.23)

Similar to (6.78), applying the transformation of variable z = x− ζ̄v1 and solving the

resulting integral using [96, Eq. (3.383.4)], Pe,C is found to be given as

Pe,C,CSI =

a

2

√
b

2π

∑
F

∆κ

Γ
(
ΞA
i,n + p+ 1

2

)
(
ΞB
n + b

2

)ΞA
i,n

+p−v2+ 3
2

2

ς
ΞAi,n+p−v2−

1
2

2
v1 e

ςv1
2

(ΞBn+ b
2

)Wλ1,λ2

((
ΞB
n +

b

2

)
ςv1

)
,

(6.24)

where ςv1 = −ζ̄v1 , λ1 =
−v2−ΞAi,n−p+

1
2

2
and λ2 =

v2−ΞAi,n−p−
1
2

2
.

Non-Coherent Modulations

The CEP for differential binary phase-shift-keying (DBPSK) and non-coherent binary

frequency-shift-keying (NCBFSK) can be represented as

Pe,NC(x) = a e−bx, (6.25)
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where (a, b) = (0.5, 1) for DBPSK and (a, b) = (0.5, 0.5) for NCBFSK. The uncondi-

tional SER for these modulation schemes is given as [97]

Pe,NC,CSI = a b

∫ ∞
0

e−bxFΥCSI (x)dx. (6.26)

Using a similar approach as before, Pe,NC can be expressed as

Pe,NC,CSI =

a b
∑
F

∆κ

Γ
(
ΞA
i,n + p+ 1

)
(ΞB

n + b)
ΞA
i,n

+p−v2+2

2

ς
ΞAi,n+p−v2

2
v1 e

ςv1
2

(ΞBn+b)W−v2−ΞA
i,n
−p

2
,
v2−ΞA

i,n
−p−1

2

(
(ΞB

n + b)ςv1

)
.

(6.27)

Quadrature Modulations

The CEP for quadrature signalling such as M -ary quadrature amplitude modulation

(QAM) and coherent detected DPSK is of form

Pe,Q(x) = aQ(
√
bx)− cQ2

(√
bx
)
, (6.28)

where (a, b, c) = (2, 2, 1) for QPSK or 4-QAM, (a, b, c) = (2, 2, 2) for coherent de-

tected DPSK and (a, b, c) =
(

4
√
M−1√
M

, 3 log2 M
M−1

, 4 (
√
M−1)2
√
M

)
for M -QAM [97]. The un-

conditional SER for these quadrature modulations can be expressed as [97]

Pe,Q,CSI =
a

2

√
b

2π

∫ ∞
0

1√
x
e−

bx
2 FΥCSI (x)dx− c

√
b

2π

∫ ∞
0

1√
x
e−

bx
2 Q(
√
bx)FΥCSI (x)dx.

(6.29)

The first integral in (6.29) is the same as the integral in (6.23) where as the second

integral cannot be obtained in closed form and can be approximated using the Gauss-
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Laguerre formula [92] yielding

Pe,Q,CSI ≈ Pe,C − c
√

b

2π

T∑
t1=1

ω(xt1)ext1
1
√
xt1

e−
bxt1

2 Q(
√
bxt1)FΥCSI (xt1), (6.30)

where, ω(xk) = xk
(T+1)2LT+1(x2

k)
, xk is the k-th zero of the Laguerre polynomial Ln(x)

[92] and T is the number of points chosen for the Gauss-Laguerre rule. In the computer

simulations, the value of T is chosen to be 16.

Asymptotic SER Performance:

The derived analytical expressions in (6.24), (6.27) and (6.30) do not yield much

insight on SER performance with varying system parameters. Therefore, we discuss

below the SER performance in the asymptotic regimes.

(a) SER for Coherent Modulation Schemes:

Remark 7. As the interference power threshold is relaxed, i.e. Qpk →∞, the SER of

an OMU-CN-NI, employing a one-dimensional coherent modulation scheme, is given

by

Pfloore,C,Q =
a

2

√
b

2π

∑
n∈ΘL

∑
I

κQ

(
ΞB
n +

b

2

)−(ΞAi,n+ 1
2)

Γ

(
ΞA
i,n +

1

2

)
. (6.31)

Proof. The SER for one-dimensional coherent modulation schemes where Qpk →∞,

can be obtained using F floor
ΥCSI ,Q

(·) as

Pfloore,C,Q =
a

2

√
b

2π

∫ ∞
0

1√
x
e−

b
2
xF floor

ΥCSI ,Q
(x) dx. (6.32)

Substituting the alternate form of F floor
ΥCSI ,Q

(·), which is derived in Appendix 6.6.4-1,

yields

Pfloore,C,Q =
a

2

√
b

2π

∑
n∈ΘL

∑
I

κQ

∫ ∞
0

e−(ΞBn+ b
2)xxΞAi,n−

1
2dx. (6.33)
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Solving the integral in (6.33) we get the desired result in (6.31).

Similar to the outage performance, at high Qpk, the SER becomes constant due

to the limited transmit power at the SU-Tx.

Remark 8. As the limit on the transmit power of the SU-Tx is removed, i.e. Pmax →

∞, the SER of an OMU-CN-NI, employing a one-dimensional coherent modulation

scheme, is given by

Pfloore,C,P =
a

2

√
b

2π

∑
P

κPn,iκ
D
v1,v2

(ζ̄ , δP , υ)

(
b

2

)−ΞAi,n+p−v2+ 3
2

2

×

(ςv1)
ΞAi,n+p−v2−

1
2

2 Γ

(
ΞA
i,n + p+

1

2

)
e
b
4
ςv1Wφ1,φ2

(
b

2
ςv1

)
,

(6.34)

where φ1 =
−v2−ΞAi,n−p+

1
2

2
and φ2 =

−ΞAi,n−p+v2− 1
2

2
.

Proof. Similar to (6.32), The SER for one-dimensional coherent modulation schemes

where Pmax →∞, can be obtained using F floor
ΥCSI ,P

(·) as

Pfloore,C,P =
a

2

√
b

2π

∫ ∞
0

1√
x
e−

b
2
xF floor

ΥCSI ,P
(x) dx. (6.35)

Substituting the alternate form of F floor
ΥCSI ,P

(·), which is derived in Appendix 6.6.4-2,

into (6.35) and doing some algebraic manipulations yields

Pfloore,C,P =
a

2

√
b

2π

∑
P

κPn,iκ
D
v1,v2

(ζ̄ , δP , υ)

∫ ∞
0

e−
b
2
xxΞAi,n+p− 1

2

(
x− ζ̄v1

)−v2 dx. (6.36)

Substituting z = x+ ςv1 in (6.36), where ςv1 = −ζ̄v1 , and solving the resulting integral

using [96, Eq. (3.383.4)] yields the desired result in (6.34).

Similar to the outage performance, as the peak interference power constraint is

relaxed, the SER becomes constant due to the limited transmit power at the SU-Tx.
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Remark 9. As the limit on the transmit power of the SU-Tx is removed, i.e. Pmax →

∞, the SER of an OMU-CN-NI, employing a one-dimensional coherent modulation

scheme, with a weak interference channel, i.e. βl
αl
→ 0, is approximated as

P∞e,C ≈
a

2
√
π

(
b

2

)−∑L
l=1 mh,l

Γ

(
L∑
l=1

mh,l +
1

2

)
×

L∏
l=1

((
βl
αl

1

Qpk

)mh,l Γ (mg,l +mh,l)

Γ (mg,l)

mh,l−1∑
q=0

(−1)mh,l−q−1

q! (mh,l − q)!

) (6.37)

Proof. The SER performance, when Pmax →∞ and the interference channel is weak,

i.e. βl
αl
→ 0, can be derived using F∞ΥCSI (·) as

P∞e,C ≈
a

2

√
b

2π

∫ ∞
0

1√
x
e−

b
2
xF∞ΥCSI (x) dx (6.38)

Substituting F∞ΥCSI (x) from (6.15) into (6.38), and doing some algebraic manipula-

tions gives

P∞e,C ≈
a

2

√
b

2π

∫ ∞
0

e−
b
2
xx
∑L
l=1 mh,l−

1
2dx×

L∏
l=1

(
Γ (mg,l +mh,l)

Γ (mg,l)

mh,l−1∑
q=0

(−1)mh,l−q−1

q! (mh,l − q)!

(
βl
αl

1

Qpk

)mh,l) (6.39)

Solving the integral in (6.39) and doing some algebraic manipulations yields (6.37).

Remark 9 gives the approximate SER as the interference link approaches zero or

when the secondary-to-secondary link has high power compared to the interference

link. Considering that µl → 0, ∀ l, from (6.37) it can be concluded that the SER of

an OMU-CN-NI decays with an order dCSI =
∑L

l=1mh,l in the asymptotic regime.
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(b) SER for Non-Coherent and Quadrature Modulation Schemes:

Similar to Remarks 7-9, the SER performance of an OMU-CN-NI employing one-

dimensional non-coherent modulation schemes or quadrature modulation schemes can

be derived in the asymptotic regime. Here, due to space limitation we just briefly

mention the results.

• As the interference power threshold is relaxed, i.e. Qpk → ∞, the SER of an

OMU-CN-NI, employing a one-dimensional non-coherent modulation scheme,

becomes constant and is given by

Pfloore,NC,Q = a b
∑
n∈ΘL

∑
I

κQ
(
ΞB
n + b

)−(ΞAi,n+1)
Γ
(
ΞA
i,n + 1

)
(6.40)

• As the limit on the transmit power of the SU-Tx is removed, i.e. Pmax →∞, the

SER of an OMU-CN-NI, employing a one-dimensional non-coherent modulation

scheme, becomes constant and is given by

Pfloore,NC,P = a b
∑
P

κPn,iκ
D
v1,v2

(ζ̄ , δP , υ) (b)−
ΞAi,n+p−v2

2
−1×

(ςv1)
ΞAi,n+p−v2

2 Γ
(
ΞA
i,n + p+ 1

)
e
b
2
ςv1Wℵ1,ℵ2 (b ςv1)

(6.41)

where ℵ1 =
−v2−ΞAi,n−p

2
and ℵ2 =

−ΞAi,n−p+v2−1

2
.

• As the limit on the transmit power of the SU-Tx is removed, i.e. Pmax →∞, the

SER of an OMU-CN-NI, employing a one-dimensional non-coherent modulation
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scheme, with a weak interference channel, i.e. βl
αl
→ 0, is approximated as

P∞e,NC ≈ a b−
∑L
l=1 mh,lΓ

(
L∑
l=1

mh,l + 1

)
×

L∏
l=1

(
Γ (mg,l +mh,l)

Γ (mg,l)

mh,l−1∑
q=0

(−1)mh,l−q−1

q! (mh,l − q)!

(
βl
αl

1

Qpk

)mh,l) (6.42)

• As the interference power threshold is relaxed, i.e. Qpk → ∞, the SER of an

OMU-CN-NI, employing a quadrature modulation scheme, becomes constant

and is given by

Pfloore,Q,Q = Pfloore,C,Q−

c

√
b

2π

∑
n∈ΘL

∑
I

κQ
2κ1−1κ3 Γ

(
κ1 + 1

2

)
κ1

√
π(κ2

3 + κ1κ2
2)κ1+ 1

2
2F1

(
1,κ1 +

1

2
;κ1 + 1;

κ1κ2
2

κ2
3 + κ1κ2

2

)
(6.43)

where
2ΞAi,n+1

2
, κ2

2 =
2(ΞBn+ b

2)(
2ΞA
i,n

+1

2

) and κ3 =
√
b.

6.3.5 Capacity

The ergodic capacity of the OMU-CN-NI is given in Remark 10.

Remark 10. The ergodic capacity of the OMU-CN-NI is given as

CCSI = − log2(e)

B

∑
C

∆κ(Ξ
B
n )−

(ΞAi,n+1)+(−v2+1)

2 ×

ς
(ΞAi,n+1)+(−v2+1)+2

2
v1 Γ(ΞA

i,n + 1)e
ΞBn ςv1

2 W−v2−ΞA
i,n

2
,
−ΞA

i,n
+v2−1

2

(
ΞB
n ςv1

)
,

(6.44)

where
∑

C is the short hand notation of
∑

n∈ΘL,n6=0

∑
I
∑

w∈ΘL

∑
J
∑υ

v1=1

∑δv1
v2=1.

Proof. See Appendix 6.6.5.
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Remark 10 gives the exact closed-form expression for ergodic capacity which can

be easily evaluated as it involves the exponential function, WhittakerW function and

the Gamma function which are available in well known mathematical packages. Eq.

(6.44) does not yield much insight on the effect on capacity with varying system

parameters. Remark 11 gives some insight by obtaining the expression for ergodic

capacity in the asymptotic regime.

Remark 11. As the interference power threshold is relaxed, i.e. Qpk → ∞, the

ergodic capacity of an OMU-CN-NI, is given by

CfloorCSI,Q = − log2 (e)

B

∑
n∈ΘL,n6=0

∑
I

κQe
ΞBn Γ

(
ΞA
i,n + 1

)
Γ
(
−ΞA

i,n,Ξ
B
n

)
(6.45)

Proof. The capacity of the OMU-CN-NI, for Qpk → ∞, can be obtained using

F floor
ΥCSI ,Q

(·) as

CfloorCSI,Q =
log2 (e)

B

∫ ∞
0

1− F floor
ΥCSI ,Q

(x)

1 + x
dx (6.46)

Substituting the alternate form of F floor
ΥCSI ,Q

(·), which is derived in Appendix 6.6.4-1,

into (6.47) gives

CfloorCSI,Q = − log2 (e)

B

∑
n∈ΘL,n6=0

∑
I

κQ

∫ ∞
0

xΞAi,ne−xΞBn

1 + x
dx (6.47)

Solving integral in (6.47) using [96, Eq. (3.383.10)] gives the desired result in (6.45).

From Remark 11, it can be noted that similar to the outage performance and the

SER performance at high Qpk, the ergodic capacity also becomes constant due to the

limited transmit power at the SU-Tx.
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6.4 Opportunistic Multi-User Secondary Network

with Interference

In the case when the SU-Rx experiences interference from the PU-Tx, the output

signal-to-noise plus interference ratio (SINR) of and OMU-NC-WI can be expressed

in terms of the output SNR ΥCSI as

ΥI =
ΥCSI

PPk + 1
(6.48)

where k is the power gain of the interference link from the PU-Tx and PP denotes

the transmit power of the PU-Tx.

6.4.1 Statistics of the Output SINR

The CDF expression of ΥI is given by following remark.

Remark 12. The CDF of the Output SINR for a OMU-NC-WI can be expressed as

FΥI (Φ) =
∑
F

ΞAi,n+p∑
i1=0

mk,1−1∑
i2=0

(
ΞA
i,n + p

i1

)(
mk,1 − 1

i2

)
∆κ(−1)ΞAi,n+p−i1−i2+mk,1−1

Γ(mk,1)
(
−ζ̄v1

)−ΞAi,n−p+i1
×

(
1

PP

mk,1

Ωk,1

)mk,1

Φi1−v2e−ΞBnΦe

(
1− ζ̄v1

Φ

)(
1
PP

mk,1
Ωk,1

+ΞBnΦ

)
×(

1− ζ̄v1

Φ

)mk,1−1−i2 ( 1

PP

mk,1

Ωk,1
+ ΞB

nΦ

)−$
Γ

(
$,

(
1

PP

mk,1

Ωk,1
+ ΞB

nΦ

)(
1− ζ̄v1

Φ

))
(6.49)

where $ = i1 + i2 − v2 + 1.

Proof. See Appendix 6.6.6.
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6.4.2 Performance Analysis Measures

Using the CDF in (6.49), the outage performance of the OMU-CN-WI can be obtained

as

OI (Ψ) = FΥI (Ψ) . (6.50)

Similar to the analysis in the previous section, the expressions for the MGF and

the SER can be obtained by substituting the CDF in (6.49), into (6.77) and (6.20),

respectively, and solving the resulting integrals. However, to the best of authors

knowledge closed-form solution to the resulting integrals does not exist and one has

to resort to numerical integration techniques to evaluate the expressions.

6.5 Numerical Results and Discussion

In this section, some selected numerical results as well as Monte-Carlo based simula-

tion results are presented to verify the derived analytical results. In obtaining these

numerical results, N0 = 1, B = 1, and ma,b = 2,∀{a, b}. These parameters are fixed

in the simulation unless stated.

Fig. 6.2 shows the outage performance for the OMU-CN-NI. The analytical outage

performance is plotted using (6.12). It can be observed that the outage probability

reduces as the interference constraint is relaxed. Furthermore, the outage probability

decreases as the number of users increases. The figure also shows the effect of varying

the peak power constraint. At high Qpk, the power allocated using (6.8) is fixed to

Pmax and thus the outage performance becomes constant depending on the value of

Pmax. (6.13) is used to plot the outage probability when Qpk → ∞ and it shows

the outage probability at which the performance saturates. Note that for L > 2 the

asymptotic performance (Qpk →∞) for Pmax = 10 dB cannot be observed in the Fig.
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Figure 6.2: Probability of outage of an OMU-CN-NI where x = 1, Ωg,l =
{1, 2, 3, 4}[dB], Ωh,l = {2, 1, 6, 5}[dB], and l = 2, . . . 4.

6.2 as it is much below 10−5.

The SER performances of QPSK and BDPSK for the OMU-CN-NI are shown in

Fig. 6.3. The curves for QPSK are plotted using (6.30) where (a, b, c) = (2, 2, 1).

Similarly the curves for BDPSK are generated using (6.27) where (a, b) = (0.5, 1). It

can be observed that the SER reduces as the peak interference power constraint is

relaxed. It can also be observed that as the number of users increases the SER reduces.

Again one can observe that at high Qpk, the SER becomes constant depending on

the values of Pmax. (6.40) and (6.43) are used to plot the asymptotic SER (where

Qpk →∞) for BDPSK and QPSK, respectively. Note that for L = 4 the asymptotic

performance (where Qpk →∞) for Pmax = 10 dB cannot be observed in the Fig. 6.3

as it is much below 10−4.

Fig. 6.4 shows the ergodic capacity of the OMU-CN-NI. The ergodic capacity is

plotted using (6.44). It can be observed that the capacity increases as the interference
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Figure 6.3: Symbol error rate performance of an OMU-CN-NI where Ωg,l =
{1, 2, 3, 4}[dB], Ωh,l = {2, 1, 6, 5}[dB], and l = 2, . . . 4.

constraint is relaxed. Furthermore, the capacity increases as the number of users

increases from L = 2 to L = 4. Increasing Pmax, increases the capacity, however, the

capacity saturates at high Qpk depending on the value of Pmax. (6.45) is used to plot

the asymptotic ergodic capacity (where Qpk →∞). In all the previous figures, it can

be observed that the derived expressions are exact and match well with the computer

based Monte-Carlo simulations.

Fig. 6.5 show the outage performance of the OMU-CN-NI as a function of ra-

tio of channel parameters αl and βl at high Pmax. Similarly, Fig. 6.6 and Fig. 6.7

show the SER performance of BPSK modulation and DBPSK modulation schemes,

respectively, as a function of ratio of channel parameters αl and βl at high Pmax. In

generating the curves for these figures, mg,l = 1, ∀ l and the users channels are consid-

ered to be i.i.d. It can be observed that as αl
βl

increases the outage probability and the

SER reduces. Similarly, the outage probability and SER reduces with increasing the
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Figure 6.4: Ergodic capacity of an OMU-CN-NI where Ωg,l = {1, 2, 3, 4}[dB], Ωh,l =
{2, 1, 6, 5}[dB], and l = 2, . . . 4.

number of users L. Furthermore, as the channel parameter mh,l increases, the perfor-

mance improves because it impacts the diversity order as was explained previously.

The diversity order of the system with (L,mh,l) = (2, 3) matches the diversity order

of the system with (L,mh,l) = (3, 2) as for both system have same dCSI =
∑L

l=1 mh,l.

However, the system with (L,mh,l) = (3, 2) gives better performance due to higher

coding gain. The asymptotic outage and SER performance is plotted using (6.15),

(6.37) and (6.42), respectively.

For an OMU-CN-NI, Fig. 6.8 shows the comparison of the multiuser scheduling

scheme analyzed in this chapter, denoted as “max scheduling” scheme, with the hy-

brid scheduling scheme proposed in [79]. The hybrid scheduling scheme in [79] chose

multiple SUs for transmission and thus resulted in improved throughput. However,

as we select only a single SU for transmission, thus, we compare the hybrid schedul-

ing scheme with single SU selection. We can observe from Fig. 6.8 that the max
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Figure 6.5: Probability of outage of an OMU-CN-NI in the asymptotic regime i.e.
Pmax →∞.

scheduling scheme has higher ergodic capacity compared to the hybrid scheduling

scheme. The reason for the lower capacity of the hybrid scheduling scheme results

from the pre-selecting a subset of SUs based on the interference link only. It is quite

possible that the SU with a poor interference link also has a poor transmission link

or sometimes no SU is selected as none of the SU satisfies the interference constraint.

However, in the max scheduling scheme, the selection procedure considers the forward

transmission link and a SU is always selected for transmission. In addition, it can

be observed in Fig. 6.8 that, for the hybrid scheduling scheme, at low values of Qpk,

increasing transmit power of the SUs results in lower capacity which is not the case for

the max scheduling scheme. This happens because the number of SUs selected in the

initial subset decreases. However at large Qpk, increasing transmit power increases

the capacity and follows a normal trend.

The outage performance of a OMU-CN-WI is shown in Fig. 6.9. The curves
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Figure 6.6: Symbol error rate performance of an OMU-CN-NI in the asymptotic
regime, i.e. Pmax →∞, for BPSK modulation.

for probability of outage are generated using (6.49). In the simulations, we have

considered the case where the PU-Tx transmits with the maximum available power i.e.

Pmax i.e. PP = Pmax. It can be observed that interference from the primary network

results in severe degradation in performance of the secondary network and that the

outage probability of the OMU-CN-WI increases as the interference power from the

PU-Tx increases. However, the outage performance can be improved by increasing

the number of secondary users. It can also be observed that increasing the maximum

transmit power Pmax does not always improve the secondary network performance.

This happens because the PU-Rx interference constraint limits the transmit power of

the SU-Tx, where as the interference power from the PU-Tx increases with increasing

Pmax. However, when the PU-Rx interference constraint is relaxed (Q is large),

increasing Pmax improves the outage performance.
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Figure 6.7: Symbol error rate performance of an OMU-CN-NI in the asymptotic
regime, i.e. Pmax →∞, for BDPSK modulation.

6.6 Appendix

6.6.1 CDF of Output SNR

As the channels are assumed to be independent, therefore the CDF of ΥCSI , FΥCSI (·),

is given by

FΥCSI (x) =
L∏
l=1

FΥCSI,l(x), (6.51)

where FΥCSI,l(·) denotes the CDF of ΥCSI,l and can be expressed as

FΥCSI,l(x) = Pr

{
min

{
Pmax,

Qpk

gl

}
hl < x

}
. (6.52)
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Conditioned on gl, FΥCSI,l(·) can be expressed as

FΥCSI,l|gl
(x) =

 Pr
{
Pmaxhl < x

}
if gl ≤ Qpk

Pmax

Pr
{
Qpk

hl
gl
< x

}
if gl >

Qpk
Pmax

=

 Fh,l

(
1

Pmax
x
)

if gl ≤ Qpk
Pmax

Fh,l

(
gl
Qpk

x
)

if gl >
Qpk
Pmax

,

(6.53)

where Fh,l(·) denotes the CDF of hl. The unconditional CDF can be obtained by

averaging FΥCSI,l|gl
(·) over the PDF of gl as

FΥCSI,l(x) =

∫ Qpk
Pmax

0

Fhl

(
1

Pmax
x

)
fg,l(g)dg +

∫ ∞
Qpk
Pmax

Fhl

(
g

Qpk

x

)
fg,l(g)dg, (6.54)

where fg,l(g) denotes the PDF of gl. Substituting CDF and PDF expressions for the

Nakagami-m case,

FΥCSI,l(x) =

∫ %P

0

(
1−

mh,l−1∑
i=0

βl
iηiP
i!

xie−ηP βlx

)(
αl
mg,l

Γ(mg,l)
gmg,l−1e−gαl

)
dg

+

∫ ∞
%P

(
1−

mh,l−1∑
i=0

βl
i

i!Qpk
i g
ixie

− βl
Qpk

xg

)(
αl
mg,l

Γ(mg,l)
gmg,l−1e−gαl

)
dg,

(6.55)

where %P =
Qpk
Pmax

, βl =
mh,l
Ωh,l

, αl =
mg,l
Ωg,l

, ηP = 1
Pmax

and Fg,l(·) denotes the CDF of gl.

FΥCSI,l(x) in (6.55) can be expressed as

FΥCSI,l(x) =∫ %P

0

αl
mg,l

Γ(mg,l)
gmg,l−1e−gαldg −

mh,l−1∑
i=0

βl
iηiP
i!

xie−ηP βlx
∫ %P

0

αl
mg,l

Γ(mg,l)
gmg,l−1e−gαldg

+

∫ ∞
%P

αl
mg,l

Γ(mg,l)
gmg,l−1e−gαldg −

∫ ∞
%P

mh,l−1∑
i=0

βl
i

i!Qpk
i g
ixie

− βl
Qpk

xg αl
mg,l

Γ(mg,l)
gmg,l−1e−gαldg.

(6.56)
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After solving the integral, combining the summations and doing some simplifications

the CDF of the received SNR from the l-th SU-Tx is given as

FΥCSI,l(x) =

1−
mh,l−1∑
i=0

βl
i

i!

ηiPxie−ηP βlxFg,l (%P ) +
xiΓ

(
mg,l + i,

(
αl + βl

Qpk
x
)
%P

)
Qpk

iαl−mg,lΓ(mg,l)
(
αl + βl

Qpk
x
)mg,l+i

 .

(6.57)

Substituting (6.57) into (6.51), the CDF of output SNR is given by (6.10).

6.6.2 Alternative Representation of CDF of the Output SNR

In this section, an alternative representation of the CDF is derived which helps to

obtain closed form expressions for the SER and capacity. The CDF in (6.10) can be

expressed as

FΥCSI (x) =
L∏
l=1

(
1− GAl (x)

)
, (6.58)

where

GAl (x) =

mh,l−1∑
i=0

βl
i

i!

ηiPxie−ηP βlxFg,l (%P ) +
xiΓ

(
mg,l + i,

(
αl + βl

Qpk
x
)
%P

)
Qpk

iαl−mg,lΓ(mg,l)
(
αl + βl

Qpk
x
)mg,l+i


 .

Using [99, Eq. (9)], the CDF FΥCSI (·) can be expressed as

FΥCSI (x) =
∑
n∈ΘL

L∏
l=1

(−1)nl
(
GAl (x)

)nl , (6.59)
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where ΘL is the set of all possible L bit binary numbers and nl is the l-th bit of the

binary number n ∈ θL. As nl ∈ {0, 1},
(
GAl (x)

)nl can be expressed as

(
GAl (x)

)nl =

mh,l−1∑
i=0

(
βl
i

i!
ηiPFg,l (%P )

)nl
mnl−1
h,l xinle−ηP βlnlx×1 +

nlαl
mg,leηP βlxΓ

(
mg,l + i,

(
αl + βl

Qpk
x
)
%P

)
ηiPFg,l (%P )Qpk

iΓ(mg,l)
(
αl + βl

Qpk
x
)mg,l+i

 .

(6.60)

Using (6.60), GBl (x) =
∏L

l=1(−1)nl
(
GAl (x)

)nl can be expressed as

GBl (x) =
L∏
l=1

(−1)nl
mh,l−1∑
i=0

(
βl
i

i!
ηiPFg,l (%P )

)nl
mnl−1
h,l xinle−ηP βlnlx×1 +

nlαl
mg,leηP βlxΓ

(
mg,l + i,

(
αl + βl

Qpk
x
)
%P

)
ηiPFg,l (%P )Qpk

iΓ(mg,l)
(
αl + βl

Qpk
x
)mg,l+i

 .

(6.61)

Changing the product of sum into sum of products one obtains

GBl (x) =

mh,1−1∑
i1=0

. . .

mh,L−1∑
iL=0

κAn,i,l×

L∏
l=1

xilnle−ηP βlnlx

1 +
nlαl

mg,leηP βlxΓ
(
mg,l + il,

(
αl + βl

Qpk
x
)
%P

)
ηilPFg,l (%P )Qpk

ilΓ(mg,l)
(
αl + βl

Qpk
x
)mg,l+il

 ,

(6.62)

which can be expressed as

GBl (x) =
∑
I

κAn,i,lx
ΞAi,ne−xΞBn

L∏
l=1

1 +
nlαl

mg,leηP βlxΓ
(
mg,l + il,

(
αl + βl

Qpk
x
)
%P

)
ηilPFg,l (%P )Qpk

ilΓ(mg,l)
(
αl + βl

Qpk
x
)mg,l+il

 ,

(6.63)

where κAn,i,l =
∏L

l=1(−1)nl
(
βl
il

il!
ηilPFg,l (%P )

)nl
mnl−1
h,l , ΞA

i,n =
∑L

l=1 ilnl, ΞB
n =

∑L
l=1 ηPβlnl

and
∑
I is short form notation of

∑mh,1−1
i1=0 . . .

∑mh,L−1
iL=0 . Substituting (6.63) in (6.59)
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one obtains

FΥCSI (x) =
∑
n∈ΘL

∑
I

κAn,i,lx
ΞAi,ne−xΞBn GC(x), (6.64)

where GC(x) is given as

GC(x) =
L∏
l=1

1 +
nlαl

mg,leηP βlxΓ
(
mg,l + il,

(
αl + βl

Qpk
x
)
%P

)
ηilPFg,l (%P )Qpk

ilΓ(mg,l)
(
αl + βl

Qpk
x
)mg,l+il

 . (6.65)

Using [99, Eq. (9)], GC(x) can be expressed as

GC(x) =
∑
w∈ΘL

L∏
l=1

nlαlmg,leηP βlxΓ
(
mg,l + il,

(
αl + βl

Qpk
x
)
%P

)
ηilPFg,l (%P )Qpk

ilΓ(mg,l)
(
αl + βl

Qpk
x
)mg,l+il


wl

, (6.66)

where wl is the l-th bit of the binary number w ∈ θL. Using [96, Eq. (8.352.2)],

GC(x) can be expressed as

GC(x) =
∑
w∈ΘL

κBn,i,w×

L∏
l=1

mg,l+il−1∑
j=0

(mg,l + il − 1)!

j!%−jP eαl%P

(
βl
Qpk

)j−mg,l−il (
x+

(
αl
βl
Qpk

))j−mg,l−ilwl

,

(6.67)
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where κBn,i,w =
∏L

l=1

(
nlαl

mg,l

η
il
P Fg,l(%P )Qpk

ilΓ(mg,l)

)wl
. As wl ∈ {0, 1}, GC(x) can be expressed

as

GC(x) =
∑
w∈ΘL

κBn,i,w×

L∏
l=1

mg,l+il−1∑
j=0

(
(mg,l + il − 1)!

j!%−jP eαl%P

(
βl
Qpk

)j−mg,l−il)wl

(mg,l + il)
wl−1

(
x+

(
αl
βl
Qpk

))wl(j−mg,l−il)
.

(6.68)

Changing the product of sum into sum of products one obtains

GC(x) =
∑
w∈ΘL

κBn,i,w
∑
J

κCi,w,j

L∏
l=1

(x− τl)−ψi,w,j,l , (6.69)

where
∑
J =

∑mg,1+i1−1
j1=0 . . .

∑mg,L+iL−1
jL=0 , τl = −αl

βl
Qpk, ψi,w,j,l = −wl(jl − mg,l − il)

and κCi,w,j =
∏L

l=1

(
(mg,l+il−1)!

jl!%
−jl
P eαl%P

(
βl
Qpk

)jl−mg,l−il)wl
(mg,l + il)

wl−1. Substituting (6.69)

into (6.64), the CDF of output SNR is given as

FΥCSI (x) =
∑
n∈ΘL

∑
I

∑
w∈ΘL

∑
J

κAn,i,lκ
B
n,i,wκ

C
i,w,jx

ΞAi,ne−xΞBn

L∏
l=1

(x− τl)−ψi,w,j,l , (6.70)

Note that in (6.70), if w = 0, i.e. the all zero vector, then ψi,w,j,l = 0 and
∏L

l=1 (x− τl)−ψi,w,j,l =

1 and therefore FΥCSI (x) can be expressed as

FΥCSI (x) =
∑

n∈ΘL

∑
I
∑

w∈ΘL

∑
J κ

A
n,i,lκ

B
n,i,wκ

C
i,w,jx

ΞAi,ne−xΞBn ,w = 0∑
n∈ΘL

∑
I
∑

w∈ΘL

∑
J κ

A
n,i,lκ

B
n,i,wκ

C
i,w,jx

ΞAi,ne−xΞBn
∏L

l=1 (x− τl)−ψi,w,j,l ,w 6= 0

(6.71)
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In order to evaluate the expressions for moment-generating function (MGF) and SER,

both these cases need to be treated separately. However, they can be combined by

multiplying and dividing by 1+x. This multiplication will make sure that the product

term will exist even when w = 0. After multiplying and dividing by 1 + x one gets

FΥCSI (x) =
1∑
p=0

∑
n∈ΘL

∑
I

∑
w∈ΘL

∑
J

κAn,i,lκ
B
n,i,wκ

C
i,w,jx

ΞAi,n+pe−xΞBn

L+1∏
l=1

(x− ζl)−ξi,w,j,l ,

(6.72)

where ζl = τl for l = {1, . . . L}, ξi,w,j,l = ψi,w,j,l for l = {1, . . . L}, ζL+1 = −1 and

ξi,w,j,L+1 = 1. Let GD(x) =
∏L+1

l=1 (x− ζl)−ξi,w,j,l . It can be noted that ζl are not

distinct ∀ l. Assuming that there are υ distinct ζl and υ ≤ L + 1, GD(x) can be

expressed as

GD(x) =
υ∏
q=1

(
x− ζ̄q

)−δq
, (6.73)

where ζ̄q denotes the q-th distinct root of GD(x) and δq =
∑L

o=1,ζo==ζ̄q
ξi,w,j,o denotes

the multiplicity of ζ̄q. Thus, GD(x) can be expressed using partial fraction expansion

as [103, Eq. (2)]

GD(x) =
υ∑

v1=1

δv1∑
v2=1

κDv1,v2
(ζ̄ , δ, υ)

(
x− ζ̄v1

)−v2 , (6.74)

where κDv1,v2
(ζ̄ , δ, υ) can be computed recursively as

κDv1,v2
(ζ̄ , δ, υ) =



∏υ
q=1,q 6=v1

(
ζ̄v1 − ζ̄q

)−δq
,v2 = δi∑δv1−v2

q=1

κDv1,v2+q(−1)q

δv1−v2
×∑υ

p=1,p 6=v1

δp

(ζ̄v1−ζ̄p)
−q ,v2 = δv1 − 1, . . . 1.

(6.75)
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Finally, by substituting (6.74) into (6.70), FΥCSI (x) is obtained as

FΥCSI (x) =

1∑
p=0

∑
n∈ΘL

∑
I

∑
w∈ΘL

∑
J

υ∑
v1=1

δv1∑
v2=1

κAn,i,lκ
B
n,i,wκ

C
i,w,jκ

D
v1,v2

(ζ̄ , δ, υ)xΞAi,n+pe−xΞBn
(
x− ζ̄v1

)−v2 .

(6.76)

FΥCSI (x) can be expressed simply as (6.11), where ∆κ = κAn,i,lκ
B
n,i,wκ

C
i,w,jκ

D
v1,v2

(ζ̄ , δ, υ)

and
∑1

p=0

∑
n∈ΘL

∑
I
∑

w∈ΘL

∑
J
∑υ

v1=1

∑δv1
v2=1 is represented using shorthand nota-

tion
∑

F.

6.6.3 Moment Generating Function

The MGF of the output SNR can be found using the CDF of ΥCSI as [99, Eq. (18)]

MΥCSI (s) = s

∫ ∞
0

e−sxFΥCSI(x)dx. (6.77)

Substituting (6.11) into (6.77) one obtains

MΥCSI (s) =
∑
F

∆κs

∫ ∞
0

xΞAi,n+pe−x(ΞBn+s)
(
x− ζ̄v1

)−v2 dx. (6.78)

By making transformation of variable z = x − ζ̄v1 and using [96, Eq. (3.383.4)] the

MGF is given in (6.19), where ςv1 = −ζ̄v1 and Wλ,µ(z) is the WhittakerW function

defined in [96, Eq. (9.220.4)].
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6.6.4 Alternate representations of Asymptotic Outage Ex-

pressions

1. Alternate representation of F floor
ΥCSI ,Q

(x)

F floor
ΥCSI ,Q

(x) =
∑
n∈ΘL

∑
I

κQx
ΞAi,ne−xΞBn (6.79)

where κQ =
∏L

l=1 (−1)nl (βlηP )nlil

(il!)
nl mnl−1

h,l , ΞA
i,n =

∑L
l=1 nlil and ΞB

n = ηP
∑L

l=1 nlβl.

2. Alternate representation of F floor
ΥCSI ,P

(x)

F floor
ΥCSI ,P

(x) can be represented as

F floor
ΥCSI ,P

(x) =
1∑
p=0

∑
n∈ΘL

∑
I

κPn,ix
ΞAi,n+p

L+1∏
l=1

(x− ζl)−ξ
P
n,i,l (6.80)

where κPn,i =
∏L

l=1 (−1)nl
(

Γ(mg,l+il)
Γ(mg,l)il!

)nl
mnl−1
h,l

(
βl
αl

1
Qpk

)−nlmg,l
, ψPn,i,l = nl (mg,l + il),

ΞA
i,n =

∑L
l=1 nlil, ξ

P
n,i,l = ψPn,i,l, for l = {1, ...L}and ξPn,i,L+1 = 1. Using partial

fractions

F floor
ΥCSI ,P

(x) =
∑
P

κPn,iκ
D
v1,v2

(ζ̄ , δP , υ)xΞAi,n+p
(
x− ζ̄v1

)−v2 (6.81)

where
∑
P denotes

∑1
p=0

∑
n∈ΘL

∑
I
∑υ

v1=1

∑δPv1
v2=1 and δPq =

∑L
o=1,ζo==ζ̄q

ξPn,i,l.

The proofs follow similar steps as outlined in Appendix 6.6.1 and are omitted here

due to space limitation.
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6.6.5 Ergodic Capacity of OMU-CN-NI

The capacity of the OMU-CN-NI can be found using the CDF of ΥCSI as

CCSI =
log2(e)

B

∫ ∞
0

ln (1 + x) fΥCSI (x)dx =
log2(e)

B

∫ ∞
0

1− FΥCSI(x)

(x+ 1)
dx. (6.82)

The CDF in (6.70) can be represented as

FΥCSI (x) = 1 +
∑

n∈ΘL,n6=0

∑
I

∑
w∈ΘL

∑
J

κAn,i,lκ
B
n,i,wκ

C
i,w,jx

ΞAi,ne−xΞBn

L∏
l=1

(x− τl)−ψi,w,j,l ,

(6.83)

Substituting (6.83) into (6.82) the capacity can be expressed as

CCSI = − log2(e)

B
×∫ ∞

0

∑
n∈ΘL,n6=0

∑
I
∑

w∈ΘL

∑
J κ

A
n,i,lκ

B
n,i,wκ

C
i,w,jx

ΞAi,ne−xΞBn
∏L

l=1 (x− τl)−ψi,w,j,l

(x+ 1)
dx.

(6.84)

By incorporating the denominator term (x+ 1) inside of the product one obtains

CCSI = − log2(e)

B
×

∑
n∈ΘL,n6=0

∑
I

∑
w∈ΘL

∑
J

κAn,i,lκ
B
n,i,wκ

C
i,w,j

∫ ∞
0

xΞAi,ne−xΞBn

L+1∏
l=1

(x− ζl)−ξi,w,j,l dx.

(6.85)

Using partial fractions (6.86) can be expressed as

CCSI = − log2(e)

B
×

∑
n∈ΘL,n6=0

∑
I

∑
w∈ΘL

∑
J

υ∑
v1=1

δv1∑
v2=1

κAn,i,lκ
B
n,i,wκ

C
i,w,jκ

D
v1,v2

(ζ, δ, υ)

∫ ∞
0

xΞAi,ne−xΞBn
(
x− ζ̄v1

)−v2 dx.

(6.86)
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Applying transformation of variable z = x− ζ̄v1 and solving the resulting integral and

using [96, Eq. (3.383.4)], one obtains (6.44), where
∑

C is the short hand notation

of
∑

n∈ΘL,n6=0

∑
I
∑

w∈ΘL

∑
J
∑υ

v1=1

∑δv1
v2=1.

6.6.6 CDF of the Output SINR

The CDF of ΥI is given as

FΥI (Φ) = Pr {ΥI < Φ} = Pr

{
ΥCSI

Ppk + 1
< Φ

}
(6.87)

Conditioned on k, CDF of ΥI is given as

FΥI |k (Φ|k) = Pr {ΥCSI < Φ (Ppk + 1)} (6.88)

Using FΥI |k (·|·), FΥI (·) can be obtained as

FΥI (Φ) =

∫ ∞
0

FΥI |k (Φ|x) fk (x) dx (6.89)

where, fk(·) is the PDF of k. Substituting the PDF fk (·) and CDF from (6.11) into

(6.89) yields

FΥI (Φ) =
∑
F

∆κ (ΦPP )ΞAi,n+p−v2 e−ΞBnΦ 1

Γ(mk,1)

(
mk,1

Ωk,1

)mk,1

×

∫ ∞
0

(
x+ 1

PP

)ΞAi,n+p

e−ΞBnΦPP x

(x+ ξN)v2
xmk,1−1e

−x
mk,1
Ωk,1 dx

(6.90)



176

where ξN = 1
PP
− ζ̄v1

ΦPP
. Making change of variable y = x+ξN , and applying binomial

expansion yields

FΥI (Φ) =
∑
F

ΞAi,n+p∑
i1=0

mk,1−1∑
i2=0

(
ΞA
i,n + p

i1

)(
mk,1 − 1

i2

)
∆κe

−ΞBnΦ(
Ωk,1
mk,1

)mk,1
Γ(mk,1)

(ΦPP )ΞAi,n+p−v2 ×

(−ξN)mk,1−1−i2
(

1

PP
− ξN

)ΞAi,n+p−i1
e
ξN

(
mk,1
Ωk,1

+ΞBnΦPP

) ∫ ∞
ξN

yi1+i2−v2e
−y
(
mk,1
Ωk,1

+ΞBnΦPP

)
dy

(6.91)

Solving the integration, substituting ξN = 1
PP
− ζ̄v1

PPΦ
and after some algebraic manip-

ulations the CDF of the output SINR is obtained as (6.49).
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Chapter 7

Conclusion and Future Work

7.1 Summary

This dissertation contributes towards making cooperative and cognitive radio net-

works more feasible by considering realistic scenarios. In real world systems, the

communicating nodes only possess imperfect CSI. In view of this practical scenario,

novel coherent, non-coherent and half-coherent receivers for amplify-and-forward re-

laying in the presence of imperfect CSI were proposed. New receiver metrics were

derived for each case. In case of coherent receiver, new metrics have been proposed

that do not perform channel estimation at the destination and use the pilot signal

directly for decoding. It has been shown that the receivers using DCE perform better

than the receivers using CCE when infinite bit quantization is assumed. Also, the re-

ceivers with and without channel distribution perform essentially the same in the case

of balanced links. The receivers with channel distribution using DCE perform better

than the receivers without channel distribution if the source-relay link is very good,

while if the destination links are very good, they perform approximately the same.

However, for both those cases, they have similar performances in the case of CCE.

Furthermore, it was shown that utilizing decision history in the receivers improves
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performances greatly at the cost of little additional complexity and by weighting the

decision history optimally, the performance of the receivers can be further improved.

In addition, novel non-coherent and half-coherent receivers have been proposed for

the case when the receiver has either no CSI or partial CSI i.e. CSI of either the

source-relay link or the relay-destination link is available. It has been shown for a

Rician fading channel, that the non-coherent and half-coherent receivers give better

performance compared to the conventional energy detector based receiver.

Due to the time varying nature of the wireless channel, the CSI available at the

communicating nodes can become outdated and again in this case the nodes do not

possess perfect CSI resulting in performance degradation. In this dissertation, the

impact of outdated CSI on the performance of a two-way relay network employing

max-min relay selection is characterized and expressions for the outage probability,

moment generating function and symbol error rate are derived for a Rayleigh faded

channel. Numerical simulation results show that the diversity is lost due to outdated

CSI. Furthermore, relay location was also taken into consideration and it was shown

that the performance can be improved by placing the relay closer to the source whose

channel is more outdated.

Transmit antenna selection (which has lower complexity and can be implemented

with lower cost) was proposed to improve the performance of MIMO cognitive radio

systems. The transmitter was assumed to have limited peak transmit power. The

performance of this scheme was analyzed for two scenarios; the secondary network

experiences and/or does not experience interference from the primary network and

expressions characterizing the outage probability performance of the MCS-TM-NI and

the MCS-TM-WI were obtained in closed-form. Furthermore, closed-form expressions

were obtained for MGF, SER performance and ergodic capacity of the MCS-TM-

NI. In addition, the outage and SER performance of MCS-TM-NI was analyzed for
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asymptotic regimes and it is shown that the MCS-TM-NI achieves a generalized

diversity order equal to the product of number or transmit and receive antenna.

A user scheduling scheme, which exploits the multiple channels available in a

multi-user cognitive network, was also proposed to improve the QoS of the cognitive

network. The secondary user with the best output SNR was selected for transmis-

sion. In conformance with realistic scenarios, the transmitter was assumed to have

limited peak transmit power and the channel was modeled using independent but

not identically distributed Nakagami-m fading model. Exact closed form expressions

for the outage performance, MGF of the output SNR, SER performance, and the

ergodic capacity were obtained and the performance of this scheme was also analyzed

in the asymptotic regimes where it is shown that when the interference link is poor,

and there is no constraint on the transmit power, this scheduling scheme achieves

maximum generalized diversity gain. Furthermore, it is shown that this scheduling

scheme achieves higher capacity compared to the hybrid scheduling scheme. Addi-

tionally, the impact of interference from the primary network on the performance of

the OMU-CN was also considered and exact closed-form expression for the outage

probability performance was obtained.

7.2 Future Directions

In order to make cooperative and cognitive radio systems more practical, the contri-

butions in this dissertation can be extended into multiple directions. Some of them

are discussed below.
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7.2.1 Receiver Design for Cognitive Radio Systems

There has been very little or no research on receivers structures for underlay cognitive

radio networks. Due to the interference constraint, the power allocation in cognitive

radio transmitters is random and thus, traditional receivers structure will give sub-

optimal performance. Based on the on the maximum averaged likelihood (MAL)

methods [28, 31], using the distribution of the channels, power allocation and the

noise, receivers can be derived which give better SER performance. Similar to the

receivers obtained in Chapter 2, these receivers will be more practical as they do not

require channel estimation and use pilots directly for decoding.

7.2.2 Transmit Antenna Selection in Cognitive Radio Sys-

tems Based on Imperfect CSI

In this dissertation, it was assumed that the cognitive transmitter/receiver pair has

knowledge of exact CSI based on which a single antenna was selected. However, as

discussed previously, in practical systems the CSI available at the nodes is imperfect

due to estimation errors or due to outdatedness. The impact of imperfect CSI on the

performance of TAS in cognitive radio networks needs to be studied and can be a

good next step towards implementable cognitive radio systems.
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