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ABSTRACT

Cooperative and cognitive radio systems have been proposed as a solution to im-
prove the quality-of-service (QoS) and spectrum efficiency of existing communication
systems. The objective of this dissertation is to propose and analyse schemes for
cooperative and cognitive radio systems considering real world scenarios and to make
these technologies implementable.

In most of the research on cooperative relaying, it has been assumed that the com-
municating nodes have perfect channel state information (CSI). However, in reality,
this is not the case and the nodes may only have an estimate of the CSI or partial
knowledge of the CSI. Thus, in this dissertation, depending on the amount of CSI
available, novel receivers are proposed to improve the performance of amplify-and-
forward relaying. Specifically, new coherent receivers are derived which do not per-
form channel estimation at the destination by using the received pilot signals directly
for decoding. The derived receivers are based on new metrics that use distribution
of the channels and the noise to achieve improved symbol-error-rate (SER) perfor-
mance. The SER performance of the derived receivers is further improved by utilizing
the decision history in the receivers. In cases where receivers with low complexity are
desired, novel non-coherent receiver which detects the signal without knowledge of
CSI is proposed. In addition, new receivers are proposed for the situation when only
partial CSI is available at the destination i.e. channel knowledge of either the source-

relay link or the relay-destination link but not both, is available. These receivers are
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termed as ‘half-coherent receivers’ since they have channel-state-information of only
one of the two links in the system.

In practical systems, the CSI at the communicating terminals becomes outdated
due to the time varying nature of the channel and results in system performance
degradation. In this dissertation, the impact of using outdated CSI for relay selection
on the performance of a network where two sources communicate with each other via
fixed-gain amplify-and-forward relays is studied and for a Rayleigh faded channel,
closed-form expressions for the outage probability (OP), moment generating function
(MGF) and SER are derived. Relay location is also taken into consideration and it is
shown that the performance can be improved by placing the relay closer to the source
whose channel is more outdated.

Some practical issues encountered in cognitive radio systems (CRS) are also in-
vestigated. The QoS of CRS can be improved through spatial diversity which can be
achieved by either using multiple antennas or exploiting the independent channels of
each user in a multi-user network. In this dissertation, both approaches are examined
and in multi-antenna CRS, transmit antenna selection (TAS) is proposed where as
in a multi-user CRS, user selection is proposed to achieve performance gains. TAS
reduces the implementation cost and complexity and thus makes CRS more feasi-
ble. Additionally, unlike previous works, in accordance with real world systems, the
transmitter is assumed to have limited peak transmit power. For both these schemes,
considering practical channel models, closed-form expression for the OP performance,
SER performance and ergodic capacity (EC) are obtained and the performance in the
asymptotic regimes is also studied. Furthermore, the OP performance is also ana-
lyzed taking into account the interference from the primary network on the cognitive

network.
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Chapter 1

Introduction

Recent advances in wireless communication technology have led to huge demand for
the deployment of new wireless services and applications requiring good quality-of-
service (QoS). Achieving good QoS through a wireless channel has its own challenges,
the most important of which is overcoming the detrimental effect of fading. When
a signal is transmitted via a wireless channel, multiple copies of the signal are re-
ceived at the destination due to reflection and scattering. These multiple copies add
constructively or destructively to cause abrupt variation in signal power. This rapid
fluctuation of the signal power in a wireless channel is termed as fading [I]. Fading
significantly degrades the performance of the wireless communication systems. For
example, in an additive white Gaussian noise (AWGN) channel for binary phase shift
keying (BPSK), the error probability decreases exponentially with increasing transmit
power. However, in the case of Rayleigh fading, the error rate performance of BPSK
decreases only linearly [I] E] On the other hand, the increasing number of wireless
services require more wireless spectrum. However, the wireless spectrum is a scarce

resource as it has already been allocated for various services and there is very limited

! Fading is a random phenomena and various random distributions have been proposed to model
the effect of fading [2]. For example, in a multiple scattering environment, the fading envelop is
modeled using Rayleigh distribution. If there exist a line of sight path from the transmitter to the
receiver, Rician distribution is used to model fading. Various other distributions used for modeling
fading are discussed in [2].
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additional spectrum to accommodate the new emerging wireless services and applica-
tions [3]. Different solutions have been proposed to overcome both these issues. One
of the solutions proposed to improve the QoS is through cooperative communication

where as cognitive radio has been proposed to tackle the issue of spectrum scarcity.

1.1 Cooperative Communications to Improve QoS

Overcoming the detrimental effect of fading is the means to get improved QQoS. Few
basic techniques to mitigate fading are briefly discussed below as well as the idea of

cooperative communication to counter the issue fading is introduced.

1.1.1 Fading Mitigation Techniques

An approach to overcome the severe effect of fading is to send multiple copies of
the signal over the wireless channel such that each copy of the signal experiences
independent fading and it is improbable that multiple independent paths experience
deep fades at the same time. This technique is called diversity. Diversity can be

achieved by multiple ways [1].

e Time Diversity: As the wireless channel is time varying, a simple technique to
achieve diversity is to transmit the signal over multiple time slots where each
time slot experiences independent fading i.e. the signal is transmitted in time

slots separated by time greater than the coherence time of the channel.

e Frequency Diversity: Diversity can also be achieved by transmitting the same
signal over different carrier frequencies that are separated by more than the
coherence bandwidth of the channel and thus experience independent fading.

This is termed as frequency diversity.
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e Space Diversity: Diversity can also be achieved in space by transmitting the
multiple copies of the signal using multiple antennas where each antenna expe-

riences independent fading.

1.1.2 Multiple-Input Multiple-Output Systems and Space Time
Coding

Spatial diversity can be achieved by multiple input multiple output (MIMO) systems
in which the communicating terminals have multiple antennas. These multiple anten-
nas are utilized to improve the error-rate performance of the system by transmitting
and receiving multiple copies of the signal, each of which experiences an independent
fading realization. The received signals are combined using the well known combining
techniques to obtain a diversity gain and thus, improved error-rate performance [I].

The multiple antennas can also be utilized to improve the throughput of the
system by transmitting a different signal from each antenna. This is known as spatial
multiplexing. However, in this case the error-rate performance is degraded. Thus,
there exists a trade-off between error-rate performance and throughput of a MIMO
system known as the diversity multiplexing tradeoff [4].

Space-time coding, i.e. encoding data in both space and time, can be used to
achieve improved error-rate performance as well as increased throughput. Space time
block codes are an example of space-time codes using which good diversity as well as
good throughput can be achieved. The main aim of space time block code (STBC)
design is to achieve maximum diversity gain along with highest possible transmission
rate and to minimize the decoding complexity [5].

In [6], Alamouti proposed a STBC for a system with 2 transmit antennas and

1 receive antenna, that was able to extract diversity or order 2 with only linear
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processing complexity at the receiver. After Alamouti’s work a lot of research has
been done in the design of STBCs. Many different types of space time block codes
such as orthogonal STBCs, quasi-orthogonal STBCs and algebraic STBCs have been
proposed. For more details on STBC design one can refer to [7].

In the case of multiple antenna receivers, a copy of the signal is received at each
receive antenna. In order to decode the received signal the receiver needs to combine
the copies received at each antenna. Some well known signal combining techniques

are [2]

e Maximum Ratio Combining (MRC): The received signals are combined after
weighting the received copies proportional to the amplitude of the fading real-

ization of the channel and compensating the phase.

e Equal Gain Combining (EGC): The received signals are combined after giving

all the received copies equal weight and compensating the phase.

e Selection Combining (SC): The signal with the maximum channel fading am-

plitude is selected.

1.1.3 Cooperative Communications Using Relays

As has been discussed, fading has detrimental effect on the performance of the com-
munication systems and one approach to overcome fading is by spatial diversity. For
spatial diversity, the terminal needs to have multiple antennas. However, in prac-
tice incorporating multiple antennas in small mobile devices is complex. Increasing
the number of antennas is only possible by increasing the number of radio frequency
(RF) chains which increases the cost. Furthermore, for the antennas to experience

independent fading, they must be separated by approximately one half-wavelength.
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Thus, this results in an increase in the size of the device and thus reduces mobility
[8].

One solution for getting improved performance by spatial diversity without adding
antennas is that multiple single antenna devices cooperate with each other to improve
the performance of the network. This technique in which multiple single antenna
nodes cooperate is called cooperative communications. These nodes can be base
stations, mobiles or any other communication device.

Relays can also be employed to gain diversity benefits by cooperation. Relays are
devices that receive the signal from the transmitter and retransmit to the destination
after some amplification. Relays can be utilized in many different scenarios. They can
be utilized to increase the coverage area [9]. Relays can also help extend the battery
life of the network by reducing the transmit powers of the nodes in the network. In
addition, the performance of the network can be improved with the aid of cooperating
relays that form a distributed multiple-input multiple-output system [9] 10, [11].

Two types of relays have been proposed in literature:

e Amplify-and-Forward (AF) Relays: Relays that simply transmit an amplified

version of the received signal.

e Decode-and-Forward (DF) Relays: Relays that decode the received signal and

then transmit the amplified version of the decoded signal.

Amplify and forward is one of the most used relay protocol in the literature and is
currently employed in signal repeaters and other terrestrial communications [12] due
to its low complexity.

Using multiple relays, data can be encoded in both space and time in a distributed
fashion to achieve diversity and multiplexing gain. This is called distributed space

time coding. Several distributed STBC (DSTBC) have been proposed and analyzed
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for amplify-and-forward relaying. One can refer to [10, [13] and the references therein
for more details.

Cooperative relaying helps mitigate the fading and achieve spatial diversity gains.
However, a drawback of employing relays is the loss of throughput/spectral-efficiency
due to orthogonal signaling [14]. Two-way relaying (or Bidirectional relaying), where
two users exchange information via common intermediate relays, has been proposed to
improve the throughput compared to traditional one-way relaying while maintaining
its diversity benefits [15]. Unlike one-way relaying, two-way relaying (TWR) requires
only two time slots to communicate data between two sources, where as one way

relaying requires more time slots.

1.2 Tackling Spectrum Scarcity Through Cogntive
Radio

Recent measurement studies have shown that the wireless spectrum is greatly under-
utilized [3]. By utilizing the spectrum efficiently, it is possible to fulfill the demand
for the increasing number of wireless services. As a consequence, cognitive radio has
been proposed to improve the utilization of the spectrum [16, 17]. Cognitive radio
is a more general concept i.e. it is smart a communication device that is aware of
its surrounding and can adapt accordingly to give improved performance. Improving
spectrum utilization through spectrum sharing is just one of its operation.

The idea of spectrum sharing is that the cognitive/secondary network transmits
using the spectrum already allocated to some primary network [16, I7]. Various
protocols have been proposed for spectrum sharing. One such protocol is where the

secondary network uses the spectrum only when the primary network is not using
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the spectrum [I8]. This approach requires robust spectrum sensing algorithms which
sense the spectrum perfectly [19, 20, 21]. However, ideal spectrum sensing cannot be
achieved in practice and in case of miss-detection, the primary network experiences
severe interference. Another approach of spectrum sharing is the underlay approach
in which the secondary network is allowed to transmit concurrently with primary
network using the spectrum of the primary network if it does not cause harmful
interference to the primary receiver i.e. the peak interference to the primary network
should be below a predefined threshold [18]. Thus, by limiting the interference from
the secondary network, an acceptable level of performance of the primary network
can be guaranteed and the secondary network can also communicate and improve the

utilization of the spectrum. In this dissertation, only the underlay setup is considered.

1.3 Practical Issues in Cooperative and Cognitive
Radio Networks

In this dissertation, various practical issues faced in current cooperative and cognitive
radio systems are discussed and addressed. A brief outline of the addressed issues is

mentioned below.

Cooperative Communication With Imperfect Channel State Information

e For good performance the communicating nodes need to possess the knowledge
of channel state information (CSI). However in practical systems CSI is not
available at the communicating nodes and needs to be estimated. This esti-
mation is not perfect and results in imperfect CSI at the nodes. This results
in degradation in system performance. In this dissertation, we look into the

aspect of receiver design for cooperative relay networks when the nodes possess



23

imperfect CSI.

e Due to time varying nature of the channel, the CSI knowledge at the commu-
nication nodes can become outdated which results in performance degradation
of a two-way relay network (TWRN) where a single relay is selected for trans-

mission based on outdated CSI.

Achieving Spatial Diversity in Practical Cognitive Radio Systems

e As mentioned previously, spatial diversity can be achieved by increasing the
number of antennas on the terminals. However, adding multiple antennas at
the terminals comes at a cost. For each additional antenna element, a new
radio-frequency chain is also needed and thus, the cost as well as complexity of
the terminal is increased. One of the approaches to get the benefits of multiple
antennas at lower complexity is antenna selection (AS) [§, 22]. The complex-
ity of AS is lower because the terminal where AS is done, the number of RF
chains required is equal to the number of antennas selected for communication.
Even with lower complexity, AS gives full diversity [8, 22]. Transmit antenna
selection (TAS) is a form of AS where the antenna selection is performed at the
transmitter [23]. TAS can be a suitable choice to achieve spatial diversity for
practical cognitive radio systems. Thus, in this dissertation, the performance
of a power limited MIMO cognitive network employing TAS is analyzed. The
term power limited is emphasized, because usually in literature, for tractable
analysis, the transmit power is assumed to be unlimited which is unrealistic for

practical cognitive radio systems.

e In a multi-user network, another approach to achieve spatial diversity is by

exploiting the best channels which become available when there are more users
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or mobility [24]. By selecting the user that has the best channel gives rise to
a multiuser diversity effect which results in improved QoS and an increase in
the overall capacity of the network [25] 20], 27]. Applying this concept of multi-
user diversity to a multi-user cognitive network, the QoS can be improved by
selecting the user with the best channel. In realistic scenarios, the users are
located randomly w.r.t to the base station and thus they experience independent
and non-identical channels. The analysis in this dissertation takes this practical
aspect into account and the performance of the multi-user network is analyzed
considering a generic independent and non-identical Nakagmi-m fading model.
This channel fading model includes the Rayleigh and Rician channel fading
models as its sub-cases. In addition, in accordance with practical constraints,

the peak transmit power of each user is assumed to be limited.

After giving a brief overview of the topics addressed in this dissertation, a litera-

ture review along with the main contributions are elaborated henceforth.

1.4 Cooperative Communication with Imperfect

CSI

1.4.1 Receiver Design for Relay Networks

The objective of the receiver is to decide what data was transmitted based on the

received signal. The optimal receiver is one that results in minimum probability of

error. The receivers can mainly be divided into two types [5]:

e Coherent Receivers: Receivers which have knowledge of phase and amplitude

of the channel fading realization.
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e Non-Coherent Receivers: Receivers which do not have knowledge of phase nor

amplitude of the channel fading realization.

Due to the knowledge of the CSI the coherent receivers perform better than the
non-coherent receivers. However, the non-coherent receivers have lower complexity.
The optimal receiver in either case is the receiver based on the maximum a posteriori
(MAP) rule [5]. If the transmitted symbols are equiprobable then the optimal receiver
is the maximum-likelihood (ML) receiver [5]. The optimal receiver design might
be complicated and involve significant processing. In this case several sub-optimal
receivers with lower complexity can be designed which give performance close to that
of the optimal receiver.

In real world systems, the receiver does not have knowledge of phase nor amplitude
of the channel gain and thus has to estimate it. This estimation leads to imperfect
CSI. In the case of imperfect CSI, the receiver not only needs to obtain the best
estimate of the CSI but also has to process the received signal with the estimated
CSI in the best way to improve the robustness to the channel estimation error. For
point-to-point links, various receiver designs, for the case of imperfect CSI have been
proposed in the literature |2, 28| 29, 30, 31].

In most studies related to relay networks, it has been assumed that the destina-
tion in the network has either complete CSI or no CSI of the links in the system.
For example, in [32], maximum likelihood based coherent receiver with perfect CSI
was proposed for both DF relaying as well as AF relaying. When the destination
has no CSI, non-coherent receivers can be employed that offer a low complexity of
implementation at the cost of some degradation in performance. They have been ex-
tensively studied in the literature [32] 33], 34) 135, 36], 37, B8, [39]. In [32], the authors

also proposed a non-coherent receiver for DF relaying. However, for AF relaying it
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was shown that the optimal non-coherent receiver resulted in an intractable integral
and no closed form exists. Thus, a suboptimal non-coherent receiver was proposed.
In [33], a non-coherent maximum likelihood receiver was designed for the distributed
space-time block-coded system with an AF relay. Bounds on the performance of
on-off keying and binary frequency shift keying using optimum non-coherent receiver
for AF relaying were derived in [34]. Approximate non-coherent detectors for AF
relaying in Rayleigh fading channels were proposed in [35] and [36]. A non-coherent
receiver for AF cooperative systems with lower complexity was proposed in [37]. A
non-coherent generalized-likelihood-ratio-test based receiver for AF relaying has also
been proposed [3§]. The performance analysis of the non-coherent envelop detector
for frequency-shift-keying was done in [39).

For a cooperative relay network, coherent receiver design with imperfect CSI was
initially studied in [40] and [35], where reference [40] studied the performance of co-
herent detection for AF relaying using linear-minimum-mean-squared-error (LMMSE)
channel estimate and reference [35] studied the performance of the mismatched co-
herent receiver for the case of DSTBC. The performance of the mismatched coherent
receivers for orthogonal and non-orthogonal AF protocols was studied in [41]. A
slightly less complex receiver with partial CSI (only the phase information of the
cascaded channel), was also proposed in [41]. In [42], two sub-optimum detection
rules were proposed namely the enhanced Gaussian based detection rule and the un-
conditional PDF based detection rule. The former rule performed close to optimal
when the noise at the receiver is dominantly Gaussian, whereas the latter rule gave
better performance if the noise at the receiver was non-Gaussian. A hybrid of both
schemes was also proposed. In [35] 40, 41], the channel estimation is performed once
at the destination for the cascaded source-relay and relay-destination channel. This

is called cascaded channel estimation (CCE). In [43] and [44], disintegrated channel
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estimation (DCE) was also considered where estimation of the source-relay channel
was done at the relay and estimation of the relay-destination channel was done at the

destination, separately.

Our Contribution:

Novel Receivers For AF Relaying With Distributed STBC Using Cascaded
and Disintegrated Channel Estimation

Coherent receiver design in the aforementioned works consider the simple Eu-
clidean distance metric in the receivers. In Chapter 2, it is demonstrated that symbol-
error-rate (SER) performances of these receivers can be further improved by designing
better metrics which use additional information of the channel and noise. Specifically,
novel pilot-symbol-aided coherent receivers using CCE and DCE for DSTBC system
with AF relaying are derived by using the maximum averaged likelihood (MAL) meth-
ods [28, 31]. The new receivers do not require channel estimation in certain parts
of communications by using the received pilot signals directly for decoding to save
processing complexity and power. To achieve this, the distribution of the channel
and the noise is utilized to outperform the conventional Euclidean distance metric
receivers.

Furthermore, the decision history is utilized in the derived receivers to give further
performance gain without increasing the number of pilots or the transmit power of
pilots. We also propose the use of decision history in the simple Euclidean distance
metric to improve the SER performance. The effect of decision history on the perfor-
mance of the new receivers is examined for different weighting schemes. Numerical
results show that the new receivers have significant performance gains over the con-
ventional receivers. In some cases, the performance gain can be as large as 2.5 dB

in effective signal-to-noise ratio for both CCE and DCE in 16-quadrature-amplitude-
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modulation (16-QAM) with Rayleigh fading. The effect of the quantization error that

occurs when the relay forwards the quantized estimate of the source-relay channel to
the destination for DCE on the receiver performances is also shown by simulation.
The new contributions in Chapter 2 that are different from existing works can be

summarized as follows:

e New receiver metrics that utilize the distribution of the channels and the noise

are derived with better SER performances.

e The decision history is incorporated in the newly derived metrics as well as the

existing Euclidean distance metric to achieve performance gains.

e The effect of the decision history on the performances of the receivers is studied

for different weighting schemes.

e The effect of quantization on the performance of the derived receivers for DCE

is examined.

Novel Non-Coherent and Half-Coherent Receivers for Amplify-and-
Forward Relaying

As mentioned previously, in most studies related to relay networks, it has been
assumed that the destination in the network has either complete CSI or no CSI of the
links in the system. Furthermore, in all the aforementioned works related to receiver
design, the channel was assumed to have Rayleigh fading. When the channel has
Rician fading, the non-coherent receiver designs proposed in these previous works are
sub-optimal. Thus, in Chapter 3, we derive the optimal non-coherent receiver for
Rician fading channels. To reduce the implementation complexity, we also propose a
sub-optimal non-coherent receiver with lower complexity but similar performance to

that of the optimal non-coherent receiver.
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In addition, considering Rician faded environment, we also derive new detectors
for the case in which the receiver has the CSI of only one of the two links in the
relaying system, i.e. the receiver only has the CSI of either the source-relay link
or the relay-destination link. These receivers are termed as ‘half-coherent receivers’
and are useful in scenarios where either the relay is fixed so that it can afford higher
complexity by estimating and forwarding the source-relay CSI to the destination node
that is unable to estimate the channel or when the destination can afford complexity
by estimating the relay-destination link for an ad-hoc relay that has to keep low
complexity due to the complexity limitations. The analytical expressions for the
symbol-error-rate performances of the proposed receivers for M-ary frequency-shift-
keying are derived. These new receivers provide an alternative to the coherent and
non-coherent receivers in the literature; they outperform the non-coherent receivers
while they are less complicated than the coherent receivers. In cases when only the
relay or destination can afford additional complexity caused by channel estimation,
they are also indispensable. As will be shown later, our proposed receivers perform
better than the conventional non-coherent energy detector receiver, especially at low

signal-to-noise ratio (SNR).

1.4.2 Opportunistic Bidirectional Relaying With Outdated

CSl1

As was discussed previously, a drawback of employing relays is the loss of through-
put due to orthogonal signaling [14]. Two-way-relaying is one option to improve the
throughput. However, even with TWR as the number of relays increases, spectral ef-
ficiency is reduced. This loss in spectral-efficiency can be compensated by employing

relay selection (RS) where a single relay is opportunistically selected for transmission
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and thus, the throughput is improved compared to the system where all the relays
participate. It has also been shown that RS also preserves the same spatial diversity
[45], 46, [47). Many works have analyzed the performance of relay selection in context
of two-way relaying eg. see [48, [49] 50}, 51] and references therein. In [48],the perfor-
mance of the max-min RS technique and the max-sum RS technique was analyzed
and a hybrid RS scheme was proposed. It was shown that max-min RS scheme ex-
tracts the full diversity gain and is suitable at high SNR. Performance of various full
diversity achieving schemes based on joint network coding and opportunistic relaying
have been analyzed in [52] and [53]. For bidirectional amplify-and-forward relaying,
the performance of opportunistic RS based on the max-min criteria was analyzed in
terms of outage probability and SER in [49, 50} 51] and it was shown that this scheme
achieves full diversity.

All these previous works assumed that the channel remains the same during the
RS phase and the data transmission phase. Due to time varying nature of the channel,
this assumption is not always true and it is possible that due to feedback delay or
scheduling delay, an outdated channel is used for RS. This impacts the performance
of the system significantly and for traditional one-way relay networks, it is shown that
RS using outdated CSI (OC) results in diversity loss eg. see [54] 55, 56, 57, 58]. This
loss in performance and diversity also occurs for an opportunistic two-way relaying
network (OTN) with OC based RS [59, 60]. The performance of an OTN with max-
min RS (MRS) scheme based on OC was analyzed in [59] and the lower and upper
bounds on the outage performance and SER performance were derived. It was also
shown that the diversity is lost due to OC. The authors in [60] also considered an OTN
with max-min RS and OC (OTN-MRS-OC), and obtained closed-form expressions
for outage probability and SER. In both these works, variable gain AF relays were

assumed i.e. the relays possessed the CSI of the links.
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Our Contribution:

In Chapter 4, we analyze the performance of OTN-MRS-OC with fixed gain (FG)
AF relays. Furthermore, for FG relays, the statistics of the end-to-end SNR (E2E-
SNR) are different from the ones obtained for variable gain relays in [59] and [60].
Thus, in Chapter 4, we obtain the closed-form expressions for the outage performance,
moment-generating-function of the E2E-SNR and the SER performance for both co-
herent and non-coherent one-dimensional modulation schemes. Numerical simulation
results are also presented to validate the derived analytical results. In addition, un-
like previous works considering RS based on OC, the impact of relay location is also
studied and it is shown that the performance of the OTN-MRS-OC can be improved

by moving the relay closer to the source whose channel is more outdated.

1.5 Achieving Spatial Diversity in Practical Cog-

nitive Radio Systems

1.5.1 Power Limited Cognitive Network with TAS/MRC

For standard point-to-point links, it has been shown that even with lower complexity,
AS achieves full diversity [8, 22]. Furthermore, it has also been proved that for MIMO
point-to-point links TAS with MRC at the receiver achieves an order of diversity equal
to the product of the number of transmit and receive antennas [23, [61]. Various other
studies have also been done to analyze the performance of point-to-point TAS/MRC
system for different fading conditions eg. see [62], 63 [64, [65], 66] and references therein.

In the context of cognitive radio, it is well known that the secondary link capacity
can be enhanced by means of spatial diversity which can be achieved by increasing the

number of antennas on the terminals in the cognitive network [67, [68], [69] [70] [7T), [72].
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The capacity of the secondary link, where the secondary user receiver (SU-Rx) has
ng antennas and employs MRC was initially investigated in [68]. In [69], the authors
studied the effect on capacity of the secondary link when the SU-Tx does not have
perfect channel information of the interference link (i.e. link between SU-Tx and
primary user receiver (PU-Rx)). In both these works the authors considered only the
average interference power constraint. In [70], a peak transmit power constraint in
addition to peak interference power constraint was considered and it was shown that
the secondary link capacity scales as In (ng) and this system achieves a diversity order
of ng. The capacity of the secondary link with ngr receive antennas and employing
MRC when the channel has Nakagami-m fading was recently studied in [71]. The
ergodic capacity and outage capacity of a MIMO secondary link, where SU-Tx has
nr antennas and the SU-Rx has ng antennas, was recently studied in [72].

As discussed previously, TAS can be employed to reduce the complexity at the SU-
Tx. TAS in a spectrum sharing setting was initially analyzed in [73] where the PU-Rx
was assumed to have a single antenna. It was shown that capacity is determined by
a geographical relationship expressed as a ratio of the SU-Tx-to-SU-Rx distance and
the SU-Tx-to-PU-Rx distance. The performance of transmit antenna selection, when
the PU-Rx has ng antennas and employs MRC, was recently analyzed in [74]. The
authors obtained closed form expression for the outage probability and the ergodic
capacity of the secondary link, considering only a peak interference power constraint.
In [72], the authors also considered a cognitive system with TAS/MRC, however, the

study was simulation based and no analysis was presented.

Our Contribution:

In all the previous works discussing TAS/MRC in a cognitive setting, no detailed

performance analysis was presented for a more practical scenario i.e. when the SU-
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Tx has a limited peak transmit power. Generally, in the underlay setting, the transmit
power of the SU-Tx is inversely proportional to the channel power of the interference
link. If the SU-Tx is not assumed to have limited peak power, then the SU-Tx will
quickly drain out its battery by transmitting with very high power if the interference
link is very poor. Therefore, it is essential that the SU-Tx has limit on the peak
transmit power. In addition, these previous works ignored the interference from the
primary network on the secondary network and thus, the analysis does not depict a
realistic scenario.

In Chapter 5, a MIMO cognitive system (MCS) employing TAS at the SU-Tx
and MRC at the SU-Rx is considered. The performance of this system is analyzed
for a more realistic scenario where the SU-Tx has a limited peak transmit power in
addition to the peak interference power constraint. Additionally, the interference from
the primary network on the secondary network is also considered. Specifically, two
scenarios are considered; 1) the MIMO cognitive system with TAS/MRC (MCS-TM)
does not experience interference from the primary network (denote by MCS-TM-NI),
and 2) MCS-TM does experience interference from the primary network (denote by
MCS-TM-WI). The performance of both these scenarios is analyzed and exact closed-
form expressions for the outage probability are obtained. A new and simple expression
of the cumulative density function (CDF) of the output SNR for the MCS-TM-NI is
also derived. Using this new expression of the CDF, exact closed-form expressions
are obtained for the probability distribution function (PDF) and the g-th moment of
the output SNR, the moment generating function (MGF), the SER performance and
the ergodic capacity. In addition, a precise lower bound on the ergodic capacity at
high SNR is also derived. Numerical simulations results are also presented and they
match well with the derived results. Furthermore, asymptotic performance results for

MCS-TM-NI are also derived and it is shown that the generalized diversity gain for
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this scheme is equal to the product of the number of transmit and receive antennas.

1.5.2 Opportunistic Multi-user Cognitive Network With Lim-

ited Transmit Power

In a spectrum sharing setting, multi-user diversity can be exploited but it is different
from the traditional multi-user case because of the interference power constraints
imposed on the secondary user (SU). Thus, in this case, the selected SU needs to have
jointly a good transmission link and a poor interference link. The effect of multi-user
diversity in an underlay network with independent and identically distributed (i.i.d)
Rayleigh fading was initially studied in [75] where the SU having the best SNR was
selected for transmission. It was shown in [75] that at sufficiently high transmit power,
the selection of the user is more influenced by the interference link and the multi-user
diversity gain in terms of capacity scales similar to the scaling law of the non-spectrum
sharing system. The ergodic capacity of the multi-user underlay system was derived
for a more generic hyper-Nakagami-m fading channel in [76]. In both these works,
the capacity was given in terms of a single integral expression which can be evaluated
using the well known numerical integration techniques. The outage capacity as well
as the effective capacity for an opportunistic cognitive broadcast channel having i.i.d
Rayleigh fading was also analyzed in [77]. Multi-user interference diversity which
takes into account the interference from the primary network was studied in [7§],
However, no performance analysis was presented. In [79], a new scheduling scheme
was proposed and analyzed where the user is selected from a subset of users who’s
interference powers are below a certain threshold. A drawback of this scheme is that
it is possible that sometimes the initial subset is empty and thus no SU is selected for

transmission. This will cause a reduction in throughput of the secondary network.
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In [80], a broadcast cognitive channel was considered where the secondary user first
selects a spectrum from a number of available spectra. The spectrum which causes the
least interference to the primary users (PUs) is selected for transmission. Then using
this spectrum the signal is transmitted to the user with the best channel. A similar
setup was considered in [81] and it was shown that the throughput scales double-
logarithmically with the number of users and linearly with the number of available
bands. This system setup requires continuous monitoring of all the available spectra

and thus increases the complexity of the band manager.

Our Contribution:

The performance of a multi-user underlay cognitive network is studied where the sec-
ondary user having the highest post-scheduling/output SNR is scheduled for trans-
mission. The SUs are not selected based on thresholding, as in [79]. Thus, a SU is
always selected for transmission and there is no loss in throughput. The channel is as-
sumed to have independent but not identical (i.n.i.d) Nakagami-m fading. Note that
this channel fading model is more generic and includes the channel fading models con-
sidered in [75], [77] as its sub-cases. Considering an interference power constraint and
a maximum transmit power constraint on the SU, a power allocation scheme at the
SUs is derived. For this policy the SU transmitter (SU-Tx) requires the instantaneous
CSI of the link between the SU-Tx and the PU-Rx. The advantage of this scheme is
that the interference constraint is never violated and thus, the primary network does
not experience interference greater than the allowed peak interference level. After the
power allocation, the SU having the best SNR is selected for transmission.
Moreover, effect of interference from the PU on the SU is also considered and the
performance of the opportunistic multi-user underlay cognitive network (OMU-CN)

is analyzed for two scenarios; 1) OMU-CN does not experience interference from the
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PU (denote by OMU-CN-NI) and 2) OMU-CN experiences interference from the PU

(denote by OMU-CN-WI). For both scenarios, exact closed-form expressions are ob-
tained for the CDF of the output SNR which is then utilized to analyze the outage
performance. An alternate new and simple expression for the CDF of the output SNR
for the OMU-CN-NI is also derived. Using this new expression of the CDF, exact
closed-form expressions are derived for the moment generating function of the output
SNR, the SER performance and the ergodic capacity. Additionally, the performance
of the OMU-CN-NI is analyzed in the asymptotic regimes and the generalized diver-
sity order of the multi-user scheduling scheme is obtained. It is shown that when
the interference link is very poor and there is no limit on the transmit power, this
scheduling scheme achieves full diversity. Furthermore, it is shown that when there
is no interference from the PU the performance of this multi-user scheduling scheme
saturates due to limited peak transmit power or limited peak interference power. Nu-
merical simulations are also presented to corroborate the derived analytical results.
It is also shown that the scheduling scheme considered in this chapter achieves higher

capacity compared to the hybrid scheduling scheme in [79).
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Chapter 2

Novel Receivers For AF Relaying
With Distributed STBC Using
Cascaded and Disintegrated

Channel Estimation

2.1 Introduction

In this chapter, novel pilot-symbol-aided coherent receivers using CCE and DCE are
derived for a DSTBC system with AF relaying. The receiver are derived based on
the distribution of the channel and the noise. These new receivers use the received
pilot signal to decode the incoming signal and thus save the processing complexity
and power required to estimate the channel. Furthermore, decision based receivers
are obtained by incorporating the decision history in the derived receivers. These
decision based receivers give improved performance without increasing the number
of pilots or the transmit power of pilots. Decision history is also incorporated in the

conventional Euclidean distance based receivers to give improved performance. The



SOURCE DESTINATION

Figure 2.1: Diagram of a wireless relay system.

effect of decision history on the performance of the new receivers is examined for
different weighting schemes. The performances of the new receivers are shown using

numerical simulations.

2.2 System Model

Consider a system in which transmission is carried out from the source to the des-
tination via a relay as shown in Fig. 2.1 All the nodes are assumed to have single
antenna. The transmission is completed in two time slots [82] [33] [83] 84} [85]. During
the first time slot, the source transmits the signal to the relay. In the second time slot,
both the relay and the source transmit the signal to the destination. This system can
be considered as a distributed space-time coded system with 2 transmit antennas and
1 receive antenna. Note that the destination could also listen during the first time

slot [35], 41, 186} 82], [84]. This requires a more complicated space-time code [35, 41, [86].
T
0 T 0 .I’Q*

For example, the code used in [86] is X = [ . The dimensionality

* *

of this code is high and thus, it costs extra memory and processing power at the
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destination. The derivation in this chapter can be easily extended to this case.

The transmission is assumed to occur in blocks of length N + M, where N is
the number of data symbols and M is the number of pilot symbols. The data and
pilots are encoded using the Alamouti code [6]. The pilots are sent at the beginning
of each block. The channel gains of all the links are assumed to be constant during
the block transmission. The channel gains for the source-relay channel, the relay-
destination channel and the source-destination channel are denoted by hggr, hgp and
hsp, respectively, and are assumed to be independent zero mean complex Gaussian
(ZMCG) random variables each with variance 0.5 per dimension. hgp denotes the
quantized estimate of hgdl]

The received data vector at the destination is expressed as
y = Xhg +n (2.1)

where y = [y1 " yo' .. .y%T]T, X = [X] XJ...X%]" is the transmitted data matrix,
2
he = | %hSRhRD V/Esphsp]" denotes the cascaded channel gain and the

T 4T T]

channel gain in the direct link, n = [n] nj ...n~ "7 is the noise vector, and
2

yi = Xihe + (2.2

. T Toi—1 Ty
with y; = [ymel ?Jm‘] , X =

] and n; = [Ny _1 7o;]7. The index in (2.2)

—T; Ty
varies from 1 to N/2, assuming that N/2 is an integer. In (2.2)), yo;_1 is the received

Tt will be discussed later that, in the case of disintegrated channel estimation, hgp is forwarded
by the relay to the destination.
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signal after the 2(2i — 1)th time slot and is expressed as [

FErpE
Yai-1 = 4/ —BPOR p o mhppTaio1 + V Esphspai + 12i-1
ESR + No

where 79; 1 = 4/ EinNo hrpnpr2i—1 + npa2i—1 is the collective noise at the destination

and yo; is the received signal after the 2(2¢)th time slot and is given by

E E * *
Yoi = MhSRhRD(_QjQi) =+ 1/ ESDhSDin—l + 2i
Esp+ N,

where 1y; = 4/ & inNO hrpnr2i +np2; is the collective noise at the destination, zs;_1

and 9, are the transmitted data symbols, ng is the noise at the relay during time slot
k and npj is the noise at the destination during time slot &, & = 2¢,2¢ — 1. The noise
terms npy and np are ZMCG with variance % per dimension. It is noted that ny;_1
and ny; are not complex Gaussian. However, the closed form expression for the exact
PDF of the collective noise does not exist and therefore, the analysis using the exact
system model would lead to intractable results. Thus, in order to obtain tractable
results, assume 79,1 and 79; to be complex Gaussian as in [33, 83, 87, 40, 88| 85].
It will be shown, that the receivers derived using this approximation still provide

performance gains. The variances of 71 and ny; are E[nz; ] = E[n3] = of =

<1 + EinN()) N,, where Esr, Erp and Esp are the source-relay, relay-destination
and source-destination transmitted energies, respectively.

The ideal receiver, denoted as the genie receiver, assumes perfect channel knowl-

edge. The metric for the genie receiver is
X = argm}én ly — Xhe|?. (2.3)

In reality, the receiver does not have perfect CSI and the CSI is estimated using the

pilot symbols. The channel estimate is then used in the metric in (2.3) to decode

2The signal at the relay is normalized by a fixed gain \/E[y%] = VEsg + N, [33], where E[/]
denotes the expectation operator. Thus, the multiplying factor at the relay does not depend on
hsgr.
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the received signal. This minimum Euclidean distance receiver is also called the

mismatched receiver in [28] and is expressed as
X = arg m}én ly — Xhl| (2.4)

where h can be the ML estimate of the cascaded source-relay-destination channel (in
the case of CCE) or the product of the ML estimates of the source-relay channel and

the relay-destination channel (in the case of DCE).

2.3 Channel Estimation

2.3.1 Cascaded Channel Estimation

In the case of CCE, the channel is estimated at the destination using the received

pilot vector z which can be expressed similar to (2.1) as

YARS Phc + np (25)
where z = [z 29...2y]7 is the received pilot vector, P = [P] PJ ... PL|T is the
2
P2i-1 P2i

transmitted pilot block, P; = [ ] ,and np = [, Mp2 ... M|’ is the

—D% Daia
ZMCG noise with variance 072] that is added to the received pilot signal at the desti-

nation.

2.3.2 Disintegrated Channel Estimation

In the case of DCE, the relay estimates the source-relay channel using the pilots

sent by the source. It then replaces the pilots from the source with the new pilots
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and sends them to the destination to estimate the relay-destination channel. It also
forwards the quantized estimate of the source-relay channel, obtained at the relay, to

the destination [43] 44]. The received pilot vector at the relay can be expressed as

zsr = P1V Esrhsr +ng (2.6)

where zgp = [2sr1 ZsR2 - - - 2SR, wm] T is the received pilot vector at the relay, p; denotes
the first column of the pilot matrix P and ng = [ng1 nr3...ngaoy—1" is the ZMCG
noise added at the relay. The relay replaces the received pilot vector with new pilots

and thus, the received pilot vector at the destination can be expressed as

Zp :PhD+nD (27)

where zp = [2p1 2p2 ... 2p.u)" is the received pilot vector, hp = [v/Erphrp VEsphsp]"
is the destination channel vector and np = [npa2 npa4...npanm| is the ZMCG noise
that is added to the received pilot signals at the destination.

The ML estimate in ([2.4]) is calculated as [89]

h = (U"U)"'Utw (2.8)

where (-)" denotes the Hermitian operator,w is the received pilot vector and U is
the matrix of transmitted pilots. The error in the ML estimate is e = (UHU)"U"n
[89], where n is the noise in the received pilot vector.Note that the symbols U, w
and n in (2.8), can be replaced by P, z and np in (2.5)), p1, zsr and ng in (2.6) or
P, zp and np in to obtain the ML channel estimate in each case. Note also
that the receiver in has been proved the best among all existing receivers in

[32, B3], 35, 40}, [43], [44]. Thus, in the following, we only compare our new receivers
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with (2.4)).

2.4 Minimum Euclidean Distance Receiver With
Decision History

The performance of the conventional receiver in can be improved by incorpo-
rating the decision history, similar to [31], which results in a better estimate of the
CSI. In the derivation, we assume that the decoding is done for the N data symbols
in each block based on X;, i = 1,...N/2, as this reduces the decoding complexity.
For the ith decoding block, the channel estimate is improved by incorporating the

decision history as

i1 -1 i—1
o — <pHp 5 kak> (sz Y x,gyk) (29)

k=0 k=0
where Xk is the data decision of X and yj is the received signal of Xj. If the
previous decisions are correct, they have the same effect as the pilots. If the previous
decisions are incorrect, they will lead to an unreliable estimate. Therefore, to reduce
the detrimental effect of the decision errors, the previous decisions can be weighted

according to the noise statistics as

. —-1 .
- 1 ~= oy 1 .
— H E : H H 2 : H

In this case, if the noise is strong, it is more likely that the decision error is high.
Then, the effect of the decision errors on the channel estimate is reduced by using a
smaller weighting factor.

Since the decoding is based on blocks, the channel estimate can also be improved
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by giving less weights on the older decisions of the block and giving more weights on
the newest decisions. Then, after every iteration, the quality of the channel estimate

is improved, and the probability of error is reduced. Thus, one has

hipy = (PPP + ) (PMz 4 ¢) (2.11)

where \; = X?_lXi_l + )‘;*1 and & = X?_lyi_l + ¢

2
n

. Finally, one can combine ({2.10))

and (2.11)) to obtain the channel estimate used in our new receiver as

i1
2
9n

hyipn = (PP +A) " (PM2 +3)) (2.12)

1 W A A — 1~ i . —_
where Al = U—%X?_lxi,l + ;%1 and = = U_%X:'—l}’ifl + ;_7271 with AO = 9 — 0,

XHX, = 0 and X}y, = 0. Note that [31] proposed the idea of decision history but

did not consider the Euclidean distance receiver or weighting. Therefore, (2.9)-(2.12)

are our new results.

2.4.1 Minimum Euclidean Distance Receiver With Decision

History For CCE (MEDDH-CCE)

One can improve the conventional mismatched receivers in (2.4)) by using hwipn
from (2.12)). Using (2.12)), the improved mismatched receiver using cascaded channel

estimation based on the Euclidean distance metric can expressed as

X\ EDDH-CCE = aTg m)én ly — X (P"P + Ai)_1 (P"z +2,)|? (2.13)

where A; and =Z; are defined as before. It can be shown that (2.12)) performs better
than (29)-([Z11).
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2.4.2 Minimum Euclidean Distance Receiver With Decision

History For DCE (MEDDH-DCE)

In the case of DCE, the ML estimate for the channel is expressed as

he = (PHP)"'(MP"z) (2.14)
hsr ) R
where M = [ VEsr+No ] and hgg is the quantized value of the ML estimate hgp of
0 1

the source-relay channel given by

iISR = (lep1)_1p1HZSR- (2.15)

Similarly, the improved mismatched receiver using disintegrated channel estima-

tion based on the Euclidean distance metric can be derived as

X MEDDH-DCE = g m}én ly —X (PHP + Ai)_l (MPHZ + EZ) I (2.16)

The receiver in (2.16)) uses the matrix M, which has to be multiplied with the ML
estimate due to the DCE. This matrix does not appear in (2.13) for CCE. Using
(2.13) and (2.16)), the performances of the improved mismatched receivers using the

simple Euclidean distance metric with decision history can be examined.

2.5 Maximum Averaged Likelihood Receivers

The Euclidean distance metric in (2.4]) does not use any information about the channel
and noise statistics, such as fading distribution and the noise power and thus, better

metrics can be derived by taking them into account [28, [3T]. In this section, we
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derive the new receiver metrics, for both CCE and DCE, that outperform the existing
Euclidean distance metric. Again, we assume that the decoding is done for the N
data symbols in each block based on X;, i = 1,... N/2, as this reduces the decoding

complexity.

2.5.1 Maximum Averaged Likelihood Receivers For CCE

Maximum Averaged Likelihood Receiver Without Channel Distribution

(MALnCS-CCE)

In [31], the receiver metric was derived that used the received pilot information di-

rectly and did not require explicit channel estimation as

X = arg max {/fy/hc,X<Y) * fa/hep(2) dhc}' (2.17)

The expression in ([2.17)) is similar to the expression of the MAP detector except
that it includes the conditional PDF of the received pilot signal in addition to the
conditional PDF of the received data signal. In , it effectively assumes that no
prior information about the channel is available such that the averaging is done over
a uniform distribution. However, when the distribution of the channel is available,
averaging over the actual distribution results in an improved receiver, as will be shown
later. The conditional probability density function (PDF) of the received signal y; is
[89, eq.(15.17)]

exp (_(yz - XihC)HCT_Lil (yl - thc))
m2det(Cy,)

Syimex (yi) = (2.18)

where C,,, = (1 + %) N, - I is the noise covariance matrix, det (-) is the deter-

minant operator and [ denotes the identity matrix of order £ x k. The conditional
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PDF of the received pilot signal z is

_exp (—(z — Pho)"C, ' (z — Phy))
fz/hc,P(Z> - deet(Cz)

(2.19)

where C, = (1 + L&D ) N, -Tj; is the noise covariance matrix. Substituting (2.18))

Esr+No
and (2.19)) in (2.17)), solving the resulting integral using the fact that, for Alamouti
code, XX, = ¢ -1y and P"P = d - I, where ¢ and d are constants, and simplifying
the result one obtains

(I‘xi>(Axi21(FXi>H} (2.20)

Ty

~

Xi,MALnCSnDH-CCE = arg max { — In(det(Ax,)) +

7

where Ax, = X"X; + PHP, T, = y"X; + 2"P, o2 = (1 n Eiﬂ) N, and In (")
denotes the natural logarithm. The derived new metric in (2.20)) involves only the
statistics of the collective noise at the destination. It can be noted that the receiver
given by is more complicated than the receiver in , although the receiver in
(2.20]) saves the cost of channel estimation. In particular, requires about 36M?2
real multiplications while requires 24M? real multiplications, where M denotes
the constellation size. Thus, the overall complexity of is higher than that of
and the receiver in is more useful in applications where performance is
more important.

The receiver in does not use any decision history. Similar to the case of

the conventional coherent receiver, decision history can be utilized to improve the

performance of the derived new receiver metric. The history parameters YT; and A;



48
are added to the new receiver metric in (2.20) and one obtains

A~

X MALnCSDH-CCE =

) )1 \H
arg max { —In (det(Ax, + A;)) + (D, + Yi)(Ax, + A7 (I, + 1) }

X; a%

(2.21)

T

[op

L with Ty = 0. Note that the receiver

where A; is as before and T; = o%yiH_lXi_l + =
n n

in ([2.21)) uses the decision history in (2.12)). One may also use (2.9)-(2.11]), but they

do not offer better performances.

Maximum Averaged Likelihood Receiver With Channel Distribution (M ALCS-

CCE)

As mentioned previously, using the distribution of the channel in (2.17)) can result in
an improved metric. The resulting metric uses additional information of the channel

distribution and can be derived as 28], [31]

X —agmgs { [ fpex(y) famer(@ froW) dho}. (222
From (2.1)), hg = [hy ho]? = | %hSRhR[) V/Esphsp]T. In this case it can be

observed that hy is ZMCG with variance 022 = FEgsp. The exact PDF of hy is given in
[36] but it does not lead to tractable derivation. We therefore use the approximation,
Jui (@) = fo,,(2)- fa, (), ie. the real and imaginary parts of the product of complex

Gaussian random variables are independent. From [30]

1 2
i) = fo, ) = v exp (<2 el (2.23)

where, hy, and h;; are the real and imaginary parts of h; and 0% =05 = ,/%.
o
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Using the above results, (2.22)) can be solved to obtain

S 1 in 2Hin 2
XimarcsnpH-cop = argmax ¢ —InAx, —In [ Ax, + — | + ——>+
i Uh2 AXi + ?
P
- gR Fx~ 2 + §R Fx- 2
ln experfc (C ( |,1>) + experfc (g ( 1,1)) + (224)
A)(i AXi
(€= S(Txa))? (€ +3(Tx,))?
In ( experfc + experfc
A)(i AXi
where in,l = yvll-IXiJ + Zth FXi,z = yyxi,Q + ZHp27 ¢ = 01102 and AXi = w:

n

x;1 and x; o denote the first and second column of X;, p; and py denote the first
and second column of P, respectively, R(-) and (-) denote the real and imaginary
parts of the argument and experfc(z) = exp (z) - erfe(y/x) and erfe(-) denotes the
complementary error function. We denote the derived metric in as MALCS-
CCE and the metric in as MALnCS-CCE. Also, the metric given by
is more complex than , as it requires evaluation of the exponential and erfc
functions.

Similarly, the performance of the derived new receiver in can be improved

by incorporating the decision history, giving

A~

X MALCSDH-CCE =

arg max {—lnExi—ln (in+—2) +( 12 02 (D 2’)+

i Thy ZXi + é
— R(Iy O1, 2 R(Ty, O1; 2
In <experfc((C Ty + O1)) ) 4 experfc<(< + R, +O1,)) )>+
ZXi EXi
(¢ =Sk, + @1,i))2 (C+ (s, + @171-))2
In ( experfc ’ + experfc :
in EXi
(2.25)
O1,i—1

_ 1L H ¢
where O, ; = U_%Yi_lxi—l,1+ o7

- Ho o _ _ 1 H 3
with ygxo1 =0and ©,9 =0, ©y; = ﬁyi_lxi_l,g +
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O2i_1 . Ha A /det(Axi-i-Ai) 1 H < Aiy
0_:27 with YoXo,2 = 0 and @2,0 = 0, in = —U% and Az = gXi,lXi_l + a%

with Ag = 0 and XE‘XO = 0, X;; and X; 2 denote the first and second column of Xi,

as the data decisions, respectively.

2.5.2 Maximum Averaged Likelihood Receivers For DCE

In the case of DCE, the source-relay channel is estimated at the relay by the ML esti-
mator given in (2.15). This source-relay channel estimate is quantized and forwarded

to the destination via the feed forward channel as hgp [44].

Maximum Averaged Likelihood Receiver Without Channel Distribution

(MALnCS-DCE)

The receiver metric for the destination can be derived by using the received pilot

information directly without channel estimation as [31]

) } (2.26)

hsr=hsr

X = arg max {/fy/hc,x(Y) * fap/mp,p(2) dhp

It can be noted that the metric in (2.26) is slightly modified by not integrating over
the source-relay channel. Instead, we substitute it for the value of the quantized

estimate of the source-relay channel that has been forwarded by the relay.

The conditional PDF of the received signal y; is given by (2.18) with C,, =

<1 + EinNo> N,-I5. The conditional PDF of the received pilot signal zp is expressed

as
_exp (—=(z = Php)"C,'(z — Php))
sz/hD7P(Z) - deet(Cz)

(2.27)

where C, = N, - [ is the noise covariance matrix.
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Substituting (2.18]) and (2.27)) in (2.26) and solving the resulting integral, one has

A

Xi MALnCSnDH—DCE =

argmax { —1In (Qx,) + (T,,) () (T, )" (2.28)

7

—In(®x,) + (‘I’xi,z)(q)xi)_l(qlxi’z)H}

V/det (XHX;)-hH hsr | 4/det (PHP) Vdet (XIX;) | \/det (PHP)
where, Qx, = 2 (Bt No) + -2 , Px, = P + P s Wy =
He R H Hy! H
Yi X;1-hsr Z'"'p1 Y X2 z'"'p2 2 ErD 2
Foshon 2R W, = Y22 4 2 2 — (14 pZiac) N, and 02 = N, The

above metric uses the quantized ML estimate of the source-relay channel. It can also
be noted that the derived metric in ([2.28]) uses the information of the noise variance.
Again, this receiver does not perform channel estimation for the source-destination
and the relay-destination channels. But it does for the source-relay channel.

By incorporating the decision history into the metric, its performance can be

improved and one obtains

A

X, MALnCSDH—-DCE =

arg max { —In (x, + Aa) + (T, + Za)(Qx, + Ani) (T, + Ea )"

(3

—In (®x, + An) + (Pagy + Zp) (P, + As) " (W +E)" |

(2.29)
- H & 7 -
— _ ZEAi-1 Y'_lxifl,l'hSR . Hxo _ - _ - _ EBi—1
where, Z4,; = U’% + ;%¢E5R+No with ygxo1 = 0 and 249 = 0, Ep,; = U% +
H o g TH % iH T
Yi1Xi—1,2 . Hx . - - o AA,'—l det(X-71Xi71)~hSRh5R .
=== with ygXo2 = 0 and Epg = 0, Ay; = —5— + 021(E5R+No) with
n n n
Apg.i_ Vet XH X 1) .
Aap=0,Ap; = =25+ + —+—— with Agy = 0.

n n
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Maximum Averaged Likelihood Receiver With Channel Distribution (ML ALCS-

DCE)

Using the channel distribution, the new metric is obtained by solving the following

integral

(2.30)

X = arg max {/fy/hc,x(}’) * fap/mp.p(2) - fup(h) dhp hSR:ESR}

From (2.7), hp = [\/Erphrp vV Esphsp]™ = [h1 ho]?. In this case, it can be observed
that both hy and hy are complex Gaussian with zero mean and variance 0%, = Frp
and 0%, = Esp respectively. Thus the joint PDF of both the channels is complex

Gaussian.

Substituting (2.18]) and (2.27)) in (2.30) and solving the resulting integral, one has

A

Xi,MALCSnDH—DCE =

1 1
arg max { —In(Qx, + 5—) —In(®x, + )+
X Ohp oép
1 1
(W) (R, ) (W, )+ (W) (@, + ) 7 (W)
9RrD 95D

(2.31)

The values of Qx;, ®x;, Yy, ,, ¥, > 0py 02, X1, Xi 2, P1 and p, are the same as those
in (2.28)). If the ML estimate of the source-relay channel is replaced by its original
value, the metric given by ([2.31]) is the optimal metric.

Again, the performance of the derived receiver in (2.31]) can be improved by in-
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corporating the decision history and one obtains

R 1 1
X, MALCSDH-DCE = aIg max { —In (Qx, + P +Ani) —In(Px; + —— + Agy)

i RD Osp
_ 1 _ —
+ (W, +Z0) (O, + 55— + M) (P, +Ea,)"
ORrD
_ 1 _ _
+ (Wo, + Z50) (Px, + —— + Api) (U, + ‘:‘B7i)H}‘
Osp

(2.32)

The history parameters =Z4;, Zp;, Aa; and Ap; are defined as before. Note that
all the proposed new receivers require knowledge of the noise variance. This can
be accurately estimated by using estimators in [90] and [91]. The estimate is often
y2-distributed with its variance decreasing with the sample size. Since the noise
variance changes little during communication, one can use a large sample size to

make the estimation error negligible offline.

2.6 Numerical Results and Discussion

In this section, the symbol-error-rate (SER) performances of the newly derived re-
ceivers are evaluated by simulation. Consider 16-QAM as an example. Other mod-
ulation schemes can also be examined in a similar way. The number of pilots in
the simulation is chosen to be 2 and each pilot is chosen from the inner constella-
tion point of the 16-QAM constellation and has the same phase. It can be shown
that having different phases does not affect the performance. This does not mean
that the pilot has much less energy than the data, because the data from the same
inner point has the same energy. For DCE, assume that the channel estimate sent
by the relay is quantized with infinite bits unless stated otherwise. The block size

is chosen to be 80. The performances of the new receivers are compared with the
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conventional mismatched ML receiver in ({2.4]), denoted by MEDnDH-CCE for CCE,

and MEDnDH-DCE for DCE. The genie receiver is used as a benchmark. For the
remaining receivers we use the notations defined previously.

Fig. and Fig. [2.3] compare the MEDDH receivers using different forms of
decision history for CCE and DCE, respectively. Equation gives the conventional
mismatched receiver without decision history and is denoted as MEDnDH. It can be
observed from Fig. that, for CCE, the MEDDH receiver using performs
about 1 dB better than the MEDDH receiver using and approximately 2.5
dB better than the conventional MEDnDH-CCE receiver. For DCE, the MEDDH
receiver using also performs 2.5 dB better than the conventional MEDnDH-
DCE receiver, as can be seen in Fig. [2.3, The MEDDH receiver using performs
the second best and the MEDDH receiver using gives the least performance
gain. Thus, significant gains can be achieved by incorporating the decision history
in the receiver metric. It can also be shown that this performance gain increases by
increasing the block length. In the following all the MEDDH receivers use .

In deriving the MALCSnDH-CCE receiver, we assumed that the real and imagi-
nary parts were independent in order to get tractable results. This assumption can be
justified as follows. It can be easily shown that the correlation between the real and
imaginary parts of the product of complex Gaussian is zero as the joint PDF is an even
function. Additionally, Fig. compares the exact metric, i.e. the integral in (2.22]),

with the approximation in ([2.24]), for a system without the direct link. The assump-

tion of simulating (2.22)) and (2.24]) without the direct link does not affect the analysis

because the source-destination channel and the source-relay-destination channel are
independent and one can obtain the exact metric for the source-destination link. One
can observe from Fig. that the receiver in (2.22)) performs almost the same as

the receiver in ([2.24]). Thus, the approximation error caused by this assumption is
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Figure 2.2: SER performance comparison of the MEDDH receivers using different
forms of decision history for CCE.
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Figure 2.4: SER performance comparison of the exact metric and the approximate
metric for the MALCSnDH-CCE receiver.

negligible.

Fig. and Fig. compare the performances of the new receivers using CCE
and DCE, respectively, when Esg = Egrp = Esp. For CCE, it can be observed from
Fig. that the decision history always gives a gain of approximately 2.5 dB over
the receivers without decision history at high Esp/N, for all the receiver metrics
used. Also, at high Fgp/N,, all the receivers without decision history have similar
performances and all the receivers with decision history perform similarly. At low
Esp/N,, the MALCSDH receiver performs slightly better than the other receivers,
as its metric in utilizes information of the channel distribution. Similar ob-
servations in the case of DCE can be made from Fig. 2.6l Comparing Fig. and
Fig. [2.6]it can be observed that the receivers for DCE perform approximately 1 dB
better than the corresponding receivers for CCE, as better estimates of all the links

are obtained due to lower pilot noise at the relay and destination.
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Next, consider two cases of unbalanced links. Fig. and Fig. [2.8 show the
first case where the source-relay channel power is set to 50 dB, i.e., a very good
source-relay channel is assumed such that a very good source-relay channel estimate
is obtained in the case of DCE. Assume, Erp = Egp. It can be observed from Fig.
that the overall performances of all the receivers using CCE are improved compared
with Fig. The MALCSDH receiver performs slightly better than the other
receivers and the performance gain is more noticeable at low E]\S,—f The performance
gains of the new receivers over the MEDnDH receiver is reduced to approximately
1.7 dB as compared with Fig. For the receivers using DCE, in Fig. the
performances are better than those in Fig. 2.6, The MALCSnDH receiver performs
approximately 0.5 dB better than the MEDnDH receiver at high b;@—OD This is due
to the fact that BSR ~ hgr and the derived MALCSnDH receiver metric becomes
close to the optimal metric. It can also be noted that the MALnCSDH and the

MALCSDH receivers perform the same at high E]\?—D, as 021 = 021 ~ 0 in this case

SD RD

and the MALnCSDH and MALCSDH metrics are almost the same. The receivers
using the decision history perform about 2.2 dB better than the MEDnDH receiver.
The MALnCSDH and the MALCSDH receivers perform approximately 0.8 dB better
than the MEDDH receiver. Comparing Fig. with Fig. [2.7] the receivers using
DCE performs approximately 1.2 dB better than the corresponding receivers using
CCE.

Fig. and Fig. show the second case, where the destination links have
high power i.e. Esp = Erp = 50 dB or Egp = 35 dB. The receivers with CCE and
with DCE perform better than the corresponding receivers in balanced links in Fig.
and Fig. [2.6] respectively, as the destination links are very good. In the case
when Egp = 35 dB, at low Egg/Ny, the performance of the receivers is much better

compared to the case when Fsp = Erp = 50 because the noise at the destination due
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Figure 2.5: SER performance comparison of different new receivers using CCE in
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to the relay is lower. However, at high Fgg/Np, the performance of the receivers with
Esp = Egp = 50is better. Note that, for low values of Fgr = Erp and Egp = 35 dB,
the system can be considered as a system without a relay. As Fsr = Egp is increased
the relay link helps improve the performance of the system as can be observed in Fig.
2.9 and Fig. In Fig. for the receivers using CCE when Esp = Egp =
50, it can be observed that the MEDDH receiver with weights according to ([2.9)
performs better than the MEDDH receiver given by . This happens because if
the destination links re very good, then the noise component from the relay received
at the destination is also increased. Thus, the effective noise is increased and the
effect of decision history on the metric is reduced and that the MEDDH receiver
becomes the same as the MEDnDH receiver (i.e. without decision history). For
the case when Fgp = 35, as the relay noise component at the destination is not
increased so the MEDDH receiver given by gives better performance. Thus,
finding optimal weights is an important factor in obtaining good performance gains.
In the case of receivers using DCE, when Esp = Erp = 50 dB,the performances of
the MEDnDH, MALnCSnDH, MALCSnDH, MEDDH, MALnCSDH and MALCSDH
receivers are graphically identical, as shown in Fig. [2.10, The estimates of the
source-destination and the relay-destination channel are very good in all the receivers
and the performance in this case is limited by the accuracy of the estimate of the
source-relay destination channel and thus, the effect of improper weights cannot be
observed in this case. Due to similar reasoning as before, when Esp = 35 dB, at
low Esr/Np the performance of the receivers is better compared to the receivers with
Esp = Erp = 50.

Fig. and Fig. show the effect of finite quantization of the source-relay
channel estimate on the receiver performances in balanced links. The max-Lloyd

quantizer is used for quantizing the estimates at the relay. Comparing Fig. [2.11
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Figure 2.7: SER performance comparison of the different new receivers using CCE in
unbalanced links when the source-relay channel power is 50dB.
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Figure 2.8: SER performance comparison of the different new receivers using DCE in
unbalanced links when the source-relay channel power is 50dB.



© — MEDnDH-CCE eq (4)

8 — MALNCSnDH-CCE eq (20)
,,,,,,,,,,,,,,,,,, * — MALCSnDH-CCE eq (24)
+ — MEDDH-CCE eq (13)

[0
o)
P
o
|

<
|

=S @=L
®s/s = ot - % — MEDDH-CCE eq (9)
‘ Sos i:s ~ — © — MALNCSDH-CCE eq (21)
T~ . _ = - ¥ — MALCSDH-CCE eq (25)
el — - — Genie Receiver eq (3)
2 : \\\4 = w
% .\\ V\\\‘\
o Yo \\*\\
- T o= :Q‘:::::::Q;é__ S
el R —— e KT = S
TiTiEis TEES g JI0N S==
SR EIN

R
) T~

—— -
- - _ .
o _ - - N
E.,535dB : RGNy
10 12 14 16 18 20 22 24
Ecq/N, [4B]

Figure 2.9: SER performance comparison of different new receivers for CCE in un-
balanced links with different destination channel powers.

with previous figures using infinite number of bits, one sees that, as the number of
quantization bits is decreased, the performances of the receivers is degraded. At high
ENLOD, there is an error floor. A number of quantization bits equal to 4 is enough to
achieve nearly the same performance as the performance with infinite bit quantization,

as can be observed in Fig. which agrees with the result in [44].
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Figure 2.10: SER performance comparison of different new receivers for DCE in
unbalanced links with different destination channel powers.
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Figure 2.11: SER performance comparison of different new receivers using DCE with
2-bit quantized source-relay channel estimate forwarded from the relay to destination.
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Figure 2.12: SER performance comparison of different new receivers using DCE with
4-bit quantized source-relay channel estimate forwarded from the relay to destination.
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Chapter 3

Novel Non-Coherent and

Half-Coherent Receivers for AF

Relaying

In the previous chapter, fully coherent receivers were derived for AF relaying that
processed the received data using some information of the cascaded source-relay-
destination channel which was extracted using the pilots. In this chapter, alternate
receivers for AF relaying are derived that either utilize only partial CSI knowledge or
do not require any knowledge of CSI. Specifically, considering a Rician faded channel,
an optimal non-coherent receiver for AF relaying is derived. Furthermore, a sub-
optimal non-coherent receiver with lower complexity but similar performance to that
of the optimal non-coherent receiver is also proposed. In addition, receivers for the
case when the destination possesses CSI of either the source-relay channel or the relay-
destination channel are also derived. The former case corresponds to the scenario
when the relay is fixed, and has the ability/complexity to estimate and forwards
the source-relay channel information to the destination. Where as, the destination

has low complexity and does not have the channel estimation module and thus, is



SOURCE DESTINATION

==xnusp hop is forwarded to destination via control channel

Figure 3.1: System Model.

unable to estimate the relay-destination link. The later case corresponds to the
reversed scenario where the destination has the ability /complexity to estimate the
relay-destination link only and the relay is without the channel estimation module. In
this case, the destination estimates the relay destination channel using the pilot signal
transmitted by the relay. These receivers are termed as ‘half-coherent receivers’ as
they have CSI of only one of the two links. In this chapter, the analytical expressions
for the symbol-error-rate (SER) performances of the proposed receivers as well as the
energy detector receiver are also derived considering M-ary frequency-shift-keying.

The performances of the proposed receivers are depicted using numerical simulations.

3.1 System Model

Consider a system as shown in Fig. where data is transmitted from the source to
the destination via a single relay. All the nodes are assumed to have single antenna.
During time slot one, the source transmits to the relay and during time slot two, the

relay transmits to the destination. The signal at the relay is normalized by a fixed
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gain and then forwarded to the destination.

The source-relay and relay-destination channels are denoted by hgr and hgp,
respectively. The channels are assumed to be independent and experience flat Ri-
cian fading. Thus, hgg is assumed to be CN (usgr, 0%z) and hgp is assumed to be
CN (1rp,0%p), where CN (a,b) denotes a complex Gaussian random variable with
mean a and variance b. The modulation scheme is M-ary frequency-shift-keying (M-
FSK). The transmitted signal is chosen from alphabet x € {exp(j27 fit), exp(j27 fot)
...exp(j2m fut)}, where j = /—1, t denotes time and fi, f» ... far are M orthogonal
frequencies.

Given that frequency f; is transmitted, after matched-filtering, the decision statis-

tics can be expressed as

/ EsrErp Erp
i =4/ =—————hsrhrp + | =————hgrpngr; + np;, 3.1
y Bon + Ny SRNRD Bon + Ny RDIIR, D, ( )

Erp .
=4\|=———hgrpngrir+npr, Vke{l,2...M} & k+#1,
Yk Eor+ Ny RDIR g D,k { } #
where m is the fixed normalizing gain at the relay, EFsr and Egrp are the

desired signal powers’ at the relay and destination, respectively and Esp = Esro2p.
In (3.1), ng; and np; denote the complex additive white Gaussian noise at the
receiver and the destination for the ith frequency, respectively and are assumed to be
CN (0, Ny), y; and yi denote the outputs of the matched-filter matched to frequency

fi and fj, respectively.

3.2 Novel Non-Coherent Receivers

The optimal non-coherent receiver can be derived by using the maximum likelihood

principle. As the transmitted symbols are equiprobable, the log-likelihood ratio in
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the case of binary frequency-shift-keying (BFSK) for M = 2 can be expressed as

fY1 y2f1(y1792)> f
log < : 24 0. (3.2)
f)’hw\fz (y1:y2) f

From (3.1)) it can be observed that y; and y» are not independent. However, condi-

tioned on hgp, y1 and y, are independent and the likelihood ratio can be expressed

as
I've = log (f Syiinrp.i(U1) - Fyslnp. i (y2)thD(hRD)thD) ~log (I_N) 250,
ff)’ﬂhRD,fz(yl) *Syalhrp.fo (Y2) farp (hrp)dhrp Ip
(3.3)
where f,,.,(hrp) = exp (—|hrp — prp|*/0%p) /70%,, is the PDF of the complex

relay-destination channel, fy.in.p 7, 18 CN <0, EinNo Nolhrp|* + Ng) and fy.hgp 5 18

EspFErp EspERp 52 2 Erp 2 ;
CN (, [ BERL psphrp, FE AL oS hrD| + 525 Nolhrp|* + Ng), respectively, for

i,k € {l,...M} & i # k. After substituting the values, the numerator in the argu-

ment of log function in (3.3) can be expressed as

Iy = /fY1hRD,f1(y1) : fyzlhRD,fl (y2)thD(hRD)thD -

EgpE
ly1— E?;Jr]fvg nsrhrpl?
€XP | —7EqmE E
*SRERD 2 2, _Epp 2
(ESR+NO osrlhrp*+5_ 5 Nolhrol +No)

/ EsrErp ;2 2 ErpD 2
7T<ESR+NOO'SR|hRD| + ESR+N0NO|hRD| +N0>

Jy2|? 2
exp (_ E < |hrD—1RD| )
_“RD 2 eX — )
X (ESR-HVO Nolhrpl +NO) P 9RD thD
2
ErD 2 o
7T<ESR+NON0|hRD| —|—N0 RD




68

Applying polar transformation Iy is given as

2, EgRFE 2 2
ly1l +ﬁ\#sz&l z

ly2]? .
Texp | — exp | — e +lunrpl?
. _/oo ((Eﬁlfvﬁ 0% pt kB No)x2+N0> (*Ej;f% N0x2+N0) exp (—4012;? )
N 0 - ((ESRERD o2 + —ERD NO) z2 + NO) - ( _ERrp Noz2 + No) KJ%D
Esrp+No SR ' Egr+No Esr+No ]
EsrERD H 50 .
[ e | Eenthe T RN T ), (M) —
EgrE 2 E 2 2
o\ ((BaRaRota + miim Mo) o + M)
(3.5)
where frp is the phase of hgp. After integrating w.r.t Ogp, Iy is expressed as
EsrERD 2,2
i usrlT 2
_lurpl? zexp | —ZsptNo 2% o7 _ ly11? el
s 29XP( %0 ) /oo p( ((c1+e2)a+ea) ohp | P ((e1t+e2)m2+e3)  (com2+4cs)
M o%Dp 0 7 ((c1 + c2) x2 +c3) m (cox? + c3)
2 2
[EsrERD H /EsrRERD H
I | 22 Esr+No R{vi'nsr} 4 R{urp} T Esr+No H{yi psr}t _ Z{urp} da
((c1 + c2) x2 + c3) o%p ((e1 + c2) x2 + c3) o%n
(3.6)
_ EsrERrp -2 _ _Erp _ SN :
where ¢; = T lPosR, 0 = 525 Ny and ¢3 = Ny. Similarly, the expression for the

denominator in the argument of log function in (3.3|) can be obtained by interchanging

y1 and g, in (3.6) as

EspFr
2 lurp|? x exp ,M — 7§2 ly21? ly1l?
s P~ %5 oo ((e1+e2)a2+c3) o4 | €XP T (erTen)a?hes)  (caa2ies)
D=
kD 0 7 ((e1 +e2) 22 +c3) 7 (cox? + c3)
2 2
EsrERD H EsrERD H
[ st (B s ).,

((e1 + c2) 22 + ¢c3) O’%D ((c1 + c2) 22 + ¢3) O’%D

(3.7)
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Substituting the expressions of Iy and Ip in (3.3]), the optimal non-coherent detector

for BFSK is obtained. In the case of M-FSK, the detected frequency is

fz=nc : E=
EEZ?#’}@ lusrl?=® 2
xexp ((Cl+c2) 2+03) B CTIQQD ‘yl|2 M eXp (7 (szngcB))
ar,; maX ex -
& 7 ((c1 + c2) 2 4 c3) p( ((ex +02)m2+c3)) ;El 7 (c22? + ¢3)
i
2 2
E E H EspE H
- EZT}+’?V’3’ Rlvtpsnt  Riunp} | [V Esnene 2 M8 Tlunn} | |
((c1 + c2) x2 + c3) o%n ((e1 + c2) x2 + c3) o%n '

(3.8)

No closed-form solution is available for the integrals in , and . How-
ever, the optimum noncoherent detectors in and can provide a very useful
benchmark on the detection performance.

In order to reduce the complexity at the receiver, the integrals in , and

(3.8)) can be approximated using the Gauss-Laguerre formula [92]. The integrals in

(3.6) and (3.7) can be approximated as

ﬁﬁ RD 2
o o [ Fameng msel®esly 2 ) luil? o wml
N1 ig €XP p) p (

((61+82)Z 0+63) RD (c1+co)a? +63) (62JE +63)
Iy = Z wy (i, ) exp(wig ) 2
io=1 ™ ((61 +e2)z; + C3> 7r <62xi0 + 63>

X

2 2
ZsrPrp H EspERD 77, H
Io | 2a; @R{yi psr} n R{urp} n \/E“sz:¢7+NoI{yi BSR} _ T{urp)
i0 5 . 7
<(01 +62)x120 +C3) RD ((Cl +02)$§0 +03) ORD

where, ¢ € {N,D}, if ¢ = N then (i,k) = (1,2), if ¢ = D then (i,k) = (2,1),

wy () = (N2+1)2ﬁvz+1(x2)’ xy, is the kth zero of the Laguerre polynomial L, (z) [92]

and N; is the number of points chosen for the Gauss-Laguerre rule. Substituting

this approximate expression in (3.3)), a sub-optimal non-coherent receiver for BFSK
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is obtained. Similarly, in the case of M-FSK the detected frequency is

fz.s-Nc + E=
EsprERD 2,2 .
z; exp | — ZsRTNo lnsrl"e3, _ ’“2?0 _ lyy|? exp [ — lyel?
N S ke i e P A W
argmax 4 log
l o1 (wny (i) ™" exp(—aiy ) ((Cl + ¢2) :1:120 + 03) ;fc;% T (czzfo + 03>
2 2
/EsrERD H /EsrERD H
1o | 22, Esr+No Ry psr} R{nrD} Esr+No Iy nsr} Z{prp}
X 19 Tig + B} + - B} .
((01 + ¢2) :E?O + 83) ORD ((cl + 02)36?0 + c3> ORD

In general, the Gauss-Laguerre quadrature method is a numerical approach to
solve the integrals and its accuracy depends on the number of terms used. However,
in our case, only one or two terms are required to give significant performance gain,
as will be shown in the numerical results section (see Fig. [3.2). This one/two point
approximation significantly reduces the complexity at the receiver and thus, this

suboptimal detector in (3.10) is useful for the applications considered in this chapter.

3.3 Novel Half-Coherent Receivers

In this section, the new receivers are derived for both cases, i.e. at the receiver
either 1) CSI of only the source-relay link is available or 2) CSI of only the relay-
destination link is available. For the first case, it is assumed that the transmitter
sends pilots to the relay based on which the relay estimates the source-relay channel.
The CSI estimate is quantized and forwarded to the destination via a control channel
[43,144, 93]. In this case, the quantization errors are ignored and it is assumed that the
receiver receives the channel estimate perfectly. For the second case, it is assumed that
the relay sends a pilot signal to the destination, based on which the relay-destination

channel is estimated at the destination [43] [44] [93].
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3.3.1 Only CSI of the Source-Relay Link is Available

The optimal receiver which has perfect source-relay CSI can be derived by using the
maximum likelihood principle. As the transmitted symbols are equiprobable, the log-
likelihood ratio in the case of binary frequency-shift-keying (BFSK) for M = 2 can

be expressed as

log (fY17yQ|hSR7f1(y17y2)) >£ 0. (3‘11)
fY1»y2|hSR»f2(yl7y2)

Using (3.1)), for this case, the log-likelihood ratio can be further derived as

hrp)dh
FSR _ log (f f}'1|hSR hrD, f1( ) fyz\hSR hrD, f1( 2)thD( RD) RD) zg 0. (3'12)
ffYI|hSthRD,f2( ) fy2‘hSR7hRD7f2( Q)thD(hRD)thD

EsrFE N
Thus, fyz’\hsmhRD,fi (yl) and fyz’\hsmhRDJk (yl) are CN(\/ ﬁhSRhRDa Es Z_]\(/)O |h |

Ny) and CN (0, EERfN |hrp|?>No + Ny), respectively, for i,k € {1,...M} & i # k.

Compared with (| one sees that the likelihood functions in and ( - have
knowledge of hgr while (3.2]) does not.

In the case of M-FSK, the detected frequency is

—_
— —
—_

fE,SR :

arg max
!

/—/H

(/fYZhSR hrp,f1 yl H fYk|hSR hrp,f1 (yk)thD (hRD)thD> }

k;él
(3.13)

In order to derive an approximate sub-optimal detector in closed-form, assume
that the collective noise at the receiver is complex Gaussian as in [33] [42], 87, 88].
It will be later shown that this approximation is good and gives us gains, although

one does expect to lose some performance due to approximation error. Given that
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frequency f; is transmitted, the decision statistics can be expressed as

/ EsprERrp
i =4 =———hgrh + Ny, 3.14
y Eq N, SRNRD T 1] ( )

ve=m Vke{l,2...M} & k+#i,

where n; = 4/ & i o hrpnr,; +np; denotes the collective noise at the destination for
ith frequency. The collective noise is assumed to be CN (0, ﬁf—% (0% + php) No+
No).

In the case of BFSK, from (3.14), y; and y, are CN (firphsr, 6%plhsr|* + 07)

9 . N _ EsrErp 52  _ EspErp ;2
and CN(0,0;), respectively, where firp = PP URD, Okp = T AP ORD and

ol =% inNO (0% + p%p) No + No. Substituting the values in (3.11]) and simplifying

the result, the log-likelihood ratio becomes

.y h 2 2
exp (_ |1121 Arphsrl® 4 |2:;1| )
>f1

URD|hSR‘2+O'727

log

ly2—frDhsr|?
ex —A——‘—
p (i + e

After some algebraic manipulation, one has

|y1|2 2%{yll—|laRDh5R}O_2 < | 2|2 2%{y;ﬂRDhSR} 2 (315)
RDthR|2 ! f2 A?%D|hSR|2 K
4
By adding |jigphsr|? —I“ on both sides, the log-likelihood ratio can be expressed
as )
0.2
Y1+ frphsrzT T
Tspo = apltsnlTl 5y, (3.16)
Y2 + firphsrzz e
In the case of M-FSK, the detected frequency is
. 02
fesre @ E = argmax { ‘yl + firphsr—5——7—>3 } (3.17)
RD’hSR’
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Substituting values in (3.17)), one has

iR (0% + Hhp) No + No 2
. = RD T MrD) Vo 0
fzsre @ = =arg max { ‘yl + prphsr ESR+NOE —— }

\/T AL oF bl hsk|?
For balanced links with Erp = Egg and high values of Egp, the detected frequency

can be approximated as

; - 1 prphsr((0kp + thp) No + No)
f2.SR.G,HighSNR © = = arg max { ‘yz +
! l VErD Taplhsrl?

),

(3.18)

Thus, from (3.18]) it can be observed that, at high Erp with balanced links, the term

A = HRDhSR((U%D‘FM%D)NO‘FNO)
\/ERD 0% plhsr|?

goes to zero and the detector becomes the same
as the energy detector. Otherwise, the new detector is different due to the bias term
A and as will be shown later, performs better than the conventional non-coherent
energy detector.

In the above derivation, it has been assumed that the receiver has perfect source-
relay CSI. In reality, the receiver only has an estimate of the source-relay channel.

Mismatched receivers can be obtianed by replacing hgr with its estimate hgp in (3.13)

and (3.17) [29, 35).

3.3.2 Only CSI of the Relay-Destination Link is Available

In this case, the log-likelihood ratio for BFSK is expressed as

fy1|hRD fl( ) . fy2|hRD7f1(y )) A
1 2y, 0. 3.19
og <fy1|hRD,f2( ) fy2|hRD,f2(y ) <2 ( )

From (3.1]), given that frequency f; is transmitted, conditioned on the relay-destination

channel y; and y; are CN (fisrhrp, 04g|hrpl* +07gp) and CN(0, 07, p), respectively,

> _ EsrERD 2 _ _ EsgrFERrp -2
where [igr = \ B usk, oypp = ESR+No|hRD‘ Ny + Ny and 6% = PP oS,
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Similar to the previous case, after substituting the values in (3.19) and simplifying

the result, the log-likelihood ratio for BFSK is obtained as

2

g
Lsphpp =8 —
‘yl—i‘MSR RD T Thppl?

Crp = 5 2L (3.20)

2

g
anhpn—tBD
‘y2 + sk RD 32 hppl?

In the case of M-FSK, the detected frequency is

2
UnRD 2 }

fE,RD GIES arg mlax{’yl + /lSRhRDa_ (321)

erlhrp|?

Note that the detectors in and are optimal detectors. Similarly, in the
case of balanced links it can be shown that at high Fgg, this detector also becomes
the energy detector.

By assuming the collective noise to be complex Gaussian, an approximate sub-

optimal detector can be derived for this case as well. By substituting the conditional

PDF from (3.14)) in (3.19)), the log-likelihood ratio is obtained as

2

0.2
Y1 + [tsrIRD 7
Trpc = - e 2h L (3.22)
‘92 + NSRhRD&%RVl—WRDP
In the case of M-FSK, the detected frequency is
. _ A Ug 9
ferpc @ ==arg max{ u+ ,uSRhRDA—2‘ } (3.23)
: o5plhrp]

Comparing (3.22) to (3.20), one notes that the only difference is that in o7y, |hrp|?

is replaced with (0%, + p%p). Furthermore, the metrics in (3.22) and (3.16]) are very

similar, and one can easily obtain one from the other by interchanging hgr with hrp,

psr with prp and 0%, with o%p, respectively. Similar to (3.18), for the case of
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balanced links it can be shown that at high Frp (or Egg), this detector also becomes
the energy detector.

For the case of Rayleigh fading channel, the new detectors can be derived by
setting pusr = prp = 0. In this case, the proposed half-coherent receivers degenerate

to the energy detector, i.e.
feno @ E=arg max 2. (3.24)

Thus, for a Rayleigh fading channel, an interesting observation is that having CSI
of either the source-relay link or the relay-destination link is effectively the same
as having no CSI at all. In fact, if the link whose CSI is unknown at the receiver
experiences Rayleigh fading then the half-coherent receiver becomes the same as the

energy detector.

3.4 Performance Analysis of the New Receivers

In this section, the analytical expressions for the SER of our newly proposed half-
coherent receivers are derived. In the derivation, the estimation errors are not taken

into account and it is assumed that the receiver has perfect CSI.

3.4.1 Only CSI of the Source-Relay Link is Available

0.2
From the M-FSK detector in (3.17), let zsgp; = i + MRDhSRWgSRP' Thus, the
detector can also be expressed as Xsp ¢ = max;{ysr,}, where ysr; = |2sr.] E] Given

that f; is transmitted, the probability that f; is received is P. = Pr{maxg{vsrr} <

Ysri}, Yk & k # i. Conditioned on hgr and hgp, zsr; is CN( %“;};?fvfg hsphrp +

Note that, Xsr,¢ = max;{|zsr,|} is the same as Xsg ¢ = max;{|zsr.|?}.
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a2 . N o2
'aRDhSR&%ﬂ—h]SRP’O—%RD) and ZSR,k 1S CN(MRDhSR&%D\—IZSRP’U’?]RD) and thUS, 'YSR,Z’ and
Ysrk are Rician random variables (RV)H. Also conditioned on hgr, hrp and Ysg,
vsrx are independent and identically distributed (i.i.d) for all values of k. Thus, the

conditional symbol error probability for M-FSK can be expressed as

Pesr.aMPsKlhsphapzsrs = L — Privsrx < Vsr,ilhsr, hrp, Vsri = YL (3.25)

where PT{'YSR,k: < /VSR,i|hSR7 hRD/VSR,i = ’7} is the conditional CDF of YSR.k and is
given as 1 — () (%, %) with Q(+,-) being the first order Marcum-Q function
n n

0'2 “g . 1.
and vgr = '&RDWZSR\ [94]. Thus, the conditional symbol error probability can be
RD

expressed as

V2|vsg| \/§7>>M_1 ' (3.26)

Y
OnrRD  OnRD

PeSRanMFSthSthRD7ZSR,~L =1- (1 - Q (

The unconditional symbol error probability can be obtained from (3.26]) as

~ M-1
\/§|,URD|U$ \/57
Pespamrsk =1 — 1-Q| > ; -

X fVSR,i(% KSR, HRDﬁRD)fnSR(HSR)thD (HRD,QRD)CI’Y dksr digrp dOrp,

(3.27)

2 2
_ U _ 0 _ K KkptleeD|
where hgp = kgre’’s® and hgp = kKrpe?""P | fu. (Krp,OrD) = M’%DD exp <——RD0%D

2kppR{e 7’RDupp)}
2
9RrD

Xexp ( ) denotes the joint amplitude-phase PDF of the relay-destination

2 2
link, fuon(Kksr) = Q:ﬁ exp (—%) I, (%":Rl) denotes the PDF of the am-
2y

plitude of the source-relay link, fs, (7, ksr, Krp,OrD) = TN,

2Note that, while finding the statistics of ZsR,i, we do not assume the collective noise in the
received signal y; to be complex Gaussian. Thus, the performance analysis expressions derived in
this section give exact performance.
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o2 2 U%

V2+e2k% | krpeRD+fiRp wgi”g 2vsksr |krD €xp(JORD)+iRD —5— 15—
RD R

2
_ D"SR *°RD"SR
exp P I, P denotes

the PDF of ~, Iy(.) is the modified Bessel function of the first kind of order zero,

_ _FErp _  |/EsrFERpD
€= Esr+No NO’ and ¢ = Esr+No~

For further simplification, one can approximate the integral in (3.27)), w.r.t. ~

using the Gauss-Laguerre formula [92] yielding
Pespamrsk =

N2 ~ 2 M-—1
2 .
I w,(z,) exp(z;,) 1-@Q \/—MRD% ) \/5%1
Y 1 1 ~9 2 2
O'RDI{SR\/SI{RD—FNO \/&TKRD—I—NO

i1=1

X fVSR,i(l’z'l, KSR, HRDﬂRD) X fnSR(HSR) X thD (HRD,QRD) dksr dkrpdOrp,

(3.28)

where, w,(x;) = xp is the kth zero of the Laguerre polynomial

o P Ly @)
L, (x) [92] and N, is the number of points chosen for the Gauss-laguerre rule. Then,
can be evaluated numerically using standard mathematical packages such as
MATHEMATICA®.

In the case of BFSK, a different approach is employed to obtain a slightly simplified
performance expression compared with . The log-likelihood ratio in can

be rewritten as

h 0727 2 f1 h 0727 2 ( )
Y1 + firphsr~ 2% Y2 + firphsr 55| - 3.29
' o3 plhsg2l =217 Ghplhsrl?

2 2
Let = 1 1 an = 1 1 Th 2
zsr1 = Y1 +Hirphsrazpom and Zsr2 = Y2 + firphsr gz s Thus, ([3-29) can
be expressed as
_ 2 2 I
Ysrasrsk = (1zsral” — |zsrel?) 27, 0.

2

o . ESRERD o UTI
nditioned on n n T 2 ——
Conditioned on hgg and hgp, zsr1 and zgg 2 are CN( o hRDh5R+“RDhSRa§D|hSR|2’
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07rp) and C/\/'(,uRDhSRT:RP, 07 rp), respectively. Thus, ysr g Brsk, conditioned
on hgr and hgp, is the difference of two independent chi-square random variables. The
conditional symbol error probability is Pesr ¢ 5rskihsnhnp = Pr{Vsr.c,BFSK hsnhnp <

0}, which can be evaluated using [95] as

P o 1 1 > ¢75R,G,BFSK\hSR,hRD (w)

€SR,G,BFSK|hsr.hrp — 5 9. dw, (3.30)
7j J o w

where gb'VSR,G,BFSK\hSR,hRD (w) = Elexp (JWVSR,G,BFSKIhSR,hRD)] is the characteristic

function of vsr ¢ BFSK|hsphrp- Substituting the characteristic function from [?] in

(3.30)), one obtains

Pesr.a,BFSK|hsphrp =

1 1 oo exp ( (1+w20'(hRD)2)

jw(|u1<hSR,hRD)\2—|uz<h5R)|2>—w%<hRD><|u1<hSR,hRD)|2+|uz<hSR>|2))
d

> 2rj ). w(1 + w20 (hap)?) “

(3.31)

2
EsgE N o N
where u; (hsg, hrp) = 4/ EﬁT’ff;hRDhSR-FMRDhSRW, us(hsr) = /LRDhSRT

sr|?

and o(hgp) = ESR+N0 \hrp|*No + No. Then, Pesr e prsx can be obtained by aver-

aging Pesr a,BFSK|hsphpp 1O glVe

Pesparsk =

///PGSR,GMSR,hRD(HSR,FGRD,QRD)fHSR(HSR)thD(HRD,QRD)dRSR dkgp dOrp.

(3.32)
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After integrating w.r.t 0grp and rKgg, the expression obtained for Pegr ¢ prsk is

PespcBrsk =

k+1

=\ [ [ i *w?g1(krp) ) ’
;/0 /oo v (k) ((w2 (91(krD))" + 1) = 62 (jw — w?1(kRD)) KEpOp
ox K7 lurplos® (jw — w?g1(krp)) | |prD]
e ( RD) o (2 P ( (w2 (gl(HRD))Q + 1) i Ohp ))

80?2 ’,URD’Z 2w?g1(krD) 1 % (jw — W291(/€RD)) drerdio
RD
(w? (91(kRrD))* + 1) o%n (w2 (g1(rrp))* +1)

X Kip1

(3.33)

2

— £g2 _ _4V20lunpllusrl* < |,URD| |MSR\2> — %
where g1(s) = es® + Ny, ¥(k) 2 o) k) exp o = 0= 7,
and K, (.) is the pth order modified Bessel function of the second kind. The expression

in (3.33]) cannot be obtained in closed-form but can be evaluated numerically using

standard mathematical packages such as MATHEMATICA®.

3.4.2 Only CSI of the Relay-Destination Link is Available

The SER expression for the detector in is considered first. Let zrp; =
Yy + ﬂSRhRDW%RDF. Similar to the case in the previous subsection, the detec-
tor in this case can also be expressed as Xppe = max;{yrp,}, where vrp; =
|2rpy|- Given that f; is transmitted, the probability that f; is received is P, =
Pr{maxy{vrpr} < Vrp.}, Vk & k # i. Conditioned on hgp, zrp; and zgpy are
CN (ftsrhrp + ﬂSRhRD#?]RDP7 65grlhrp|* +0lgp) and CN(ﬂSRhRDW?’RDPa TurD);
respectively. Therefore, conditioned on hrp, Yrp,; and yrp are Rician RVs. Now,

assuming that ygp,; is known, then yrpj are ii.d for all values of k. Thus, the
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conditional symbol error probability for M-FSK can be expressed as
PeRDvaMFSKMRDv'YRD,i =1- PT{'YRD,k < 73D,z‘|hRD,7RD,z‘ = V}M_17 (3.34)

where Pr{vrpx < Yrp.ilhrD:VRD: =7} =1—Q (M ﬁ) is the conditional

OnRD ' OnRD

2
CDF of ygpy and vgp = ,&53% [94].  Applying this result, the conditional
SR

symbol error probability can be expressed as

V2ol ﬂ”)) _. (3.35)

)
OnrRD  OnRD

PeRDvGaMFSK‘hSthRD7’YRD,7; =1- (1 - Q (

The unconditional symbol error probability can be obtained as

. M-1
V2|fisr|o; V2y
Perpamrsk =1 — 1-Q| 3 > ; >
O-SRK;RD\/&%RD_‘_NO \/5“RD‘|’N0

Xf’YRD,i (77 KRD)fnRD(/fRD)d’)/ CI;‘QRD7

(3.36)

Y242 |ﬂSR|2‘1+ , 01272 ’2
2y RD SSR®RD

rRERDTERRpTNo

where f., ., .(7,krD) = 52 exp | — X

3 2
GsrirpTERRDpTNO
o2 |

2
"RD . — 2KRD
62 R persp +No denotes the PDF of vgp; and f.,., (krp) T X

2vkRD|fiSR] ’ 1+

~2
s

0

exp (—M) I, (%"‘m') denotes the PDF of the amplitude of the relay-

9RrD 9RD

destination link.

By replacing o, with o,zrp = \/ek%, + No in (3.36), one obtains the symbol error
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rate expression for the metric in (3.21)) as

Perp mrsk = 1—

/ (1 0 ( V2hisa(erip +No) V2

~2 2 ’ 2
Gerkrp €-hp + No \/ekpp + No

M-—1
>> fWRD,i<77 KRD)]CHRD(KRDNV dkrp,

(3.37)
where
R 2 4N N 2 N,
¥ + k% plissl?[1+ it N0 |2 2ysrplisalll + AR |
frrp.i (7, kRD) = 2 exp "0 SRTRD 0 “SRUAD
TRp &%R”%D + EH%%D + No &%RH%‘,D + 5”?%1) + No &gR"%{D + 5”%@ + No

The integrals in (3.36)) and (3.37) cannot be obtained in closed form but can be
evaluated using the available mathematical packages such as MATHEMATICA®,
In the case of BFSK, simplified performance expressions can be obtained. For the
0'2 ~ 0'2
detector in (3.22)), let zgrp1 = y1 + ﬂSRhRDWWRD‘Q and zgpo = Y2 + MSRhRDWnRDP-
The log-likelihood ratio in (3.22)) can be expressed as

|ZRD,1

YRD,G,BFSK = 2}2 1. (3.38)

|ZRD,2

Conditioned on hgp, zrp1 and zgp o are CN(/lSRhRD‘i’ﬂSRhRDWEIIwPa %plhrp|*+
o2rp) and CN(ﬂSRhRDW%RDP’ 02rp), respectively. Thus, Yrp ¢ Brsk|hgp 18 @ ratio
of two independent Rician random variables. The conditional symbol error probabil-
ity is Perp,c,BFSK|hrp =

Pr{ vrp.c.BrsKihpn <1} = Fypp g (1), where Fop o, (1) denotes the con-
ditional CDF of Yrp ¢ BFsk|hgp- Using the CDF of the ratio of Rician random vari-

ables given in [94] and averaging I, . ;psx _— (1) over the complex relay-destination
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channel, hgp, the symbol error probability is

PeRDG’BFSK —/ Q (HRD) /6(HRD)) fnRD(/fRD)dKRD—

/ C KRD exp( QQ(KRD);—ﬁ (RRD)) Io (a(HRD)ﬁ(KJRD))me(HRD)dfﬁRD,

(3.39)

2

2|MSR\2<G 1 ) 2|ﬂSR‘2<"€RD+&2 : )
where a(krp) = P/~ B(krp) = - SRERP L and ((kgp) =

O'SRH D+2(aﬁRD+N ) J%RN%D—&-Z(EH%D—%NO)

Ohrfipterhp+No - For the detector in (3.20)), the probability of symbol error can be

&%RK%D +2(EI€%{D +No

easily obtained by replacing o7 with o2, = ex%p + No in (3.39). Thus, one has

Perp prsk = /0°° Q (a(krp), B(krD)) frapp (KrD)dKRD—

[ o) enp (BB 1 (@015 B0) o

(3.40)

1 + N, + N,
- 2\MSR|2(:LHRDO> _ 2|MSR|2(HRD+JLHRDO)
where a(kgp) = i and f(kgp) = Bl Note

O’SRKRD-‘y-z(EHRD-‘rN()) JSR’QRD"'Q(&”RD"‘NU)

that the single integral expressions in ([3.39)) and ([3.40)) are simpler compared to ({3.36)

and (3.37) and can be evaluated numerically using standard mathematical packages

such as MATHEMATICA®. One may also use (3.36) and (3.37)) to evaluate the error

rate of BFSK with higher computational complexity.

3.4.3 Performance Analysis of the Conventional Non-Coherent

Energy Detector

The performance of all the proposed receivers is upper bounded by the performance

of the conventional non-coherent energy detector. Thus, in this section, we analyse
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the SER performance of the energy detector. Given that frequency f; is transmitted,
the probability that f; is detected using the energy detector in case of MFSK can be

expressed as

Pag'p = PT{’yl|2 > mkax ‘yk’2} (341)

Conditioned on hrp and yq, the probabilty of correct decision can be expressed as

PC,gDVLRD,yl = PT{ZED < ’y”} = FZED(’le (3'42)

where zpp = maxy|yx| and F,_, () denotes the CDF of zgp. Since zgp is the

2ED

maximum of M — 1 i.i.d. Rayleigh random variables, the conditional probability of

correct decision can be expressed as

M-1
2
Y
Pc,SD\hRD,yl =\|1- exXp | — o | 1| )
(ESR+N0 No|hrpl* + N0> (3.43)
M-1
M—1 k
— Z ( L )(—1)kexp — 1 ?
k=0 (ESRRJrDNo NO|hRD|2 ™ NO)
Thus, P, ¢pjny, can be obtained by averaging over the PDF of y; as
PeeDihp, =
M-1
M—1 k
[ (e (- Y S (i
k=0 (ESRI,:'DNO Nolhrp|* + No)
(3.44)

where fy,|(-) denotes the PDF of |y;|. Substituting the PDF in (3.44) gives

M-1
M—1 k 1 Y1 — fy, |2
Pc,EDIhRD = Z ( I >(—1)k/exp (—;!yﬂQ) We}(p <—|10—2yl‘) d]yl\

k=0 Y1 Y1
(3.45)
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_ EsrErD 2 _ EspErp 2 2 Erp 2
where My, = ESR-i-NO'uSRhRD’ O'y1 = ESR+NOO-SR|hRD| + E5R+N0NO|hRD| + No and

2 Erp
Z =

os = (ESR+N0 Nolhrpl? + N0>. Applying polar transformation P, ¢pjn,, can be
expressed as

M-1

M =1\ (=1)* 12
Pc,gmhRD:Z( I >uexp<—m>x

2 2
k=0 Oy, Y1

2 ) (3.46)
o 1 k 4 2 Y%
/ T exp (— (—2 + —2) x2> / exp < TRAe 5 Myl}) df,dz
0 o2 = o2 0 o

Y1

Integrating w.r.t. 6, one obtains

P epihpp =
M-1
M-1 2 2 > 1 k 9
Z ( )(—Dk—fexp (_|My21| )/ exp (_ (_2+ 2) x2> fo( 9U|l;y1|> da
k=0 k Uyl 0y1 0 O'y1 (g Jy1
(3.47)

Integrating w.r.t  and after some algebraic manipulations P, ¢pj,,, can be expressed

as
M—1
M -1 1 K| fhy, |
P epihpp = < ) (—1)k—g exp <—¢ (3.48)
RPN (1+35) "\ 2wtk
The unconditioned probability of correct decision, P, ¢p is given by
M—1
M—1 1 K|y, |?
Pc,gz) = ( )(—1)’“/Texp <—¢ In (hRD)thD
kz:% K (1+ Zn) ol +og k)

(3.49)
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Substituing the PDF of hgrp and applying polar transformation one gets

2 2
x4+
T exXp (—7|5RD‘ )

M—-1
P _ M —1y (=1)F ro° “RD
©ED = Z( k )7r02 0 ESRERD ,2 ERD N, 224N *
k=0 RD 14 FsptNo CSRT BgptNg Vo )27+ No &
_PRD N z2
(ESR+N0 Nozx +N(J>

EsrERD 2.2 s
exp (_ Esr+No |usr|*z ) /27r exp <m{ejw> d0ppdz
Erp 2 EsrERp 2 ERrp 2 2
(ESR+N0 Noz® + NO) + << Esr+No SR + Esr+No NO) L NO) kj7o 7hD
(3.50)

Integrating w.r.t. Orp, P.ep is obtained as

M-1
M —1y (=¥ lurp? o 2z
Peep = Z ( k ) oz TP T2 /0 ESRERD 2 ERD N a2 N, x
k=0 RD RD 14 Esr+tNo USR+ESR+N0 0 )Jz=+No k
(E§§EN0 N"zerNo)

EsrERD 2.2
exp ( Faping Hsrl e s ) . <2|NRD:B da
Erp 2 EsrERrp 2 ERrp 2 o2 o2
(ESR+N0 Noz® + NO) + (( Bsp+No SR + Esr+No NO) S NO) k RD "D
(3.51)

The integral in (3.51]) is not available in closed form but can be evaluated numerically
using standard mathematical packages such as MATHEMATICA®. The probability

of error can be found using (3.51)) as

Poep=1—P.¢p. (3.52)

3.5 Numerical Results and Discussion

In this section, the SER performances of the derived receivers are shown by numerical
results. The modulation scheme is BFSK and 8-FSK. The performances of the de-
rived receivers are compared to the genie receiver (i.e. receiver has perfect CSI of both
links), and the conventional non-coherent energy detector receiver. The SER perfor-
mances of the genie receiver and the non-coherent receivers are obtained by computer

simulation. For the newly-proposed half-coherent receivers, the SER performances
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Figure 3.2: Symbol error rate (SER) performance comparison of optimal and sub-
optimal non-coherent receivers in balanced links when pugpp = psr = 2(1 + 7).

given by (3.28)), (3.33)), (3.36)), (3.37), (3.39) and (3.40) are verified by simulation.

Furthermore, the SER performance of the conventional non-coherent detector given
in is also verified by simulation.

The SER performances of the non-coherent receivers for both BFSK and 8-FSK
are shown in Fig. when Esr = Egp and pusg = pgrp = 2(1 + j). It can be ob-
served that at low Esgr/Ny, the proposed non-coherent receivers perform better than
the non-coherent energy detector. In fact, at a SER of 1072, a gain of approximately
1 dB can be obtained in the case of BFSK. It can also be observed that the pro-
posed approximation to the optimal non-coherent receiver gives close to optimal SER
performance. Even with N; = 2, the performance of the sub-optimal non-coherent
receiver matches closely with that of the optimal non-coherent receiver. Furthermore,

if lower complexity is desired the sub-optimal receiver with N; = 1 can be used which
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Figure 3.3: Symbol error rate (SER) performance in balanced links when prp =
psr =1+7.

also achieves considerable performance gain over the conventional receiver.
Fig. 3.3 and Fig. [3.4] show the performance of the half-coherent receiver for both
BFSK and 8-FSK under balanced links, i.e. Esg = Egrp, with usg = urp = 1+ 7

2(1 + j), respectively. The SER performance is compared to

and pisr = pRrD
the conventional non-coherent energy detector and the proposed sub-optimal non-
coherent receiver with N; = 2. In both figures, it can be observed that at low
Egr/Ny, the half-coherent receiver performs better than the non-coherent receivers.
In fact a performance gain of about 1.2 dB can be obtained at BER of 10~% using
these receivers as compared to the conventional non-coherent energy detector based

receiver for BFSK with pusg = pgrp 2(1 + j). Compared to the proposed non-

coherent receiver, a slight performance gain is obtained for the half-coherent receivers
and this performance gain increases as puggr decreases.

Furthermore, as Esr/Ny increases, it can be observed that the performance gain
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Figure 3.4: Symbol error rate (SER) performance in balanced links when prp =
psr = 2(1+ ).

of the half-coherent receiver decreases as was explained in (3.18]). The SER perfor-
mance gain of all the receivers, including the newly proposed receivers, increases as
M decreases. Comparing Fig. |3.3| with Fig. it can be observed that the perfor-
mances of all the receivers improve as purp and ugg increase. Note also that from Fig.
[3.4] the performances of the receiver conditioned on the source-relay channel is better
than the performances of the receivers conditioned on the relay-destination channel.
This implies that having knowledge of hggr is better as it gives better performance.
It can also be observed that this performance gain is increased if urp and ugg are
increased. At low values of ugp and pggr, the receivers essentially perform the same.
Furthermore, it can be observed in Fig. that for lower values of urp and ugg,
there is not much difference in the performance between the receivers with Gaussian

approximation and without Gaussian approximation. From Fig. and Fig. [3.4]
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Figure 3.5: Symbol error rate (SER) performance in unbalanced links when Egr/Ny =
20 dB and URD = USR = 1 —|—j

it can be observed that the simulation results (denoted by black dots) match closely

with the analytical results given by (3.28), (3.33)), (3.36]), (3.37), (3.39), (3.40) and

(13.52)).

Fig. [3.5 shows the performance of the proposed receivers under unbalanced links
in which Eggr/Ng = 20 dB and usg = prp = 1+ j. Again, at low Egp/Ny, the
proposed non-coherent receiver and the half-coherent receivers performs better as
compared to the conventional energy detector based receiver and the half-coherent
receiver performs slightly better compared to the proposed non-coherent receiver. As
Erp/Ny is increased, the performance gain of the proposed receivers is reduced. At
high Erp/Ny, an error floor is obtained because the end-to-end signal-to-noise ratio
approaches a constant value [39]. In this case, it can be observed that the receivers

with Gaussian approximation and without Gaussian approximation perform the same
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Figure 3.6: Symbol error rate (SER) performance in unbalanced links when
ERD/NO =20 dB and HRD = HSR = 1 +]

at low Erp/No. However, at high Erp/Ny, the performance of the receiver with CSI
relay-destination link and Gaussian approximation degrades. As we assumed the value
of Erp to be high, the noise at the destination is affected more by the noise from
the relay. The noise from the relay is not complex Gaussian and thus the difference
in performance is notable. Furthermore, the performance gain of the new receivers
decreases with increasing M.

Fig. shows the performance of the proposed receivers under unbalanced links
in which Egrp/Ny = 20 dB and psg = prp = 1+ j. Again, at low Egp/Ny, the
proposed non-coherent receiver and the half-coherent receivers performs better as
compared to the conventional energy detector based receiver and the half-coherent
receiver performs slightly better compared to the proposed non-coherent receiver.
Furthermore, similar to the previous cases, the performance of the proposed receivers

approaches the performance of the non-coherent receiver at high Esr/Ny. Moreover,
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in this case, there is a slight difference in the performance of the receivers with and
without the Gaussian approximation because Egrp is high and thus, the collective

noise is not well approximated as complex Gaussian. At high Fgr /Ny, the first term

on the right hand side of (3.1)) becomes ?Ezlgf?\,’g hsrhrp =~ vV Erphsrhrp resulting
in a constant end-to-end SNR and an error floor occurs. Furthermore, it can be
observed that the receiver conditioned on hgr performs better than the receivers
conditioned on hrp. Again in this case, the performance gain of the new receivers

decreases with increasing M. From Fig. [3.5 and Fig. [3.6] it can be observed that the

simulation results match closely with the analytical results.
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Chapter 4

Performance of Opportunistic
Bidirectional Relaying With

Outdated CSI

4.1 Introduction

The imperfect CSI, considered in previous chapters, exists due to noise that is added
to the pilot signal. Another type of imperfect CSI which arises in communication
systems is outdated CSI. This occurs due to the time varying nature of the channel. In
this chapter, the impact of outdated CSI on cooperative relaying network is analyzed.
Specifically, an opportunistic TWR network is considered in which a single relay is
selected for transmission. The relay selection (RS) is done based on outdated CSI.
The RS criteria considered is max-min RS. In this chapter, the performance of this
system is analyzed and closed-form expressions for the outage performance, moment-
generating-function of the E2E-SNR and the SER performance are obtained. The
derived analytical results are corroborated by numerical simulations. Furthermore,

the impact of relay location is also studied.



’0.‘ g 1,n

S1

RS phase ¢cccceee
DT phase

Figure 4.1: System Model.

4.2 System Model

Consider a system shown in Fig. where two sources, denoted by S1 and S2, com-
municate with each other via R two-way AF relays. The direct link between both
the sources is assumed to be deeply faded. A single relay is opportunistically selected
for transmission and data transmission occurs after the relay selection. Data trans-
mission in a two-way relaying network is carried out in two phases (i) multiple access
phase and (ii) broadcast phase. In the multiple access phase both the sources trans-
mit simultaneously to the relay where as in the broadcast phase the relay transmits
to both the sources.

We consider a realistic scenario, where there is a delay between the RS phase and
data transmission. Due to this delay, the channel becomes outdated i.e. the channel

conditions during the data transmission are different from those during the RS phase.
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During the RS phase (past realizations), i, and gs, are used to denote the channel
gains, between S1 and the n-th relay and between S2 and the n-th relay, respectively.
Similarly, g1, and g2, are the channel gains during the data transmission (recent
realizations). The channel is assumed to be independent and identically distributed
(i.i.d) and have Rayleigh fading.

For a Rayleigh fading channel, the past and current realizations of the channel

gains are related with each other as

Jgin = plgl,n + \/ 1 - p%vn, 9o.n = p2£~72,n + \/ 1- p%wna (4'1>

where p; = Jo (27 fpaT) and py = Jo (2w fp2T) are the correlation coefficients, T
denotes the time delay between the RS phase and the data transmission, fp; is the
maximum Doppler frequency shift of the channel between S1 and the relays, fpo is
the maximum Doppler frequency shift of the channel between the relays and S2, Jy(-)
denotes the zero-order Bessel function of the first kind. g, , and v, are both zero mean
complex Gaussian (ZMCG) random variables (RVs) with variance oy. Similarly, s,
and w,, are both ZMCG RVs with variance os.

Given that the n-th relay is selected for transmission, the end-to-end SNR (E2E-

PSG2|92,n‘2‘gl,n|2

SNR), after removing the self interference, at S2 can be expressed as 1, = loan P N0t No

P 2 2 . . . .
= % where Pg is the transmit power of the sources, Pg is the transmit power
92,n 0T o2

of the relays, Ny is the variance of the additive ZMCG noise at the sources and the

relays, and G denotes the amplification gain at the relays. For fixed gain relays,

_ Pr to-
G = \/PSE[@M'Q]Jr therefore the end-to-end SNR from S1 to S2 can be

PSE||g2,n]*|+No”

Pr

nin2Y1,nY2,n 2 _ 2 _ Ps —
= , Yo = |92al" M = Not 2 = Ny

N2v2,n+C

expressed as T, = where V1, = |91
= -2 -2 :

C = (m (E[|gial"] + E[|g2n]"]) +1) and E[] denotes the expectation operator.
Note that ¥, = |§1,n|2 and Yo, = ’gz,n|2 are the corresponding channel power gains

during the RS phase. For an ii.d Rayleigh fading channel, 7,, and 72, are ii.d
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exponential RVs with mean o; and o9, respectively, Vn. The PDF and CDF of an

exponential RV X with mean p is given as fx (z) = ie_ﬁ and Fx (z) = <1 - e_%>,
respectively. Furthermore, following (4.1)), it can be shown that 7, ,, and ~;,, are two

correlated exponential RVs and their joint PDF is given as [54]

U —asda, [ 2Vpiry
Simrin (Y, ) = me (=ebei ] (m) ; (4.2)

where, 1 = 1 denotes the S1 to relay link, ¢ = 2 denotes the S2 to relay link and o; is
the mean power of the source-i to relay link.

For opportunistic relaying, the E2E-SNR is given as

MN2Y1,eq72,e
Tp = Dbl (4.3)
where C' = (01 (E [J1,eq] + E [J2.e4]) + 1), 71.¢q 15 the effective instantaneous channel
power gain of the S1 to relay link and 7., is the effective instantaneous channel
power gain of the S2 to relay linkﬂ Both 7 ¢4 and 72, depends on the RS criteria.
In this chapter, the RS is done based on the Max-Min criteria where the selected
relay is k = argmax; {min {%;,%,}} = argmax; {A;}. It can be noted that the RS

criteria uses the past realization of the channel power gain.

4.3 Performance Analysis

In order to analyze the performance of the OTWRN-OC, the statistic (CDF and

PDF) of T 5 are required?|

'Without loss of generality, similar to ([4.3]), the E2E-SNR at S1 can be obtained by interchanging
the indices 1 and 2. In this sequel, we present the performance analysis based on the E2E-SNR at
S2. The performance at S1 can be obtained by interchanging the indices 1 and 2.

2Detailed derivations are available at http://arxiv.org/abs/1305.5913.
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4.3.1 CDF and PDF of T+

As Tr depends on recent realizations 7; ¢, and s, Which are correlated with their
past realization 7y ¢, and 7, ¢4, therefore, first the CDF and PDF of 4, ., and 72 ¢, are
derived. Following the steps given in Appendix 4.5.1, the CDF and the PDF of ¥, .,
and ¥, ¢, can be obtained. Using the derived PDFs and CDF's in and ,
and following the procedure in Appendix 4.5.2, the PDFs and CDF's of the equivalent

channel power gain during the data transmission phase (71 ¢, and 7y2,¢,) are obtained

n (4.17) and (4.18). Using (4.3)), the CDF of Tz (®) = Pr{Y# < ®} is given by

(& € @ [&
Fr, (®) =Pr {w<@} :Pl"{%,eq< (77272,[1+C')}’ (4.4)
N2Y2,eq + C M727Y2,eq

which can be evaluated by conditioning on 7, ., and then averaging using the PDF

of V2,eq A8

For@) = [r, (D) g ) (4.5)

27y
Substituting the CDF of 7, ., and PDF of v, ., into (4.5) and doing some algebraic

manipulations one gets

@ @y O, _2C_
FT].- ZX]-" (1 Oy 1n1 /0 ©27—6 nmzvdfy) ) (46)

B1,j; .y 0, = B2,52,ia
(ﬁlﬁl,jl,ilﬂ)?) ’ (17252 325 i2+P§)

R? (Rgl) (R;I) (=1)"*™ qy j, 4,004y, and Z“ 02 =2 222 0 D j,— 1S Tepresented us-

where @1 = y U] = (1 — p%)Ul, Uy = (1 — ,0%)02, X].‘ =

ing shorthand notation ) ~. Solving the integration using [96, Eq. (3.478.4)], yields

Fy, (® ZX; (1 — 2%, | 919:C 0k, (2 @1@20q>)> , (4.7)
Uy M2

The PDF of T can be obtained by taking the derivative of the CDF in (4.7). Using

(4.7)), various performance metric such as the MGF, outage probability, and SER can

be derived.
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4.3.2 Qutage Probability:

Using the CDF in (4.7)), the outage performance of the OTWRN-OC can be obtained
as

O () = Fr, (V) (4.8)

where ¥ = 2® — 1 and R is the transmission rate.

4.3.3 MGF and Symbol Error Rate Performance:

The MGF and the SER can be obtained using the CDF of the E2E-SNR [97]. We

define function S(-,-,-) as
S(cy,c9,03) = cl/ x?e” % Py (z)dw. (4.9)
0

The MGF and the SER can be expressed in terms of S(-,-,-) i.e. MGF is give
by My .(s) = S(s,0,s), SER for non-coherent modulations is obtained as P, y¢ =

S (ab,0,b) and SER for coherent modulations is obtained as P.c = S (9 L —%, %)

2 21

a and b are modulation-specific constants eg. for non-coherent modulations, (a,b) =

(0.5,1) for DBPSK and (a,b) = (0.5,0.5) for NCBFSK, and for coherent modulations,

(a,b) = (1,2) for BPSK, (a,b) = (1,1) for BFSK, (a,b) = (2%,6%9{)) for M-
PAM. The closed-form solution of S(-,-,-) is derived in Appendix 4.5.3. The solution
in (4.20) involves a Gamma function and a Meijer-G function which are available in

well known mathematical packages and thus, the SER performance can be easily and

accurately evaluated.

4.4 Numerical Results and Discussion

In this section, some selected numerical results as well as Monte-Carlo based sim-

ulation results are presented to verify the derived analytical results. In obtaining
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Probability of Outage

p,=1, p,=1(Sim)
‘= — R=3
R=6

Simulation
1 7 Y 1

0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
Normalized Distance from Source-1 to Relays

-4

10

Figure 4.2: Probability of outage performance as a function of relay location where
m = 15 dB and v = 3.

these numerical results, R = 1, Ny = 1, 1 = 1. These parameters are fixed in the
simulation unless stated. The effect of path-loss is captured by taking o7 = d;" and
oy =dy" = (1 —dy)”", where d; is the distance of source-i from the relays and v is
the path-loss exponent. Note that the distances d; are normalized w.r.t. the distance
between both sources.

Fig. shows the effect of varying the relay location on the outage probability
performance of the . It can be observed that the performance degrades as the corre-
lation, p;, reduces. For the case when p; = ps = 1, the best performance is achieved
when d; = 0.5, i.e. the relay is in the middle of both sources. If p; < py or p; > po,
dy; = 0.5 does not give best outage performance. For p; < py, the outage probability
can be lowered by reducing d; and vice-verse. Furthermore, it can be observed that
increasing the number of relays improves the outage performance only if the corre-

lation is sufficiently high. If the correlation is very low then, adding relays has no
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SER

Simulation

107 1 AN I 1
0 5 10 15 20

n, [dB]

Figure 4.3: Symbol error rate performance of BPSK modulation where d; = 0.5 and
v =3.

benefit as can be observed for the case when p; = py = 0.2.

Fig. shows the SER of BPSK modulation scheme as a function of 7; when
the relays are in the middle of the sources i.e. (d; = 0.5). It can be observed that
when p; < 1, the performance degrades severely and diversity is lost. Furthermore,
SER increases as correlation decreases. Again it can be noticed that increasing the
number of relays improves the performance only if the correlation is sufficiently high.
When correlation is very less, adding relays can even degrade performance as can be
observed for p; = p; = 0.2. The SER performance however, can be improved by
varying d; and finding the optimal relay position. Note that, in both figures, the

simulation results match well with the analytical results.
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4.5 Appendix

4.5.1 CDF and PDF of 7, ., and 7,

The CDF of 7, o4 can be obtained as

Fivey (@) = R (Pr (510 < @Y1 > Fon [\ = k) +

Pr <;5/1,n < (I)ﬂ:yl,n < ;?Q,nﬂn: k)) .

Note that n = k denotes that relay k is selected for transmission. Fj, ,, (-) can be

(4.10)

expressed as

F:Yl,eq (/ f’yl n / f'YQ n H FA dydx

i#£n

/ Fin@) [ P, (2 / foan (Y dyd:v)

i#n

(4.11)

where f5, (-) and f5, . (-) denote the PDF of 4; ,and 4,,,, respectively and Fy, (x) =
1— 67<é+é)x denotes the CDF of A;. Substituting the PDF and CDF in
(4.11)), using binomial expansion, integrating w.r.t y and = and doing some algebraic

manipulations yields F%, , (®) as

- (R-1 -
F’Yl,eq ((I)) = R Z ( i ) (—1)Z Oél,j’ieiﬁl’j’iq) (412)

_ _ 1 _ _ _ _
where 51,1,1’ =0, 51,2,1' = o 51,3,1’ = Xi» Q1,145 = (ff1,1,z‘ - Hl,z,z‘)y 0120 = —R1,1,4 X1,3; = K124,

-1 -1 . )
K11 = (Uz (Xi - o%)) » K124 = ((0102 (Xi - 0%) Xi) - (UIXi)1> and x; = (% + %)

Taking the derivative of the CDF in (4.12)) yields the PDF of 4, ., as

R-1 3 R—1 '
Fra @ =S (T Co Mgt )

i=0 j=2

Similarly the expression for Fy,,, (-) and f, ., (-) can be obtained by interchanging

indices 1 and 2. The mean of 7, .,, where g € {1, 2}, is given as

1 3
Z (6% l
E [g.eq] —RZZ( > H ﬁzj (4.14)

=0 j=2
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4.5.2 CDF and PDF of v, ., and 7,

The PDF of y1,¢q, fy..., (*), can be obtained as

f'yl,eq (I‘) - / f:ﬂ,eqy'yl,eq (y7 x) dy (415)
0

where f5, 5. (+,-) is the joint PDF of v ., and 71,
R—-1 ,
' ) (_1)Z+1 vy X
1

—viz—(B1,5,i+P31 )y 2.2
o i e (Proavotn) lo (2 V prlxy)

Substituting the joint PDF from (4.16]) into (4.15) and solving

R-1 3
f:yl,eqy'yl,eq (y7 x) = R (
=0 =2 (4.16)

1
where V= W.

the resulting integration using [96]

vibiga

R13 o n v ]
f eq (LE) - R ( . ) (—]_)ZJ’_]' we Blyj,iJrP%Vl (417)

Integrating f., ., () yields CDF, F, _ (-), as

R-1 3 R_1 A P "
F’n,eq (ZL’) = RZZ < ; ) (_1)14—1 Qi (1 —€ (Bl,j,iﬂ%”l) ) (418)

i=0 j=2

The CDF and PDF of 7, ., can be obtained by interchanging indices 1 and 2.
4.5.3 Closed Form Solution of S(cy, ¢, c3)
S(-,+, ) is defined as

S(c1,e9,c3) = cl/ x?e” " Fy (z)dx (4.19)
0

Substituting the CDF from (4.7)) into (4.19)), representing K (-)in terms of Meijer-G
function [98, Eq. (03.04.26.0008.01)], solving the integration using [96], Eq. (7.813.1)]

and applying the scaling property yields

S(ci,c0,03) =1 ZX]: (ch*CZF (14 o) —
f

(20:0) ™ s [ (14 1) 20
mn2 Uil T2

- (4.20)

Y

CQ+2,CQ+1
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where G%"(-) is the Meijer-G function defined in [96], Eq. (9.301)].
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Chapter 5

Performance of Power Limited
Cognitive Network with
TAS/MRC

5.1 Introduction

Similar to point-to-point communication systems, the performance of cognitive radio
networks can be improved by spatial diversity. In this chapter, a MIMO cognitive
system (MCS) in an underlay setting is considered. The SU-Rx is assumed to com-
bine the received signals using MRC. The performance of the MCS is studied when
the SU-Tx has limited peak transmit power and employs AS. Interference from the
primary network to the secondary network is also taken into account and two sce-
narios are considered; 1) the MIMO cognitive system with TAS/MRC (MCS-TM)
does not experience interference from the primary network (denote by MCS-TM-NI),
and 2) MCS-TM does experience interference from the primary network (denote by
MCS-TM-WTI). For both these systems, exact closed-form expressions for the outage

probability are derived. A new and simple expression of the CDF of the output SNR
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g

Figure 5.1: System Model.

for the MCS-TM-NI is also obtained. Using this CDF expression, closed-form expres-
sions are obtained for the PDF, the ¢-th moment and the MGF of the output SNR.
Additionally, exact closed-form expressions characterizing the SER performance and
the ergodic capacity are also obtained. Furthermore, a precise lower bound on the
ergodic capacity at high SNR is also derived. Furthermore, the performance of the
MCS-TM-NI is analyzed in the asymptotic regimes. Numerical simulation results

which verify the analytical results are also presented.

5.2 System Model

Consider an underlay secondary network with one transmitter and one receiver which
are operating in the presence of a primary network with a single primary transmitter
(PU-Tx) and a single primary receiver (PU-Rx) as shown in Fig. 5.1l The SU-
Tx is equipped with ny antennas and the SU-Rx is equipped with nr antennas.
However, both the PU-Tx and the PU-Rx are assumed to have a single antenna. The

channel is assumed to have independent and identically distributed (i.i.d.) Rayleigh
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fading. The channel power gain between the t-th antenna of the SU-Tx and the r-th
antenna of the SU-Rx is denoted by hy.. Similarly, the channel power gain between
the antenna of the PU-Tx and the r-th antenna of the SU-Rx is denoted by e, and
the channel power gain between the t-th antenna of the SU-Tx and the antenna of the
PU-Rx is denoted by ¢;. In case of Rayleigh channel, hy., e, and g; are exponential
random variables with means \;, v and p, respectively. The PDF and CDF of an
exponential random variable X with mean w can be expressed as fx(z) = e v U(x)
and Fy(z) = (1 — e~w) U(x), respectively, where fx(-) denotes the PDF of X, Fx(-)

denotes the CDF of X and U(x) denotes the unit step function.

5.2.1 Power Allocation

The primary network requires that the interference caused by the secondary network
is below a threshold ). Moreover, the SU-Tx cannot transmit using a power greater
than P,,,,. Thus, the power allocation policy for the ¢-th antenna at the SU-Tx can

be expressed as

Pr(t) = min {Pm, g} . (5.1)

5.2.2 Antenna Selection & Output SNR

In the TAS/MRC scheme, the signal is transmitted by the SU-Tx using a single
antenna where the antenna selection is done based on the output SNR and the signals
received at the SU-Rx antennas are combined using MRC. Thus, in this case, the

output SNR for the t-th antenna can be expressed as

Ql 1 & QY 7
t) =min< Ppoz, — ¢ — E hy | :min{Pmam,—}—t. 5.2
1r(t) { gt} 0= e gt ) Ny (5:2)
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7; is a sum of i.i.d exponential random variables, thus, its PDF is

1

fﬂt (ZL’) = ml‘nR_l€_EU(x), (53)

where I'(+) is the Gamma function [96, Eq. (8.310.1)]. The selected antenna ¢, can
be obtained from ~r(t) as

- . Q} U }
tr = argmax ¢ min< Pae, — ¢ — ¢, 5.4
’ B { { gt} No (5.4)

and the output SNR for the MCS can be expressed as

. Q} "t }
€ — Pma:c> —_ . 9.9
Ve = Max {mln{ o | No (5.5)

Note that the antenna selection is done on the basis of output SNR and it does not
take into account the interference from the PU-Tx and is thus, a sub-optimal selection
scheme. However, this selection scheme has lower complexity as it does not require the
CSI of the interference link from the PU-Tx, resulting in a lower overhead/feedback.

In the following sections the performance analysis of the MCS-TM-NI and MCS-

TM-WI employing antenna selection according to (5.4)) is presented.

5.3 MIMO Secondary Network without Interfer-
ence

For the MCS-TM-NI where the SU-RX does not experience interference from the
PU-Tx, the output SNR is given by . in (5.5)). In order to analyze the performance

of this system, the statistics (PDF and the CDF) of 7. are required.
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5.3.1 Statistics of the Output SNR

In order to obtain the CDF expression of 7., the CDF expression of the output SNR

for the ¢-th antenna, I, «)(-), is required and is given by following remark.

Remark 1. The CDF of the output SNR for the t-th antenna for the MCS-TM-NI

1S grven as

Fow(z) =

m
np—1 ( No m —
Mo, ZR <At) v No\"™™™ __ o g"RTm
1 — € At Pmax = 7 1 _ v

|Pm )\ Q e_ HtPmax pryap——
m! t <i + No l‘)

—0 max 20
m pe T Qe

(5.6)

Proof. See Appendix 5.6.1. O]

An expression for the CDF of y7(¢) has been derived previously [74, Eq. (5)].
However, the CDF expression derived in [74, Eq. (5)] is different from the one obtained
in . As we will see in what follows, Eq. can be used to derive an alternate
representation of the CDF of the output SNR for the MCS-TM-NI which leads to a
tractable performance analysis. For an i.i.d channel, the CDF of the output SNR for

the MCS-TM-NI can be obtained from F, () and is given as.

No )™ "
nr—1 ( 20 _
N R (M) - N, nR—mo LR—M
1 —e At Pmax Z €T 1 — _— (& #tPmaz .
L (
(5.7)

For the case of limited transmit power, no expression for the CDF of v, was derived in

[74]. Therefore, for the limited transmit power case, we derive an alternate expression
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for the CDF of v, in (5.7) which leads to a tractable performance analysis of the MCS-

TM-NI and is given by Remark 2.

Remark 2. For a MCS-TM-NI having limited transmit power, an alternate expres-
sion of the CDF of the output SNR in (5.7)), which is helpful in obtaining the ezact

closed form expressions for the MGF, SER and ergodic capacity, is given as

—ZBT

= 1+2Af (5.8)

x+§“c

where Z4 = Zl L+ (R —my)wr, Ep = )\thazk f = B o = Ef:l(npu_ml)wl;

__Q
A-F: K?ﬁﬁmﬁg,m,b "i? = ("}é”)(_ ) Hl 1 mliPml ) wmk Hl 1( )wle MPmazwl;

> 7 is short hand notation for Y ", Zm ZweOk’ Oy, is the set of all possible k bit bi-

nary numbers and wy is the lth bit of the binary number w € 6y, and ) is shorthand

notation of S MR-y re—l sana—l

m1=0 mo=0 """ mg=0"

Proof. See Appendix 5.6.2. m

Using ((5.8) the outage performance of the MCS-TM-NI can be obtained. Indeed,
as we will see in what follows, using the CDF expression in (5.8)), we derive various

performance measures in the next section.

Remark 3. For a MCS-TM-NI having limited transmit power, an alternate expres-

sion of the PDF of the output SNR is given as

_A le Epx xEAe—EBJ: xEAe—EBa;
A — = - E =, E =1 |-
f'Ye Z F ( A .Z’ + g): B (I + g):c C(Z‘ + 5):0-&-1) (59)

Proof. f, () is obtained by taking derivative of F., (x) in (5.8). O

It follows that the PDF in (5.9) can be used to obtain the moments of the output

SNR.
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Remark 4. For a MCS-TM-NI with limited transmit power, the q-th moment of the

output SNR is given by

pg=> Ar(EaZ(Ea—1+¢,50,E5,€)
]_‘

(5.10)
_EBI(EA + q, EC: EB)&) - ECI(EA + q, EC + ]-7 EBa g)) )
where ¢ > 0 and Z(aq, ag, as, &) is given in (5.63)) derived in Appendiz 5.6.4.
Proof. The ¢g-th moment is obtained using
=B = [ o' (a)ds (5.11)
0

Substituting the PDF from (5.9)) into ([5.11)) and after doing some algebraic manipu-

lations yields

0 xEA—1+q€—EBLIJ
0

2 n S

00 1 Eatqo—Epz 0 Eatqe—Epz
o (z+)7° o (z+87°

Eq. (5.12)) can be represented in form of ((5.10)), where Z(ay, ag, ag, &) = fooo %dm,

with oy > —1 and a3 > 0. O

(5.12)

Eq. can also be used to calculate the zeroth moment. Note that Z(aq, as, ag, )
is only defined for a; > —1. In , a; = —1 only occurs for the term Z(Z4 — 1 +
q,Zc,Zp,&) when =4 = 0 and ¢ = 0. In this case the term Z(E4 — 1 + ¢, Z¢, 25, §) is
being multiplied with Z4 which results in a zero. Therefore, ([5.10) can be accurately
evaluated for ¢ = 0 by replacing Z(24 — 1 + ¢, Z¢, Ep, £) with any constant ¢, when

Za=0.
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5.3.2 Performance Analysis Measures

Moment Generating Function

The MGF of the output SNR can be obtained using the CDF as [99, Eq. (18)]
M(s) = s/ e **F, (z)dx. (5.13)
0

Substituting the CDF from ([5.8) into ([5.13]), it gives

rEAe—(EBts)z

M(s) = s/ sxd:v+s/ Z F————=duz. (5.14)

x—i—g“c

Substituting z = x 4 £ in the second term on the right hand side of (5.14) and using

binomial expansion with some algebraic manipulations yields

—_

o0 oo 1 Ea = B _
M(S) = S/ e Tdx + Z A]—‘S/ Z?C Z ( nA) Zn(_g)ZA_ne_(:B+8)(z_£)dz,
0 F £ n=0

(5.15)

By solving the integral, the closed form MGF of the output SNR of the MCS-TM-NI

can be obtained as

(5.16)

The MGF in (5.16)) involves an exponential function and a Gamma function which are
available in well known mathematical packages and thus, it can be easily evaluated.

The MGF in (5.16]) can be used to obtain moments of the output SNR and can also



111

be used to derive different performance measures such as the SER [2].

Symbol Error Rate Performance

The average symbol error rate can be obtained using the CDF of output SNR as [97]

P.=— /000 P.(z)F, (z)dz, (5.17)

where P, is the average symbol error rate, P’ (z) = 81;—1(') is the derivative of the
conditional error probability (CEP) P.(-) and F, () denotes the CDF of the output
SNR (7.). The SER performance of the MCS-TM-NI can be derived for various
modulation formats depending on its CEP form [97].

Coherent Binary Modulations and M-PAM Modulation: The conditional error
probability (CEP) for coherent binary phase-shift-keying (BPSK), coherent binary
frequency-shift-keying (BFSK) and M-ary pulse amplitude modulation (M-PAM)

can be represented as

P.c(z) = aQ(Vbx), (5.18)

where (a,b) = (1,2) for BPSK, (a,b) = (1,1) for BFSK, (a,b) = <2M L 6M>

M2-1

for M-PAM and Q(-) denotes the Gaussian Q-function [94].

The unconditional SER for these modulation schemes can be found as

a b 1 b
Y —e 2%F . 1
Pec 21/ 27T/0 \/Ee 2PF, (x)dx (5.19)

Substituting the CDF from (j5.8)) into (5.19), P, ¢ can be given by

a | b [* 1 xEAeEBT
_ .2 —tz 32 ANr— dx. .
Pec o\ 2x /0 e da + % 5\ 25 / E .7-'<x P dz. (5.20)



112
Substituting z = z + £ in the second integral term in ([5.20)) yields

_s,a/b (Ep+2)¢ /Oo “E0 (, _ \Za—3 —(Ep+L)z
Pec = 5 T35\ 2. ;Afe : 275 (2 =€) e _ (5.21)

Using [96, Eq. (3.383.4)] the integral in (5.21)) can be solved to give

l(= = .3
a a |b _ 1\ /_ p\ ~2(Ea—=c+i)
P&c—i-f-é %;A]_‘F(_A-Fé) (_34—5) X

e (Ca R}

(5.22)

2

where ¥, = % (—EC — 24+ %), Py = % (—EA +Ec — %), Wy ,(z) is the WhittakerW
function defined in [96, Eq. (9.220.4)]. Eq. gives a closed form expression in-
volving an exponential function, Gamma function and a WhittakerW function which
are available in well known mathematical packages and thus, it can be used evalu-
ate the performance of coherent binary modulations as well as M-PAM modulation
schemes for a MCS-TM-NI.

Non-Coherent Modulations: The conditional error probability (CEP) for differ-
ential binary phase-shift-keying (DBPSK) and non-coherent binary frequency-shift-

keying (NCBFSK) can be represented as

P, ye(z) = ae (5.23)

where (a,b) = (0.5,1) for DBPSK and (a,b) = (0.5,0.5) for NCBFSK. The SER for

non-coherent modulations can be obtained using

M(s)

S

Pene = ab/ e ™F, (z)dr = ab (5.24)
0

s=b
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Subsituting the MGF from ([5.16]) into (5.24)) yields

Pene =a (1 + Z i (EnA) (=€) " Arx

c(EB+b)Ep (25 + b)_HEC_” I'l—Z2¢c+n,(Eg+0b) 5)) .

Eq. involves an exponential function and a Gamma function which are available
in well known mathematical packages and thus, it can be easily evaluated. Thus,
Eq. gives a closed form expression to evaluate the performance of various non-
coherent modulation schemes for a MCS-TM-NI. For example setting (a,b) = (0.5, 1),

the SER performance of DBPSK modulation scheme is obtained.

Ergodic Capacity

The ergodic capacity of a MCS-TM-NI can be derived using the CDF of 4, as [100]

C= %(e)/o In(1 4 2) f, (x)de = Ogé(e)/o e +%1())dx. (5.26)

After substituting the CDF from ([5.8)) into ((5.26]) and solving the resulting expression,

the ergodic capacity is given in Remark 3.

Remark 5. For a MCS-TM-NI having limited transmit power, the ergodic capacity,

1S gilven as

10g2 Sa—vatl L 21 [ = ~ —Z4
)3 3p IRy EHS ’

F vi=lwg=1 —Z4+v2—1,0
(5.27)

where /f%vz can be obtained recursively using (5.68) and G}4"(:) is the Meijer-G

function defined in [96, Eq. (9.501)].
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Proof. See Appendix 5.6.4. m

Eq. (5.27) involves a Gamma function and a Meijer-G function which are available
in well known mathematical packages and thus, it can be easily evaluated to yield

the ergodic capacity of a MCS-TM-NI.

5.3.3 Asymptotic Performance Analysis

The exact closed-form expressions for the outage performance, SER, and the ergodic
capacity obtained in the previous section do not yield much insight about the perfor-
mance with varying system parameters. Thus, in this section, the outage and SER

performance of the MCS-TM-NT is analyzed for asymptotic regimes.

Asymptotic Outage Performance

o Puw — 00

As P4 — 00, it can be shown that the CDF in (5.7)) can be expressed as

nrt
No \™" "R
floor _ 0

F’Ye (1’) =(1-11- (AtQ) 1 No nR ) (528)

(% + k)

which can be simplified to give

oor Q Al e

Fllor(z) = (1 + Fo/TiE : (5.29)

Therefore, for fixed x as P, — 00, the probability that a MCS-TM-NI is in
outage becomes constant and is given by ([5.29). Note that the value of the floor
depends on the product nyng. Therefore a system with (nr,ng) = (z,y) and

(nr,ngr) = (y, z) will have the same floor.
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oPmax—>oo&ﬁ—>oo

If the interference link is very poor and the secondary link is very good i.e.

% — 00, the probability of outage is can be derived from (5.29)) as

Q ) —Nnrnrt ()\t) —nNRrnm
FX(z) = 2" | — — . 5.30
= () (5 (5:30)

It can be noted from ([5.30)) that the outage probability reduces with increasing

% with a slope of nrng in the log scale.

e (Generalized Diversity Gain

Using the concept of generalized diversity gain, which was introduced in [I01],
the diversity of the secondary link can be obtained. The generalized diversity

gain is defined as

g = 1 28 (@)

5.31
A og () (5:31)

Substituting into , it can be concluded that the diversity gain for
a MCS-TM-NI in the asymptotic regime is nyng. This implies that, when the
total number of antennas is fixed i.e. ng + ny = @, where ¢ is some constant,
the number of antennas should be divided equally over the transmitter and

receiver, i.e. np = ng, to get the highest diversity gain.

Asymptotic SER Performance

Coherent Binary Modulations and M-PAM Modulation:

o P — 00

The SER for coherent modulation schemes as P,,,, — 0o can be obtained using
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floor . / / 2 {lOOT(SL’)dl‘. (532>

Substituting the CDF from (5.29) into ([5.32]), making transformation of vari-

F,{!OOT(') as

able z = z + ¢, and solving the resulting integral using [96, Eq. (3.383.4)],
the asymptotic SER performance for coherent binary and M-PAM modulation

schemes is given as

hg b —
floor _ ae4 v
Therefore, as P,,.. — 00, the probability of error for a MCS-TM-NI becomes
constant and is given by ((5.33)).

Bl

1 b
I (anT + 5) W—anT-i-i,—i (§§> . (5.33)

Pmax—>oo&%—>oo

If the interference link is very poor and the secondary link is very good i.e.

A 50, the probability of error for coherent modulations is given as

\/7/ —e_’xFoo( )da. (5.34)

Substituting the CDF from ([5.30)) into ([5.34)), and solving the resulting integral

using [96, Eq. (3.381.4)], yields

b\ ~"RNT 1 —nRN —npgn

als I'(ngny + 5 BT\ R

eo% — (2) ( R™T 2) <Q> (_t> ) (535)
’ 2y/m No Ht

It can be noted from ([5.35) that the SER reduces with increasing % with a

slope of nyng in the log scale. Thus, similar to the outage probability, for a

fixed number of antennas, the number of antennas should be divided equally

over the transmitter and receiver, i.e. np = ng, to get the best performance in
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the asymptotic regime.

Non-Coherent Modulations:

o P — 00

Following a similar approach, the SER for non-coherent modulation schemes as

Par — 00 is given as
PINE = al (ngng +1) €W, . s (b). (5.36)

Therefore, as P,,,, — 00, the probability of error for a MCS-TM-NI becomes

constant and is given by (|5.36)).
Pz — 00 & % — 00

Similarly, when the secondary to primary interference link is very poor and
the secondary link is very good i.e. % — 00, the probability of error for non-

coherent schemes is given as

Q —NnRrnmr )\ —NRrpnrt
PS,ONC =qb "B (TLRTLT + 1) <F) (M_t) . (537)
0 t

Similar to (5.37)), it can be noted from ([5.35)) that the SER reduces with in-

creasing ;)\Ti with a slope of nyng in the log scale.

Lower Bound on Ergodic Capacity

A precise lower bound on the ergodic capacity at high SNRs can be obtained using

the moments obtained from (/5.10)), as [102, Eq. (8)]

C (7)) = R (log (%) + p) =R <log (%) + %AF(")

) : (5.38)
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where C' (¥.) denotes the lower bound on ergodic capacity, X = % and AF@ =

—f1. 1 is the ¢-th order amount of fading. Substituting the expression of AF@
(1)

into (5.38)), taking the derivative and doing some algebraic manipulations the lower
bound is obtained as
0

C (%) =R (a—qsoq q:0> (5.39)

Substituting the ¢-th moment expression from ({5.10)) into (5.39)), yields

_ 0 ,_ . - -
C() =R Ao (BaZ(Ea—144,50,Z5,6)=
F (5.40)
EBI(EA + q, EC7 EBa f) - ECI(EA +q, E’C + 17 EB) £>>’q:0 ;
which can be finally expressed as
C (Fena) =R Az (E4Dz(E4 — 1,E¢,Ep, ) -
F (5.41)
Z8Dz(Z4,2¢,Z,§) — Ec¢Dz(24,Zc + 1,25,§)),
where Dz(ay, ag, asz,§) = (%I(@l +q,a0,03,8)| . After some steps outlined in
q=0
Appendix 5.6.5, Dr(ay, as, as, &) can be represented in closed-form as
Dz(n, 09,03, 8) = az '~ 2T (1 4 @) (—log (as) Uova, g — g, c03)+ (5.42)

¢(O) (1+a1) U(ag, a0 — @y, a38) — U(O’l’o)(am Qo — (g, CY35)) ;

where U9 (a, b, 2) = SU(a, b, 2).

Similar to (5.10), Dz(@1, as, a3, §) is only defined for a; > —1 and & = —1 only
occurs for the term Dz(Z4 — 1,Z2¢,Zp,€) when Z4 = 0. Again, in this case the term
Dr(Z4 — 1,2¢, 25, ) is being multiplied with =4 which makes the product zero.

Therefore, (5.41) can be evaluated correctly by replacing Dz(Z4 — 1,Z¢,Z5, ) with
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any constant ¢, when =4 = 0. Note that (5.41)) gives a very tight lower bound on the

ergodic capacity at high SNRs as will be shown in the next section.

5.4 MIMO Secondary Network with Interference

In the case when the SU-Rx experiences interference from the PU-Tx, the end-to-end
(E2E) signal-to-noise plus interference ratio (SINR) can be expressed in terms of the

output SNR 7, as

Ve

e 5.43
Z—ﬁ‘l +1 (5-43)

Yz =

where T = >"% |e,|* denotes the interference from the PU-Tx and Pp denotes the
transmit power of the PU-Tx. In reality, when MRC is performed, only the desired
signal power is aggregated according to where as the interference power is not
%

aggregated as 1= > "" |e,|*. Thus, the model considered here corresponds to the

worst case scenario and gives the maximum possible interference.

5.4.1 Statistics of the Output SINR

The CDF expression of 77 is given by following remark.

Remark 6. The CDF of the output SINR for a MCS-TM-WI is given as

F’YI ((I)) =
Ea nr—1 ,— Za—i1—iotng—1 nR

ZA ng—1 A]:(—l) ATl FnR Ny = =@
1 — i (PZI [=Te4 =B
X () )M e (o o

F 11=0 i2=0
nr—1—ig —w

(+5)(F+zsn) (1, )" Mo | - EACIS <
e P 1+CI> PPV—FHBCI) T w, PPV_’_HBCI) 1+ D

(5.44)

where w =11 + 19 — Z¢ + 1.
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Proof. See Appendix 5.6.6. m

Using (6.49) the outage performance of the MCS-TM-WI with interference can

be obtained.

5.4.2 Performance Analysis Measures

Similar to the analysis in the previous section, the expressions for the MGF and
the SER can be obtained by substituting the CDF in (6.49)), into and (5.19),
respectively, and solving the resulting integrals. However, to the best of authors
knowledge closed-form solution to the resulting integrals does not exist and one has

to resort to numerical integration techniques to evaluate the expressions.

5.5 Numerical Results and Discussion

In this section, some selected numerical results as well as Monte-Carlo based simula-
tion results are presented to verify the derived analytical results. In obtaining these

numerical results, R =2, No =1, \, =1dB, ;, =1dB, 7 = P]"\;g“” and B = 1. These

parameters are fixed in the simulation unless stated. The outage performance of a
MCS-TM-NTI is shown in Fig. [5.2] The curves for probability of outage are generated
using (5.8)), where x = 2 — 1. The asymptotic floor is plotted using (5.29). It can
be observed that as 7 increases, the probability of outage decreases until it becomes
constant due to the fixed (). As the interference constraint is relaxed, i.e. () increases,
the outage probability decreases which is obvious. Furthermore, for a higher value of
@, the SU-Tx can transmit using a higher power and thus, the outage performance
saturates at a lower value. In addition, it can be observed that as the number of an-
tennas increases, the outage probability decreases. Moreover, the performance gain

by increasing the number of receive antennas is greater compared to only increasing
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Figure 5.2: Probability of outage performance of a MIMO-CS with TAS/MRC.

the transmit antenna. It was mentioned previously when discussing that the
floor depends on the product ngnr, therefore, one can observe in Fig. that the
system with (np,ng) = (4,2) and (nr,ng) = (2,4) have the same floor. However,
the system with (ny,ng) = (2,4) performs better due to higher array gain.

The SER performance of coherent modulation schemes and non-coherent modula-
tion schemes for the MCS-TM-NI is shown in Fig. and Fig. [5.4] respectively. The
modulation scheme considered in Fig. is BPSK (a,b) = (1,2) and the curves are
generated using . The asymptotic floor is plotted using . The modulation
scheme considered in Fig. is DBPSK (a,b) = (0.5,1) and the curves are generated
using . It can be observed that as 7 increases the SER decreases. Again, as
@ is fixed the SER saturates at high 4. Similar to the outage performance, as the
interference constraint is relaxed, the saturation occurs at a lower value. Again in

this case, increasing the number of antennas decreases the SER. Similar to the outage



122

o - nT=2, nR=2 |
..... nT:4, nR:Z *
el nT=2,nR=4
&= » 0 > Q=-5dB E
SR AEREEE SRR - — — O Q=00dB
510’\/,“ O Q=5dB i
5 x- - Asymptotic Floor
5 , Simulation
2 R & e 8= ————9
S NN R -®---—-—®—-—‘®-—-—-®‘—‘—£
8 .3
2 10 .
o
-4 ’ . .
10 %o ° &= X ® D ®
0 5 10 15 20

7 [dB]

Figure 5.3: Symbol error rate performance of a MIMO-CS with TAS/MRC with
coherent BPSK modulation.
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Figure 5.4: Symbol error rate performance of a MIMO-CS with TAS/MRC with
non-coherent BDPSK modulation.
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Figure 5.5: Ergodic capacity of a MIMO-CS with TAS/MRC.

floor, the floor in this case depends on the product ngny and one can observe that
the system with (nr,ng) = (4,2) and (nr,ng) = (2,4) have the same floor which can
be deduced from and . Furthermore, in Fig. , the SER performance
is compared for various antenna configurations when the total number of antennas is
fixed i.e. ng + ny = 8. The highest diversity gain can be obtained by dividing the
antennas equally over the transmitter and receiver. In addition, it can be observed,
system with (nr,ng) = («a, ), where 8 > «, always performs better compared to
the system with (ny,ng) = (8, ), although both have the same generalized diversity
gain of af. This is due to the fact that having more number of receive antennas
results in higher array gain. In add all the figures, it can be noted that the simulation
results match well with the analytical results.

The ergodic capacity of a MCS-TM-NT is shown in Fig. [5.5] The curves are gener-

ated using ([5.64]). In addition, we have also shown the results using the derived closed
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Figure 5.6: Probability of outage of a MIMO-CS with TAS/MRC in the asymptotic
regime i.e. y — 00.

form expression for capacity given by and are denoted by the 'x” marker in Fig.
m. The expressions were evaluated using MATLAB® and MATHEMATICA®. Tt
can be observed that the results using the closed form expression in ([5.27)) match well
with the results from . However, at high 4, due to numerical computational
issues gives incorrect results. From Fig. , it can be observed that the ergodic
capacity increases with increasing 4 or increasing (). Again, at high 7, the capacity
saturates due to fixed (). Furthermore, increasing the number of antenna improves
the capacity. In addition, it can be observed that in the low SNR regime, i.e. 7 is low,
increasing the number of receive antennas is more benificial compared to increasing
the number of transmit antennas, as the capacity gain is higher. However, in the high
SNR regime, i.e. 4 — o0, the ergodic capacity depends only on the product nyng,
so same performance gain can be achieved by adding more antennas on any of the

terminals.
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Figure 5.7: Symbol error rate performance of a MIMO-CS with TAS/MRC in the
asymptotic regime, i.e. ¥ — oo, for BPSK modulation.

Fig. [6.5] shows the outage performance a function of ratio of channel parame-
ters A; and p; at high 4. Similarly, Fig. shows the SER performance of BPSK

modulation as a function of ratio of channel parameters \; and p; at high 4. It can

At
Lt

be observed that as 2t increases the outage probability and SER reduces. Similarly,
the outage probability and SER reduce with increasing (). Furthermore, as the num-
ber of antennas increase the performance improves. Similar to previous figures, the
performance of the system with (nr,ng) = (4,2) matches the performance of the
system with (np,ng) = (2,4) at high 4. In addition, the asymptotic outage and SER
performance obtained using and is also shown. It can be observed that
the system with (ny,ng) = (2,2) has a lower generalized diversity gain compared to
the system with (np,ng) = (2,4) and (ny,ng) = (4,2) (both of which have the same

generalized diversity gain).

The ergodic capacity of a MCS-TM-NI is shown in Fig. [5.8] The curve depicting
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Figure 5.8: Lower bound on ergodic capacity of a MIMO-CS with TAS/MRC.

the lower bound is generated using . The expressions were evaluated using
MATLAB® and MATHEMATICA®. It can be observed that the bound is tight for
high 4 and high ). Moreover, the bound becomes tighter as 7, (), ny or ng increase.
As was shown in Fig. , at high 4, due to numerical computational issues
gives incorrect results. In such situations, Eq. can be used to obtain accurate
lower bound on the ergodic capacity.

The outage performance of a MCS-TM-WI is shown in Fig. The curves for
probability of outage are generated using , where = 2% — 1. In the simula-
tions, we have considered the case where the PU-Tx transmits with the maximum
available power i.e. P, i.e. Pp = P,... It can be observed that interference from
the primary network results in severe degradation in performance of the secondary
network and that the outage probability of the MCS-TM-WTI increases as the interfer-

ence power from the PU-Tx increases. It can also be observed that increasing 7 does
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Figure 5.9: Probability of outage performance of a MIMO-CS with interference.

not always improve the secondary network performance. This happens because the
PU-Rx interference constraint limits the transmit power of the SU-Tx, where as the
interference power from the PU-Tx increases with increasing P,,.,. However, when
the PU-Rx interference constraint is relaxed (@ is large), increasing P,,,, improves
the outage performance. In addition, it can be observed that at low 7, as the number
of antennas increases, the outage probability decreases and that the MCS-TM-WI
with greater number of receive antennas performs better. However, at high 7, it can
be observed that the MCS-TM-WI with higher receive antennas performs worse as it

accumulates more interference from the PU-Tx.
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5.6 Appendix

5.6.1 CDF of Output SNR for the t-th Transmit Antenna

From (j5.2)), the end-to-end SNR for the ¢-th antenna can be expressed as

P’,TLG/Z Q
N Up , G < Pras
vr(t) = ’ : (5.45)
N?gt nt ’ gt > Pfaz

Conditioned on g4, the PDF of y7(t) can be expressed as

N(:LR np—1,— Mo Q
— A:LRP'ngmF(nR)y ) € e ’ gt < Prax 4
Frrwia(y) = N (5.46)
N nr—1,nRr, —559t Q
‘%0 Q
)\:LRQ"RF(TLR)y ge € t y Gt > Prax

The PDF of y7(t) can be obtained by averaging f,, (). (-) using the PDF of g, as

Q

Pmax NSLR el -5 ngNO 1 g
= n maxr —— d
f’YT(t) (y) /0 )\?RPrTrLLng(TLR) Yy e "t o e rtdg
o0 ng (5.47)
i / Ly"’*_lg"%_%gle‘ﬁda
2 AQel(ng) n
After some algebraic manipulations f,, 4 (y) can be expressed as
N(;LR nep—1 __¥No Q
f’yT(t) (y) — A;’LR PT’I;LL];:BF(”R> y R [ At Pmaz th (%)
(5.48)

ML [ 1)
P 1L n tQ ' Ht d .
- AEQ D (ngR) uty g 9°° I

Pmaac
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The CDF of yr(t) can be obtained by integrating the PDF as

Fo (52) N

yNg
F €Tr) = = o nR_leiktha:cd
) Ry ), : (5.49
o ONPR 1 /OO (2542),
+ Yy "Re \MQ T )T dgdy.
/0 APEQnrT (ng) ,Uty %9 gay
Integrating w.r.t. y first, F.,, 4)(x) is obtained as
Fo, (PQ ) Noz NytQ™e
m0l?) r<nR> (P (35 ) ) i (5.50)
g gNo gNo ))
X — Re “t I'(ng) =T ( ng,>=—=x | | dg,
il Gg) (oo (i)

where I'(+, -) denotes the upper incomplete Gamma function [96, Eq. (8.350.2)]. After

some algebraic manipulations, (5.50) can be expressed as

Frro) () = % (F (na) =T (”R’ Ajzvﬂoj))

() (5.51)
o Kt 1 [~ _(v N,
+/ ‘ dg — — e~ (ie)op <nR, uw) dg.
R M
Solving the integral in (5.51)) and simplifying one obtains
th (P&) Nox
E _ I\ Fes) [n 0
WT(t)(m) F(RR) ( (nR) (nRa )\t max))
__Q 1 _1_Q Ny
tPmazx t Pmax F 552
e F(nR) (6 ’ (nR’ /\tha:B x) ( )

Ng R X o 1 ZL‘NQ Q
(o) (i) (e Gi) )
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After some algebraic manipulations F., () can be expressed as

1 Ny
F =1-—T
'YT(t) <x> F(nR) (nR7 )\tpmam 3:) _'_

No " "R
s T I'(n @ + No T
F(”R) L + ii\g o ,U/tham /\tham .

ne

As np is integer, using [96, Eq. (8.352.2)], F),, () can be expressed as

1 e, i (Atgiaﬁ)
— — — X Pmazx - @ 7
Fow@) =1 ) (ng—1)le X mEO -

nrp—1 < Q + No x)m

( e )W "
) x (—Q | N Praz | M Pmaz
" ¢ ( ) (ngp—1)le (uthamJUthw z) E i !

1t Q@ m=0

(5.54)

After some algebraic manipulations F,, ) () can finally be expressed as (j.6)).

5.6.2 CDF of Output SNR for MCS-TM-NI

Applying the binomial expansion to (5.7) and doing some algebraic manipulations

yields,

k (5.55)
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Expressing the product of sum as the sum of products one gets

nr N
) =1+ ("kT) (—1)Fe FPmaz ¥
k=1

my
nr—1nr—1 nr—1 k ( >

N, nr—m; o nr—m
Y Y S Mg (1 ()« . - o

m1=0 mo=0 mg= =0 [=1 Q)\t

(5.56)
which can be further expressed as
ny
_1+Z[{k€ AtPmax X
k=1
(5.57)

k _ -
2: B S m 1 No \"*7™ arMie” kiPma
KlmT "= H - )\_ nR—my ’
tQ 1 + No T
i Q¢

where 37 is shorthand notation of /A7 STPETL SR A = (") (—1)F and

m1=0 mo=0 mg=0" k

Ng \ "
=TI, 51“ P> . Using [99, Eq. (9)] (5.57)) can be expressed as

T NO
~ Mo
x)=1+ E Kite” XPmaz "t x

wy

QA

ZK’k le 1My Z H < Ngg)n}{—mz e_m% ( 1 LR

N, nr—my
weby, 1=1 + =0 :)3)

(5.58)

where 6, is the set of all possible k£ bit binary numbers and w; is the [th bit of the

binary number w € ;. After some algebraic manipulations one gets

k k __No
le:l ml—"_Zl:l(nR_ml)wl e AtPmaz kz

nr
_ E E E A B C
ZL‘) =1+ K Hk,m/iw,m,k

(5.59)
k=1 m weby <x+ Qe

)ZfﬂnR—ml)wl
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% e : :

where /@gym’k = [1_,(—1)“re #Pmaz ™" Let > » is short hand notation for ) ;% >~ Zwegk,
_ A B ,C = _ \k _ =  _ _No — QM

A]: - Klk Rk,mnw,m,k’ —A = lel my _'_ <nR ml)wl’ =B — At Prax k’ - Nopt and

Ec = Y27 (ng — m)w;. The CDF of end-to-end SNR can finally be expressed as

(©-8).
5.6.3 Closed-form Representation of Z(ay, as, as, &)

T a3

I(a, a9, 03,&) = /0°° mdl’» (5.60)

where ay > —1 and a3 > 0. Substitute z = x + £ and solving the integral using [96],

Eq. (3.383.4)] yields

_a17a2+2
I<a17a27a37£) :Oé3 ?

§a1;Q2 F (al —I— 1) egagwfa%fal’falgagfl (a3§) , (561)

where W) ,(z) is the WhittakerW function defined in [96, Eq. (9.220.4)].  Using
[98, Eq. (07.45.26.0005.01)], (5.61)) can be represented in terms of Meijer-G function

yielding

—l—ai+as 1—ay
GT | ast : (5.62)
Oa I+ aqp — G

where G777 (+) is the Meijer-G function defined in [96, Eq. (9.301)]. Using [98, Eq.

(07.34.03.0719.01)], (5.62)) can be represented as
I(C(l, A9, (3, f) = Oégl_al—i_aQF (1 -+ Oél> U(Oég, Qg — (1, 0535), (563)

where U(a, b, z) denotes the Tricomi confluent hypergeometric function defined in [98|

Eq. (07.33.07.0001.01)].
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5.6.4 Ergodic Capacity of MCS-TM-NI

Substituting the CDF from ((5.8) into ([5.26)) yields
1 > - _
C= ——Og;;e) / N ApaFre (L4 a) @+ 6) 0 de,  (5.64)
o F

which can be expressed as

logy(e) * ez T
C=- 5 ;A;/O r™4e ql:[l(w—fq) dr, (5.65)

where (1 = 1, (o =&, 71 = 1 and 7, = Z¢. It is possible that (; = (5, so one can

express ((b.65)) as

v

_ 10g2 ZA}_/ IEAe—EB:EH (SL’ + C_q)_(sq dI, (566)

q=1

where v denotes the number of distinct roots of szl (z +¢,) "™, ¢, denotes the ¢-th
distinct root of szl (+C)™ 0, =32, ¢,==¢, To denotes the multiplicity of root

;- Eq. (5.66) can be expressed using partial fractions as [103, Eq. (2)]

by
10 = = ° : =\ —V
= g2 Z A;/ r=Ae =BT Z Z Iiﬁm (z+ ) " da, (5.67)
v1=1wv2=1
where x[) , can be obtained recursively as

;

v = = —5
Hq:l,qsﬁvl (Cvl - Cq) =14
/iD — Z6Ul —v2 '{ﬁvvzﬂl(il)q X (568)

V1,02 q=1 8y —v2

v 0.
\ szl’p;évl m ,Ug = 51)1 - 1, . L
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After rearranging the terms and substituting z = x + (,, in (5.67)) gives

v Ouy

= I PP /< (2= G) ™ e = t)mma (5.60)

F vi=1lwve=1
Using [96, Eq. (3.383.4)], the integral in (5.69)) can be solved to give ([5.70)),

Ea—vot+2 _Ep—vo 250

l _ v _
- Og2 Z Z Z A]:KUI UZ_‘B ’ Cvl > T (EA + 1) € B2 : W§1,§2 (EBC’Ul) y

F vi=1lwe=1

(5.70)

where ¢ = =25 Z4 and ¢ = % Using the relation between the WhittakerW

function and the Meijer-G function [98, Eq. (07.45.26.0005.01)] and after some alge-

braic manipulation, the expression of capacity in ([5.70) can be expressed as ([5.27)).

5.6.5 Derivation of Dz(ay, as, as, §):

USiIlg " %I(@l + q, g, a3, 5) 1s given as

0 —l-ai+ta 9 ~ ~
a_ql-(dl +q, o9, 063,5) = 03 e (a_qa?) T (1 + o + q) U(a27 Qg — &1 — ¢, 0635))

(5.71)
Taking the derivative yields
QI(@ +q, a9, a3,€) = a3 TN (1 + ay 4 q) az 7%
g 1T q,0Q,Q3, 3 1T4q)as
(_ log (ar3) U(a, g — g — q, a3€) + U(O’l’o)(az, ay — oy — q, a38) (5.72)

—H/)(O) (I1+ay+q) U(ag, 0 —aq — g, 0435))

where U140 (q, b, 2) = %U(a, b, z). Substituting ¢ = 0 in (5.72), yields ([5.42]).
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5.6.6 CDF of Output SINR

The CDF of vz is given as

Ve
F’YI (q)) = Pr {’}/I < Cb} = Pr {W < (I)} (573)

Conditioned on 71, CDF of 7 is given as

oy ey < (B4 o

Using F,, 7 (+]-), F5; (-) can be obtained as

F,(®) = / . (®l2) f- (z) de (5.75)
0
where, similar to (5.3), f+(y) = ynRI{(nR)y”Rfle_%. Substituting the PDF f+(-) and

CDF from (j5.8)) into (6.89) yields

Ea—Zc Epd (CU + _NO)EA 67HB]3)OPPCE v
Pp\™" 7 e=» - rr
F (P)=1+ A <<I)—) / = 2"y
S (@) ; AN, vel(ng) Jo (x+&Nn)°
(5.76)

where &y = g—lg + quPNO. Making change of variable y = x 4 £x, and applying

binomial expansion yields

F (@) =1+ Z inil <EMA) (nR - 1) i];?—(i:; (q)]\]:)P)EA—:C .

F i1=0 ip=0 i
(% B é.N) ZA—1 (_gN)NR_l_iQ efN(%Jr%) /OO yil-‘riz—Ece*y(%Jr%)dy
Fr éN
(5.77)
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Solving the integration in ((5.77]), substituting &y = g—g ¢ % and after some algebraic

manipulations the CDF of the end-to-end SINR is obtained as (6.49)).
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Chapter 6

Performance of an Opportunistic

Multi-user Cognitive Network

6.1 Introduction

In the previous chapter, the QoS in a MCS was enhanced through spatial diversity
by employing multiple antennas. As was discussed in Chapter 1, in a multi-user
network, spatial diversity can also be achieved by exploiting the best channels that
become available due to multiple users. In this chapter, the later scenario is taken into
account and performance of a multi-user underlay cognitive network is studied where
the secondary user having the best channel is scheduled for transmission. In order to
analyze this scheme for a practical MCS, the channel is assumed to have independent
but not identical Nakagami-m fading and a the peak transmit power of the SU-Tx
is assumed to be limited. In addition, the effect of interference from the PU on the
SU is also considered and the performance of the opportunistic multi-user underlay
cognitive network (OMU-CN) is analyzed for two scenarios; 1) OMU-CN does not
experience interference from the PU (denote by OMU-CN-NI) and 2) OMU-CN expe-

riences interference from the PU (denote by OMU-CN-WI). For both scenarios, exact
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Figure 6.1: System model diagram.

closed-form expressions are obtained for the CDF of the output SNR which is then
utilized to analyze the outage performance. An alternate new and simple expression
for the CDF of the output SNR for the OMU-CN-NI is also derived. Using this new
expression of the CDF, exact closed-form expressions are derived for the MGF of
the output SNR, the SER performance and the ergodic capacity. Additionally, the
performance of the OMU-CN-NI is analyzed in the asymptotic regimes. Numerical
simulations are also presented to corroborate the derived analytical results. Moreover,
the scheduling scheme analyzed in this chapter is compared to the hybrid scheduling

scheme in [79].

6.2 System Model

Consider a spectrum sharing network as shown in Fig. 6.1 in which the primary
network allows the secondary network to use the spectrum provided the interference
level caused by the secondary networks is limited. The primary network consists of one

transmitter, denoted by PU-Tx, and one receiver denoted by PU-Rx. The secondary
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user network consists of L transmitters and one receiver denoted as SU-Rx. This
scenario is analogous to an uplink system where the users want to communicate with
the base station.

Let g; denote the channel power gain of the [-th SU-Tx to the PU-Rx, f; denote
the channel power gain of the [-th SU-Tx to the SU-Rx and 7 denote the channel
power gain of the interference link from PU-Tx to the SU-Rx. The channel is assumed
to have independent but not identical (i.n.i.d) Nakagami-m fading and the channel
power gains are assumed to be i.n.i.d Gamma distributed. The probability density
function (PDF) of a Gamma distribution with parameters m,; and €, is expressed

as [2]

1 Mab b p—1 Mab
= ’ m, gl 1
fa,b(l‘) F<ma,b) ( wa ) x €Xp x Qa7b ) (6 )

where a € {g,f} and b € {1,...L} or a = T and b = 1 and I'() is the Gamma
function [96, Eq. (8.310.1)]. For example, my3 and €23 are the parameters of fading
of the channel power gain from the third SU-Tx to the SU-Rx. Assuming that m,

is an integer, the cumulative distribution function (CDF) can be expressed as

TMg . b m, —1 ] .
v <ma,b, Q b) i Moy \ ' 2t _plab
F, = - =1- = —e  fab 6.2

() I'(ma,) (Qa,b) i ’ (62)

i=0
where (-, ) denotes the lower incomplete Gamma function [96, Eq. (8.350.1)].
Given that Pp; is the transmit power of the [-th SU-Tx, the received signal-to-

noise ratio (SNR) at the SU-Rx, Y, can be expressed as

Pr.fi
T, = —— .
7 (6.3)

As there are L SU transmitters, in order to reduce interference at the PU-Rx it is
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assumed that only the SU-Tx with the maximum SNR transmits. This opportunistic
transmission results in multi-user diversity and the post-scheduling/output SNR can

be expressed as

T = max {thl}, (6.4)

where T represents the output SNR and h; = N Note that h; is also Gamma

distributed with parameters my; = my; and ;; = Q—fol

It can be noted that T depends on the power allocation policy employed at each
SU-Tx. Depending on the constraints imposed by the primary network, the power
allocation policy varies and each user has a different power allocation depending on
the condition of its interference link and the transmission link. In the sequel, we
consider an interference power constraint and a maximum transmit power constraint
on the secondary user to derive the power allocation policy adopted at the SU-Tx.
The interference power constraint is not present in traditional multi-user systems
and thus, it leads to multi-user diversity that is different from traditional multi-
user diversity. In addition, as there is limited communication among the users, so
in practice the user is selected (for transmission) by a band manager that has the
channel state information as well as the transmit powers of all the users, or the users

feedback their power allocation information to the SU base station which then selects

the user for transmission according to (6.4) [75].

Instantaneous CSI Based Power Allocation

According the peak interference power constraint, the peak interference power to

the PU-Rx should be below a certain threshold @),;. This peak interference power
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constraint for the [-th SU-Tx can be expressed as

Ps(g1, ) g < Qpk, (6.5)

where Ps(g;, hy) is the transmit power of the SU-Tx. It can be noted that the transmit
power of the SU-Tx is adapted depending on the channel power gains of the network
so that the interference power remains below the threshold @,;. In the worst case
scenario, the transmit power of the secondary user should be chosen such that the

interference level at the PU-Rx should be at most @),x. This can be expressed as

Ps(g1, ) = %- (6.6)

From , it can be noted that if the interference link is very poor then the
power allocated by the SU-Tx is very high. Although, theoretically this results in
large capacity, but in reality the SU-Tx can transmit only with limited power and

has a peak power constraint i.e.
PS(gla hl) S Pmaac- (67)

Thus, the constraints in and ((6.7]) can be combined to obtain the power allocation
policy as

PCSI,l = min {Pmaam %}: (68)
g1

where Pogr; is a short form notation of Ps(g, k). It can be noted from that
Posr needs instantaneous CSI of the interference link g;. Note that other power
allocation policies can also be adopted such as the ones proposed in [104]. However,

in these policies, in some channel conditions the SU is forced to stop transmission
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resulting in reduced throughput. For the power allocation policy adopted in the
SUs always transmit. Moreover, only good channels are selected for transmission. In
addition, the policy adopted in leads to a tractable analysis and is thus, useful
in analyzing the performance of the OMU-CN.

Substituting Pr; = Prgry in (6.4), the output SNR in an OMU-CN with CSI

based power allocation is

Yegr = mlax{min{Pmm,%}hl} = mlaX{TCS”}, (6.9)
g

where Teogr; = min {Pmax, %}hl denotes the SNR of the [-th SU-Tx. Note that
the SU-Tx selection is done on the basis of output SNR and it does not take into
account the interference from the PU-Tx and is thus, a sub-optimal selection scheme.
However, this selection scheme has lower complexity as it does not require the CSI of

the interference link from the PU-Tx, resulting in a lower overhead/feedback.

6.3 Opportunistic Multi-User Secondary Network
without Interference

For the OMU-CN-NI where the SU-RX does not experience interference from the PU-
Tx, the output SNR is given by T¢gr in . In order to analyze the performance

of this system, the statistics (PDF and the CDF) of YT¢g; are required.

6.3.1 Statistics of the Output SNR

The CDF of the output SNR for an OMU-CN-NI is given in following remark.
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Remark 1. The CDF of the output SNR for an OMU-CN-NI is given by

Fr g, (7)

L matgi 2T (ng +1, (az + Q%ﬂf) QP>
H 1— T PP Fy . (op) + Mg i
=1 i— v Q ‘o Mot (mygy) (o + B )"
= pk X[ q,l l Qp

(6.10)

where pp = Pank , B = ?;Th”ll, o = ?;‘ggl’, np = pmaz and F,;(-) denotes the CDF of g;.

Proof. See Appendix 6.6.1. O]

From the CDF in , the probability of outage of an OMU-CN is obtained.
However, it is difficult to obtain expressions for other interesting performance mea-
sures such as MGF, SER and ergodic capacity using the CDF in (6.10). In order
to derive closed form expressions for MGF, SER and ergodic capacity, we propose a

more useful alternate expression for the CDF given in Remark 2.

Remark 2. An alternate expression of the CDF of the output SNR in (6.10), which is
helpful in obtaining the exact closed form expressions for the MGF, SER and ergodic

capacity, 1s given as
=A 7{EEB — —
Frog (z) =)  AaSn®Pe =0 (2 = ,) ", (6.11)
8

ng
_ A B C B it m—1
where AH - /ﬁ:n,i,l"ﬁ:nzw"{zwj V1 ’U2(C 5 U) nzl Hl 1( ) ( 4! nPFQ» (QP)> mhl ’
wy wy
m Ji—mg1—%
nyay 9! (mg,i+i—1)! < Bi > 7 s \wi—1
: . —L Mg+
n ,,W Hl 1 ( lr l(QP)kaZlF(mg l)) ’ Z W, J Hl 1 (]l Q Il elep ka ( 9, ) Y
KL 4, (C, 0, v) can be computed recursively using (6.75)), 2 = SF iy, B =S8 npB,

(, denotes the q-th distinct root of GP (x) = ZL:+11 (x — Cl)_g"’w’j’l, §g = 25:1’40::&1 i jo

denotes the multiplicity of C,, ¢ = 1 for | = {1,...L}, &wii = Yiwjy for 1 =

{1,... L}, = =3 Qp, Yiwji = —wii—mgi— 1), (o1 = =1 and G =1, D5
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is represented using shorthand notation Zizo D O, 2T DoweO, 2o Dovi—1 i;;l,
Y7 is short form notation of ZZLE)A . ZZ’;’(L)A, Y= Z;Tié“rl . ZZ‘]:’LOHLA,
Oy is the set of all possible L bit binary numbers and n; is the [-th bit of the binary

number n € 0y, and wy is the [-th bit of the binary number w € 0.
Proof. See Appendix 6.6.2. O

The CDF in involves multiple summations, a rational function in x and a
simple exponential function and thus, can be used to obtain closed form expressions
for various performance measures. For example, the moments of the output SNR are
useful in characterizing the system performance and can be easily obtained from the
MGF [2]. The PDF of output SNR for an OMU-CN-NI can be easily obtained by

differentiating the CDF in (|6.11]).

6.3.2 Outage Probability

Using the CDF in (6.11]), the outage performance of the OMU-CN-NI can be obtained
as

Onz (U) = Fy, (0) (6.12)

where ¥ = 2® — 1 and R is the transmission rate.

Asymptotic Outage Performance:

The derived expressions in (6.10]), (6.11)) and (6.12)) do not yield much insight on

outage performance with varying system parameters. Here we mention three remarks

that give information regarding the outage performance in the asymptotic regimes.

Remark 3. As the interference power threshold is relazed, i.e. as Qp, — 00, the
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outage probability of an OMU-CN-NI is given by

L Mmp,1— 1
loor loor — i q
O/{fIQ( )= F%CS,Q(‘I’) = H ( — e~ Vneh Z ) . (6.13)

1=1
Proof. In (6.10)), as Qp — oo, I' <mg7l + 1, <ozl + A \IJ> Qp> — 0 and F; (op) —
1. Replacing these function with the asymptotic values in (6.10) and doing some

algebraic manipulation yields (6.13)). O

From Remark 3, it can be noted that the expression in does not include
any parameter related to the primary network. Thus, when @, — oo, the outage
performance is not affected by the quality of the interference link and the secondary
link is reduced to a standard point-to-point link. Furthermore, as the interference
constraint is relaxed, for a fixed rate R, the outage probability of the secondary
network becomes constant. This saturation occurs due to the limited transmit power

at the SU-Tx.

Remark 4. As the limit on the transmit power of the SU-Tx is removed, i.e. as

Pae — 00, the outage probability of an OMU-CN-NI is given by

Oz (0) = FL2 (V) =

Yesr,p
mp,—1 (mg.1+i (614)
_ I (mgy +1i) 1 <5l ) ( B v ) o1
g (1 ZX_; F(ng) i. (67 ka L+ (0%} ka '

Proof. In (6.10)), Pyee — oo implies op — 0, np — 0, T (mg,l + 1, <ozl + L \If> ) —
I' (mgy; + i) and Fy; (op) — 0. Replacing these functions in (6.10) and doing some
algebraic manipulation yields the constant outage probability expressed in ((6.14]).

]

In the case when P, — oo, it can be noted from (6.14) that the outage per-
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formance of the secondary system is affected by the quality of the interference link
unlike the case when ), — co. Furthermore, for a fixed rate, the outage probability
saturates due to fixed Q). It will be shown later that, for a fixed rate, even the SER
and ergodic capacity saturate due to the interference constraint. This saturation is
not experienced in the traditional multi-user networks as the constraint on the inter-
ference power exists mainly in a multi-user spectrum sharing network and is not so
common in the traditional multi-user network. Due to this, multi-user diversity in

the cognitive setting is different from that in the traditional networks.

Remark 5. As the limit on the transmit power of the SU-Tx is removed, i.e. Pa. —
0o, the probability of outage of an OMU-CN-NI with a weak interference link, i.e.

g—ll — 0, is approximated as

L I -1 mp,—q—1 i Mhp,1
Oz (W) = Py, (0) = || ( (w;g(l 5 T;W z(n)@h,l —q)! (ka%> )

(6.15)

|

Proof. From (6.14]) one has

A w-T1(1- 3 ooy ) e

=1 1=0

where z = Qipkg_i z — 0 when g—ll — 0, and (6.16|) can be approximated using the

negative binomial expansion as

L mp1—1 o
oor 7 r (m 1 + 7 —|— q) i
Fles (0 =11 ( Z & (—1)%29* (6.17)

=1

In (6.17)), the terms of z, having powers up to my;—1 cancel out and only terms having

powers greater than my; — 1 remain. As z is very small the terms of z having powers
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greater than my; are ignored. After some algebraic manipulation the asymptotic

CDF in ([6.15) is obtained. O

Remark 5 gives the probability of outage as the interference link approaches zero
or when the secondary-to-secondary link has high power compared to the interference
link. Using the concept of generalized diversity gain, which was introduced in [I01],
the generalized diversity gain of the OMU-CN-NI can be obtained. The generalized

diversity gain is defined as

] ) log (F%’CSLP(x))
5= W% log (tu)

(6.18)

where p; = ail Considering that p; — 0, VI, substituting into , it
can be concluded that the generalized diversity gain for an opportunistic multi-user
secondary link in the asymptotic regime is dog; = Zlel myp,. Thus, this scheduling
scheme achieves full diversity when the transmit power constraint is relaxed and the
interference link is in a deep fade and this diversity gain increases as the number of

SUs, L, increases.

6.3.3 Moment Generating Function

The exact closed form expression of the MGF of the output SNR, can be derived

using (6.11) and is given by Remark 6.

Remark 6. The MGF of the output SNR is given by

=4
ZAKS r(EA+p+1)
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where Wy ,(2) is the WhittakerW function defined in [96, Eq. (9.220.4)].

Proof. See Appendix 6.6.3. O

The derived MGF in (6.19) involves an exponential function and a WhittakerW
function which are available in well known mathematical packages and thus, it can
be easily evaluated. The n-th moment of the output SNR of an OMU-CN can be
obtained by taking the n-th derivative of the MGF in and substituting s = 0.

The MGF can also be used to evaluate the SER performance [2].

6.3.4 Symbol Error Rate
The average symbol error rate can be obtained using the CDF of output SNR as [97]
P. = —/ P (z)Fy,, (z)dx, (6.20)

0

where P, is the average symbol error rate, P/.(z) = 81;;(') is the derivative of the

conditional error probability (CEP) P,(-) and F_, ,(-) denotes the CDF of the output
SNR (Yeng). The SER performance of the OMU-CN can be derived for various

modulation formats depending on its CEP form [97].

Coherent Binary Modulations and M-PAM Modulation

The CEP for coherent binary phase-shift-keying (BPSK), coherent binary frequency-
shift-keying (BFSK) and M-ary pulse amplitude modulation (M-PAM) can be rep-

resented as

P.c(z) = aQ(Vbz), (6.21)

M2-1

where (a,b) = (1,2) for BPSK, (a,b) = (1,1) for BFSK, (a,b) = (2%,6@2 (M)>

for M-PAM, and Q(-) denotes the Gaussian Q-function [94].
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The unconditional SER for these modulation schemes can be found as

Pec.csr = \/7/ e EF Frog(2)de. (6.22)

Substituting the CDF from ((6.11)) into (6.22]) one gets

Pec.osr = g\/ % ; An/o it e (3043) (z = () " da. (6.23)

Similar to (6.78)), applying the transformation of variable z = z — (,, and solving the

resulting integral using [96, Eq. (3.383.4)], P.c is found to be given as

eCCSI
—A =A dp—vg—
a [b +p+) Eintroy o) g b
—in +5 —B
ZA ”A TP~ v2+3 Su1 i € ( )WAI A2 -n + 5 gvl ’
b - 2
n 5
(6.24)
= —vg—E8 —p+3 vp—E —p—1
where 6, = —Cpy, A = 2o P2 apq ), = 22 TPs

Non-Coherent Modulations

The CEP for differential binary phase-shift-keying (DBPSK) and non-coherent binary

frequency-shift-keying (NCBFSK) can be represented as

Pe,./\/'C(x> = ae_bxv (625)
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where (a,b) = (0.5,1) for DBPSK and (a,b) = (0.5,0.5) for NCBFSK. The uncondi-

tional SER for these modulation schemes is given as [97]

Pencosr = ab/ e_bxFTCSI(x)dx. (6.26)
0

Using a similar approach as before, P, oc can be expressed as

Pene,csr =

D(EZ2 +p+1) Shatevz o _
abZAn ( im T D ) 3 1 (:E—i_b)W—vg—Ef}n—P UZ_Eén_p_l ((Ef + b)@ul) .
§

Sv € 2
E?n +p—vo+2 1 7

(EB+b) 7 T
(6.27)

Quadrature Modulations

The CEP for quadrature signalling such as M-ary quadrature amplitude modulation

(QAM) and coherent detected DPSK is of form
P.o(z) = aQ(Wbz) — ¢ Q? (\/E) , (6.28)

where (a,b,c) = (2,2,1) for QPSK or 4-QAM, (a,b,c) = (2,2,2) for coherent de-

tected DPSK and (a,b,c) = (4%1,31352_ M ,4“%”2) for M-QAM [97]. The un-

conditional SER for these quadrature modulations can be expressed as [97]
a [b [1 _w [b [ 1
Peocsr = 3 %/o %e > Py, (x)dr — ¢ %/o %e 2@(\/@)Fy051(x)dm.
(6.29)

The first integral in (6.29)) is the same as the integral in (6.23|) where as the second

integral cannot be obtained in closed form and can be approximated using the Gauss-
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Laguerre formula [92] yielding

T
b . 1 _bztl
Peocst = Pec — c\/ o t1§1w(xt1)6 ! \/x—tle 2 Q(\/ bxtl)FTCSI (z4,), (6.30)

Tk

AT L@ is the k-th zero of the Laguerre polynomial L, (z)

where, w(xy) =
[92] and T is the number of points chosen for the Gauss-Laguerre rule. In the computer
simulations, the value of T" is chosen to be 16.
Asymptotic SER Performance:

The derived analytical expressions in , and do not yield much

insight on SER performance with varying system parameters. Therefore, we discuss

below the SER performance in the asymptotic regimes.

(a) SER for Coherent Modulation Schemes:

Remark 7. As the interference power threshold is relazed, i.e. Q,r — 00, the SER of

an OMU-CN-NI, employing a one-dimensional coherent modulation scheme, is given
by

i _ \/> S S ( ) ) (E{,‘n+ %) _ (6.31)

ne®; 7

Proof. The SER for one-dimensional coherent modulation schemes where @, — 00,

can be obtained using F{ZCOZ: o () as

oor > 1 — oor
plloor _ ,/ / bl (0) du. (6.32)

Substituting the alternate form of F{;ZCOZQ (+), which is derived in Appendix 6.6.4-1,

yields

Pl =5\3 2 Dore [ G da o

nE@ A
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Solving the integral in (6.33)) we get the desired result in (6.31)). ]

Similar to the outage performance, at high @), the SER becomes constant due

to the limited transmit power at the SU-Tx.

Remark 8. As the limit on the transmit power of the SU-Tx is removed, i.e. Pu. —
00, the SER of an OMU-CN-NI, employing a one-dimensional coherent modulation

scheme, is given by

A . 3
Sintp—v2ty

S10

¢, 0"
zn+p v2— ? 1 b
(§U1) 2 ( —i,n +p+ 2) 64%1W¢1 P2 (2911) )

floor g i P D (
eC,P — 2 o K’nz V1,02
P

—Ef —ptua—3

—A 1
—vg—E8 —p+3
where 1 = —=——=2 and ¢y = 5

2

Proof. Similar to (6.32]), The SER for one-dimensional coherent modulation schemes

where P,,,, — 00, can be obtained using F{Z’;’: p (1) as

oor > 1 — oor
Plr =5\ | e FRT @ (6.35)

Substituting the alternate form of F{g’;’: p (+), which is derived in Appendix 6.6.4-2,

into (6.35)) and doing some algebraic manipulations yields

b - = v
PLEE = 5 r LMl (Ga" ) [ bt oG 030
0

2m
P
Substituting z = z +¢,, in (6.36), where ¢,, = —(,,, and solving the resulting integral
using [96, Eq. (3.383.4)] yields the desired result in (6.34)). O

Similar to the outage performance, as the peak interference power constraint is

relaxed, the SER becomes constant due to the limited transmit power at the SU-Tx.
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Remark 9. As the limit on the transmit power of the SU-Tx is removed, i.e. Pq. —

00, the SER of an OMU-CN-NI, employing a one-dimensional coherent modulation

Bi

[&7]

= mag L

a b 1=1Mh, 1
o —— | = r -

e,C 2ﬁ (2) (lzzl:mlul + 2) X

L
ﬁi ML F (mg,l + mh’l)
Il ( (Oél ka) I (mg,)

=1

scheme, with a weak interference channel, i.e. 2t — 0, is approrimated as

(6.37)

mp,—1

- (_1)mh,l_q_1
q! (mh,l - Q)!

q=0

Proof. The SER performance, when P,,,, — oo and the interference channel is weak,

i.e. ZL — 0, can be derived using Fy7, | (+) as

oo a b 1 —22 poo
o o /0 S, () da (6.38)

Substituting F¥°, . (z) from (6.15)) into (6.38)), and doing some algebraic manipula-

tions gives

%) a b > —by ZL mp— %
N = — e 2 p2a=1 Ml g

el m 6.39
ﬁ I (mg,l + th) =1 (_1)mh,lfq71 (ﬁ 1 ) h,l ( )
r (mg,l) q! (mh,l — q)! o ka

q=0

Solving the integral in (6.39) and doing some algebraic manipulations yields (/6.37)).

]

Remark 9 gives the approximate SER as the interference link approaches zero or
when the secondary-to-secondary link has high power compared to the interference
link. Considering that p; — 0, VI, from ([6.37)) it can be concluded that the SER of

an OMU-CN-NI decays with an order deogr = Zle mp, in the asymptotic regime.
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(b) SER for Non-Coherent and Quadrature Modulation Schemes:

Similar to Remarks 7-9, the SER performance of an OMU-CN-NI employing one-
dimensional non-coherent modulation schemes or quadrature modulation schemes can
be derived in the asymptotic regime. Here, due to space limitation we just briefly

mention the results.

e As the interference power threshold is relaxed, i.e. @,x — 00, the SER of an
OMU-CN-NI, employing a one-dimensional non-coherent modulation scheme,

becomes constant and is given by

=A
Pl —ab 3 Y kg (BE4+0) (24 £1)  (6.40)
ne®; I
e As the limit on the transmit power of the SU-Tx is removed, i.e. P, — 00, the
SER of an OMU-CN-NI, employing a one-dimensional non-coherent modulation

scheme, becomes constant and is given by

loor — -1
NCP_abZ’%nz vvaC(SP )() 2 X
(6.41)
“i,n+p v9 —A b
(%1) r (:‘i,n +p+ 1) ez WN1,N2 (b g’Ul)
—vg—EA4 —EA _ptug—
where Ny = —2—tn P and N, = —en P2 .

2

e As the limit on the transmit power of the SU-Tx is removed, i.e. P,,,, — 00, the

SER of an OMU-CN-NI, employing a one-dimensional non-coherent modulation
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scheme, with a weak interference channel, i.e. g—l’ — 0, is approximated as

=1

L T (mg,l + mh,l) iy (—1)mh,z—q—1 ﬁl 1 mp
I (" s (50

=1 = ' (mng = @) N Qe

L
Plve = ab” it M (Z Mpg + 1) X

(6.42)

e As the interference power threshold is relaxed, i.e. @, — 0o, the SER of an

OMU-CN-NI, employing a quadrature modulation scheme, becomes constant

and is given by

Pfloor Pfloor

eQQ_
2711 T (3¢ + 1 1 2
DAt ) p(1oa s Lo a1 2078
s+ 2 22 + 21342
T oo, 1 %1\/_%3+%%) 3 176
(6.43)
=A =By b
where ”2’# , M= 25 nts)

6.3.5 Capacity
The ergodic capacity of the OMU-CN-NTI is given in Remark 10.

Remark 10. The ergodic capacity of the OMU-CN-NI is given as

log, (e o G A+ (et
Cosr = — g2( ) ZAH<:B> e x

A (6.44)
Gl 5., .
Svy 2 F(:fn + 1)6 2 W—”Q—Efn —=A 41 (:n §U1) ,
2 2

where . is the short hand notation of ZHEQLM#O dor ZWEGL ZJ Zvl L ZUQ 1-

Proof. See Appendix 6.6.5.
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Remark 10 gives the exact closed-form expression for ergodic capacity which can
be easily evaluated as it involves the exponential function, WhittakerW function and
the Gamma function which are available in well known mathematical packages. Eq.
does not yield much insight on the effect on capacity with varying system
parameters. Remark 11 gives some insight by obtaining the expression for ergodic

capacity in the asymptotic regime.

Remark 11. As the interference power threshold is relazed, i.e. Qp — o0, the

ergodic capacity of an OMU-CN-NI, is given by

oor log <€> = — —_ —_
clisr, = — E 662 7&0; ke™ T (EA, +1) T (24, 25) (6.45)
n L,n

Proof. The capacity of the OMU-CN-NI, for @,; — o0, can be obtained using

l
PEq () as

da (6.46)

- 1+=z

00 floor
Cflom" 1Og2 (6) / 1 - FTCSI,Q <:U>
cSI1,Q — B 0

Substituting the alternate form of F{lcog’;Q (+), which is derived in Appendix 6.6.4-1,

into (6.47)) gives

log, (€) % 4Fin o=
loor g § : 2 :

Solving integral in (6.47)) using [96, Eq. (3.383.10)] gives the desired result in (6.45)).

]

From Remark 11, it can be noted that similar to the outage performance and the
SER performance at high Q),, the ergodic capacity also becomes constant due to the

limited transmit power at the SU-Tx.
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6.4 Opportunistic Multi-User Secondary Network

with Interference

In the case when the SU-Rx experiences interference from the PU-Tx, the output
signal-to-noise plus interference ratio (SINR) of and OMU-NC-WI can be expressed

in terms of the output SNR Yo7 as

Yesr

T, — 65
I P+

(6.48)

where T is the power gain of the interference link from the PU-Tx and Pp denotes

the transmit power of the PU-Tx.

6.4.1 Statistics of the Output SINR

The CDF expression of Y7 is given by following remark.

Remark 12. The CDF of the Output SINR for a OMU-NC-WI can be expressed as

=A
SintPmai—1

=A BA 4p—ig—ig+mo1—1
Ef P (mn = D) Ag(mD)Ften i
Fe@-Y Y Y () (M X
s

_ _=A
=0 i2—0 b2 T(mai) (=C) p+in

1 m _ 1_@71> (L m‘l,1+53@>
( maa (I)Zl_me_gfq)e 3 Pp Q1 n «

Pp Q9
C_m T L o L ma: | _p 5111
1—-= — 4+ = 0 r — 4+ =D ) 1—- =
( o PpGny Z\Prag, T o
(6.49)

where w = i1 + 19 — vy + 1.

Proof. See Appendix 6.6.6. O]
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6.4.2 Performance Analysis Measures

Using the CDF in (6.49)), the outage performance of the OMU-CN-WI can be obtained
as

Oz (V) = Fr, (V). (6.50)

Similar to the analysis in the previous section, the expressions for the MGF and
the SER can be obtained by substituting the CDF in (6.49)), into and (6.20)),
respectively, and solving the resulting integrals. However, to the best of authors
knowledge closed-form solution to the resulting integrals does not exist and one has

to resort to numerical integration techniques to evaluate the expressions.

6.5 Numerical Results and Discussion

In this section, some selected numerical results as well as Monte-Carlo based simula-
tion results are presented to verify the derived analytical results. In obtaining these
numerical results, Ny = 1, B = 1, and m,; = 2,V{a,b}. These parameters are fixed
in the simulation unless stated.

Fig. [6.2]shows the outage performance for the OMU-CN-NI. The analytical outage
performance is plotted using (6.12). It can be observed that the outage probability
reduces as the interference constraint is relaxed. Furthermore, the outage probability
decreases as the number of users increases. The figure also shows the effect of varying
the peak power constraint. At high @), the power allocated using is fixed to
P« and thus the outage performance becomes constant depending on the value of
Ppaz- (6.13)) is used to plot the outage probability when @), — oo and it shows
the outage probability at which the performance saturates. Note that for L > 2 the

asymptotic performance (@), — 00) for P, = 10 dB cannot be observed in the Fig.
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Outage

10°H T T Asymptotic Outage A
Simulation E
-4 -2 0 2 4 6 8

Qi [dB]

Figure 6.2: Probability of outage of an OMU-CN-NI where z = 1, Q,; =
{1,2,3,4}[dB], Qn; ={2,1,6,5}[dB], and | = 2,...4.

6.2 as it is much below 1075.

The SER performances of QPSK and BDPSK for the OMU-CN-NI are shown in
Fig. The curves for QPSK are plotted using where (a,b,c) = (2,2,1).
Similarly the curves for BDPSK are generated using where (a,b) = (0.5,1). It
can be observed that the SER reduces as the peak interference power constraint is
relaxed. It can also be observed that as the number of users increases the SER reduces.
Again one can observe that at high @,;, the SER becomes constant depending on
the values of P,,q.. and are used to plot the asymptotic SER (where
Qpi — 00) for BDPSK and QPSK, respectively. Note that for L = 4 the asymptotic
performance (where @, — 00) for P, = 10 dB cannot be observed in the Fig. (6.3
as it is much below 1074

Fig. shows the ergodic capacity of the OMU-CN-NI. The ergodic capacity is

plotted using (6.44])). It can be observed that the capacity increases as the interference
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Figure 6.3: Symbol error rate performance of an OMU-CN-NI where §,; =
{1,2,3,4}[dB], Qn; =1{2,1,6,5}[dB|, and [ = 2,...4.

constraint is relaxed. Furthermore, the capacity increases as the number of users
increases from L = 2 to L = 4. Increasing P,,.., increases the capacity, however, the
capacity saturates at high )., depending on the value of P,,.,. (6.45)) is used to plot
the asymptotic ergodic capacity (where @, — 00). In all the previous figures, it can
be observed that the derived expressions are exact and match well with the computer
based Monte-Carlo simulations.

Fig. show the outage performance of the OMU-CN-NI as a function of ra-
tio of channel parameters «; and (; at high P,,.,. Similarly, Fig. and Fig.
show the SER performance of BPSK modulation and DBPSK modulation schemes,
respectively, as a function of ratio of channel parameters «; and [; at high P,,... In
generating the curves for these figures, m,; = 1, V[ and the users channels are consid-
ered to bei.i.d. It can be observed that as % increases the outage probability and the

SER reduces. Similarly, the outage probability and SER reduces with increasing the



161

5 \
A L=4 _— =
45+ o L=3 —_—— =
O L=2
al P _=3dB _ {g
max e e e e e e e = = _A_
....... P =10dB A g
3.5 = — Asymptotic A m s
Simulation LA B o
R .

Capacity

Figure 6.4: Ergodic capacity of an OMU-CN-NI where Qg; = {1,2,3,4}[dB], Q,; =
{2,1,6,5}[dB], and [ = 2,... . 4.

number of users L. Furthermore, as the channel parameter my,; increases, the perfor-
mance improves because it impacts the diversity order as was explained previously.
The diversity order of the system with (L, my ;) = (2,3) matches the diversity order
of the system with (L, my,) = (3,2) as for both system have same desr = 3.1, M.
However, the system with (L, my;) = (3,2) gives better performance due to higher
coding gain. The asymptotic outage and SER performance is plotted using ,
and (6.42)), respectively.

For an OMU-CN-NI, Fig. shows the comparison of the multiuser scheduling
scheme analyzed in this chapter, denoted as “max scheduling” scheme, with the hy-
brid scheduling scheme proposed in [79]. The hybrid scheduling scheme in [79] chose
multiple SUs for transmission and thus resulted in improved throughput. However,
as we select only a single SU for transmission, thus, we compare the hybrid schedul-

ing scheme with single SU selection. We can observe from Fig. that the max
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Figure 6.5: Probability of outage of an OMU-CN-NI in the asymptotic regime i.e.
Pz — 0.

scheduling scheme has higher ergodic capacity compared to the hybrid scheduling
scheme. The reason for the lower capacity of the hybrid scheduling scheme results
from the pre-selecting a subset of SUs based on the interference link only. It is quite
possible that the SU with a poor interference link also has a poor transmission link
or sometimes no SU is selected as none of the SU satisfies the interference constraint.
However, in the max scheduling scheme, the selection procedure considers the forward
transmission link and a SU is always selected for transmission. In addition, it can
be observed in Fig. that, for the hybrid scheduling scheme, at low values of @,
increasing transmit power of the SUs results in lower capacity which is not the case for
the max scheduling scheme. This happens because the number of SUs selected in the
initial subset decreases. However at large ()., increasing transmit power increases
the capacity and follows a normal trend.

The outage performance of a OMU-CN-WI is shown in Fig. [6.90 The curves
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Figure 6.6: Symbol error rate performance of an OMU-CN-NI in the asymptotic
regime, i.e. P, — 00, for BPSK modulation.

for probability of outage are generated using . In the simulations, we have
considered the case where the PU-Tx transmits with the maximum available power i.e.
Pz ie. Pp = P,... It can be observed that interference from the primary network
results in severe degradation in performance of the secondary network and that the
outage probability of the OMU-CN-WI increases as the interference power from the
PU-Tx increases. However, the outage performance can be improved by increasing
the number of secondary users. It can also be observed that increasing the maximum
transmit power P,,,. does not always improve the secondary network performance.
This happens because the PU-Rx interference constraint limits the transmit power of
the SU-Tx, where as the interference power from the PU-Tx increases with increasing
Praz- However, when the PU-Rx interference constraint is relaxed (@ is large),

increasing P,,,, improves the outage performance.
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Figure 6.7: Symbol error rate performance of an OMU-CN-NI in the asymptotic
regime, i.e. P, — oo, for BDPSK modulation.

6.6 Appendix

6.6.1 CDF of Output SNR

As the channels are assumed to be independent, therefore the CDF of Yy, Fr g, (+),
is given by

L
FTCSI (l’) - H FTCSI,l(w)7 (6'51)
=1

where Fry g, (-) denotes the CDF of T¢g7, and can be expressed as

gi

Fregp () = Pr{ min {Pmax, %}hz < a:} (6.52)
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Figure 6.9: Probability of outage of an OMU-CN-WI where x = 1, m-; =1, Q; =
1, Q= {1,2,3,4}[dB], Q= {2,1,6,5}[dB], and [ = 2,...3.
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Conditioned on g;, Fr.g,,(-) can be expressed as

Pr{Pmmhl < x} if g < Qﬂf’; Fh <ﬁx> if g < P?::I
FTCSI,l\gl (m = 0 = 0
PT{QPk% < I} if g > WP:I Fh,l (Qg_;ik'r> if g > Wp‘fw
(6.53)

where Fj, () denotes the CDF of h;. The unconditional CDF can be obtained by

averaging Fr g, (+) over the PDF of g; as

Qpk

FTCSI,l(x) = /OP"“” th (Pl :L‘) fgl( )d9+/oo (Q B )fgl( )dg, (6'54)

where f;;(g) denotes the PDF of g;. Substituting CDF and PDF expressions for the

Nakagami-m case,

op Mp,1— 15 my
nP z —npBix o mg1—1 _—ga
Fy x:/ 1— E ! npBi <—g 9.l egz)dg
CSI,Z( ) 0 < F(m‘%l)
mp 11— 1 .
= ’ B i gty oyt -
+/ 1= ———g'z'e e g™ e 9 | dg,
opr ( Z Z!ka F(ng)

=0

(6.55)

By = Sl oy = Tel gy = T and F,,(-) denotes the CDF of g,.

ka:
Praz’ Qh,l ’

Fy g, (x) in (6.55) can be expressed as

where op =

FTCSI,l (Z‘) =
1
opP almg,l m 1 ML~ ﬁl 77P opP Oél g,l 1
gt —gazdg 16—?713/3133/ gmg,l_ e—gazdg
/0 I'(mg,) Z o T(mgy)

mp1— 1

o0 8 Mgl
Cl{l 9l C —Plgg e L
+/ = gmei eI g — / g o —gate g—r gmet eI g,
op (mg l) 2 ka (mg,l)
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After solving the integral, combining the summations and doing some simplifications

the CDF of the received SNR from the [-th SU-Tx is given as

FTCSI,L<x> =
mp—1 Pl (mgl +14 (al + B > QP)
; ) Qpr
1— Z Bl 77 rlenehix F (QP)+ ‘ T
i=0 Qpr' oyt (my) <0q + QB—;CQZ)

(6.57)

Substituting (6.57)) into (6.51)), the CDF of output SNR is given by (6.10)).

6.6.2 Alternative Representation of CDF of the Output SNR

In this section, an alternative representation of the CDF is derived which helps to
obtain closed form expressions for the SER and capacity. The CDF in (6.10) can be

expressed as

L
FTCSI H 1- gl ) (6.58)

=1

where

2T (mgl + 1 (ozl + ﬂx) gp>
i — x ’ ’ Q
npa'e AT E (op) + =

3 i F B mg,1+i
i=0 Qpr' oy ™91 (m o+ 5+
‘ bk U ( g,Z)( tt o

ni—1
s [
|

Using [99, Eq. (9)], the CDF Fy_,(-) can be expressed as

L
FTCSI H nz gA (6.59)

nedy, I=1
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where O is the set of all possible L bit binary numbers and n; is the [-th bit of the

binary number n € 0. As n; € {0,1}, (G/(z))"™ can be expressed as

mp,;—1 ; ny
n ﬁll 7 n—1_in; — nx
(glA(QU)) = Z (TUPFQJ (or) | my) Ftt e e Rn 5
i=0 )
6.60
nyay et ePPeT (mg,l + 1, (oq + %x) QP) ( )
1+ : T
NpFyi(op) Qui'T(myg,) <CY1 + Qﬂ—;ﬂ?)
Using (6.60), 67 (x) = [T/, (—1)™ (Gi*(x))™ can be expressed as
mp,—1 ﬁl ny
n L i n;—1_.n; — nyx
Pa) =TI S (o er)) i
=1 i=0 ’
6.61
nyay et P PET <mgl + 1, <Oq + ég—laz) Qp) ( )
) pk
1 + . . Mg 1+
MpFyi (0p) Qpi'T(my1) <Oél + Qﬂ—;kfﬂ)
Changing the product of sum into sum of products one obtains
mp,1—1 mp,—1
A
GP(x) = Z Z K i1 X
i1=0 i =0
6.62
L nyoy et PP (mg,l + 1, (Oél + Qﬁ—l$> QP) (6.62)
Hximze—ﬁpﬁmzl" 1+ pk —
. . mg 1+ ’
=1 H%Fg,l (Qp) ka”]:‘(m%l) (Ofl + Qﬂ—;ca:)
which can be expressed as
L nay et PP <mgl + 14 (Oél + ﬁx) QP)
A EA =B ’ ’ Qpk
lB(‘T> = Z’in,i,lx e " H 1 + i . : mg 1+1 ’
T =1 npFy1 (op) Qpi''T'(my) (al + Q’B—;ca:>
(6.63)

where k2., = []F,(=1)™ Bt i (op) Ml ga =S i, 2B =7 I5;
n,i,l =1 i et op Bl s Sin =1 U, =y 1=1"1PPITY

and ) 7 is short form notation of ZZLZé_l . Z?Zh:’g_l. Substituting (6.63]) in (6.59)
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one obtains

=A —Z‘EB
Frog, () = Z Z ’irﬁi,lxul’ne " gc(x): (6.64)

nc®; 7

where GY(7) is given as

nyay Mt PP (mg,l + 1, (oq + %x) gp>
P

L
gC@) =T [1+— . B (6.65)
=L\ (or) Qo T(myy) (a1 + 2w
Using [99, Eq. (9)], G () can be expressed as
8 5 "
L[ may™ete P (mg,z + 1y, (al + Q—lﬂﬁ) Qp)
@)= > 1] ot , (6.66)

i i B Mgt
weoy, =1 \ npFy (op) Qp''T'(mgy) <Oél + Q—M-%)

where w; is the [-th bit of the binary number w € 6. Using [96, Eq. (8.352.2)],

G (z) can be expressed as

gc(x) = Z Kf,i,wx

weoO
L mg i+ —1 . | J—mg,1—1i; J—mg1—1 v
(mg,+4— 1) [ ’ (7] ’
[ > it o (5 7
11 =0 Jlop exier Qpk B

(6.67)
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wy
where £7; , = Hl . (n,iF (TLlOél o (mgl)) . As w; € {0,1}, G(x) can be expressed

g,l QP)kaLlF
as
C B
g (.Z') - n,i,wx
wEeO

L meltut (mgy+i— 1) [ B\ "o " w1 o w=me =i
H -|7 —J pq0p Q (mgvl +Zl) l T+ Eka :
_ — J:0p € pk !

=1 7=0

(6.68)

Changing the product of sum into sum of products one obtains

gc(l.) - Z R iw Z Kiw,j H T — Tl)iwiyw’j’l ) (669)
=1

weo

Fir—1 +ip—1 ~ :
where Y7, = YTt TSR = — 5t Qpky Yiwja = —wilt — mgy — t)
w;

d (mgati=1)! (g )Mot )t Substituti
and #{), ; = [T, oTteeer \Qpr (mg+@)""".  Substituting (6.69)
into (6.64]), the CDF of output SNR is given as

L
FYCSI Z Z Z Z’%nzl n,z,w zw,] o H ‘T_Tl Tﬁi,w,j,l’ (67())
=1

ne®;, I weOp J

Note that in (6.70)), if w = 0, i.e. the all zero vector, then 1; ,, ;; = 0 and Hlel (x — Tl)ﬂpi*“”j’l =

1 and therefore Fry ., (x) can be expressed as

FTCSI <x> =
=A _ =B
ZnE@L ZI Zwe@L Zj Kﬁ,i,lﬁﬁi,wﬁgw,jxal’ne vEn YW = 0
EA EB L —ab: .
ZnG@L ZI ZWE@L ZJ n,z,l nzw zcw,jx LN Hl:l (l’ - Tl) Wiz W 7& 0

(6.71)
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In order to evaluate the expressions for moment-generating function (MGF) and SER,
both these cases need to be treated separately. However, they can be combined by
multiplying and dividing by 142x. This multiplication will make sure that the product

term will exist even when w = 0. After multiplying and dividing by 1 + = one gets

1 L+1
_ Z Z Z Z Z A B C E4 +p, —aED —&iw, 3,1
FTCSI (l’) - "q’n,i,l"q’n,i,w/ﬁ;i,w,jx ’ € (3j - CZ) )
p=0ne®;, I weOp J 1=1

(6.72)

where ¢, = 7 for | = {1,... L}, &wji = Vi for 1 = {1,... L}, (141 = —1 and
Siwjrn = 1. Let GP(z) = lell (x — Q)_g"’“’*j*l. It can be noted that (; are not
distinct V [. Assuming that there are v distinct ¢; and v < L + 1, GP(x) can be

expressed as
v

GP(x) =[] (= C) ", (6.73)

g=1
where ¢, denotes the g-th distinct root of GP(x) and 4, = Zgzl,co::@; &iw,jo denotes
the multiplicity of (;,. Thus, G”(x) can be expressed using partial fraction expansion
as [103, Eq. (2)]

v 67}1

G (x) =" kL, (C0v) (x ()" (6.74)

v1=1v2=1

where H%W(f ,0,v) can be computed recursively as
( = =\ -5
Hz:1,q¢v1 (Cvl - Cq) T =0
~ 61} - HUD U (_1)q
KD (€ 00) = § i eI, (6.75)
v 0 -
\ Zp:17p;£v1 W ,Ug = 61)1 - 1, L
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Finally, by substituting (6.74) into (6.70)), Fr 4, () is obtained as

FTCSI (:C) =

1 v vy
A B c D - 2A 4p —2EB T\ V2
DD DD DD D Ritbmiwhbhin 0 (€0, 0)r T T (o = ()

p=0ne®@yp I weOp J vi=lwve=1

(6.76)

Fy 4, (z) can be expressed simply as (6.11)), where A, = I{fii’ll-ﬂB kS kP ((,6,0)

n7i7w ivwmj v1,V2

and Z;l;zo Y ncor 21 2oweeoy 27 D=1 2321:1 is represented using shorthand nota-

tion ) ..

6.6.3 Moment Generating Function

The MGF of the output SNR can be found using the CDF of T¢g; as [99, Eq. (18)]
MTCSI(S) = S/ eisxFTCS]((E)dx' (677)
0

Substituting (6.11]) into (6.77) one obtains
0

MTCSI (S) _ Z A,{S/ :L,Ef}n-‘rpe—w(EE-i-s) (x N Evl)fvz dr. (678)
k3

By making transformation of variable z = x — (,, and using [96, Eq. (3.383.4)] the
MGTF is given in (6.19), where g,, = —(,, and W)y ,(z) is the WhittakerW function

defined in [96, Eq. (9.220.4)].
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6.6.4 Alternate representations of Asymptotic Outage Ex-

pressions

1. Alternate representation of F{ZCO;”; o (@)

F{ZJSO:Q Z ZHQZ‘ fnem7ER (6.79)

ned; I

_TTL n (Binp)" ' m—1 =A _ L ; =B _ L
where kg =[[;Z; (—1) @ Mg 5 =i = > iy and E7 = np 350 .

2. Alternate representation of F{g’;”; p(x)

F {?g’; p (z) can be represented as
1 Lt1 A
l =A —¢P
Fpenp(a) = > > wpa=nt [ (o= ¢) (6.80)
p=0 nE@L 7 =1

ny
I'(m R -1 —mg, .
where 1%, = T, (—1)" <—F((njl)ii!)) myY (%Q%k) Wl = i (mgy + i),
Ef}n = 21:1 i, é}sz‘,l = wii,la for 1

fractions

= {1,..L}and &, ., = 1.  Using partial

FLs p (o Zﬁm KD 0y (C. 07 0)a ™ot (2 = G,,) (6.81)

1 L
where ), denotes szo Zne@L dor Zvl 1 sz , and 55 = Zozl,gozzg‘q f’r]zj,i,l'

The proofs follow similar steps as outlined in Appendiz 6.6.1 and are omitted here

due to space limitation.
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6.6.5 FErgodic Capacity of OMU-CN-NI

The capacity of the OMU-CN-NI can be found using the CDF of YT¢g; as

10g2(6) /OO IOgQ(e) /OO 1—1 Yeosr(x)
= 24 7 In (1 = —ax. .82
Cesr i i n(l+2x) frog, (z)dx i i @t D) dx (6.82)

The CDF in (6.70) can be represented as

L
=A — b .
NERTED DI ID 3D I ) ()
ne®,,n#A0 I weOp J =1
(6.83)
Substituting (6.83)) into (6.82)) the capacity can be expressed as
log, (e
Ceosr = — é( )
EA — EB L —WViw,j
o Zne@L,n;zéO ZI ZWE@L ZJ Hﬁ,i,lﬁii,w’%gw,jx pneT N Hl:l ($ - Tl) Yiswd dx
0 (x+1) .
(6.84)

By incorporating the denominator term (z + 1) inside of the product one obtains

log, (e
Cosr = — g;( )
00 L+1
r - EB —Si,w,j
Z Z Z ZK"”K”W ij/ xTine H(x—gl) Sl .
neOr n#A0 I weOp =1

(6.85)

Using partial fractions (6.86)) can be expressed as

log, (e
Cesr = — gé()x

Z Z Z ZZ Z’in”ﬁn%w Zw] 111@2(C 5 U)/ thne xuf( C’UI)

neOp nA0 I weOp J vi=lwvz=l1

(6.86)
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Applying transformation of variable z = x — (,, and solving the resulting integral and

using [96] Eq. (3.383.4)], one obtains ((6.44), where ), is the short hand notation
v v
of ZnE@L,nyéO ZI ZWE@L ZJ Zvlzl 202121'

6.6.6 CDF of the Output SINR

The CDF of Tz is given as

B B Yosi
Fr, (®) = Pr{T; < &} = Pr { P < @} (6.87)

Conditioned on 1, CDF of Tz is given as
Fr,7 (®7) = Pr{Yosr < ® (P, + 1)} (6.88)
Using Fy 7 (+|-), Fr; (-) can be obtained as
Pr, (@) = [ For (@lo) F1 (o) o (6.89)

where, f+(+) is the PDF of 7. Substituting the PDF f4(-) and CDF from (6.11)) into
(6.89) yields

F (CI)) = Z A (CI)P )Ef}n-‘rp—vz S_EE(I’ 1 ma, me1 .
Tz - K P F<m_[71) Q-Ll

(6.90)

=A
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1 Ev 1

where £y = iy Making change of variable y = x + £, and applying binomial

expansion yields

Bl tpm =4 ~|—p mey — 1 A, eSh® S
CHUES v b of R I LSRR

i1=0  ip=0 2 <m{1> I'(mA,)

) Efn"rp—il mI1 | =B oo (™M1 =B
(_gN)m‘l,l—l—’LQ <Pi . §N> €€N( J’_“nq)PP) / yi1+i2*”2e y( +‘—‘n®PP) dy

P EN
(6.91)
1 oy

Solving the integration, substituting &y = P " Prd and after some algebraic manip-

ulations the CDF of the output SINR is obtained as (6.49)).
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Chapter 7

Conclusion and Future Work

7.1 Summary

This dissertation contributes towards making cooperative and cognitive radio net-
works more feasible by considering realistic scenarios. In real world systems, the
communicating nodes only possess imperfect CSI. In view of this practical scenario,
novel coherent, non-coherent and half-coherent receivers for amplify-and-forward re-
laying in the presence of imperfect CSI were proposed. New receiver metrics were
derived for each case. In case of coherent receiver, new metrics have been proposed
that do not perform channel estimation at the destination and use the pilot signal
directly for decoding. It has been shown that the receivers using DCE perform better
than the receivers using CCE when infinite bit quantization is assumed. Also, the re-
ceivers with and without channel distribution perform essentially the same in the case
of balanced links. The receivers with channel distribution using DCE perform better
than the receivers without channel distribution if the source-relay link is very good,
while if the destination links are very good, they perform approximately the same.
However, for both those cases, they have similar performances in the case of CCE.

Furthermore, it was shown that utilizing decision history in the receivers improves
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performances greatly at the cost of little additional complexity and by weighting the
decision history optimally, the performance of the receivers can be further improved.
In addition, novel non-coherent and half-coherent receivers have been proposed for
the case when the receiver has either no CSI or partial CSI i.e. CSI of either the
source-relay link or the relay-destination link is available. It has been shown for a
Rician fading channel, that the non-coherent and half-coherent receivers give better
performance compared to the conventional energy detector based receiver.

Due to the time varying nature of the wireless channel, the CSI available at the
communicating nodes can become outdated and again in this case the nodes do not
possess perfect CSI resulting in performance degradation. In this dissertation, the
impact of outdated CSI on the performance of a two-way relay network employing
max-min relay selection is characterized and expressions for the outage probability,
moment generating function and symbol error rate are derived for a Rayleigh faded
channel. Numerical simulation results show that the diversity is lost due to outdated
CSI. Furthermore, relay location was also taken into consideration and it was shown
that the performance can be improved by placing the relay closer to the source whose
channel is more outdated.

Transmit antenna selection (which has lower complexity and can be implemented
with lower cost) was proposed to improve the performance of MIMO cognitive radio
systems. The transmitter was assumed to have limited peak transmit power. The
performance of this scheme was analyzed for two scenarios; the secondary network
experiences and/or does not experience interference from the primary network and
expressions characterizing the outage probability performance of the MCS-TM-NI and
the MCS-TM-WI were obtained in closed-form. Furthermore, closed-form expressions
were obtained for MGF, SER performance and ergodic capacity of the MCS-TM-

NI. In addition, the outage and SER performance of MCS-TM-NI was analyzed for
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asymptotic regimes and it is shown that the MCS-TM-NI achieves a generalized
diversity order equal to the product of number or transmit and receive antenna.

A user scheduling scheme, which exploits the multiple channels available in a
multi-user cognitive network, was also proposed to improve the QoS of the cognitive
network. The secondary user with the best output SNR was selected for transmis-
sion. In conformance with realistic scenarios, the transmitter was assumed to have
limited peak transmit power and the channel was modeled using independent but
not identically distributed Nakagami-m fading model. Exact closed form expressions
for the outage performance, MGF of the output SNR, SER performance, and the
ergodic capacity were obtained and the performance of this scheme was also analyzed
in the asymptotic regimes where it is shown that when the interference link is poor,
and there is no constraint on the transmit power, this scheduling scheme achieves
maximum generalized diversity gain. Furthermore, it is shown that this scheduling
scheme achieves higher capacity compared to the hybrid scheduling scheme. Addi-
tionally, the impact of interference from the primary network on the performance of
the OMU-CN was also considered and exact closed-form expression for the outage

probability performance was obtained.

7.2 Future Directions

In order to make cooperative and cognitive radio systems more practical, the contri-
butions in this dissertation can be extended into multiple directions. Some of them

are discussed below.
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7.2.1 Receiver Design for Cognitive Radio Systems

There has been very little or no research on receivers structures for underlay cognitive
radio networks. Due to the interference constraint, the power allocation in cognitive
radio transmitters is random and thus, traditional receivers structure will give sub-
optimal performance. Based on the on the maximum averaged likelihood (MAL)
methods [28], 31], using the distribution of the channels, power allocation and the
noise, receivers can be derived which give better SER performance. Similar to the
receivers obtained in Chapter 2, these receivers will be more practical as they do not

require channel estimation and use pilots directly for decoding.

7.2.2 Transmit Antenna Selection in Cognitive Radio Sys-

tems Based on Imperfect CSI

In this dissertation, it was assumed that the cognitive transmitter/receiver pair has
knowledge of exact CSI based on which a single antenna was selected. However, as
discussed previously, in practical systems the CSI available at the nodes is imperfect
due to estimation errors or due to outdatedness. The impact of imperfect CSI on the
performance of TAS in cognitive radio networks needs to be studied and can be a

good next step towards implementable cognitive radio systems.
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