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Abstract

Computed tomography (CT) and interventional procedures cause relatively high patient doses
compared with other imaging modalities in radiology. The optimization of the imaging equipment
and procedures is important and necessary due to the known risks caused by ionization radiation.
The different irradiation geometries and dose units between imaging techniques complicate the
comparison of patients’ radiation exposure. Absorbed doses (D) of organs predict the tissue
reactions of the procedures, while effective dose (E) is a useful means of comparing the stochastic
effects of the different imaging procedures. A and E can be estimated from dosimetric
measurements in a phantom. In vivo measurements are used during a radiological examination.

In the present thesis, various properties of radiophotoluminescence dosimeters (RPLD) were
investigated to verify the applicability of RPL dosimetry in radiology. The absorbed dose was
determined in vaginal fornix of seven pregnant women, in the area near the head of the fetus during
prophylactic catheterization before uterine artery embolization (UAE). The evaluation of the
radiation exposure of digital subtraction angiography (DSA) and computed tomography
angiography (CTA) was performed using an anthropomorphic phantom. Absorbed doses of
organs and effective dose were determined for a typical four-vessel angiography of the cerebral
area, including intracranial vessels, and for the cervicocerebral area, including both cervical and
intracranial vessels.

RPLD shows excellent dose linearity and minimal fading. The low dose detection threshold
was determined to be 20 µGy with a coefficient of variation (CV) of 12.2%. The methodology is
independent of photon energy in the energy range used in radiology. For seven patients studied,
the mean value of D in vaginal fornix was 11.2 mGy (range 2.2–28.7) being low dose study when
pulsed fluoroscopy with an optimized protocol is used without angiography exposures. In the
assessment of cerebral vessels, the effective dose for CTA was approximately one-fifth of the dose
compared with DSA. The dose for cervicocerebral vessels CTA was approximately one third
higher compared with DSA. Conversion factors from the DAP and the DLP to the effective dose
were calculated for the specific angiographic protocols. RPL dosimetry shows sufficient reliability
in measuring radiation doses in radiology.

Keywords: absorbed dose, CTA, dosimetry, DSA, effective dose, fetus, prophylactic
catheterization, radiation exposure, radiology, radiophotoluminescence, UAE





Manninen, Anna-Leena, Radiofotoluminesenssi (RPL) dosimetrian kliiniset
sovellukset potilaan säteilyaltistuksen arvioinnissa radiologisissa tutkimuksissa.
Absorboituneen ja efektiivisen annoksen määrittäminen
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Oulun yliopisto, PL 8000, 90014 Oulun yliopisto

Tiivistelmä

Tietokonetomografiakuvauksissa ja toimenpideradiologisissa tutkimuksissa potilaan säteilyaltis-
tus on suhteellisesti korkeampi verrattuna muihin radiologisiin kuvausmenetelmiin. Kuvauslait-
teiden erilaiset kuvausgeometriat ja annosyksiköt hankaloittavat potilaan säteilyaltistuksen ver-
tailua eri tutkimusmenetelmien välillä. Kudokseen absorboituneen annoksen (D) avulla arvioi-
daan ionisoivan säteilyn suoraa haittavaikutusta kudokselle, kun taas efektiivisen annoksen (E)
määrittämisellä arvioidaan säteilyn satunnaista haittaa. D ja E voidaan mitata annosmittarilla
käyttäen potilasvastinetta. In vivo mittauksella saadaan annostietoa tutkimuksen aikana suoraan
potilaasta.

Radiofotoluminesenssiannosmittarin (RPLD) soveltuvuus radiologisiin annosmittauksiin var-
mistettiin tutkimalla mittarin eri fysikaalisia ominaisuuksia. RPLD:a käytettiin intravaginaalisen
annoksen mittauksessa seitsemällä raskaana olevalla naisella. Potilaille tehtiin massiivisen
verenvuodon ehkäisemiseksi kohdun valtimosuonten katetrointi läpivalaisuohjattuna ennen koh-
tuvaltimoiden tukkimishoitoa (UAE). Mittaustulokset antavat tietoa kudokseen absorboitunees-
ta annoksesta lähellä syntymätöntä lasta. Tietokonetomografia-angiografia (TTA) ja digitaalinen
subtraktioangiografia (DSA) tutkimusten annosmittaukset tehtiin potilasvastineessa käyttäen
RPLD:a. Elinannoksista laskettiin efektiivinen annos aivovaltimoiden ja aivokaulavaltimoiden
angiografiatutkimuksille.

RPL -annosmittausmenetelmän havaittiin olevan lineaarinen ja annoksen häviäminen mitta-
rista on vähäistä. Matalan annoksen mittausraja oli 20 µGy 12.2% toistettavuudella. RPLD on
riippumaton säteilyenergiasta radiologiassa käytettävällä energia-alueella. Seitsemän potilaan
keskimääräinen absorboitunut annos oli 11.2 mGy (vaihteluväli 2.2–28.7 mGy) emättimen poh-
jukasta mitattuna. Annostaso osoittaa, että katetrointitoimenpide on matala-annostutkimus, kun
toimenpide tehdään läpivalaisuohjauksessa, eikä angiografisia kuvia käytetä. Aivovaltimoiden
TTA:n efektiivinen annos oli viidesosa DSA menetelmän annoksesta. Aivokaulavaltimoiden
TTA:n efektiivinen annos oli arviolta 35% korkeampi kuin DSA menetelmän annos. Konversio-
kertoimet DAP ja DLP yksiköistä efektiivisen annoksen laskemiseksi määritettiin tutkimukses-
sa käytetyille kuvausohjelmille. RPL -menetelmä osoitti riittävää luotettavuutta radiologisten
säteilyannosten mittauksessa.

Asiasanat: absorboitunut annos, CTA, dosimetria, DSA, efektiivinen annos,
ennaltaehkäisevä katetrointi, radiofotoluminesenssi, radiologia, sikiö, säteilyaltistus,
UAE
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Eb binding energy 
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FOV field of view 
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FGD-1000 dose measurement device type FGD-1000 
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HT equivalent dose 

Ka,b beam air kerma 

Ka,i incident beam air kerma 
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OSLD optically stimulated luminescence dosimeter 

PMMA polymethylmethacrylate 

RPL radiophotoluminescence 

RPLD radiophotoluminescence dosimeter 

SID source to image detector distance 

TLD thermoluminescence dosimeter 

UAE uterine arterial embolization 

uC combined standard uncertainty 
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Tf fluoroscopy time 
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µtr/ρ mass energy transfer coefficient 
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1 Introduction 

Ionization radiation has brought substantial benefits when used in medicine, but 

there are known risks due to stochastic effects and tissue reactions (deterministic 

effects) (UNSCEAR 2008, ICRP 2007, ICRP 2012, Holmberg et al. 2010a). The 

rapidly increasing collective and cumulative doses are partly caused by 

unnecessary and inappropriately optimized examinations, and partly by an 

increasing number of new medical applications, such as multi-slice computed 

tomography (MSCT), which produce better image quality and facilitate the 

diagnosis (Holmberg et al. 2010b). In 2011, the relative proportions of computed 

tomography (CT) examinations, angiographic examinations, fluoroscopy- and 

CT-guided interventional procedures in Finland were ca. 9%, 1% and 1%, 

respectively (STUK 2013). Fluoroscopy- and CT-guided interventional 

procedures increased by 24% during the years 2008-2011 (STUK 2013). 

Although these examinations account for a relatively small portion of all 

radiological examinations, they cause rather high organ doses in the 10–100 mGy 

range for an individual patient compared with other imaging modalities in 

radiology (Wall et al. 2006, McCollough et al. 2009). With interventional 

fluoroscopy procedures, the skin dose can be 2 Gy or even higher (IAEA 2007). 

However, the radiation risk is estimated to be negligible on equivalent doses less 

than 0.1 mSv, minimal 0.1-1 mSv, very low 1–10 mSv, and low 10–100 mSv 

(McCollough et al. 2009). There are specific groups of patients, such as children 

and pregnant women, which need particular radiation protection. The lifetime 

cancer risk for children is estimated to be about three times that of the population 

as a whole (ICRP 2007). Approximately 3–10% of various types of radiological 

examinations are performed on children aged 0–15 years (UNSCEAR 2013). In 

Finland, 9% of all X-ray studies are performed on children (STUK 2013). The 

individual justification and optimization of the procedure must be done before 

radiation exposure especially in the case of children and during pregnancy (Dauer 

et al. 2012). Furthermore, the estimation of the radiation exposure of the fetus is 

necessary if the fetus is in the direct beam or proximal to a scattered beam (IAEA 

2007, Dauer et al. 2012).  

Because the imaging techniques have very different irradiation geometries 

and the radiation exposure is reported in different quantities, the effective dose is 

a useful means of comparing the radiation exposure of different procedures, 

whereas the absorbed doses of organs predict tissue reactions (ICRP 2007). In 

radiology, three methods of patient dose assessment are used: (i) direct dose 
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measurement on a patient, (ii) dose measurements in physical phantom and (iii) 

Monte Carlo simulations. Lack of up-to-date dose information and conversion 

coefficient complicates the justification and optimization of the procedures. 

Choosing the best procedure for the diagnosis with the lowest radiation dose and 

cost is challenging (Mamourian et al. 2013).  

Passive solid-state dosimeters can be used for direct dose measurement on a 

patient and in a phantom for a specific medical examination. The characteristics 

of the passive dosimeter are that the radiation induces ionization in the material, 

which is proportional to the energy absorbed in matter. Thermoluminescence 

dosimeter (TLD), optically stimulated luminescence dosimeter (OSLD), and 

radiophotoluminescence dosimeter (RPLD) are commonly used passive 

dosimeters (Riesen & Liu 2012). TLDs have been used more frequently for the 

past few decades for medical dosimetry (Bhatt & Kulkarni 2013). Some 

disadvantages of the TLDs, such as fading of the dose in room temperature and 

during the readout procedure and poor uniformity between dosimeter elements, 

have led to the development of methods for passive solid-state dosimetry 

(Oberhofer & Scharmann 1993, Moscovitch & Horowitz 2007). OSLD was first 

developed in the 1950s and further in the 1990s for environmental and personnel 

monitoring. The reusability and multiple reading procedures of OSLD materials 

are a result of more constant electron traps than in TLD materials (Riesen & Liu 

2012). OSLD material is not sensitive to thermal energy, which liberates the 

trapped electron-hole pairs in TLD material. OSLD material has a small fading 

effect, better batch uniformity, reproducibility, and angular dependence than TLD 

materials (Riesen & Liu 2012). Electron-hole traps are liberated by light in OLSD 

material, whereas in TLD material, the stored energy is erased by heating (Riesen 

& Liu 2012). Because some OSLD materials are sensitive to visible light, they 

must be kept in light-tight containers (Riesen & Liu 2012). OLSD has good tissue 

equivalence and high sensitivity (Kurobori et al. 2014), but it has the 

disadvantage of energy dependence, depending on the material, and the same 

applies to TLD materials (Knezevic et al. 2013). Some OSLD materials 

underestimate radiation under 100 keV and are not suitable for dose 

measurements in radiology (Sommer & Henniger 2006, Riesen & Liu 2012, Bhatt 

& Kulkarni 2013). In RPLD materials, electrons which are transferred to the 

conduction band by ionizing radiation migrate to deep traps. These deep traps are 

earth or transition metal (i.e. silver) ions doped as impurities into the phosphate 

material. The proportioned trap can then be photoexcited without the electron 

being erased back into the conduction band (Riesen & Liu 2012). The main 
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difference to OSLD and TLD materials is that stable color centers in RPLD 

material can be repeatedly read out by photo excitation without fading in the 

signal per reading, whereas OSLD has some fading after a reading cycle (Jursinic 

2007). 

In the late 1950s, RPLD was developed by Schulman et al. 1951 for 

personnel monitoring mainly as an emergency dosimeter for civil and military use 

(Perry 1987). RPLD was used in radiation therapy dose measurements (Araki et 

al. 2003, Araki et al. 2004, Nakagawa et al. 2005, Takayuki et al. 2005, Takayuki 

et al. 2008, Rah et al. 2009a, Rah et al. 2009b, Mizuno et al. 2008, Rah et al. 

2011) as well as personnel and environmental monitoring (Piesch et al. 1990, Hsu 

et al. 2006, Lee et al. 2009). Because the early RPLD materials were not 

sufficient for low-dose measurements, glass dosimeter material was developed 

further (Yokota & Muto 1971, Perry 1987, Huang & Hsu 2011). Early dosimeter 

reading technology was not able to measure low doses (Perry 1987, Piesch et al. 

1990, Huang & Hsu 2011). The clinical applications of RPLD for patient 

radiation dose measurements in the energy ranges used in radiology are few for 

RPLD using energy compensation filter (Nishizawa et al. 2003, Matsubara et al. 

2009, Knezevic et al. 2011) and for RPLD without energy compensation filter 

(Moritake 2008, Nishizawa et al. 2008, Hayakawa et al. 2010, Moritake et al. 

2011, Matsubara et al. 2011, Kato et al. 2013, Sun et al. 2014).  

The aim of this thesis was to assess the applicability of RPL dosimetry for 

dose determination in radiology. The various properties of RPLD were 

investigated for measuring radiation doses in air and on the surface of the 

phantom. The absorbed dose measurement was carried out through vaginal 

measurements in pregnant women undergoing fluoroscopy imaging during 

prophylactic catheterization before uterine artery embolization (UAE). The 

radiation exposure of two different types of angiography imaging methods was 

done by comparing the effective doses of CTA and DSA for a typical four-vessel 

angiography of the cerebral and cervicocerebral area, by using the same dose 

determination technique with RPLDs in an anthropomorphic phantom.  
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2 Review of the literature 

2.1 Radiation dose assessment in radiology 

Radiation is widely used in medicine for diagnostic and therapeutic applications. 

Dosimetry in radiology involves the application of various dose quantities, which 

are used for quality assurance purposes and for estimating patient dose. These 

quantities are determined in air or in phantom measurements using an ionization 

chamber or a TLD, RPL, semiconductor dosimeter, and radiochromic film 

(Riesen & Liu 2012). The application-specific dose quantities are useful for 

following up patient doses, and for optimizing the image protocols. The 

commonly used dose quantities for diagnostic reference levels (DRL) are dose 

area product (DAP), dose length product (DLP), and entrance surface dose (ESD), 

which is defined as entrance surface air kerma (Ka,e) (Toivonen & Komppa 2003, 

IEAE 2007). 

The dose quantities used in the evaluation of tissue reactions and stochastic 

effects are the absorbed (D) and effective dose (E). Direct dose measurements are 

commonly used for superficial organs such as the eye, skin, thyroid, or testes on a 

patient or using an anthropomorphic phantom (UNSCEAR 2008). Passive solid-

state dosimeters are used for this purpose because of their small physical size, 

high sensitivity, and usually low cost. The effective dose may be calculated from 

phantom measurements (Cohnen et al. 2006, Kawaura et al. 2006, Matsubara et 

al. 2009, McCollough et al. 2010, Struffert et al. 2014), or Monte Carlo results 

(Christner et al. 2010, McCollough et al. 2010), or by using a conversion 

coefficient (Huda et al. 2008 Christner et al. 2010). In fluoroscopy and 

angiography procedures, Monte Carlo simulation is difficult to apply due to the 

varying location of the field of view (FOV) relative to the position of the patient. 

Furthermore, the beam output varies due to the patient size, chosen FOV size, the 

varying focus detector distance, and projection used when automatic exposure 

control (AEC) is applied. Nevertheless, both Monte Carlo and phantom 

simulations have limitations due to the difficulty to determine the exact location 

of the organ or to position the dosimeters so that the setup corresponds to the dose 

of the whole volume of the organ. Because the examinations in radiology usually 

result in a limited irradiation of the body and the doses delivered are relatively 

low, a required accuracy of 20% with 95% confidence limit for adults is sufficient 

for radiation risk assessment (IAEA 2007). Estimating the relative radiation risks 
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for comparative dose measurements and for cases where tissue reactions are 

expected, an uncertainty of 7% is appropriate. An uncertainty of 7% in dosimeter 

reading is sufficient for assessing the potential risk of pediatric examinations 

(IAEA 2007). The overall uncertainty of a dose measurement in radiology for 

TLD is recommended to be ≤ 12.5 % (Zoetelief et al. 2000). This gives the 

relative expanded uncertainty of 25% at the 95% confidence interval. For 

diagnostic dosimeters, the relative expanded uncertainty of measurement is 

adopted to be 20% (IAEA 2007). 

2.1.1 Interaction of radiation with matter 

Radiation dose detection in a dosimeter is based on the interaction of the radiation 

in the matter. The dosimetric properties are related to the particular interaction 

phenomenon. The characteristics of the detector material must be close to the 

scattering and absorbing properties of the tissue. The energy of radiation sets 

electrons in motion, producing ionization of the atoms or molecules in the 

medium (Dendy & Heaton 1999). The interaction of the radiation in the matter is 

dependent on the density, the atomic number (Z) of the absorption medium, and 

the photon quantum energy (E=hv). Typically, the interaction phenomena which 

transfer energy to the medium are photoelectric absorption and Compton 

scattering in the X-ray energy range used in radiology (Dendy & Heaton 1999). 

The contribution of Coherent scattering including Thomson and Rayleigh 

scattering is 5–10% of the other basic interactions. Coherent scattering does not 

transfer energy to the medium and thus cannot produce ionization (Curry et al. 

1990, Dendy & Heaton 1999). Coherent scattering is excluded from the current 

examination due to its insignificant role in radiation protection in radiology. Pair 

production is dominant in the radiation therapy energy ranges and it is nonexistent 

at X-ray energies in radiology (Curry et al. 1990). 

In the energy range used in radiology, total atomic cross section (σtot) is the 

sum over cross sections for the most probable individual processes by which 

photons interact with atoms and is derived as 

 = +  (1) 

where σpe is the atomic photoelectric effect cross section and σincoh is the 

incoherent Compton scattering cross section (Hubbell 1999). The mass 

attenuation coefficient (µ/ρ) is derived from the interactions between incident 
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photons and matter, which accounts for the density of the material where 

interactions occur and is defined as 

 = ( + )/  (2) 

where µ is the linear attenuation coefficient in and ρ is the density of the element. 

u is the atomic mass unit (1.6605402x10-24g) and A is the gram atomic or 

molecular weight of the element (Hubbell 1999). The quantification of the mass 

attenuation coefficient µ/ρ can be defined as 

 = ln	( ( )) (3) 

where t is the mass thickness of the absorber layer, I0 is the intensity of the 

incident beam of photons measured without absorber, and I(t) is the intensity of 

the transmitted beam measured with absorbed layer (Hubbell 1999).  

Photoelectric effect  

The photoelectric effect is predominant at photon energies less than 30 keV with 

body tissue. The probability of the photoelectric effect increases sharply as Z 

increases. The photoelectric mass attenuation coefficient (µ/ρ) for the energy 

region about 0.1 MeV and below is defined as 

 =  (4) 

(Attix 2004, Curry et al. 1990). The interaction occurs usually with the most 

tightly bound electron in the K-shell of the atom orbit, and binding is greater for 

atoms of high Z. The photoelectric effect is most probable when an incident 

photon has a little more energy than the binding energy of the K-shell electron. 

The photon energy (hʋ) is able to eject the electron from its orbit, giving up all its 

energy to overcome the binding energy (Eb) of the electron and producing a 

photoelectron (Figure 1) whose kinetic energy (Ek) is 

 = ℎ −  (5) 

(Attix 2004). The ejected photoelectron spends its energy close to its original 

location, and therefore the energy imparted from the photon to this electron is 

directly proportional to the absorbed dose of matter (Dowsett et al. 2006). The 

residual atom is left in a highly excited state since there is a vacancy in one of its 
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orbital electron shells. The vacancy in the K-shell will be filled by an L-shell 

electron emitting a characteristic photon, whose energy is 

 = − = ℎ =  (6) 

where E1 is the binding energy of the K-shell electron and E2 is the binding 

energy of the L-shell electron, see Figure 1. The number of photons emitted is 

proportional to the number of primary vacancies created in the atomic electron 

shells, and is known as the fluorescence yield (Dendy & Heaton 1999). The 

production of the Auger electrons released from the outer shell of the atom due to 

the characteristic photons (see Figure 1) is more probable with low Z atoms and 

with low energy ranges. The result is that the total amount of the energy of the 

initial photon is absorbed in the matter. All the atoms with low Z are capable of 

interacting through the photoelectric reaction due to low K-shell binding energy. 

At low photon energies, the photoelectric interaction is predominant in the energy 

transferred to the secondary electrons (Dendy & Heaton 1999). 

Fig. 1. Schematic representation of the photoelectric effect and forming of an Auger 

electron. 

Compton effect 

The most important interaction between X-rays and body tissue is inelastic 

Compton scattering. It is more probable to occur with low Z atoms when the 

radiation energy exceeds 30 keV. The probability of the Compton effect depends 

on the photon energy, absorber density, and the total number of electrons in an 

absorber regardless of the element atomic number (Attix 2004). The mass 

attenuation coefficient (µ/ρ) for the Compton effect is defined as 
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 = 	 (7) 

where NA = 6.022 x 1023 mol-1 is Avogardro’s constant, the number of atoms or 

molecules in mole of any element, Z is the atomic number, A= gram atomic or 

molecular weight of the element, ρ= density in g/cm3, and NAZ/A= number of 

electrons per gram of material and σ= cross section per electron (Attix 2004, 

Curry et al. 1990). 

The incoming photon transfers a portion of its energy (hv) to the unbound 

outer shell electron, which is then known as a recoil electron or Compton 

electron. After the collision, the electron departs at angle (θ) with kinetic energy 

(Ek). The photon scatters at angle (φ) with lower quantum energy (hv’) (see Figure 

2). The kinetic energy of the electron is expressed as 

 = ℎ − ℎ ′ (8) 

The energy of the original photon (hv) along direction (0°) can be expressed as 

 ℎ = ℎ ′ + 	  (9) 

where p is a momentum of the electron and c is the speed of light. The 

phenomenon is one of scatter and partial absorption of energy (Attix 2004). 

Fig. 2. Schematic representation of the Compton scattering. 

The kinetic energy of the electron is rapidly dissipated by ionization, excitation, 

and as heat in the medium. When the photon is scattered through angle φ, the 

change in energy ΔE is given by 

 ∆ = ( ⁄ )(1 − ) (10) 
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The scattered photon with lower energy continues in a deflected direction in the 

material (Attix 2004). When a low-energy photon undergoes Compton 

interaction, only a small fraction of the energy of the incident photon is 

transferred to the electron, whereas a high-energy photon gives up most of the 

energy to the Compton electron. The transfer of energy to the Compton electron is 

small in the energy range used in radiology (Dendy & Heaton 1999, Dowsett et 

al. 2006).  

Radiation energy absorption in medium  

The absorbed dose D is defined as 

 =  (11) 

where dɛ is the mean energy imparted to matter of mass dm (IAEA 2007). 

The mass energy absorption coefficient (µen/ρ) is a measure of the average 

fractional amount of incident photon energy transferred to the kinetic energy of 

charged particles as a result of these interactions. The kinetic energy of the 

charged particles given by the incident photon is the approximation of the 

absorbed dose imparted into the matter (Toivonen & Komppa 2003). The mass 

energy absorption coefficient (µen/ρ) is related to the mass energy transfer 

coefficient (µtr/ρ) through association 

 = (1 − )  (12) 

where µtr/ρ is the sum of the kinetic energies of all those primary charged 

particles released by photons per unit mass (IAEA 2007, Toivonen & Komppa 

2003). The μtr⁄ρ includes the energy of the secondary electrons’ conversion into 

bremsstrahlung photons and is expressed as parameter g. In X-ray energy range, 

the value of g is insignificantly low, typically less than 0.001 (Toivonen & 

Komppa 2003). The conversion between the air kerma (Ka) and absorbed dose to 

air is then 1.00. The dosimetric quantity Ka is given as 

 = 	  (13) 

where ψ is the photon energy fluence and is defined as 

 =  (14) 

where Φ is the photon fluence and E the photon energy (Hubbell & Seltzer 1996). 

The absorbed dose in specified material is defined as 
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 = . (15) 

(Toivonen & Komppa 2003). In patient dosimetry, absorbed dose to air (Da) or 

absorbed dose to tissue (Dt) is used in many applications. Dt is defined as 

 = ( / )( / )  (16) 

(Hendee & Ritenour 2002, Toivonen & Komppa 2003). The absorbed dose to 

tissue is related to absorbed dose in air through multiplication of the ratio of the 

mass energy absorption in medium to that in air. The conversion factor of this 

ratio is 1.04–1.07 for diagnostic X-ray qualities of 50–150 kV tube voltages and 

1–10 mm for Al HVL values (Seuntjens et al. 1987) and 1.00–1.06 for 50–130 kV 

2.3–10.8 mm Al HVL (Benmakhlouf et al. 2011). 

Interaction of X-rays with body tissues 

In a pure material, the atomic number is defined as the number of protons found 

in the nucleus of an atom. In an atom of neutral charge, the atomic number is also 

equal to the number of electrons. When ionization radiation interacts with a 

complex medium, the molecular grouping has an impact on the absorption of the 

photon energy in the medium. In composite material, the effective atomic number 

(Zeff) is used instead of the atomic number (Z) (Shivaramu 2002). The effective 

atomic number varies with photon energy and is calculated as 

 = (∑ 	 ) 	 (17) 

where ai is the electron fraction of the element, Zi is the atomic number of the 

element, and n is the variable exponent which varies from 2.94 to 3.4 due to the 

elements and their molecular grouping (Perry 1987).  

The human body can be modeled by three different body tissues (see Figure 3 

A). They are muscle, fat, and bone (Hendee & Ritenour 2002). The element 

composition of soft tissues, such as collagen, internal organs, ligaments, blood 

and cerebrospinal fluid, is close to the element composition of muscle. Soft tissue 

is approximately 75% to 100% water (Hendee & Ritenour 2002). Breast tissue 

was modeled by fat. Fat was used in calculations to improve the accuracy of 

doses instead of using soft tissue material (Jones 1997). Fat has a greater 

concentration of low Z elements than soft tissue. Therefore, fat has a lower 

density and effective atomic number compared with muscle and other soft tissues. 
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The effective atomic number for fat is 5.9–6.3, for soft tissue and water 7.4, for 

air 7.6, and for bone 11.6–13.8 (Hendee & Ritenour 2002). 

The dosimeter used in the dose measurements must be calibrated against the 

reference dosimeter in air, because air is accepted as a reference material with its 

sufficient approximation to soft tissue, (µen/ρ)t/a (Perry 1987) (see Figure 3 B).  

Fig. 3. A) The mass energy absorption coefficients for different tissues and B) for soft 

tissue and air. Produced from NIST Standard Reference Database, 126 NISTIR 5632 

(Hubbell & Seltzer 1996). 
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2.1.2 Application-specific dose quantities 

Dose-area product 

Dose-area product (DAP) is defined as the integral of the air kerma (Ka) over the 

area (A) of the X-ray beam in a plane perpendicular to the beam axis and is 

expressed as 

 = , ( , )  (18) 

where A is the apparent beam area measured at the same distance as Ka(d ) 

(Toivonen & Komppa 2003).  

The patient’s total dose from several projections is determined by using a 

DAP meter, which is a large-area transmission ionization chamber mounted on a 

diaphragm housing to intercept the entire cross-section (Toivonen & Komppa 

2003). Modern X-ray equipment calculate the DAP value internally using 

exposure factors, such as peak tube voltage (kVp), a measure of electric charge 

obtained by multiplying the electric current in milliamperage by the time in 

seconds (mAs), the position of the beam relative to the patient and the field of 

view (FOV), and collimation used (Zoetelief et al. 2000). DAP is not a very good 

metric for estimating interventional radiation exposures. Especially, it is a poor 

estimate of the tissue reactions (see 2.1.3), such as high local skin dose due to the 

varying location of the FOV relative to the skin and the fact that it does not 

account for backscatter. DAP is a better quantity for estimating the stochastic 

effect (see 2.1.3) (Toivonen & Komppa 2003, IAEA 2007).  

Entrance surface air kerma 

Entrance surface air kerma (Ka,e) is equal to the product of the backscatter factor 

(BSF) and Ka,i, for a single projection. Incident beam air kerma (Ka,i) is expressed 

as  

 , = , ( ) = , ( )  (19) 

where dFS is the focus-to-skin distance and beam air kerma Ka,b(d) is the transfer 

of radiation energy from photons to the kinetic energy of secondary ionizing 

particles of secondary electrons in the air at the central axis of the beam at 

distance d, excluding the contribution from backscattering (Toivonen & Komppa 
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2003). Backscatter is radiation deflected by scattering processes from the target 

element in direction of 90 degrees or greater compared with the original direction 

of the beam of radiation. The amount of backscatter can be 19–57% depending on 

the X-ray spectrum, the X-ray field size, and the thickness of the patient or 

phantom (Ma & Seuntjens 1998, Benmakhlouf et al. 2011, Benmakhlouf et al. 

2013). Backscatter factor (BSF) is a correction factor for converting incident air 

kerma to entrance surface air kerma. BSF is needed for the determination of local 

skin doses, particularly in interventional radiology. Typical BSF values for 

radiology dosimetry in different body parts have been determined using Monte 

Carlo simulation (Petoussi-Henss et al. 1998, Benmakhlouf et al. 2011). 

Metrics for exposure in fluoroscopy procedures 

For radiation dose estimation in fluoroscopic procedures, special metrics have 

been developed, such as reference point air kerma (reference dose), peak skin 

dose, and entrance surface air kerma rate and fluoroscopy time (Miller et al. 

2010). Entrance surface exposure (ESE) is used in the same meaning as reference 

point air kerma in the present study. Entrance surface air kerma is measured 

directly on a phantom or calculated from the incident air kerma using BSF (IAEA 

2007). When using dosimeters of small volume in direct Ka,e measurement, the 

error in backscatter detection can be minimized by shortening the distance 

between the effective center of the dosimeter and the surface of the target 

(Zoetelief et al. 2000). 

An interventional reference point has been defined in standard IEC 60601-2-

43 to represent the typical focus to skin distance, independently of the projection. 

For isocentric X-ray systems, this point is 15 cm from the isocenter in the 

direction of the focal spot (Chida et al. 2010a, Miller et al. 2010, Chida et al. 

2011). A comparison of displayed reference dose to the actual measured value 

was investigated and the difference was approximately 15%, because the 

reference point deviated from the IEC 60601-2-43 standard among the compared 

fluoroscopy equipment (Chida et al. 2011). The beam air kerma Ka,b(dref) at the 

focus to reference point distance (dref) is an approximation of the incident beam 

air kerma and can be calculated as 

 , ≈ 	 ,  (20) 

(Toivonen & Komppa 2003).  
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Peak skin dose measured in grays is the highest radiation dose, Ka,e including 

backscatter at any portion of a patient’s skin during a procedure. In practice, peak 

skin dose can be determined by solid-state dosimeters on the patient’s skin. This 

quantity is closely related to deterministic skin effects (Zoetelief et al. 2000, 

Miller et al. 2010). Reference dose is an approximation of the maximum skin 

dose, because the X-ray beam is moved periodically with respect to the patient 

and is directed at different areas of the patient’s skin. This approximation of skin 

dose overestimates the likelihood of deterministic effects. Fluoroscopy time does 

not correlate very much with the other dose metrics used in fluoroscopy (Miller et 

al. 2010). 

Computed tomography dose index and dose length product 

The computed tomography (CT) dose index (CTDI) was developed as a metric to 

quantify the radiation output from a CT examination. CTDI reflects the average 

dose to a cylindrical phantom and does not reflect the dose in the particular 

patient (McCollough et al. 2011). A phantom with a 16 cm diameter is used to 

determine the scanner output for head examinations and a phantom with a 32 cm 

diameter is used for body examinations. Both phantoms are 14–15 cm long 

(McCollough et al. 2011). Due to the attenuation of the radiation, the absorbed 

dose varies across the axial plane of the cylindrical phantom. Therefore, dose 

measurements are made at the center and at the periphery one centimeter deep 

from the surface in the phantom, and a weighted average is calculated as 

 = 	 , + ,  (21) 

where CTDI100 is accumulated multiple scan dose at the center of a 100 mm 

integrated dose length determined by a pencil-shaped ionization chamber of 100 

mm length and is defined as 

 = 	 ( )  (22) 

where D(z) is the single rotation dose profile along the z-axis (AAPM 2008).  

The volume CTDI (CTDIvol) is displayed on the scanner console. CTDIvol 

represents the average absorbed radiation dose over the x, y, and z directions 

(AAPM 2008). The CTDIvol is a standardized measure of the radiation output of a 

CT system and represents the dose for a specific scan protocol, which almost 

always involves a series of scans. CTDIvol is defined as 
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 =  (23) 

where I is the table increment per axial scan (mm). Since pitch is defined as the 

ratio of the table travel per rotation (I) to the total, nominal beam width (NT), 

CTDIvol can be expressed as 

 = . (24) 

CTDIvol is used for calculating the dose length product (DLP), which is a 

parameter reflecting the total radiation exposure of a patient for computed 

tomography study. DLP is expressed as 

 = 	 ℎ (25) 

(AAPM 2008).  

2.1.3 Quantities for estimating stochastic effect and tissue reactions 

When assessing the radiation exposure of the patient, the organ and effective dose 

(E) must be determined. Direct dose measurements of the organs are usually 

unavailable when patients undergo X-ray examinations. In phantom 

measurements, an anthropomorphic phantom can be used for the dose estimation 

of organs. 

Determination of the mean absorbed dose of the organ and the equivalent 
dose 

The radiation effect depends on the amount of energy and the type of radiation a 

tissue is exposed to. The absorbed doses of organs predict tissue reactions such as 

a temporary epilation, hair loss, or opacity of the lens. Such tissue reactions have 

a dose range, where the severity of the harm will increase. The harm will be 

certain when the dose or the dose rate is high enough (ICRP 2012). The tissue 

reactions are rare in diagnostic radiology, but in special circumstances they may 

occur when the local dose is very high. The most important example is the high 

skin dose, which can rise during interventional procedures using X-rays (Miller et 

al. 2010). The largely used entrance skin dose (ESD) can be defined through the 

entrance surface air kerma including BSF. ESD is used for determining the 

deterministic effects on the skin. Direct ESD measurement can be determined e.g. 

by laying a solid-state dosimeter on the entrance surface of a phantom or a 
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patient’s skin (Zoetelief et al. 2000). The absorbed dose is numerically equal to 

the equivalent dose (HT) for X-rays and is calculated from the average of the dose 

which has absorbed into an organ and is defined as 

 = ∑ , ,with	 	= 	1 (26) 

where WR is the radiation weighting factor, expressing the biological effect of a 

given type of radiation, and DT,R is the absorbed dose measured in tissue (T) with 

radiation (R) (IAEA 2007). 

HT of radiation-sensitive organs and tissues is determined when assessing the 

stochastic effect of the radiation exposure. Because some tissues are distributed 

throughout the body, the calculation of HT is challenging. For example, mean skin 

dose is the mean absorbed dose to the whole skin, in the meaning of organ or 

tissue dose; the mean value of local skin dose over the total body (Toivonen & 

Komppa 2003). Other tissues distributed in the same way are active bone marrow, 

bone surface, muscles, lymphatic nodes and colon.  

The mass of the active bone marrow and distribution through the skeleton 

depend on the patient’s age. According to the experimental data of Hudson 

(1965), the quantitative estimates of the regional distribution of active bone 

marrow in infants and children are 29.5% in the skull and 23.7% in the lower 

limbs, whereas in adults the figures are 8.3% and 5.6%, respectively. In adults, 

19.2% of active bone marrow is located in the ribs and sternum, 29.9% in the 

spine and 33.3% in the pelvis (Cristy 1981, Cristy & Eckerman 1987). The 

fractional masses of bone marrow in the different regions of the skeleton must be 

taken into consideration when calculating the equivalent dose of the active bone 

marrow (Cristy & Eckerman 1987).  

There are several methods to determine the mass of active bone marrow 

(Hough et al. 2011). The total active bone marrow mass in a body differs by less 

than 4% between methods, whereas the active bone marrow mass of different 

bone areas can vary 20–45% between methods (Caracappa et al. 2009). It is 

assumed that the marrow absorbs energy per gram as efficiently as bone. This is 

correct at 200 keV or more, but at energies below 100 keV, it overestimates the 

dose to marrow due to the photoelectric effect of the photon interaction process of 

the bone tissue (Cristy & Eckerman 1987).  

The approximation of the dose in lymphatic nodes can be calculated as sum 

of the weighted average dose for several surrogate organs and tissues. The dose in 

colon can be calculated as the mass-weighted average of the upper large intestine 

and the lower large intestine (Tapiovaara & Siiskonen 2008). The estimation of 
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the radiation dose of muscles can be determined from the doses in surrounding 

organs weighted by the dimension of the irradiated area (Ludlow et al. 2006). 

Determination of effective dose  

When evaluating the stochastic effect due to the radiation dose, the likelihood of 

the harmful effect must be determined. The stochastic effects are manifested as 

cancer induction, malignant disease, or heritable effects caused by an exposure to 

ionization radiation. The fatal cancer risk averaged over a typical population is 

estimated to be 5% per Sv (ICRP 2007). If the patient is an infant, the fatal cancer 

risk would be about three times higher, whereas for an old person the 

corresponding risk may be a factor of three times lower than the typical 

population-averaged risk (ICRP 2007).  

Active bone marrow, colon, lungs, stomach, breasts, and ‘remainder tissues’ 

are the tissues of the human body that are most sensitive to ionizing radiation and 

are weighted highly for stochastic effect estimation. The radiation exposure of 

active bone marrow is associated with radiation-induced leukemia. The other 

organs are associated with solid tumors (ICRP 2007). 

This different sensitivity to stochastic radiation damage is considered by the 

tissue weighting factors (Table 1), which estimate the probability for the 

occurrence of stochastic effects in various organs and tissues (ICRP 2007). 

Effective dose (E) is the sum of the weighted equivalent doses (HT) in all organs 

and tissues of the body, and is defined as 

 = ∑ ,with	∑ = 1 (27) 

where WT are dimensionless tissue weighting factors characterizing the relative 

sensitivity of various tissues with respect to cancer induction and heritable disease 

(ICRP 2007). 
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Table 1. Tissue weighting factors (ICRP 2007).  

Tissues WT ∑WT 

Active bone marrow, colon, lungs, stomach, 

breasts and remainder tissues1 

0.12 0.72 

Gonads 0.08 0.08 

Bladder, esophagus, liver and thyroid 0.04 0.16 

Bone surface, brain, salivary glands and skin 0.01 0.04 

Total  1 
1Remainder tissues: Adrenals, extrathoracic region, gall bladder, heart, kidneys, lymphatic nodes, 

muscle, oral mucosa, pancreas, prostate (male), small intestine, spleen, thymus and uterus/cervix 

(female) 

In radiological studies, the patient’s radiation exposure is unevenly distributed in 

the body, and a specific parameter is needed to represent the stochastic effect. The 

effective dose (E) is a method for comparing the stochastic effect from different 

diagnostic procedures (McCollough et al. 2010). Also, E serves as a tool to 

compare the radiation exposure of similar technologies and procedures in 

different hospitals, and furthermore, in comparison between different 

technologies used for the same radiation examination. However, E cannot be used 

to provide quantitative radiation risks for any one individual or subpopulation, 

because individual sensitivity to radiation effects or age- and sex-dependent 

weighting factors have not been determined by ICRP (Tapiovaara & Siiskonen 

2008, McCollough et al. 2009, ICRP 2007)  

2.1.4 In vivo absorbed dose determination 

In vivo measurements during patient exposure are used when a maximally 

accurate dose is needed from a certain examination or treatment. Doses at depth 

are difficult, if not impossible, to obtain without invasive procedures. In vivo 

measurements are used to verify the dose planning in radiation therapy. Also, they 

may be used to determine radiation injuries in interventional treatments such as 

ESD measurements of the skin, lens of the eyes, thyroid, and testis (Moritake et 

al. 2008, Rah et al. 2011, Kato et al. 2013).  

Intracavity dose measurements are not very commonly used. If the dosimeter 

is inserted inside a catheter of a suitable diameter, it can be used to reach organs 

such as ureters, renal pelvis, bronchial tree, uterus and blood vessels. This method 

can be exploited using RPLD in complex radiation therapy situations to check the 

accuracy of the treatment plans (Perry 1987, Takayuki et al. 2008). Intravaginal 
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dose measurements were previously done using the passive solid-state 

thermoluminescent dosimeter with uterine artery embolization for leiomyomas 

(Nikolic et al. 2000, Nicolic et al. 2001, Glomset et al. 2006, ). Passive solid-state 

dosimeters are superior to semiconductors in this case since they do not have to 

be connected to an electrometer with cables during irradiation. Also, the X-ray 

positive material and small volume of the dosimeter are suitable for intracavity 

dose measurements. The dosimeter should be equivalent to tissue with regard to 

its absorption properties and it should not prevent diagnosis by modifying the 

radiation field or degrading the image quality. In addition, inertness to 

environmental factors and body contaminations such as humidity, temperature 

variations and light is required (Perry 1987). 

2.1.5 Dose determination using phantoms 

Polymethylmethacrylate (PMMA) phantoms of varying thickness and size are 

used for calibrating dosimeters or for quality assurance (QA) in radiology. PMMA 

is a material which has the same absorption and scattering properties as soft tissue 

and it is generally used as a patient model in tests used in radiation measurements 

in radiology (Hubbell & Seltzer 1996). 

Anthropomorphic phantoms (for example Alderson-Rando Phantom), which 

are manufactured to simulate human physical characteristics, such as soft tissue, 

skeleton, and lung tissue, are widely used to determine the absorbed dose of 

organs and for assessing the effective dose.  

2.2 Imaging methods in interventional radiology and diagnostic 
angiography  

2.2.1 Fluoroscopy imaging 

Fluoroscopy is a common technique used by clinical physicians to obtain real-

time images of moving body parts and internal structures of a patient compared to 

static radiographic examinations. New-generation fluoroscopy equipment with 

pulsed fluoroscopy and a flat panel detector using automatic brightness control, 

last image hold technique, and image processing system ensure superior image 

quality while keeping the radiation dose for the patient reasonably low (Chida et 

al. 2010b). All modern fluoroscopy equipment have an automatic brightness 
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control (ABC) that adjusts peak tube voltage (kVp) and the amount of current 

(mA) flowing in the X-ray tube circuit. ABC ensures appropriate noise level, 

image contrast, and brightness when patient thickness varies. If thickness 

increases, kVp is increased to give a more penetrating beam. The ABC system 

reduces the tube current when maximum tube voltage is reached. The peak tube 

voltage can be fixed to the optimum spectrum for the K-edge of the contrast 

medium or catheter used. If the tube voltage is fixed at the optimum of the 

contrast medium, the increase in patient thickness is compensated by an increase 

in the tube current. Higher tube current reduces noise and improves image quality 

resulting in higher dose (Strauss 2006). These fluoroscopy imaging parameter 

settings are dependent on the used fluoroscopy equipment. 

If there is a possibility to use pulsed fluoroscopy with low pulse frequency, 

e.g. 4 or 7.5 pulses per second, it has a significant effect on exposure; the 

absorbed dose is linearly proportional to the number of pulses per second 

(Dowsett et al. 2006). The dose is also dependent on the experience of the 

radiologist: the operator can minimize the dose by keeping the fluoroscopy time 

short, by using pulsed fluoroscopy, and using the last image hold (LIH) method 

(Mahes 2001, Chida et al. 2010b, ICRP 2010). In addition, dose reduction is 

possible by using maximal focus-to-skin distance and positioning the detector 

close to the patient, by avoiding magnification, by collimation to reduce the 

volume of tissue exposed to radiation, and by using additional tube filtration 

(Mahes 2001, ICRP 2010, Chida et al. 2010a).  

Fluoroscopy-guided endovascular treatment is an alternative to surgery. In 

fluoroscopy guidance, a catheter is threaded through the vascular system to the 

area of interest after injecting contrast medium directly into arteries, immediately 

followed by the intervention, i.e., angioplasty, stenting, or embolization. These 

invasive endovascular procedures have already been used for decades with 

promising results. In addition, as a safe treatment, it is less invasive and has a 

lower risk compared to surgery. Shorter hospital stay and recovery reduce the 

costs of the treatment. Endovascular treatment is also an alternative for patients 

who cannot go through surgical treatment (Ohki & Veith 2000, Hanch et al. 

1999). When using the optimized low-dose fluoroscopy method without 

angiography exposure, the patient exposure during endovascular treatment 

remains reasonably low (Andrew & Brown 2000). 
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2.2.2 Angiographic methods for vessel imaging 

Angiography is defined as radiographic imaging series of vessels following the 

injection of contrast medium. Angiography serves to investigate normal and 

pathological states of the vessel system, particularly luminal narrowing and 

obstruction or aneurysmal widening. Traditionally, the imaging of the vessels has 

been carried out by digital subtraction angiography (DSA) using the angiography 

equipment of a C-arm system. The development of fast-volume scanning by spiral 

CT led to the development of computed tomography angiography (CTA). Also, 

imaging techniques such as magnetic resonance angiography (MRA) or 

ultrasound are important applications for imaging vessels (Kalender 2011). The 

current study deals with the first two angiography methods using ionization 

radiation. 

Digital subtraction angiography  

In digital subtraction angiography (DSA), consecutive images of the same region 

are acquired in rapid succession, before and after injection of a contrast medium. 

The mask or non-contrast image is taken before the contrast medium has reached 

the target area (Dowsett et al. 2006). Here, two frames are acquired; the first one 

to stabilize exposure factors, the second is for the mask image. Some applications 

use more frames to improve image quality by summing the frames for noise 

reduction (Dendy & Heaton 1999). In this image, normal anatomy is shown and 

stored on a computer. The contrast image is taken when the vessels have been 

filled with contrast agent. This image shows the filled vessels superimposed on 

normal anatomy and is stored on a computer. After the imaging of both images, 

logarithmic subtraction removes all anatomy of the target except the contrast 

medium-filled vessels, creating a third image. The vessel-to-background ratio is 

enhanced in DSA due to the subtraction technique, eliminating undesirable image 

information (Dowsett et al. 2006). The digital imaging allows high spatial 

resolution due to small pixel size and the possibility of automatic pixel shift. 

Improved temporal resolution is a result of the localization of an object in time 

from frame to frame and follows its movement. Using the automatic exposure 

control (AEC) sets the dose level of the exposure required for an adequate image. 

(Dowsett et al. 2006).  

DSA has proven especially useful in the identification of vascular 

abnormalities, including occlusions, stenosis, ulcerated plaques, and aneurysms. 
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Intra-arterial DSA is considered superior to MSCT in accurately predicting 

degrees of stenosis (Psychogios et al. 2013). Also, DSA is used for various 

treatments, such as placement of stents or angioplasty angiography (Cloud & 

Markus 2003). Radiation exposure varies depending on the subtraction method 

selected for the examination and the number of views required for diagnosis. 

Despite its invasive nature, DSA is still generally considered the gold standard in 

the imaging of vessels (McKinney et al. 2008).  

Computed tomography angiography  

With computed tomography angiography (CTA), invasive catheterization is not 

needed; the contrast medium is given using a simple injection in the arm. CTA 

uses a computed tomography (CT) scanner to create images of blood vessels. 

While DSA is used for various treatments, non-invasive CTA is increasingly used 

for diagnostic purposes. MSCT technology with superior imaging quality has 

been developed for angiographic procedures thanks to increased scan speed and 

improved spatial resolution (Teksam et al. 2004, Teksam et al. 2005, Klingebiel et 

al. 2008).  

Because CT is associated with high radiation dose, technical approaches have 

been developed for patient dose reduction. Formerly, the tube current was kept 

constant during the scan causing variable image quality. Anatomy-adapted tube 

current modulation has been a significant technical approach for dose reduction. 

The development of automatic tube current modulation techniques allows the tube 

current to be automatically adjusted during a CT examination, resulting in lower 

doses (Kalender 2011). To provide lower patient doses and constant image noise, 

the characteristics of angular and Z-axis modulation have been developed. 

Angular modulation adjusts the tube current within a single rotation of the X-ray 

tube. The tube current is increased in areas of higher attenuation, such as the 

lateral view through the shoulders, and decreased in areas with lower attenuation, 

such as anterior-posterior AP views through the chest. In addition, some CT 

scanners use projection-based real-time tube current modulation on the 

attenuation calculated from the previous rotation (Kalender 2011).  

CTA aimed at imaging the head and neck area sets particular requirements for 

the imaging technique. Exact time matching of the time windows for contrast 

enhancement and scanning is challenging. The arrival time of the contrast agent 

can be determined by test bolus and repeated low dose scans of a single slice. 

Alternatively, the arrival of the actual bolus is possible to carry out by sequential 
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scans of a single slice and by switching to volume scanning after detecting its 

arrival (Kalender 2011). This conventional CTA method has the disadvantage of 

false-negative findings related to aneurysms located near to or within the skull 

base (Tomandl et al. 2006) and evaluating extracranial internal carotid artery 

aneurysms (Zhang et al. 2010). A method for eliminating bone to increase the 

sensitivity of CTA is needed (Tomandl et al. 2006).  

Bone-subtraction CTA (BSCTA) uses a (low-dose) non-enhanced scan to 

create a bone model, and a contrast-enhanced scan for visualizing the vessels is 

acquired after it. The BSCTA image is then subtracted from the CTA data. Motion 

within the scans or between the non-enhanced and contrast-enhanced scans is a 

major problem for subtraction procedures. The increase of the dose due to non-

enhanced scan is 27% (Lell et al. 2007). A new application of a single-acquisition 

contrast-enhanced dual energy CTA is reported to be a useful tool for evaluating 

intracranial aneurysms at a much lower radiation dose than digital subtraction 

CTA (Zhang et al. 2010). Conventional CTA plays a limited role in the evaluation 

of cerebrovascular function near the base of the skull because of difficulties in 

separating vessels from bone structures (Zhang et al. 2010), but it is still used in 

some CT scanners. 

2.3 Radiophotoluminescence (RPL) dosimetry  

2.3.1 Development of RPLD material 

In medical radiation applications, different radiation types and energies set 

particular demands for dosimetry. The large energy range requires low energy 

dependence from the dosemeter material. For diagnostic dosimetry, a dosimeter 

must be capable of measuring very low radiation doses.  

In the early 1960s, fluoroglass dosimeter (FD) material was further 

developed. The glass consisted of phosphorus, aluminum, lithium, silver, 

magnesium, and barium oxides. The property of the early lithium borate glasses 

was their naturally low energy dependence, but there were also handling problems 

due to the composition of the material (Perry 1987). The kinetics of the material 

is dependent on the element compounds; for example, after irradiation, radiation 

energy accumulated more rapidly in the basic element of LiPO3 than in Al(PO3)3 

material (Perry 1987). It was also observed that reducing the content of the alkali 

metals decreased the sensitivity of RPL dosimeters due to low Ag+ ion mobility in 
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glasses (Dmitryuk et al. 1996). The concentration of silver was much higher in 

early glasses than in more recently used materials (Perry 1987). The concentration 

of silver and sodium in the basic element material is responsible for the 

background luminescence called predose in the material (Perry 1987, Fan et al. 

2013).  

Predose is caused by fluorescence intensity emitted by an unirradiated glass 

material. The predose is not a problem in high dose measurements, such as 

radiation therapy doses, but it plays an important role in measuring radiation 

doses less than 100 µGy (Perry 1987). Sensitivity, predose, and energy 

dependence were subsequently improved with advantages to personnel 

monitoring. The improvements were necessary because the early glasses were not 

suitable for low-dose measurements (Perry 1987). The more recently used glass 

material was improved by replacing lithium with sodium (Fan et al. 2013), and 

the silver concentration in the material was reduced (Perry 1987, Hsu et al. 

2010a). Also the element composition of the glass material affects the capability 

of UV spectrum to penetrate the glass material. Using reduced silver and 

aluminum concentrations improved the excitation of luminescent centers by UV 

laser (Hsu et al. 2010a, Hsu et al. 2010b). The recently used glass material weight 

composition is Na (11.0%), P (31.55%), O (51.16%), Al (6.12%) and Ag (0.17%) 

with a density of 2.61 g/cm3 (Perry 1987, Hsu et al. 2006, Mizuno et al. 2008, 

Rah et al. 2009b, Kadoya et al. 2012). 

2.3.2 Radiophotoluminescence phenomena 

Radiophotoluminescence (RPL) dosimetry is based on luminescence phenomena. 

Luminescence is divided into two phenomena; phosphorescence and 

fluorescence. Phosphorescence decay to ground state is considerably longer than 

that of the fluorescence. The luminescence process in RPL is fluorescence. 

Fluorescence is defined as luminescence that persists only for as long as the 

exciting radiation is present. (Perry 1987). 

In solid dosimeter material, where the atoms are close together, energy bands 

are formed if the outer shells of electrons lie close enough to each other. The 

highest energy level is the conduction band, where the electrons have sufficient 

energy to move through the crystalline lattice. The next energy band is the 

valence band which contains the valence electrons. In pure materials, there is a 

forbidden energy band where electrons cannot exist (Dendy & Heaton 1999). If 

the crystal contains impurities, additional energy levels or electron traps are 
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formed in the forbidden energy band, and luminescence phenomena are possible 

(Perry 1987). In solid state dosimeters, impurities are added to produce the ideal 

number and types of traps (Dendy & Heaton 1999). When the luminescence 

material is irradiated, the electron-hole pairs are formed (Figure 4 A). The 

electrons (e-) lift up into the conduction band where some of them are 

immediately trapped by positively charged silver ions and holes (h+) trapped by 

negatively charged phosphate ions. Another luminescence center is formed by 

hole-phosphate compounds towards the positively charged silver ions (Perry 

1987) (Figure 4 B). The forbidden energy level close to the conduction band is 

called electron trap, and the one close to the valence band is called hole-trap 

(Figure 4 C). 

The absorbed energy in the material is directly proportional to the number of 

traps formed (Dendy & Heaton 1999). The characteristic of the RPL glass 

dosimeter is that unique metastable absorption and emission bands are created by 

ionization radiation permitting the quantification of the dose delivered to the glass 

(Perry 1987). After excitation of the luminescence centers by pulse UV laser with 

a specific wavelength, a specific fluorescence emission spectrum is observed 

(Figure 4 C). The amount of the fluorescence emission is proportional to the dose 

delivered to the dosimeter (Perry 1987). The dosimeters can be reused after an 

annealing procedure. Thirty minutes annealing at 400°C will empty the dose in 

the dosimeter by releasing electrons from the traps back to the valence band (Lee 

et al. 2009, Knezevic et al. 2013) (Figure 4 D). The annealing time is dependent 

on the dose level in the dosimeter (Perry 1987, Rah et al. 2009a). 
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Fig. 4.  A and B) Schematic representation of creation of stable luminescent centers 

(Ag0, Ag++) by X-ray, C) fluorescence emission after UV excitation and D) annealing in 

400°C to empty dosimeters (modified from Lee et al. 2009 and Huang & Hsu 2011). 

2.3.3 Luminescent centers in RPLD material 

RPLD material consists of a glass substrate incorporating ions of silver (Ag+) and 

phosphate (PO4
3-), (Figure 4 and 5). The location of these ions represents defects 

in the lattice of the dosimeter material (Perry 1987). Irradiation releases electrons 

in the dosimeter material; as a result, there are electron-hole pairs which are 

caught by Ag+ ion and PO4
3-

 ion, creating stable luminescent centers (Ag0, Ag++) 

(Figure 5), which are defined for the electron trap as 

 +	 	= 		 		 (28) 

and for the hole trap as 

 + ℎ 	= 		 		 (29) 

(Perry 1987, Miyamoto et al. 2010). 
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Fig. 5. RPLD material consists of a glass substrate incorporating ions of silver (Ag+) 

and phosphate (PO4
3-). Schematic representation of stable luminescent centers (Ag++, 

Ag0) which are generated in silver glass by ionization radiation (modified from Huang 

& Hsu 2011). 

The traps are stable in the sense that the energy required to remove the electron or 

hole from the trap to the conduction or valence band must be much larger than the 

binding energy of the electron in the trap. The negligible fading in a dose 

absorbed into the RPLD material is caused by the metastable luminescent centers 

of Ag0 and Ag++ ion (Piesch et al. 1993, Lee et al. 2009, Yamamoto et al. 2011, 

Miyamoto et al. 2011). The electrons move slowly to the traps and dose fading is 

minimal. During the irradiation of the silver-activated phosphate glass, 

luminescent centers begin to form. However, the formation of these centers does 

not appear immediately, because some of the electrons are caught in ineffective 

traps which do not produce luminescence. After a ten- and hundred-day follow-up 

study at room temperature, 90% and 99% of the total dose of the dosimeter is 

reached, respectively. This phenomenon is known as the build-up effect and 

requires a stabilization treatment by heating in 70°C or 100°C (Hsu et al. 2006, 

Yamamoto et al. 2011, Knezevic et al. 2013). The electrons diffuse faster than 

holes in the glass material, and the accumulation speed of Ag0 is thus higher than 

that of Ag++. This build-up effect is stabilized by heating. The heating treatment 

causes faster accumulation of Ag++ in the irradiated dosimeter and is responsible 

for the creation of the main RPL centers (Yamamoto et al. 2011). After the 

heating procedure, the luminescent centers remain relatively constant in room 
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temperature over an extended period, and dosimeters permit repeated 

measurements free from the fading effect (Perry 1987, Hsu et al. 2006, Lee et al. 

2009). 

Stable luminescent centers are able to absorb and release energy (Perry 

1987); this is used as the principle in the dosimeter readout system. When the 

luminescent centers are irradiated by pulsed ultraviolet laser (270–340 nm), 

electrons are excited into a higher energy state. The centers return to a stable 

energy level by emitting light (420–700 nm) known as fluorescence (Miyamoto et 

al. 2010). The fluorescence is measured with a photomultiplier system, and the 

amount of fluorescence is directly proportional to the dose absorbed into the 

dosimeter (Lee et al. 2009, Yamamoto et al. 2011).  

The higher exciting wavelength is used for 620 nm emission due to the better 

low-dose response in the reader (Perry 1987). Currently, the excitation of 337.1 

nm pulsed ultraviolet laser beam is used in the low dose readout system 

producing an orange emission band of 600–700 nm (Dmitryuk et al. 1996, Hsu et 

al. 2007, Lee et al. 2009, Knezevic et al. 2013). 

2.3.4 Energy dependence and compensation 

In radiology, relatively low energies between 10 keV and 140 keV are used. At 

these energies, the relative response of the dosimeter is high because of the strong 

dependence between the effective atomic number and the photoelectric effect 

(Perry 1987). A minimal energy dependence or deviation of response with 

changing energy is required from the dosimeter. This is particularly required in 

the dose measurement of the continuous spectrum. The relative energy response 

of the dosimeter material can be expressed as the ratio between peak and 

minimum response energy (Perry 1987). Usually, the minimum response energy 

is defined at 1 MeV or at the 60Co energy of 1.33 MeV. The peak response is the 

highest dose determined with the energy spectrum (Perry 1987). The peak 

response is determined in RPLD glass material at about 30–45 keV (Perry 1987, 

Hsu et al. 2007). The energy dependence of the dosimeter is defined as the ratio 

of the absorbed energy at two reference points on the energy axis.  

The mass energy absorption coefficient of the RPLD is higher than that of 

soft tissue and almost similar to bone in the energy region used in radiology 

(Perry 1987). The mass energy absorption coefficient of RPLD is calculated from 

Equation 30 (Figure 6 A). If the mass energy absorption coefficients for mixtures 

and compounds are assumed to be homogenous, they are calculated as  
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 	= 	∑ 	 		 (30) 

where Wi is the fraction by weight of the ith atomic constituent, and the (μen/ρ)i 

values are from the NIST Standard Reference Database, 126 NISTIR 5632. 

(Hubbell & Seltzer 1996).  

Fig. 6.  A) The mass energy absorption coefficients of RPLD, bone and soft tissue and 

B) RPLD and soft tissue to water. Produced from NIST Standard Reference Database, 

126 NISTIR 5632 (Hubbell & Seltzer 1996). 
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Although previously used dosimeter materials have been improved, they still have 

a higher effective atomic number (Zeff =12.0) than soft tissue (Zeff =7.4). The 

interaction between radiation and RPLD material occurs through the photoelectric 

effect (Figure 7). The ratio of the mass energy absorption coefficient is 

determined as being up to four-fold between RPLD material and water (Mizuno et 

al. 2008) and between RPLD material and air (Kadoya et al. 2012). 

The material of the dosimeter used in radiation dose measurements, such as 

absorbed dose determination of organs, should be close to the properties of the 

tissue when determining the radiation doses for patients. The over-response of the 

dosimeter material is compensated by using a filter, or the use of calibration 

factors is recommended at low X-ray energies (Perry 1987, Hsu et al. 2007). The 

simplest method is to cover the surface of the dosimeter to be irradiated with a 

single metal filter. When choosing a filter material, the position of the K-

absorption edge of the material must be considered. Previously, several metals 

have been tested as filters in high atomic number glasses and at high energies 

(Perry 1987). Lead, tantalum, copper and cadmium produced a flat response only 

in a very narrow energy range; these metals were considered unsuitable for low 

energies due to too high absorption efficiency of low photons (Perry 1987). 

Furthermore, it was observed that more effective compensation could be achieved 

by partial filtration or by making holes in the filter material. For example, 85% 

surface shielding was used (Perry 1987). Improved flat response was observed 

when using this method for low Z glass. For low energy X-ray, aluminum and tin 

were tested. A tin filter was observed to be better because of a flat response (Perry 

1987). A tin filter has a K edge of 29.1 keV, and the absorption of 25–40 keV 

photons is efficient at X-ray energies (Figure 7). The K edge is defined as a 

discontinuity in the absorption coefficient at an energy level corresponding to the 

binding energy of K-shell electrons. The mass absorption coefficient increases 

rapidly when photon energy overcomes the binding energy of the K-shell electron 

(Dendy &Heaton 1999). 
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Fig. 7. The mass energy absorption coefficient of tin. Produced from NIST Standard 

Reference Database, 126 NISTIR 5632 (Hubbell & Seltzer 1996). 

The energy dependence between 25 keV and 1.3 MeV energies was reported to 

vary from ±10% to ± 30% using an energy compensation filter made of tin (Perry 

1987, Piesch & Burgkhardt 1994, Hsu et al. 2006). 

2.3.5 Angular dependence 

The variation in response of a dosimeter with the angle of incidence of radiation 

is known as the directional, or angular, dependence of the dosimeter. Dosimeters 

usually exhibit angular dependence due to their constructional details, physical 

size, and the energy of the incident radiation (Perry 1987). Angular dependence is 

important in certain applications; e.g., in in vivo dosimetry, in phantom 

measurements used in determination of absorbed and effective dose, and in 

entrance skin dose measurements (Perry 1987). Especially, angular dependence 

must be taken into consideration when using a dosimeter covered by a filter. In 

actual measurements, dosimeters should be used in the same geometry as they are 

calibrated in (Perry 1987, Kadoya et al. 2012, Kato et al. 2013). The angular 

dependence of the RPLD has been previously investigated for dosimeters without 

a tin filter. The angular dependence was reported to be from 1% to 5% in 
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horizontal direction and from 4% up to 16% in vertical direction of the cylinder-

shaped dosimeter without a tin filter (Araki et al. 2003, Araki et al. 2004, Hsu et 

al. 2007, Rah et al. 2009a, Rah et al. 2009b). The angular dependence has 

particular significance in dosimetric applications in patients or phantoms where 

the direction of the photon beam is variable, for example in fluoroscopy and 

computed tomography.  

2.3.6 Dose measurement range 

The radiophotoluminescence glass dosimeter material has a linear relationship 

between the fluorescence intensity and the dose caused by ionizing radiation 

(Perry 1987, Hsu et al. 2006, Hsu et al. 2007, Rah et al. 2009a). The low dose 

limit is dependent on the predose, which is meant to quantify the level of 

background effects that are inherent within the glass. The challenge is to separate 

the RPL emission band from the unwanted predose luminescence. The predose is 

a function of both glass and reader technique (Perry 1987).  

In the 1990s, an automatic readout system was created, which uses pulsed 

ultraviolet (UV) laser excitation and pre-dose suppression (Hsu et al. 2007). After 

the development of the measurement technique of a pulsed UV laser, the 

detection of small doses in the 10–30 µGy range was possible with sufficient 

accuracy (Perry 1987, Piesch et al. 1993). The technique is based on electronic 

discrimination of signals from the predose and the actual dose due to their 

different fluorescence decay times (Perry 1987, Piesch et al. 1993, Piesch et al. 

1994). After pulsed UV laser (337.1 nm) excitation, electrons return to a stable 

energy level in the luminescence center by emitting fluorescence (620 nm). The 

fluorescence emission is imaged by a lens onto a photomultiplier (PM). A timing 

circuit triggers the main RPL emission, measuring time at 2–7 µs (t1) and long 

decay predose at 40–45 µs (t2) (Figure 8). RPL emission (M) is calculated as 

 = ( ) − ( ) 		 (31) 

where I(t) is fluorescence intensity at time t and fps is a correction factor for the 

predose in the glass itself (ATGC 2004), (Figure 8). 

The dose is reported to be linear up to at least 30 Gy, becoming sublinear at 

higher doses (Perry 1987). The point where sublinearity occur depends on the 

glass dimensions and material, the reader technique, and the spectral region in 

which the fluorescence is measured (Perry 1987, Hsu et al. 2007). 
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Fig. 8. Schematic representation of pulsed laser excitation, predose and RPL emission 

and their different fluorescence decay times (modified from Piesch et al. 1994 and 

Instruction Manual, ATGC 2004).  

2.3.7 Accuracy and errors 

Calibrating the dosimeters is recommended to be carried out against a suitable 

ionization chamber or dosimeter whose calibration is traceable to a standard 

laboratory (Zoetelief et al. 2000). Verifying the dosimeter must be done to 

determine the energy, angular response, dose response linearity, fading effect of 

the dosimeter, and detection threshold. Dosimeters are usually calibrated in terms 

of air kerma or entrance surface dose (ESD) (Zoetelief et al. 2000).  

With regard to overall system performance, the effect of errors is greatest at 

the lowest doses (Perry 1987). The contribution from different sources of errors 

must be taken into consideration in order to characterize the system in terms of 

reliability or reproducibility. The equation for estimating the dose (D) can be 

formulated as 

 = (( − ) − )  (32) 

where Dmeas is dosimeter dose measured from each irradiated dosimeter, Dinstr is 

an individual dose from a freshly annealed dosimeter, DBG is dose of background 
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radiation from a control dosimeter, Kcal is dosimeter dose response to doses from 

a reference radiation source, and KE is an energy correction factor, defined as KE
-1 

= REKcal, where RE is the dosimeter response for photons of energy E, while KF is 

a fading correction factor (Zoetelief et al. 2000).  

The error of measurement is defined as the difference between a measured 

value of a quantity and a ‘true value’ of that quantity. The errors due to operator 

are estimated to be 2–4% with handling of the RPLD (Perry 1987). All errors 

which are caused by glass material, reader, or operator must be minimized by 

verifying precise dose determination (Perry 1987). The disadvantage of dosimeter 

handling is that the glass must move from the plastic holder during the heating 

and read-out procedure. In this process, the glass may get foreign material onto 

the surface, and this may cause extra fluorescence and raise the predose (Perry 

1987). For low-dose measurements, the individual dosimeter doses (Dinstr) have to 

be measured before irradiation. Dinstr must be subtracted from the individual 

dosimeter dose (Dmeas) to minimize the predose effect. During the irradiation and 

handling of RPLD, encapsulation protects the glass from dirt and grease (Perry 

1987). The dose response at energy ranges below 25 keV is reported to decrease 

due to the thin plastic holder (Kadoya et al. 2012). Dosimeters should be 

encapsulated in the same way during calibration and use (Zoetelief et al. 2000).  

The glass dosimeter is made of cooled liquids of homogenous glass substrate 

and is responsible for good batch uniformity. The method ensures minimal 

variation in the glass compositions. TLD is made of crystal and its batch 

uniformity is about 10% (Perry 1987, Piesch et al. 1990), compared to ±1.0–

±1.5% in RPLD (Perry 1987, Piesch et al. 1990, Hsu et al. 2007). Each single 

glass detector does not need individual calibration. 

Build-up may cause significant uncertainties if the dosimeter heating 

treatment is not used after the irradiation (Knezevic et al. 2013). The heating 

temperature must be in relation to the calibration of the dosimeter. Fading effect 

was reported to be very low, less than 1%, and using the fading correction factor 

is not necessary (Hsu et al. 2006). 

The overall stability of the reader is responsible for the reproducibility of the 

measurement itself. Repeated measurement on the same glass without moving the 

glass between measurements is reported as being 1–1.5% (Perry 1987), and 

reproducibility is improved to a CV of 0.4–0.55% after ten repetitions on average 

with a modern reader (Hsu et. al 2006, Knezevic et al. 2013). 
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3 Purpose of the study  

The aim of this thesis was to assess the applicability of RPL dosimetry for dose 

determination in radiology. The specific aims of this study were: 

1. to determine the applicability of RPLD for measuring radiation doses in air 

and on the surface of the phantom by systematically assessing various 

properties of the RPLD; 

2. to determine the absorbed dose in vaginal fornix for pregnant women 

undergoing fluoroscopy imaging during prophylactic catheterization before 

UAE treatment by using RPLD; 

3. to compare the effective doses of CTA and DSA for a typical four-vessel 

angiography of the cerebral and cervicocerebral area, by using the same dose 

determination technique with RPLDs in an anthropomorphic phantom. 

  



54 

 



55 

4 Materials and Methods 

4.1 Materials 

This study was carried out at the Department of Diagnostic Radiology of Oulu 

University Hospital. The various properties of the radiophotoluminescense 

dosimeters (RPLD) were determined for verifying the applicability of the 

dosimeters for the radiation exposure evaluation in the energy ranges used in 

radiology (Study I). The verification of the dosimeters was carried out in air and 

on the surface of a phantom. Also RPLD was applied for the estimation of 

absorbed and effective dose. The absorbed dose measurement was carried out 

through vaginal measurements in pregnant women undergoing fluoroscopy 

imaging during prophylactic catheterization before uterine artery embolization 

(UAE) (Study II). To evaluate the radiation exposure of two different angiography 

imaging methods, effective doses were determined for the DSA and CTA of the 

cerebral and cervicocerebral vessels (Study III). 

4.1.1 Phantoms  

PMMA phantom 

The entrance surface dose (ESD) was examined by positioning the dosimeters on 

the surface of a PMMA (polymethylmethacrylate) phantom 10 cm thick and 

measuring 20 cm x 20 cm, with 1.190 g/cm3 density, with a relative composition 

of C (60.0%), O (32.0%) and H (8.1%) to determine the energy dependence of 

RPLD in Study I. 

Anthropomorphic phantom 

The simulation of the absorbed and effective dose of the angiography procedures 

in Study III was performed by using an anthropomorphic phantom (Alderson-

Rando Phantom; Alderson Research Laboratories, Long Island City, New York) 

consisting of a human skeleton and simulated lung tissue with similar attenuation 

as that of lung, encased in tissue-equivalent plastic material. An anthropomorphic 

phantom is molded to the shape of the human body and divided into transverse 

sections of 2.5 cm thickness, including holes in the z-direction to place the 
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dosimeters perpendicularly to the photon beam. The phantom consists of 36 

separate sections (Scalzetti et al. 2008) (Figure 9 A and C). The phantom has 

simulated breast tissue that was custom-made of paraffin, which has similar 

absorption as fat. Breasts were molded directly onto the anthropomorphic 

phantom surface to ensure fit and to prevent air gap between phantom and breast. 

3 mm diameter holes were bored for placing the dosimeters along the z-direction 

inside the simulated breasts. RPL dosimeters were located at the depth of 2 cm 

from the surface of the breast. The breasts were 4.5 cm thick. The volume of the 

right breast was 500 ±10 ml and the left breast volume was 485±10 ml (Figure 9 

B). 

Fig. 9. A) Anthropomorphic phantom and B) simulated custom made breasts with 

marks for RPL dosimeters locationing along the z-direction at the depth of 2 cm C) a 

cross-section of the phantom used in the current thesis. 

Effective dose measurement requires average organ dose calculation, and the 

spatial extent of organs is needed. Any given location in the phantom was 

identified by means of a three-dimensional Cartesian coordinate system to 
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facilitate the implanting of the dosimeter in the phantom (Scalzetti et al. 2008). 

These landmarks were used in the current study.  

4.1.2 Patients 

In Study II, the absorbed dose measurement was carried out through vaginal 

measurements comprising seven women who underwent prophylactic 

catheterization before an elective cesarean section for prospective arterial 

embolization at Oulu University Hospital during years 2008–2011. The study was 

approved by the local ethics committee. All patients were selected according to 

medical need, having a high risk of postpartum hemorrhage, and catheterization 

was done in order to avoid excessive bleeding. The absorbed doses were 

determined in vaginal fornix by four numbered X-ray-positive RPL dosimeters. 

Magnetic resonance images (MRI) were utilized for the measurement of the 

dimensions of the mother and fetus (Table 2).  

Table 2. Dimensions of seven pregnant women. 

Patient No.1 No.2 No.3 No.4 No.5 No.6 No.7 

Diameter (cm)1  23 28 29 26 29 28 28 

Distance (cm)2  10 11 14 10 11 11 11 
1Diameter of the patient (cm), 2Distance from mother’s back surface to fetus (cm) 

4.1.3 Equipment  

RPLD read-out device 

The dose determination was performed using an automatic RPLD read-out system 

(Dose Ace FGD-1000, Asahi Techno Glass Corporation, Chiba, Japan) (Figure 

10).  
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Fig. 10. Automatic RPLD read-out device (FDG-1000). 

The equipment utilizes a pulsed UV laser (N2 gas laser) measurement technique 

(Figure 11). The UV laser beam is collimated by a convex lens using a UV pass 

filter of 337.1 nm wavelength. The filtered UV light is guided through a 

diaphragm to a mirror where it is split into two beams, one for a sample glass and 

the other for a reference glass. After a short UV excitation, a fluorescence 

emission is observed. The fluorescence emission is imaged by a lens using a UV 

cut-off filter. An interference filter is used for reducing interference between UV 

scattering and fluorescence emission to prevent fluorescence elimination. A 

photomultiplier is used for detecting the fluorescence emission of the sample. The 

error caused by the variation of UV laser pulse is corrected with the help of the 

reference glass emission detected by a photodiode. The signals are pre-amplified 

and digitized for further calculation on computer. A timing circuit triggers the 

main RPL and the long decay predose emission measuring time (Figure 8). A 

trigger circuit is used for timing the frequency of laser pulses, 20 pulses per 

second in the current work. A calibration glass inside the reader is used for the 

automatic internal calibration of each reading cycle. The calibration glass has 

been set against the standard calibration glass (type GDS-352A) to 6 mGy dose 

(ATGC 2004). 
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Fig. 11. Schematic representation of FGD-1000 read-out system (modified from 

Instruction Manual, ATGC 2004). 

Calibration of the RPLD read-out device 

The read-out device was calibrated according to the manufacturer’s instructions 

with pre-radiated standard calibration glass type GDS-352A (Asahi Techno Glass 

Corporation, Chiba, Japan) in the 10 µGy–10 Gy dose range. Standard calibration 

glass was irradiated by the manufacturer using 137Cs gamma radiation (6 mGy in 

air). The RPLD dose (Dmeas) is expressed as 

 =  (33) 

where REF is the dose measured from reference glass and M is RPL emission 

detected from sample glass (see Equation 32). The calibration factor (N) is 

expressed as 

 =  (34) 

where a reader correction factor nc is used for energy correction purposes. In the 

current study, nc was 1.000 for X-ray energies in the energy ranges used in 
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radiology. Dst is the dose value of standard glass including irradiated dose (6 

mGy) and inherent predose of standard glass (ATGC 2004). Natural background 

dose per month was fed into the system at first calibration of the device and is 

automatically subtracted by the system from the standard glass dose (Dst). To 

ensure the correct calibration level in dose measurements, irradiated sample 

dosimeters were heated for 30 min at 70ºC (ATGC 2004). The dosimeters were 

preheated and read out immediately after irradiation. 

RPL dosimeter 

In this thesis, glass dosimeter type GD-352M (Asahi Techno Glass Corporation, 

Chiba, Japan) was used in dose detection with an energy compensation filter 

made of tin. The dimensions of the plastic capsule of the dosimeter were 3 mm x 

12 mm (Figure 12). 

Fig. 12. RPL dosimeters made of glass with a plastic capsule and tin filter. 

Reference measurements 

To verify the calibration and to evaluate the properties of the RPLD, reference 

measurements were made with a Radcal dosimeter (model 9015, Radcal 

Corporation, Monrovia, CA, USA) with an ionization chamber (type 10;5–6, 

General Purpose, Beam Chamber). The ionization chamber has an energy 

dependence within ±5% in the 30 keV and 1.33 MeV energy range. In the present 

study, reproducibility was tested before use and it amounted to 1.8% after three 

repeated measurements. 

Imaging equipment 

The properties of dosimeters were examined using a conventional radiography 

system (Siemens Axiom Aristos FX, Plus, Erlangen, Germany) and a 
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mammography system (GE-Senografe Essential, General Electric Company, 

Waukesha, WI, USA) for energies less than 30 keV (Study I). 

Prophylactic catheterization and embolization was done using angiography 

imaging equipment with a flat panel detector (GE Healthcare, Innova 4100 IQ, 

Buc, France) (Study II). 

Biplane angiography equipment with image intensifier detectors (Integris 

Allura 12 and 15 biplane; Philips Healthcare, Best, the Netherlands) was used in 

the simulation of DSA, while CTA was performed by using a 64-row MDCT 

scanner (Somatom Sensation 64; Siemens, Erlangen, Germany) (Study III). 

The quality control tests for the imaging equipment were carried out once a 

year including DAP meter and DLP display verifications. 

4.2 Methods 

4.2.1 Properties of RPLD for dose measurements in radiology 

The energy and angular dependence, the linearity of the dose response, the fading 

effect, and the measurement accuracy at radiologic photon energies and doses 

were studied. The properties of dosimeters were examined using a conventional 

radiography system with a 0.1 mm Cu filter for energies higher than 40 keV. The 

focus to dosimeters distance was 100 cm and the field size was collimated at 10 

cm x 10 cm. A mammography system with a rhodium filter was used for energies 

less than 30 keV. The field size was collimated at 10 cm x 10 cm and the focus to 

dosimeter distance was 56 cm. The irradiation was done in air in all cases expect 

for the entrance surface dose measurements for the energy dependence using a 

PMMA phantom block. 

4.2.2 Absorbed dose determination in vaginal fornix of the pregnant 

women during the prophylactic catheterization  

The prophylactic catheterization before the uterine artery embolization (UAE) 

was carried out using angiography imaging equipment with a flat panel detector. 

The X-ray tube was placed under the table. The angle of the X-ray beam varied 

depending on the patient’s position on the table. During the treatment, pulsed 

fluoroscopy with the lowest possible pulse rate for our equipment and the last 

image hold (LIH) technique without angiography exposures were used. The 
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parameters for the fluoroscopy procedure were as follows: fixed 92 kVp tube 

voltages, pulse rate of 15 pulses per second, filtration of 3 mm Al and 0.3 mm Cu. 

The effective energy was 50–60 keV (Figure 13). 

Fig. 13. The used energy spectrum in fluoroscopy protocol during the cathetrization of 

the pregnant women was generated by the program STUK-TR 3 (Tapiovaara & 

Tapiovaara 2008). 

The tube current varied depending on the patient’s diameter by using automatic 

brightness control (ABC). The field of view (FOV), source to image-detector 

distance (SID), focus to skin distance (FSD), and collimation were adjusted by the 

radiologist. The prophylactic catheterization was performed under fluoroscopy 

guidance using a tight collimation. After bilateral transfemoral punctures, the 

internal iliac arteries were catheterized selectively, and long introducer sheaths 

were introduced into the proximal parts of the internal iliac arteries. Then, an 

angiography catheter was advanced into the anterior trunks of both internal iliac 

arteries and catheters were fixed. The correct position of the catheter was checked 

by the radiologist using a small bolus of contrast medium and low-dose pulsed 

fluoroscopy imaging. The radiation exposure during the catheterization was 

mostly focused on the anterior trunks of both internal iliac arteries where the 

catheters were fixed (Figure 14). 
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Fig. 14. Schematic representation of the prophylactic catheterization before uterine 

arteries embolization of the pregnant woman. 

During the catheterization, the radiation exposure of the treatment was measured 

by RPL dosimeters. Four numbered X-ray-positive RPL dosimeters were stored in 

Eppendorf tubes in a plastic bag (Figure 15 A). The plastic bag was put in a 

sterile glove to place within the vagina to estimate the absorbed dose in vaginal 

fornix (Figure 15 B) (Study II). The elective cesarean section was performed and, 

at the same time, the dosimeters were taken out of the vagina and immediately 

measured. After the delivery of the infant, the embolization of the uterine arteries 

was done. 

Fig. 15. A) RPL dosimeters were stored in Eppendorf tubes in a plastic bag and B) 

placed within the vagina (published by permission of Springer). 
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4.2.3 Phantom measurements of DSA and CTA for a typical 
angiography of the cerebral and the cervicocerebral vessels 

Imaging equipment and protocols 

CTA was performed by using a 64-row MDCT scanner (Figure 16 A). The 

cerebral CTA examination was based on the manufacturer’s protocol. The tube 

voltage was 100 kVp and the effective tube current time product was 148 mAs in 

the cervical examination using the tube current modulation technique and 

projection-based real-time tube current modulation. The tube voltage was 120 

kVp and the constant tube current time product was 160 mAs in the 

cervicocerebral examination.  

The simulation of DSA examinations for cerebral and cervicocerebral vessels 

was simulated by a radiologist using biplane angiography equipment and 

protocols in clinical use at Oulu University Hospital (Figure 16 B). Automatic 

exposure control and filtration of 2.9 mm AL and 0.1 mm Cu was used in the 

DSA examination. Seven angiography imaging series were included in the 

cerebral angiography protocol; the total number of frames was 224. Eleven 

angiography imaging series were included in cervicocerebral angiography and the 

total number of frames was 275. One three-dimensional rotation angiography 

(3DRA) series with 100 frames was included in both imaging protocols. The 

fluoroscopy time was 5 minutes in both protocols. The tube voltage varied 

between 75–90 kVp depending on the used plane. The tube current time product 

was between 14 and 114 mAs in the anterior-posterior plane, and between 15 and 

27 mAs in the lateral plane, depending on the anatomic location of the imaged 

object. With both modalities, the protocols were optimized by a neuroradiologist 

and physicist and are in routine clinical use at our institution. The detailed 

protocols are described in Study III. 
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Fig. 16.  A) A 64-row MDCT scanner for CTA and B) a biplane angiography equipment 

with image intensifier detectors for DSA was used; the phantom was positioned by 

laser light in CTA and by fluoroscopy in DSA examination. 

Absorbed and effective dose determination 

The absorbed and effective doses were determined for the diagnostically 

optimized protocols of CTA and DSA for cerebral (intracranial) and 

cervicocerebral (from the aortic arch to vertex) arteries (Figure 17). The imaging 

began at phantom level 5 for the cerebral vessels and at phantom level 15 for the 

cervicocerebral vessels (Figure 18). 

Fig. 17.  Schematic representation of the cerebral and cervicocerebral vessels. 
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Fig. 18. Scout image of anthropomorphic phantom with 2.5 cm interslice.  

All organs within the primary beam were covered by the dosimeters. The dose 

measurements were also performed for organs outside the primary beam because 

these areas are exposed to scattered radiation. Depending on the organ volume, 1–

9 dosimeters were placed in each organ in the same locations with both imaging 

methods. Also, depending on the acquisition protocol, the phantom was equipped 

with at least 69 RPLDs. The detailed locations of the dosimeters in the 

anthropomorphic phantom are presented in Study III.  

Three simulation runs were performed to improve the accuracy of the 

measurement for both DSA protocols. CTA was simulated 3 times for cerebral 

vessels and once for cervicocerebral vessels. Three repeated acquisitions were 

used in CTA for each simulation run. In addition, the phantom was positioned 

using laser light to ensure the same position between the CTA simulation runs. 

The equivalent doses (HT) were calculated using Equation 26. The average 

absorbed dose of tissue (DTi,) was multiplied by irradiated fraction (fi) of ith tissue 

T. The fractions are shown in Table 3. The equivalent dose to active bone marrow 

was calculated by using the sum of the individual weighted doses based on the 

distribution of active bone marrow throughout the adult body (Cristy & Eckerman 

1987) (Table 3). Bone surface dose was calculated by multiplying active bone 

marrow dose with 4.64 (Ludlow et al. 2006). The dose to lymphatic nodes was 

calculated by using the sum of the individual weighted mean absorbed doses of 

the surrounding organs (Tapiovaara & Siiskonen 2008) (Table 3). Extra thoracic 

airways, muscles and skin dose were determined by calculating the mean dose of 
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detection points (Tapiovaara & Siiskonen 2008, Ludlow et al. 2006) (Table 3). 

The equivalent dose in colon was calculated as the mass-weighted average of the 

absorbed dose in the upper large intestine and lower large intestine (Tapiovaara & 

Siiskonen 2008) (Table 3). 

Table 3. Irradiated fractions of tissues for the equivalent dose calculation.  

Tissues (Ti) fi 

Active bone marrow  

Mandible 0.028 

Calvaria 0.056 

Cervical vertebrae 0.027 

Thoracic vertebrae 0.17 

Clavicles 0.008 

Ribs and sternum 0.192 

Lumbar vertebrae 0.098 

Sacrum 0.333 

Brain 1 

Salivary glands: Parotid, Submandibular gland, Sublingual gland 1 

Thyroid 1 

Esophagus 1 

Breasts 1 

Lung 1 

Stomach 1 

Liver 1 

Colon: Upper large intestine (0.57)1, Lower large intestine (0.43)1 1 

Skin (cerebral vessels): 0.05 

Lens of the eyes, Cheek, Neck, Head (lateral and posterior)  

Skin (cervicocerebral vessels):  0.15 

Lens of the eyes, Head (lateral and posterior), Cheek, Neck, 

Thyroid, Breasts, Midline shoulder. 

 

Remainder tissues  

Adrenals, Gall bladder, Heart, Kidneys, Pancreas, Small intestine, 

Gonads 

1 

Extra thoracic airway: Nasal sinuses, Trachea, and Pharynx 1 

Muscle: Left and right orbit, Parotid, Center cervical spine, 

Sublingual gland  and Esophagus  

0.05 

Lymphatic nodes: Extra thoracic airways (0.13)1, Salivary glands 

(0.08)1 Thyroid (0.05)1, Esophagus(0.04)1, Stomach (0.03)1, 

Pancreas (0.15)1, Gallbladder (0.10)1, Lungs (0.07)1, Total body 

(0.05)1, heart (0.04)1, Small intestine (0.25)1, Gonads (0.01)1 

1 

1Weighting factor of tissue for calculating the equivalent dose from mean dose of organs 
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4.2.4 Statistical methods 

Study I 

The mean error of the energy dependence measurements was calculated from 

mean doses of three repeated measurements relative to the reference dosimeter 

dose on each photon energy point as 

 % = 1− ( )( ) 100 (35) 

where D(RPLD)i and D(ref)i are RPLD and the reference dosimeter doses at ith 

energy point. 

The coefficient of variation % (CV%) was calculated for repeated dose 

measurements and is defined as 

 % = 100 (36) 

where  is the mean of the measured doses, SD is the standard deviation of the 

doses and is calculated as 

 = ∑( )
 (37) 

where i is 1,2,3…,  is the  measured dose and n is the number of the measured 

dose.  

 

The dose linearity was examined using Pearson’s correlation coefficient (r).  

Study II 

In study II, the correlation coefficients were calculated using Spearmann 

correlation analysis between both the maximum and mean D determined in 

vagina and DAP or ESE values, also between the maximum D and the patient 

diameter or the distance from the mother’s back surface to fetus surface. 

Study II and III 

In study II and III, the combined standard uncertainty (uC) for individual RPL was 

calculated according to Zoetelief et al. 2000, and IAEA 2007 using type A and 
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type B uncertainties. The type A standard uncertainty is obtained by the usual 

statistical analysis of repeated measurements and is reduced by increasing the 

number, N, of individual readings. The source of measurement uncertainty that 

cannot be estimated by repeated measurements is evaluated using type B 

uncertainties. The combined uncertainty (uC) is calculated using combining 

variances, which are squares of standard deviations and is defined as  

 	= 	 +  (38) 

(IAEA 2007). In the present thesis, type A was calculated from the mean CV% of 

three repeated dose measurements of each dose level in the air, being 6% on 

average in the dose ranges used in the current study. Type B was expressed as the 

dose response variation in the used energy spectrum (1% for intravaginal 

measurements, 6% for CTA and DSA), estimate of angular dependence (6% for 

intravaginal measurements, and 1.3% for DSA), X-ray source variation (2.5% for 

intravaginal measurements, 0.5% for CTA and 1% for DSA). The standard 

uncertainty of the estimated dose σ(D) in air for each measurement point was 

calculated as 

 	 ( ) = 	  (39) 

where N is the number of exposures. The effective dose uncertainty σ(E) was 

calculated as  

 ( ) = ∑ ( , )  (40) 

where σ(Df,T) is the uncertainty of each tissue contributing to the effective dose 

uncertainty. The partial derivative model (IAEA 2007) was used and σ(Df,T) is 

calculated as  

 ( , ) = ∑ ( ) + ∑ ( )  (41) 

where wT is tissue weighting factor for effective dose calculation (see Table 1), n 

is the number of dosimeters with the same weighting, σ(fT) is uncertainty of the 

irradiated fraction of the tissue and DTi is the mean dose of each tissue in the ith 

simulation runs of the examinations (IAEA 2007). 
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5 Results 

The various properties of the RPLD, such as energy and angular dependence, 

dose linearity, reproducibility, and fading effect, were determined for measuring 

medical radiation doses. In addition, the RPL dosimeter was applied in absorbed 

and effective dose measurements. 

5.1 Properties of RPLD for measuring radiation doses in radiology 

5.1.1 Energy dependence 

The RPLD with tin filter was found to be accurate for measuring doses in the 50–

125 keV energy range when dosimeters were irradiated in air. The dose response 

of the RPLD was linear down to 50 kVp with a 2.9% mean error compared with 

reference measurement doses and it began to decrease significantly at 40 kVp 

tube voltage and below. The dose response began to decrease already at 50 kVp 

tube voltage when irradiation was done on the surface of a PMMA phantom. The 

mean error was 3.6% compared with reference measurement at 50–125 keV 

energy (Figure 19).  

Fig. 19. Relative response of the RPL dosimeter normalized by the ionization chamber 

dose (dashed line) for typical X-ray photon energies used in radiology (published by 

permission of Oxford Journals).  
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5.1.2 Angular dependence 

The angular dependence was not significant at angles between 0° and 40° in the 

vertical direction of the dosimeter, whereas it was 38.1% to +49.6% at angles 

above 50° (Figure 20). 

Fig. 20. The angular dependence of RPL dosimeter normalized to the reading of the 

horizontal axis at a 0º angle (dashed line), (published by permission of Oxford 

Journals).  
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5.1.3 Dose linearity 

The RPLD shows excellent dose linearity (R2 > 0.99) (Figure 21). 

Fig. 21. The dose linearity of RPL dosimeter in the 20 µGy–11 mGy dose range 

(published by permission of Oxford Journals).  

5.1.4 Reproducibility and fading effect 

The lowest measured dose was 20 µGy and the CV was 12.2%. For low-dose 

measurements (20 µGy–11 mGy), it was 6% on average (Figure 22). 
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Fig. 22. The reproducibility of RPL dosimeters in the 20 µGy–11 mGy dose range. 

Fading effect was negligible with a CV of 0.7% at room temperature in a 25-day 

follow-up in the 7 mGy–15 mGy dose range.  

5.2 Absorbed doses from intravaginal measurements of the 

pregnant women during the prophylactic catheterization 

To correct the dosimeter dose calibrated in air into the soft tissue dose, the 

vaginally absorbed doses (D) were multiplied by the ratio of the mass energy 

absorption coefficient, which was 1.06 for the tube voltage used in this study 

(Equation 16). For each patient, D was highest at the vaginal fornix and lowest 

next to the vaginal orifice (Table 4). The mean D calculated from the maximum 

doses for seven patients was 11.2 mGy (Table 5).  
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Table 4.  The vaginally absorbed X-ray radiation doses (mGy) for the seven patients 

(published by permission of Springer). 

Patient  No. 1 No. 2 No. 3 No. 4 No. 5 No. 6 No. 7 

Dosimeter no. 1 4.9 10.5 4.1 15.8 28.7 12.4 2.2 

Dosimeter no. 2 3.0 9.2 3.9 12.2 22.9 9.1 1.9 

Dosimeter no. 3 2.1 6.1 3.3 6.4 14.9 4.5 1.1 

Dosimeter no. 4 1.4 3.6 2.5 3.7 10.0 3.6 0.9 

Mean 2.9 7.4 3.5 9.5 19.1 7.4 1.5 

SD 1.5 3.1 0.7 5.5 8.3 4.1 0.7 

Table 5.  Radiation dose indicators for each patient due to the fluoroscopically guided 

endovascular treatment. (published by permission of Springer).  

Patient  No. 1 No. 2 No. 3 No. 4 No. 5 No. 6 No. 7 Mean SD 

DAP(cGycm2) 626 1357 791 648 2001 1599 835 1122 535 

ESE (mGy) 63 135 66 84 184 168 139 120 49 

Tf (min:sec) 7:43 7:46 5:05 6:00 11:35 7:27 7:03 7:31 2:02 

Dmax (mGy) 4.9 10.5 4.1 15.8 28.7 12.4 2.2 11.2 9.1 

The Spearman correlation coefficients between the mean D and DAP or ESE were 

0.49 (P=0.27) and 0.47 (P=0.29), respectively. The Spearman correlation 

coefficients between the maximum D and DAP or ESE were 0.43 (P=0.34) and 

0.46 (P=0.29) (Figure 23 and 24). The maximum D in vaginal fornix had no 

correlation with the patient’s diameter. The Spearman correlation coefficient 

between the maximum D and patient diameter was 0.056 (P=0.90) (Figure 25). 

The Spearman correlation coefficient between the maximum D and the distance 

from the mother’s back to the fetus surface was -0.32 (P=0.49) (Figure 26). 
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Fig. 23. The Spearman correlation between the maximum D and DAP (published by 

permission of Springer). 

Fig. 24. The Spearman correlation between the maximum D and ESE (published by 

permission of Springer). 
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Fig. 25. The Spearman correlation between the maximum D and patient diameter. 

Fig. 26. The Spearman correlation between the maximum D and the distance from the 

mother’s back to the fetus surface. 
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5.3 Comparison of the effective doses of CTA and DSA for a typical 
angiography of the cerebral and the cervicocerebral vessels 

The present study showed, for cerebral vessels, that the effective dose for CTA 

was one-fifth the dose compared with DSA. In the imaging of the cervicocerebral 

vessels, the effective dose for CTA was approximately one-third higher compared 

with DSA. For the assessment of cerebral vessels, the absorbed doses in the head 

area for DSA were 2–7 times higher than those for CTA. The absorbed doses for 

the thyroid, thymus, and esophagus were somewhat similar, with low doses in 

these regions. For the assessment of cervicocerebral vessels, the absorbed doses 

in the head area for DSA were 2–3 times higher than those for CTA, whereas for 

the thyroid, thymus, and esophagus, the doses were higher in the CTA 

examination. The absorbed doses for the thoracic and abdominal region were 

higher in CTA than in DSA examinations. The mean equivalent doses to the 

active bone marrow are shown in Table 6 and to other organs and tissues in Table 

7. The effective doses are given in Table 8 and conversion coefficients from DLP 

and DAP to the effective dose are shown in Table 9.  

Table 6. The mean equivalent doses HT (mSv) of active bone marrow for diagnostic 

angiography examinations of cerebral and cervicocerebral vessels. 

Protocols and imaging 

area 

 CTA (AEC)  CTA (no AEC)  DSA (AEC)  DSA (AEC) 

Cerebral 

(mSv)  

Cervicocerebral 

(mSv)  

Cerebral 

(mSv) 

Cervicocerebral 

(mSv)  

Active bone marrow (total):  1.12  5.38  5.48  6.24 

Mandible  1.41  17.61  4.87  9.70 

Calvaria  9.24  16.23  67.61  49.26 

Cervical vertebrae  6.69  21.32  41.86  72.56 

All thoracic vertebrae  0.43  7.37  2.04  6.43 

Clavicles  0.45  15.27  1.48  3.35 

Ribs and sternum  1.59  10.47  0.33  0.66 

Lumbar vertebrae  -  0.06  -  0.03 

Sacrum  -  0.02  -  - 
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Table 7. The mean equivalent doses HT (mSv) of organs for diagnostic angiography 

examinations of cerebral and cervicocerebral vessels. 

Protocols and imaging 

area 

 CTA (AEC)  CTA (no AEC)  DSA (AEC)  DSA (AEC) 

Cerebral 

(mSv)  

Cervicocerebral 

(mSv)  

Cerebral 

(mSv) 

Cervicocerebral 

(mSv)  

Breasts  0.33  1.73  0.18  0.27 

Colon  0.01  0.13  0.01  0.03 

Lungs  1.03  7.91  0.68  1.41 

Stomach  0.08  0.52  0.06  0.10 

Ovaries  -  -  -  - 

Liver  0.15  0.87  0.11  0.18 

Esophagus  0.66  18.94  1.62  4.40 

Thyroid  0.67  22.34  3.46  10.96 

Urinary bladder  -  -  -  - 

Brain  9.41  16.90  73.51  51.81 

Adrenals  0.05  0.30  0.07  0.12 

Extra thoracic airway  2.83  20.94  13.34  28.97 

Gall bladder  0.07  0.47  0.06  0.11 

Heart  0.54  3.27  0.32  0.57 

Kidney  0.04  0.25  0.06  0.11 

Lymphatic nodes  1.05  7.07  4.58  8.20 

Muscle  0.28  0.91  2.92  3.57 

Oral mucosa  5.95  20.53  31.13  42.61 

Pancreas  0.02  0.19  0.02  0.03 

Small intestine  -  0.07  -  - 

Spleen  0.07  0.42  0.06  0.09 

Thymus  0.53  14.67  1.66  5.10 

Uterus  -  0.02  -  - 

Skin:  0.42  2.24  2.61  4.62 

Cheek surface, dexter  9.44  18.15  9.48  15.35 

Neck surface, posterior   2.17  25.17  42.53  75.40 

Skull surface, sinister   10.10  18.64  84.15  76.6 

Skull surface, posterior  10.19  19.00  166.22  97.97 

Midline shoulders 

posterior  

 -  13.66  -  30.75 

Eyes (lens): dexter/sinister  9.13/9.00  13.70/14.45  6.52/6.86  4.68/5.39 

Eyes (orbit): dexter/sinister  9.91/9.50  14.61/14.82  16.13/21.84  11.70/18.09 
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Table 8. The mean effective doses E (mSv) for diagnostic cerebral and cervicocerebral 

angiography examinations, the CV% is given in parentheses. 

Protocols   CTA (AEC)  CTA (no AEC)  DSA (AEC)  DSA (AEC) 

Imaging area  Cerebral1 

(mSv) 

Cervicocerebral2 

(mSv) 

Cerebral3  

(mSv) 

Cervicocerebral4 

(mSv) 

ICRP 1990  0.66 (2.3%)  4.24  3.16 (1.3%)  3.40 (3.0%) 

ICRP 2007  0.67 (1.9%)  4.85  2.71 (0.6%)  3.60 (3.6%) 
 Dose data from angiography imaging protocols:1CTDIvol=14.1 mGy, DLP=262 mGycm; 2CTDIvol=12.3 

mGy, DLP mGycm; 3DAP=48.7 Gycm2, 4DAP=50.7 Gycm2  

Table 9. Calculated conversion coefficient from DAP and DLP to effective dose for 

diagnostic cerebral and cervicocerebral angiography examinations.  

Conversion 

coefficients  

 CTA (AEC) 

Cerebral 

(mSv/mGycm) 

 CTA (no AEC) 

Cervicocerebral 

(mSv/mGycm) 

 DSA (AEC) 

Cerebral 

(mSv/Gycm2) 

 DSA (AEC) 

Cervicocerebral 

(mSv/Gycm2) 

ICRP 1990   0.0025   0.0086 
 0.065 

 0.067 

ICRP 2007  0.0026  0.0098  0.056  0.071 

 

5.4 Uncertainties of dose measurements 

The RPLD measurements in the anthropomorphic phantom indicated sufficient 

reliability in radiology. The coefficient of variation (CV) for three repeated 

simulation runs of the absorbed doses was on average 4.5% for CTA and 9.0% for 

DSA. However, CV% was only 0.6%–3.6% for the effective dose measurements 

for all examinations (Table 8). 

In Study II, the combined uncertainty of an individual RPLD was determined 

to be 8.9% for the absorbed dose measurement in vaginal fornix and in Study III 

8.5% for CTA examinations (Equation 38). For DSA examinations, it was 8.6%. 

If there were three repeated irradiation runs for one CTA simulation, the 

combined uncertainty at each measurement point was 4.9% (Equation 39). 

The effective dose uncertainty was 7% for CTA and 11% for DSA 

examinations on average (Equation 40 and 41). 
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6 Discussion 

The purpose of the current study was to assess the applicability of RPL dosimetry 

for dose determination in radiology.  

First, the various properties of the RPLD were investigated to verify the 

applicability of the dosimeters for dose measurement in radiology. 

Secondly, the absorbed dose measurement was carried out through the 

vaginal measurements for pregnant women undergoing fluoroscopy imaging 

during prophylactic catheterization before uterine artery embolization.  

Thirdly, the measurement of the dose absorbed by the organs and the 

calculation of the effective dose were carried out using in-phantom measurements 

to evaluate the radiation exposure of two different angiography imaging methods, 

DSA and CTA of the cerebral and cervicocerebral vessels.  

Finally, this study showed that RPLD can be used with sufficient reliability 

for radiation dose measurement in radiology. The various properties of the RPLD 

were observed to be suitable for in vivo absorbed dose measurements used in 

difficult circumstances estimating the absorbed dose in vaginal fornix. The 

implementation of in-phantom dose measurement using RPLD was shown to be 

accurate when comparing two angiographic imaging methods. 

6.1 Radiation dose assessment using RPL dosimetry for 
measuring absorbed doses in radiology 

The broad polychromatic spectrum of the X-ray sets the requirements for the 

characteristics of dosimeters used in radiology. Typically, the interaction 

phenomenon transferring energy to the tissue is photoelectric absorption at low 

energies less than 30 keV and Compton scattering at energies higher than 30 keV. 

The dosimetric properties are related to these interaction phenomena. The 

characteristics of the detector material must be close to the scattering and 

absorbing properties of the tissue. 

6.1.1 Energy dependence 

A characteristic of RPLD material is the over-response of the dose at low-energy 

photons less than 100 keV due to photoelectric absorption, see Figure 6 B (Perry 

1987, Nishizawa et al. 2003, Hsu et al. 2007, Mizuno et al. 2008). This is due to 

the higher density (2.61 gcm-3) and higher Z (12.0) compared to biological 
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tissues. In this thesis, we used an RPL dosimeter with a tin filter, which corrects 

the over-response at the energy range below 100 keV. The filter is located at both 

ends of the dosimeter’s plastic capsule (Figure 12). In the current study, a flat 

response was observed to the typical X-ray energies for the RPLD using a tin 

filter, and a correction factor for energy dependence was not used.  

Study I showed that RPLD with a tin filter has a linear response with a mean 

error of 2.9% in the 50 kVp–125 kVp energy range and 3.6% in the 60 kVp–125 

kVp energy range measured in air and on the surface of the PMMA phantom. The 

results are consistent with earlier research (Nishizawa et al. 2003). Based on 

Study I, the error of the dose response was 18% at 40 kVp determined in air and 

14.9% at 50 kVp on the surface of the PMMA phantom compared with ionization 

chamber dose. The dose reduction is partly due to the K-edge of tin at 29.1 keV 

(Dendy & Heaton 1999) and partly due to the thin plastic holder (Kadoya et al. 

2012). This may cause error in organ dose measurements, especially for organs 

near the surface of the phantom, where the low-energy photons are absorbed. The 

error is presumably decreased with organs located deeper in the body, because the 

beam hardening effect increases the mean energy of the X-ray spectrum by 

filtering out the low-energy photons when thicker objects and especially bone 

structures are exposed. In Study II, the bone structure in the pelvis of the mother 

absorbed low-energy photons in vaginal measurements and caused a higher 

effective energy spectrum, which is to be detected in sufficient reliability by 

RPLD according to this thesis.  

The response of RPLD with an energy compensation filter was flat from 45 

keV to 60 keV, however, without the filter the response varied about 20% and was 

three to four times higher than the response with tin filter in the diagnostic energy 

range (Perry 1987, Nishizawa et al. 2003, Hsu et al. 2007, Mizuno et al. 2008). 

Because of the variable dose response depending on effective energy and 

remarkably high over-response in energies less than 100 keV, the RPLD without 

tin filter must be calibrated to every effective energy. This may cause problems 

due to the variable tube voltage, i.e. fluoroscopy and DSA, when the tube voltage 

is automatically adjusted depending on patient size, or in the case of two X-ray 

tubes used in biplane angiography equipment (Nishizawa et al. 2008). These are 

the reasons why RPLD with tin filter was used in the current thesis. 

In Study I, the sensitivity of RPLD for detecting the entrance surface dose 

decreased less than 50 kVp compared with the ionization chamber dose. This may 

cause underestimation in detecting scattered radiation. In the current thesis, BSF 

could not be estimated accurately for DSA and CTA with different irradiation 
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geometries and parameters. Furthermore, BSF varies greatly when using varying 

fields of view and also different X-ray energy spectra (Benmakhlouf et al. 2011). 

BSF is used in circumstances when incident air kerma is converted to entrance 

surface air kerma. Another situation is where organ doses are calculated using 

conversion coefficients based on incident air kerma (IAEA 2007). In Study I, 

ESD measurements for RPLD showed sufficient reliability down to 50 kVp, 

which is consistent with earlier investigations (Nishizawa et al. 2003) 

6.1.2 Angular dependence 

The construction and physical size of RPLD dosimeters, the energy of the 

incident radiation, and a variable beam direction relative to dosimeter during the 

exposure are the main sources of angular dependence, i.e. fluoroscopy-guided 

treatment or during DSA examinations. In actual measurements, dosimeters 

should ideally be used in the same geometry as they were calibrated (Perry 1987). 

Angular dependence has not previously been studied in the vertical direction for a 

cylinder-shaped RPLD with a tin filter. In Study I, a variation of the dose was 

noticed particularly at great angles. The tin filter ring with a hole in the vertical 

direction of the dosimeter (Figure 12) is located at both ends of the dosimeter. In 

the present study, we found that tin absorbs photons more efficiently at 50°–70° 

angles than in the horizontal direction of the dosimeter, and dose reduction is 

detected. From the vertical direction of the dosimeter, the hole lets radiation in 

and the dose response is highly increased.  

Additional measurements were performed to verify the accuracy of the 

vaginal dose (data not shown). The dose reduction due to the angular dependence 

was observed to be about 35% at 50° and 60° angles at 40 kVp inside the PMMA 

phantom in the depth of 14 cm. This error was found to be compensated by 

scattered radiation when shifting to higher energies. The mean error was found to 

be about 6% at 50°–70° angles, and in the worst case it was 10% at a 70° angle at 

60 kVp. The scatter due to Compton effect increases with increasing energy. The 

scattered photon direction is nearly the same for each scattered angle at low 

energies 20 to 30 keV, and a forward angle is somewhat favored in the diagnostic 

ranges as energy increases (Dowsett et al. 2006). The scattered radiation is 

assumed to be the main source of the compensation of the dose underestimation 

due to the angular dependence inside the phantom (unpublished data). 

In the current thesis, the angular dependence was taken into account, placing 

the long axis of the dosimeter perpendicularly to the photon beam. In Study III, 



84 

during the phantom measurement, RPLDs were placed along the z-direction in 

holes inside the phantom and on the phantom surface. Also, in the custom-made 

paraffin breast insert, the holes for dosimeters were made in the z-direction. In 

Study II, during the intravaginal measurements, RPLDs were placed in plastic 

tubes in vaginal fornix (Figure 15). The long axis of the dosimeter was then 

placed perpendicularly to the photon beam within the limits of the patient’s 

anatomy and position on the table. Based on the results of Study I, the angular 

and energy dependence of the RPLD at low energies caused some 

underestimation of the doses. In Study II, fixed 92 kVp tube voltage and 3 mm Al 

filtration with additional 0.3 mm Cu filtration were used. The effective energy of 

the beam quality used in Study II was 50–60 keV, and the number of photons at 

less than 40 keV is low (Figure 13). This minimizes the angular and energy 

dependence error in Study II. The mean estimated error is approximately 6% at 

50°–70° angles at 60 kVp (data not shown).  

The angular dependence is a potential source of error in the oblique 

projections of cranio-caudal direction, which were used in fluoroscopy and in 

DSA examinations in Study III. However, frames from the oblique projections 

were about 23% of the total examination frames and its influence is negligible in 

the 70–90 kVp energy range in Study III. In CTA, the error is negligible because 

of the high 100–120 kVp energy range and high tube filtration in CTA. In both 

imaging techniques, the error is possible when dosimeters are at the boundary of 

the primary beam. 

6.1.3 Dose linearity and reproducibility of the measurements 

In Study I, excellent dose linearity (R2=0.99) was found for doses between 20 

µGy and 10 Gy. The result is in line with previous studies (Perry 1987, Nishizawa 

et al. 2003, Hsu et al. 2006, Hsu et al. 2007, Ihara et al. 2008, Lee et al. 2009, 

Rah et al. 2009a). Based on the results in Study I, the low dose detection limit 

was found to be 20 µGy with a CV of 12.2%. The characteristic of detecting very 

low doses is particularly important in radiology when radiation exposure from the 

primary beam is detected. In Study I, good accuracy and reproducibility were 

observed at very low dose measurements (20 µGy–11 mGy) with an average 

coefficient of variation of 6%. Previously, a CV of 0.5–2% (600 µGy–5 Gy) has 

been reported (Hsu et al. 2006, Hsu et al. 2007, Lee et al. 2009, Rah et al. 2009a).  
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6.1.4 Fading effect 

RPLD was found to have minimal fading effect. This is an advantage over the 

commonly used TLD, which has a characteristic of dose fading when stored at 

room temperature. The negligible fading of the dose absorbed to the RPLD 

material is due to the stable luminescent centers of Ag0 and Ag++ ions. When the 

dosimeters are heated after irradiation, the luminescent centers remain relatively 

constant (Perry 1987, Hsu et al. 2006, Knezevic et al. 2013). In Study I, 

dosimeters were preheated at 70°C for 30 minutes and stored in room temperature 

25 days after irradiation to observe the fading effect. Based on the results of 

Study I, the fading effect was negligible with a CV of 0.7% at low dose ranges, 

which is consistent with other investigations (Perry 1987, Hsu et al. 2006, 

Knezevic et al. 2013). The fading effect was found to remain stable up to 50°C 

(Perry 1987), which is important in the assessment of in vivo measurements. 

RPLD also permits repeated measurements free from the fading effect, allowing 

repeated read-out, resulting in more accuracy (Perry 1987, Piesch et al. 1993, Hsu 

et al. 2006). This characteristic of RPLD is superior to TLD, because TLD’s dose 

fades in the read-out procedure (Oberhofer & Scharmann 1993). 

In summary, the properties of RPLD with tin filter are sufficient for low-dose 

measurements and the continuous spectrum of the X-ray when energies between 

40 kVp and 125 kVp are used. 

6.2 Clinical applications of RPL dosimetry 

In the case of mortal danger or risk of bleeding, infection, and pregnancy loss, 

embolization was observed to be a safe treatment, although some radiation 

exposure must be accepted to the fetus due to the fluoroscopy-guided 

endovascular procedure (Ojala et al. 2005, Uchiyama et al. 2008, Wortman et al. 

2013). The dose evaluation is recommended, when the dose to the fetus is 

estimated to be greater than 10 mGy (Dauer et al. 2012). A suitable dosimetry 

method is needed for reliable measurement in vivo. 

The application of specific dose quantities is useful for the optimization of 

image protocols and comparing image modalities. Determining absorbed and 

effective doses is a suitable approach for estimating tissue reactions and 

stochastic effects (IAEA 2007). In Study III, the estimation of tissue reactions was 

determined by using a direct dose measurement approach. The entrance surface 

dose was determined by laying RPL dosimeters on the surface of the phantom to 
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measure the local dose to the eyes and skin. The effective dose is an appropriate 

method for comparing the stochastic effect of different procedures. In the present 

study, when assessing the stochastic effect of the radiation exposure in cerebral 

and cervicocerebral DSA and CTA examinations, the mean values of the 

equivalent dose of the radiation-sensitive organs and tissues were determined. 

Because direct dose measurements of several organs cannot be performed on 

patients, an anthropomorphic phantom was used. 

6.2.1 In vivo absorbed dose measurement 

The aim of medical exposures is to keep the radiation exposure for the patient as 

low as reasonably achievable (ALARA). Because fluoroscopy- and CT-guided 

interventional procedures in the pelvic area, for example, may deliver doses 

higher than the developmental disorders threshold, which is estimated to be 100 

mGy, individual justification of radiological examinations and treatments is 

needed (McCollough et al. 2007, Dauer et al. 2012). Also, when the dose to the 

fetus is estimated to be greater than 10 mGy, more accurate dose assessments are 

recommended (Dauer et al. 2012). The purpose of Study II was to determine the 

radiation dose in vaginal fornix during fluoroscopically-guided prophylactic 

catheterization of the anterior trunks of internal iliac arteries before uterine 

arterial embolization. The treatment prevents massive anticipated bleeding and 

death of mother and fetus. The absorbed dose results can be used for evaluating 

the radiation exposure in the area near the fetus, where the radiation was used 

most of the time during the catheterization. The special interest was in the 

absorbed dose to the fetus, not to the mother. In fluoroscopy, radiation exposure is 

affected by various factors, such as the diameter of the mother, the direction of the 

projection, the depth of the fetus from the skin surface, X-ray technique factors, 

and operator experience (Andrews & Brown 2000, Nicolic et al. 2001, Mooney et 

al. 2001, McCollough et al. 2007, Brisse et al. 2009, Dauer et al. 2012). The dose 

to the fetus may vary by a factor of 10 for a specific examination (McCollough et 

al. 2007). In Study II, the variation of the same amount was observed between the 

absorbed doses with different patients. 

The doses to the fetus in abdominal radiographic examinations have 

previously been estimated by using phantom models with Monte Carlo methods. 

These methods use beam characteristics, such as kVp, total filtration values, and 

field size, to estimate organ or fetus doses within approximately 10%–50% 

accuracy (Dauer et al. 2012). Estimating organ doses can also be based on 
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entrance skin dose or kerma air product (DAP) measurements. These methods are 

appropriate during the first trimester, because the fetus dose may be assumed to 

be approximately equal to the uterus dose (Dauer et al. 2012). The 

underestimation of the scattering phenomena within the patient causes some 

inaccuracy with these methods. In addition, the models that do not use patient-

specific fetus depths may overestimate or underestimate doses by up to 80% 

(Dauer et al. 2012). Furthermore, the X-ray tube position relative to the patient 

may change numerous times during the examination, and radiation is applied 

intermittently at different times during the study; the Monte Carlo-based method 

may thus be difficult to use. Furthermore, automatic exposure control (ABC) 

adjusts the beam output continuously based on the patient diameter and type of 

tissues. The exact imaging parameters are difficult to detect during the 

examination. The use of Monte Carlo method is thus not appropriate (Dauer et al. 

2012). 

Previously, direct dose measurements were used for absorbed dose 

measurement for uterine artery embolization for leiomyomas (Nicolic et al. 2001, 

Glomset et al. 2006). The somewhat different absorbed dose values compared 

with the current study were due to the use of a different imaging technique 

employing angiographic exposures (Nicolic et al. 2000, Glomset et al. 2006, 

Nishizawa et al. 2008). In these studies, an absorbed dose of 22 mGy–652 mGy 

was estimated for ovary dose, which is up to 20 times higher than measured in the 

present work.  

The significant difference was revealed with dose levels between the two 

dose detection methods for estimating the uterine doses during the UAE 

procedure (Glomset et al. 2006). Further, the author estimated the uterus dose 

using a method based on measuring air dose corrected by backscattered radiation 

at the skin surface. The calculation of the organ dose as a function of organ depth 

was based on inverse square law corrections and normalized depth dose in 

phantom. Skin surface dose was measured from seven TLDs. The comparison 

method was based on vaginal measurements for the same 13 patients (Glomset et 

al. 2006). This investigation revealed that the vaginal measurement gave 36% 

smaller absorbed doses on average than the calculation method underestimating 

the uterus dose. During the UAE treatment, the angiographic exposures are 

focused on uterine arteries and on the uterus (Nishizawa et al. 2008), where 

leiomyomas are located in different patients. In addition, the method using organ 

dose calculation compared with skin surface dose measurements may 

overestimate the uterus dose due to the inverse square law corrections. This 
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method may not accurately reflect the influence of the bone structure of the 

pelvis, which greatly absorbs the radiation from the X-ray tube located under the 

table. The UAE procedure differs from the catheterization procedure used in 

Study II. In the previous studies, the absorbed dose from both the catheterization 

and the embolization treatment is included in the detected doses (Nicolic et al. 

2000, Glomset et al. 2006, Nishizawa et al. 2008). The doses from the 

embolization of the uterine arteries were excluded in Study II, because the 

delivery of the infant was done before the embolization and doses were detected 

only during the catheterization. In addition, the catheterization technique for the 

pregnant women in Study II considerably differs from previously reported 

studies, which were carried out on non-pregnant older women diagnosed with 

leiomyomas. In study II, the catheterization of the pregnant women was done 

using low-dose fluoroscopy exploiting LIH images and using small collimation to 

prevent the exposure to the fetus. Also, relatively young patients in Study II were 

easier to catheterize. This is evident from the fluoroscopy times, which were two 

or four times higher in previous studies (Nicolic et al. 2000, Glomset et al. 2006, 

Nishizawa et al. 2008).  

In Study II, the catheters were introduced rapidly into the proximal parts of 

the internal iliac arteries using intermittent fluoroscopy imaging. Then, an 

angiography catheter was advanced into the anterior trunks of both internal iliac 

arteries and catheters were fixed (see Figure 14). The correct position of the 

catheter was checked using a small bolus of contrast medium and low-dose pulsed 

fluoroscopy imaging. The most part of the radiation exposure was focused on the 

anterior trunks of the internal iliac arteries, not on the uterus. The uterine arteries 

are small arteries and the catheters were fixed into the anterior trunks of both 

internal iliac arteries to prevent the embolization of the uterine arteries before 

delivery. This is important for protecting the oxygen supply of the fetus.  

Since dose metrics from the imaging equipment (e.g. DAP, ESE, Tf) only 

reflect the patient’s radiation exposure in general, specific parameters, such as 

varying collimation and dose rate, were difficult to follow exactly. Consequently, 

the absorbed dose measured directly from the vaginal fornix was used to estimate 

the absorbed dose in the area near the fetus in Study II. Based on a literature 

search, the absorbed dose measured directly in the vagina has not been previously 

published for pregnant women.  

In Study II, the absorbed dose showed a trend between other dose metrics, 

although statistical significance was not reached (Figure 23 and 24). This is 

probably due to the varying location of the FOV relative to the position of the 
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dosimeters, and to the varying absorption of photons by adjacent tissues between 

different patients, as well as to the small sample size. The diameter of the mothers 

varied from 23 cm to 29 cm and the distances from the mothers’ back to the fetus 

surface varied from 10 cm to 14 cm. In Study II, the X-ray tube was placed under 

the table on the posterior side of the mother. This method protects the unborn 

child because the mother’s body absorbs the lower energy photons. X-rays 

attenuate more effectively in bone than in an equal volume of soft tissue due to 

the higher Zeff and physical density of bone. This is the reason for reduced doses 

behind bone (Hendee & Ritenour 2002). The fetal absorbed dose may be reduced 

by a factor of 16 by using a PA projection instead of the corresponding AP 

projection (Ragozzino et al. 1981).  

In Study II, the correlation between D and DAP did not reach statistical 

significance. One explanation for the lack of correlation is that the beam was not 

directed to the vagina area throughout the catheterization. The maximum dose in 

all cases was measured from the dosimeter located in vaginal fornix next to the 

fetus head during the whole examination. The measurement can therefore be 

considered as an estimate of absorbed dose near the head of the fetus. The fetus 

was in an occiput position in all cases.  

In Study II, to correct the dosimeter dose calibrated in air into the soft tissue 

dose, the vaginally absorbed doses were multiplied by the ratio of the mass 

energy absorption coefficient, which was 1.06 for the 92 kVp X-ray tube voltage 

used in this study (Hubbell & Seltzer 1996). An uncertainty of 7% in dosimeter 

reading is sufficient for assessing the potential risk of pediatric examinations 

(IAEA 2007). Based on the results of Study I, the combined uncertainty was 

calculated to be 3% for the individual RPLD used in intravaginal measurements. 

When considering the angular dependence error and the tube output variation, the 

combined uncertainty is calculated to be 8.9% (data not shown). 

6.2.2 Absorbed dose measurements using phantom 

In Study III, the absorbed doses to the skin, brain, salivary glands, and eyes 

during diagnostic CTA and DSA examinations did not reach the tissue reactions 

threshold. According to ICRP, an absorbed dose of up to about 100 mGy does not 

generate clinically relevant functional impairment for any tissue (ICRP 2007). 

The threshold value for opacities of the lens is 500–2000 mGy, and for skin 

epilation or temporary hair loss, 2000–3000 mGy (ICRP 2007).  
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Based on Study III, when imaging cerebral vessels, the organ doses over the 

primary beam area with CTA were lower compared with DSA. This is the 

consequence of the different imaging parameters and geometry between the two 

techniques. Furthermore, on CT scanners the filtration of the primary beam is 

typically stronger compared with angiographic devices, resulting in a harder 

irradiation spectrum. Therefore, radiation is more penetrating, and a smaller 

amount of low-energy photons is absorbed in tissues with CTA. During a CTA 

examination, radiation is distributed more evenly over the irradiated area than in a 

DSA examination, where irradiation is divided between two planes: anterior-

posterior and lateral projections. This is seen in the entrance surface doses on the 

posterior side of the skull. With DSA examination, the dose on the skull surface 

was 20 times higher than with CTA examination. The same is observed in the 

brain dose, but the difference in doses is smaller. The absorbed doses for the 

orbits were nearly the same with both imaging techniques. This is probably a 

consequence of the strong attenuation of the radiation in the posterior direction in 

the skull and brain. The attenuation in lateral projection is smaller in DSA, but the 

number of frames in this direction is about 23% of the total frames used in DSA. 

The difference between doses between right and left orbits is due to the direction 

of the X-ray tube in DSA. For the DSA examination, the entrance surface dose for 

the lens was smaller than the dose for orbits and is probably a result of the 

irradiation geometry since the dosimeters were at the boundary of the primary 

beam in the lateral direction. 

In the assessment of cervicocerebral vessels, the absorbed doses in the 

thyroid, thymus, esophagus, and lungs were higher with the CTA procedure than 

with DSA. The higher organ doses with CTA are probably due to a different 

irradiation geometry compared with DSA, so that there are more radiosensitive 

organs in the primary beam with CTA than with DSA. The entrance surface doses 

were similar for CTA and DSA due to imaging geometries and the direction of the 

X-ray tube in DSA. 

6.2.3 Determination of effective dose using phantom 

Study III compared the radiation exposure due to DSA versus CTA for the 

diagnostic assessment of cerebral and cervicocerebral vessels by using the same 

dose determination technique. Effective dose facilitates the comparison of 

stochastic effect between different types of diagnostic examinations or those 

having different acquisition parameters. In Study III, the same phantom and 
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dosimeters were used for each simulation run for different imaging modalities. 

While phantom measurements provide dose data in an average-sized patient, for 

such a comparative approach, the use of a phantom yields the most comparable 

data, since the error caused by different sized patients is minimized. Mean 

absorbed dose of the organs was determined for calculating the effective dose. 

Both old and new organ weighting factors of the ICRP were used for the effective 

dose determination of DSA and CTA (ICRP 1990, ICRP 2007).  

The effective atomic number of the medium has a significant role in the 

interaction with photon radiation. In Study III, an anthropomorphic phantom 

(Alderson-Rando Phantom) was used. The composition of muscles and internal 

organs was considered similar to soft tissue in Study III. Muscle tissue has greater 

electron density than air, but the attenuation of X-ray photons for muscle exceeds 

that for air, and the difference is minimal with photons less than 100 keV (Hendee 

& Ritenour 2002).  

Previously, the breast has been assumed to have the composition of fat (Jones 

1997). In Study III, paraffin was used for breast inserts. However, the breast in the 

body is partly formed of fat and partly of soft tissue, which caused minor 

underestimation of the breast dose in the current study. This difference is seen in 

the mass energy absorption coefficient of the breast (Figure 3 A). Fat is a more 

penetrable medium for low-energy photons than an equal mass of soft tissue or 

bone due to the lower Zeff (Hendee & Ritenour 2002). Furthermore, the electron 

density of hydrogen is about twice that of other elements, and more Compton 

interactions occur in fat than in an equal mass of muscle or bone (Hendee & 

Ritenour 2002). 

It is assumed that the active bone marrow absorbs energy per gram as 

efficiently as bone. This is correct at 200 keV or more, but at energies below 100 

keV it overestimates the dose to the active bone marrow due to the photoelectric 

effect of the photon interaction process (Cristy & Eckerman 1987). The active 

bone marrow consists of blood cells and fat, and interaction is comparable to soft 

tissue (Figure 3 A). 

Because the effective dose is calculated through the mean absorbed doses of 

the organs, the dose measurements must be as accurate as possible. Depending on 

the organ volume, 1–9 dosimeters were placed in the organ in the same positions 

with both imaging methods to ensure the accuracy. Also, depending on the 

acquisition protocol, the phantom was equipped with at least 69 RPLDs. When 

simulating the imaging protocols, three repeated acquisition and mean values of 

the acquisition runs were used to decrease the inaccuracy. Furthermore, the 
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phantom position was adjusted with laser light to ensure the same position 

between the CTA simulation runs. In the DSA examination, it was not possible to 

use laser light when adjusting the phantom position, which is why the position of 

the phantom was adjusted by the radiologist using fluoroscopy. The CV% 

between simulation runs was 4.5% for CTA on average and 9.0% for DSA on 

average. 

In Study I, the reproducibility of the RPLD in 20 µGy–1 mGy doses is 

inferior to that at higher than 1 mGy doses. Therefore, individual background 

doses caused by the predose of each dosimeter were measured before loading 

dosimeters into the phantom. These background doses were subtracted from the 

individual irradiated dosimeter doses to improve measurement accuracy 

particularly at the low dose limit level. The control dosimeters showed the natural 

background to be negligible, at less than 10 µGy, and it was ignored in the results. 

Based on Study I results, the deviation between dosimeters was negligible, less 

than 1.4%, and individual calibration of the dosimeters was not needed. Also, 

CV% was 0.3% on average after ten repeated read-outs of dosimeter dose. These 

results were consistent with those of a previous investigation (Hsu et al. 2006, 

Knezevic et al. 2013). Since RPLD manifested good repeatability and the position 

of the individual dosimeters in the phantom was the same in all simulations, the 

higher inaccuracy of the absorbed doses between repeated simulations of DSA 

examination was probably due to the positioning of the phantom. This inaccuracy 

in absorbed dose measurements did not cause significant error in the effective 

dose calculations. CV% was between 0.6% and 3.6% in Study III, see Table 8. To 

estimate relative radiation risks associated with various procedures for 

comparative dose measurements, the uncertainty of 7% is acceptable. In cases of 

low organ dose, the accuracy of 20% is acceptable (IAEA 2007). In the current 

thesis, the effective dose uncertainty was calculated to be 7% for CTA and for 

11% for DSA examinations, which is sufficient to the comparative dose 

measurements. The setup in Study III provides comparable and objective 

information on the radiation exposure due to CTA and DSA. The effective dose 

for both CTA examinations of cerebral and cervicocerebral vessels were 

determined by a Monte Carlo-based CT-EXPO program to verify the phantom 

method. The effective dose from phantom simulations using anthropomorphic 

phantom and RPLD was consistent with CT-EXPO. The Monte Carlo method 

gave a 6% higher effective dose to both CTA examinations.  

In the assessment of cerebral vessels, the effective doses for CTA are reported 

as 1.9 mSv (Cohnen et al. 2006) and 0.5 mSv (Struffert et al. 2014) using TLD 
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and anthropomorphic phantom. In Study III, the corresponding doses were 0.66 

mSv (calculated with weighting factors of ICRP 1990) and 0.67 mSv (calculated 

with weighting factors of ICRP 2007). The longer scan length in the study by 

Cohnen et al., reaching radiosensitive organs in the body area, was one reason for 

the difference compared to the present work. In a recently published study, a 

higher tube voltage was used than in the present study, but the effective tube 

current-time product was similar (Struffert et al. 2014). The lower effective dose 

determined by Struffert et al. compared with the present study is due to a 9 cm 

shorter scan length. In the assessment of cervicocerebral vessels, the effective 

dose was determined to be 3.3 mSv (Struffert et al. 2014), while it was 4.9 mSv in 

the present work. The tube voltage and tube current-time product was the same in 

both studies, but scan range was 10 cm longer in the present work, resulting in a 

higher effective dose. The scan length is a major source of the higher effective 

dose due to more radiation sensitive organs being exposed to the primary 

radiation.  

In Study III, in the assessment of DSA examinations, the number of images 

acquired was that typically used to produce sufficient information for diagnosis. If 

more images are required with difficult cases, DAP and E will increase by the 

same factor when irradiation is directed to the same area of the body. In such a 

case, a conversion coefficient can be used for the E calculation of the same 

irradiation area. In Study III, a conversion coefficient of 0.056 mSv/Gycm2 was 

determined for calculating E for the DSA examination of cerebral vessels. A 

recently published study used it for the estimation of E. The radiation exposure 

for diagnostic DSA of the patients ranged from 2.9 to 10.1 mSv (mean 6.3 mSv), 

being highly variable due to the variation in fluoroscopy time, number of vessels, 

and number of frames acquired for the examination of different patients (Fujiwara 

et al. 2013). In Study III, the diagnostic DSA for cerebral vessels resulted in a 2.7 

mSv effective dose using the phantom method and is an estimate of the patient’s 

stochastic effect for a particular imaging area and imaging procedure, which 

consists of a particular number of frames and projections. 

In Study III, a low stochastic effect for CTA procedures of the cerebral 

vessels was found. The effective dose is five times lower than that in the same 

examination with DSA. Similarly, the organ doses over the primary beam area in 

CTA were lower compared with DSA. The higher stochastic effect for a DSA 

procedure of the cerebral vessels was strongly dependent on higher absorbed 

doses in the head and neck area. In Study III, the DAP to effective dose 

conversion coefficients for a cerebral DSA examination were 0.065 (ICRP 1990) 



94 

and 0.056 mSv/Gycm2 (ICRP 2007), which are somewhat smaller compared with 

those in a previous report (Bridcut et al. 2007). The difference between 

conversion coefficients is probably due to the different determination method 

(Monte Carlo) used by Bridcut et al. In Study III, the conversion coefficients for a 

cervicocerebral DSA procedure were 0.067 (ICRP 1990) and 0.071 mSv/Gycm2 

(ICRP 2007) and are somewhat higher than those for the cerebral examination, 

due to the exposure to radiation-sensitive organs in the cervical and thoracic area 

(i.e., thyroid, thymus, sternum, esophagus, and lungs). To our knowledge, the 

conversion coefficients for cervicocerebral DSA examinations have not been 

published previously.  

Since the ICRP published the new weighting factors, only a few conversion 

coefficients have been published (Wrixon 2008, Deak et al. 2010, McCollough et 

al. 2010, Christner et al. 2010). The ICRP has provided the conversion 

coefficients for different locations of the body for CT examinations determined by 

Monte Carlo calculation. The conversion coefficient for the brain is 0.0023 

mSv/mGycm (ICRP 1990). In Study III, the calculated conversion factors 0.0025 

mSv/mGycm, (ICRP 1990) and 0.0026 mSv/mGycm, (ICRP 2007) for the CTA of 

the cerebral vessels were used with the phantom method. The difference between 

conversion coefficients is probably due to different determination methods; 

differences between virtual (Monte Carlo) and actual phantoms, tube current 

modulation technique, and scan length. 

The imaging technique and parameters used in CTA scanning for 

cervicocerebral vessels is one reason for the higher effective dose compared with 

the same examination acquired with DSA. The tube voltage, tube current, and 

scan speed must be kept high enough to acquire images with sufficient quality 

and to maintain image resolution comparable with that in DSA. Also, thin slice 

thickness is necessary to avoid partial volume artefacts. These imaging 

parameters improve spatial resolution and increase radiation exposure. While 

CTA provides high image quality, DSA is still generally considered the criterion 

standard. Differences between the image quality of DSA and CTA are explained 

by the vessel-to-background ratio and are enhanced in DSA due to the subtraction 

technique, eliminating undesirable image information. The DSA technique 

enables the use of lower tube voltage and tube-current time product than CTA. 

With DSA procedures, the number of images acquired contributes to the 

increasing radiation exposure of the patient. 

After the development of the bone subtraction technique, the multi-slice CT 

technique has become the primary method for evaluating intracranial aneurysms 



95 

(Tomandl et al. 2006, Romijn et al. 2008, Sakamoto et al. 2006, Watanabe et al. 

2008). Bone subtraction techniques require two volume acquisitions (Watanabe et 

al. 2009). This results is an approximately 27% higher dose than conventional 

CTA which is carried out with one acquisition (Lell et al. 2007). Recently, a CT 

system with a dual energy source has been developed. Dual energy CTA 

performing with only one acquisition using two tubes and energies has been 

reported to achieve similar diagnostic image quality at a lower radiation dose than 

digital subtraction CTA with high sensitivity and specificity compared with 3D 

DSA (Zhang et al. 2010). The radiation dose, however, remains an important 

issue to be resolved due to the different CTA acquisition techniques as compared 

with DSA. 

Effective dose is commonly used to allow a comparison of the stochastic 

effect associated with different spatial dose distributions produced by different 

imaging techniques. In Study III, this method was used because of the difficulties 

involved in comparing different imaging techniques and the radiation exposures 

between different quantities. Furthermore, the risk assessments for different 

imaging techniques are often made using effective dose. Recently, the need for a 

quantity to simply compare the risks from a different distribution of 

inhomogeneous dose has been identified (Brenner 2008). Instead of multiplying 

organ doses by tissue-specific weighting factors, multiplying organ doses by the 

best-available, organ-specific lifetime cancer risks would be a better way. This 

effective risk would then be a lifetime radiation-attributable cancer risk. 

Furthermore, the effective risk is dependent on age at exposure time. This could 

be used as pediatric risk, adult risk, or all-ages risk (Martin 2007, Brenner 2008). 

This is a very interesting concept, but the determination of effective risk is not yet 

in common use. 
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7 Conclusions 

This study investigated the applicability of radioluminescence dosimeters (RPLD) 

for determining absorbed and effective doses in radiology. RPL dosimetry was 

revealed to be a sufficiently reliable method to estimate both the absorbed 

radiation doses in in vivo measurements and for effective dose determination in 

phantom.  

The main conclusions from the present thesis are summarized as follows: 

1. The RPLD shows excellent dose linearity, minimal fading, good 

reproducibility, and excellent batch uniformity. The methodology is 

independent of photon energy in the energy range used in radiology. 

2. The radiation exposure determined in vaginal fornix during the prophylactic 

catheterization of the pregnant women was shown to be a low-dose study 

when pulsed fluoroscopy with an optimized protocol was used without 

angiography exposures.  

3. The radiation exposure was determined for a typical four-vessel angiography 

of the cerebral area, including intracranial vessels, and for the cervicocerebral 

area, including both cervical and intracranial vessels. CTA examinations for 

the cerebral vessels yield a five times lower effective dose for the patient than 

the corresponding examination performed with DSA. Cervicocerebral CTA, 

however, causes a one-third higher effective dose compared to the 

corresponding examination with DSA. Conversion factors derived from the 

data can be used to estimate the effective dose in both CTA and DSA of 

cerebral and cervicocerebral vessels. 
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