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ABSTRACT

The search for the Higgs boson has been a cornerstone of the physics program
at the Large Hadron Collider in Geneva Switzerland. The ATLAS experiment suc-
cessfully discovered the Higgs using the so-called ‘Golden Channels’ of H0 → γγ

and H0 → ZZ(∗) using data samples collected during the 2011 and 2012 run peri-
ods. In order to check if the discovered Higgs is consistent with purely Standard
Model behaviour, it is necessary to further confirm the existence of the Higgs in each
production mode and decay channel predicted by the Standard Model.

For this dissertation, a search for the Higgs was conducted using the H0 → bb̄

decay channel, where the Higgs is produced by the inverse pair decay of two weak
bosons exchanged by a scattered quark pair, also known as Vector Boson Fusion
(VBF). This analysis uses data samples collected during the 2011 run period by
the ATLAS detector totalling 4.2 fb−1 of proton-proton collisions at

√
s = 7 TeV.

No excess of events above background expectation is observed and 95% confidence
level upper limits on the Standard Model Higgs cross section times branching ratio,



iv

σ(V BF ) × BR(H0 → bb̄), are derived for Higgs masses in the range 115 < mH <

130 GeV. An observed 95% confidence level upper limit of 18.7 times the Standard
Model cross section is obtained for a Higgs boson mass of 125 GeV.
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Chapter 1

Introduction

The elements that compose everything around us have been a constant source of
curiosity for millenia, with our understanding of them continuously improving. We
have come a long way since our classical belief in the existence of only four elements:
earth, wind, water, and fire. Major progress was made in the 19th century, when
Dimitri Mendeleev developed the Periodic Table of the Elements, a table that grouped
similar elements together based on their chemical properties, and that was able to
predict the existence of yet undiscovered elements.

Particle physics was arguably born from this Periodic Table, as scientists tried to
delve deeper, and understand the differences between these elements. At the time,
the atom was believed to be the smallest unit of matter, but this was proven false
when, in 1897, J.J. Thomson discovered the electron by deflecting “cathode rays”
using a magnet, and surmising that the ray was actually made up of particles of very
small mass and of negative charge. Their existence implied that the atom was not
fundamental, but rather made up of electrons floating in, what was believed at the
time, a “soup” of positive charge.

Ernest Rutherford demonstrated that most of an atom’s mass was concentrated
in a tiny, positively charged core at the centre of the atom. This tiny core was called
a “proton” for the hydrogen atom, believed to be the building block for all other
elements. There was a discrepancy, however, when comparing the atomic mass and
the number of protons per element. This was resolved in 1932 when James Chadwick
discovered the “neutron”, an electrically neutral twin to the proton. He determined
that each atom’s nucleus contains roughly the same number of neutrons as protons.
With this, the building blocks of the atom were set: the proton, the neutron and the
electron.
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But, new particles continued to be discovered in the years following the discovery
of the neutron: positrons (the antiparticle of the electron), muons, pions, kaons,
and neutrinos. It was later discovered that protons and neutrons were actually not
fundamental but rather made up of smaller constituents, called quarks and gluons.
Each newly discovered particle appeared to have their own unique properties; however,
some shared similarities to other previously discovered particles, which hinted at an
underlying theory connecting them all.

In the 1960’s, theorists, inspired by the results from particle physics experiments,
tried to explain the nature of these particles, and derive a model that fully described
the interactions between them. The result is the Standard Model (SM) [1, 2, 3] of
particle physics. Developed over several years, the model uses quantum field theory, a
theoretical framework that treats particles as excited states of an underlying field, to
describe particle interactions. Within the SM, all particles are categorized into one of
two types: fermions or bosons. Fermions are further subdivided into two categories:
leptons and quarks, with each category containing six particles and six antiparticles.
Fermions are usually associated with matter, as atoms are composed of them: the
electron (a lepton) and two quark-types that make up protons and neutrons. Bosons
are particles responsible for mediating the interactions that occur between fermions
via one of three fundamental forces: the electromagnetic force (responsible for the
Coulomb force), the strong force (responsible for the binding of protons and neutrons
within the nucleus) and the weak force (responsible for radioactive decay). The
bosons associated to these forces are the photon, gluon and weak bosons (W± and
Z0), respectively. One additional boson also exists within the SM, the Higgs, which
is responsible for giving mass to all other particles. A table summarizing the particles
of the SM is shown in Figure 1.1.

The SM is a modern-day Periodic Table, since it was able to predict the existence
of yet undiscovered particles. For example, the W and Z bosons (of the weak force)
were only discovered in the 1980’s, whereas the top quark (the heaviest of all known
particles) was only discovered in 1995. Prior to 2012, the Higgs boson was the last
undiscovered particle of the SM, with scientists searching for this particle since first
being theorized over 40 years ago. The SM does not predict the mass of the Higgs,
making its discovery more difficult.

There are indirect methods to determine the mass of the Higgs; however, its
very weak dependence on other observables made it very difficult to measure exper-
imentally. Thus, direct searches were conducted for the Higgs, first by the Large
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Figure 1.1: The particles of the Standard Model of particle physics. Fermions are
divided into two types: leptons and quarks. These are each organized into three pairs
(or generations) of increasing mass. Four bosons are responsible for mediating inter-
actions between the fermions via the three main forces of the SM: electromagnetic,
strong and weak forces. The Higgs boson is responsible for giving mass to all other
particles [4].

Electron-Positron (LEP) collider in the 1990’s and then by the Tevatron collider in
the 2000’s. Detectors at both colliders were unable to find the Higgs, but they were
able to constrain the mass region where the Higgs could exist.

The Large Hadron Collider (LHC) was built in the tunnel previously used by LEP
at the European Organization for Nuclear Research (CERN) in Geneva Switzerland
in the 2000’s, with the hope to find this elusive particle. Since it began operations in
2008, the experiments of the LHC were able to confirm the discovery of the sought
after Higgs boson using data from 2011 and 2012.

The Higgs boson can be produced at the LHC through one of several mechanisms;
it can also decay to a number of final states. The analyses used for the discovery of the
Higgs concentrated on a small subset of these search channels, the so-called ‘Golden
Channels’, due to their more manageable backgrounds and the experiment’s ability
to accurately measure the particles in their final states. To fully validate the SM,
we need to find the Higgs in each production mode and decay channel combination
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predicted by the SM, as deviations in any of these could suggest physics beyond the
SM. Searching for the Higgs in each different channel can also further help determine
its properties, by measuring its coupling to all particles and comparing it to SM
predictions.

The research for this dissertation involves a search for the Higgs in a new channel
at the ATLAS experiment at the LHC. The Vector Boson Fusion (VBF) production
mode of the Higgs, which is defined as the generation of a Higgs by the inverse pair
decay of two weak (or vector) bosons exchanged by a scattered quark pair, is used.
The decay of the Higgs to two b-quarks (the second heaviest of the quarks) is used as
the decay channel. A schematic view of the search channel is plotted in Figure 1.2.
The VBF production mode is the second most abundant mechanism to produce a
Higgs at the LHC; the H0 → bb̄ channel is the most abundant decay mode for the
Higgs mass discovered by the LHC experiments. The VBF production mode is also
sensitive to other properties of the Higgs boson, such as spin and parity. As no
other groups at ATLAS had attempted a search using this channel, the goal of this
dissertation was to develop the first selection algorithm of the Higgs in this particular
production and decay mode.

q

Time

W/Z

W/Z
H

b

b̄

q q

q

Figure 1.2: Schematic diagram of the Higgs search channel used for this dissertation,
VBF H0 → bb̄. Note that in this schematic, time moves forward along the horizontal.

Finding the Higgs in this channel is difficult due to the background from other
events. As the schematic in Figure 1.2 clearly shows, the final state of this search
channel is four quarks, two of which are b’s. Since the LHC collides protons together,
and protons are composed of quarks, the vast majority of events at the LHC have
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similar final states. In order to develop an analysis strategy for this channel, one
needs to effectively record relevant events during data taking and effectively reduce
background while keeping as many signal events as possible.

In this thesis, the background theory needed to understand this topic (Chapter 2),
and the status of the Higgs search and discovery (Chapter 3) are introduced. Then,
a description of the LHC, ATLAS, and the facilities used for this experiment follows
(Chapter 4). A thorough description of the analysis developed for this dissertation
(Chapters 5, 6 and 7) is next. Finally, results and a discussion (Chapter 8) conclude
the dissertation.
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Chapter 2

Theory

This chapter introduces the Standard Model (SM), and a brief overview of proton-
proton collisions. The most common unit used throughout this dissertation is the
GeV (the giga-electronvolt), which corresponds to the kinetic energy of an electron,
accelerated through 109 V. Units of momentum and mass can be represented as GeV/c
and GeV/c2 respectively, with c the speed of light. To simplify notation, in this
chapter and others, natural units are used, corresponding to c = 1. This allows
energy, momentum and mass to all be measured in the same units, GeV 1, where
1 GeV approximates to the mass of a single proton or neutron (their masses are
actually 0.938 and 0.940 GeV respectively).

2.1 Standard Model

The SM of particle physics is a theory that describes the currently known smallest
sub-atomic particles and the interactions between them. In the SM, matter is made
up of twelve half-integer spin particles called fermions, detailed in Table 2.1. Funda-
mental fermions can be classified into one of two categories: leptons or quarks. The
fundamental fermions are further divided into three generations, with particle masses
generally increasing from one generation to the next 2. For each generation of lepton,
there exists one particle with an electric charge of −e 3 and one neutral partner, called

1The advantage of this can be seen when considering Einstein’s famous equation E = mc2. A
particle of rest mass m = 1 GeV/c2 has a rest energy of E = 1 GeV.

2With the exception of neutrinos, which are known to have very small yet unknown absolute
masses.

3In particle physics, when dealing with charge, it is common to work in units of fundamental
charge, e, which has as value 1.602× 10−19 C.



7

a neutrino. For each generation of quark, there exists one particle with an electric
charge of +2/3e and another with charge -1/3e. Each fermion has a partner with
identical mass but inverse charge called an antiparticle. Leptons are free to exist in
nature by themselves, but quarks cannot. Instead they must combine together with
other quarks to form hadrons. There exists two types of hadrons: baryons, comprised
of three (anti-)quarks and having integer spin (ie. qqq or q̄q̄q̄), and mesons, comprised
of a quark-antiquark pair and having half integer spin (ie. qq̄). The matter in our
Universe is made up of first generation fermions, since atoms are made of electrons
orbiting around a nucleus. Nuclei are composed of protons and neutrons, both of
which are baryons, with the proton containing two u-quarks and one d-quark (uud)
and the neutron containing two d-quarks and one u-quark (udd).

Generation Leptons Quarks
Charge Mass Charge Mass

[e] [GeV] [e] [GeV]

First electron, e -1 5.11× 10−4 up, u +2/3 ≈ 0.002
e neutrino, νe 0 < 2× 10−9 down, d -1/3 ≈ 0.005

Second muon, µ -1 0.1057 charm, c +2/3 1.3
µ neutrino, νµ 0 < 1.9× 10−4 strange, s -1/3 0.1

Third tau, τ -1 1.777 bottom, b +2/3 4.2
τ neutrino, ντ 0 < 1.8× 10−2 top, t -1/3 173

Table 2.1: Fermions of the SM, taken from the Particle Data Group summary ta-
bles [5].

The SM includes five integer spin bosons, detailed in Table 2.2. Interactions
between particles are mediated by four spin-1 bosons, so called “force-carrying” par-
ticles, called gauge bosons. These are: the photon (γ), the gluon (g) and the two
weak bosons (W± and Z0), which mediate the electromagnetic (EM), the strong and
the weak force, respectively. Each force in turn has its own physical theory that
describes how these bosons mediate the interactions between various particles. They
are all built from a theoretical framework called quantum field theory, which treats
particles as excited states of an underlying quantized field. One spin-0 boson is also
included in the SM: the Higgs. It is responsible for giving mass to other particles via
the Higgs mechanism. The underlying theories that describe the behaviour of these
bosons are introduced briefly below [6, 7, 8].
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Mechanism Boson Charge [e] Mass [GeV]

Spin-1


EM force photon, γ 0 0

Strong force gluon, g 0 0

Weak force W± ±1 80.4
Z0 0 91.2

Spin-0 Higgs Higgs, H0 0 126

Table 2.2: Bosons of the SM, taken from the Particle Data Group summary tables [5].

2.1.1 Quantum Electrodynamics

Quantum Electrodynamics (QED) is the relativistic quantum field theory that de-
scribes the interactions between particles that have electric charge. The force, which
is mediated by the chargeless photon, has infinite range, but its strength is propor-
tional to r−2.

All interactions between particles are schematically described using Feynman di-
agrams (described briefly in Section 2.1.5) where one builds up particle interactions
using the small set of allowable vertices. The leading order vertex for QED is shown
in Figure 2.1. Each vertex has a coupling constant that is proportional to the fine
structure constant, α ≈ 1/137. The term constant is a bit of a misnomer, as it is
slightly dependent on the momentum transfer of an interaction. QED is incredibly
well understood, and has been extensively tested, with great success.

γ

f

f

Figure 2.1: Leading order QED vertex used in Feynman diagrams, where γ is a photon
and f is any charged fermion.
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2.1.2 Quantum Chromodynamics

Quantum Chromodynamics (QCD) is the quantum field theory that describes the
strong force, which are interactions involving partons (quarks and gluons). Similar to
electric charge, quarks have a “colour charge”, which can be one of three values (red,
green or blue), and antiquarks have an anti-colour equivalent. Unlike the photon,
which does not carry electric charge, the gluon has both a colour and an anti-colour.
This implies two unique properties of the strong force: quark colours change when
interacting with the gluon, and gluons can interact with itself. Leading order vertices
of QCD are shown in Figure 2.2.

grb̄

qr

qb

(a) (b) (c)

Figure 2.2: Leading order QCD vertices used in Feynman diagrams: (a) the gluon-
quark-quark interaction (note the colour of the gluon, g, is a simplified view of its
actual colour), (b) the three-gluon self interaction, and (c) the four-gluon self inter-
action.

Like the photon, gluons are massless, suggesting they can mediate a force of
infinite range. However, colour charges are affected by a phenomenon known as
confinement, which states that colour charged particles (quarks and gluons) cannot
be isolated singularly, and must therefore always be bound in some way in a colourless
configuration. These combinations were introduced above: mesons (qq̄ where the
colour of q is cancelled by the anti-colour of q̄) and baryons (qqq where each q has
a different colour, thus making it “white”). Due to confinement, when two bound
quarks begin to separate, the strong interaction between them (mediated by the
gluon) actually becomes stronger. The potential between the two quarks increases
until there is sufficient energy to create a quark anti-quark pair. For this reason, the
strong force is effectively a short range force.

Another particularity of QCD is that the force between quarks becomes weaker
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as the distance between them decreases or as the quark energies increase. This is
caused by an effective “antiscreening” of colour charge as quark distances decrease.
This phenomenon is called asymptotic freedom, and is essential in understanding
proton-proton collisions (like those of the Large Hadron Collider (LHC)). This also
illustrates why protons and neutrons are able to be bound together in such a small
space (the nucleus), but not repel each other despite having like electric charge.

As the name suggests, this force is stronger than the EM force, which is most
evident when comparing the coupling constant for strong interactions, αS, to that of
EM interactions, α. However, the value of αs is not constant and is dependent on the
energy scale of the interaction, as evidenced by the plot in Figure 2.3. The strong
coupling constant αs tends to large values at very low energy scales (or inversely,
very large length scales), which demonstrates confinement and why quarks cannot
exist singularly. Conversely, as energy scales increase (or length scales decrease), αs
decreases, which demonstrates asymptotic freedom and why quarks and gluons within
a high energy proton can be treated as free particles.

2.1.3 Weak Interaction

The weak interaction is different from both QED and QCD in that the mediating
particles, the W and Z bosons, have mass, and the W has either positive or negative
electric charge. The weak force is also unique in that quark flavour is not necessarily
conserved in an interaction (ie. one quark can change from one flavour to another),
and the parity and charge parity symmetries are violated.

At low energy scales, this force is much weaker than the EM and strong forces.
The “weak coupling constant” can actually be regarded as greater than that of QED,
with αW ≈ 1/30; however, the strength of an interaction is suppressed by the massive
mediating boson at low energies. As energy scales increase to near the mass of the
weak bosons, the weak force becomes comparable to the other forces. All fermions
can interact with the weak bosons (including neutrinos) and the W and Z bosons
can also interact with itself. Leading order vertices of the weak force are plotted in
Figure 2.4.

The best example of weak interactions in everyday life is that of beta decay. In
this form of radioactivity, a neutron (or proton), within a nucleus, decays to a proton
(neutron) and emits both an electron (positron) and an electron antineutrino (electron
neutrino). The decay of muons is also mediated by the weak force, which explains its
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Figure 2.3: Plot of the strong coupling constant, αs, as a function of the energy
scale, Q. The energy scale can also be considered the inverse length scale: as Q
increases, the length scale decreases, and vice versa. Taken from the Particle Data
Group reviews [5].

long lifetime.

2.1.4 The Higgs Mechanism

The theories mentioned above describe the fundamental forces of the SM. Since the
SM was developed in the 1960’s, nearly every prediction has been verified and every
theorized particle has been found. However, there is one wrinkle to the SM: the
masses of the weak bosons and the fundamental fermions.

In physics, it is generally understood that for each symmetry in nature, there is an
associated conservation law. For example, symmetry in time implies a conservation
of energy, symmetry in space implies a conservation of momentum, and symmetry in
rotation implies a conservation of angular momentum. There exist other symmetries
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W+

q−1/3

q+2/3

(a)

W+

l−

νl

(b)

Z0

f

f̄

(c)

Z0

W+

W−

(d)

Z0/γ/W+

W−

W+

Z0/γ/W−

(e)

Figure 2.4: Leading order weak interaction vertices used in Feynman diagrams:
(a) W±–up-type-quark–down-type-quark, (b) W±–charged-lepton–neutrino, (c)Z0–
fermion–fermion, (d) Z0–W+–W−, and (e) two W±’s interacting with either two
Z0’s, two γ’s or two W±’s.

and other conservation laws that are a little more abstract. In QED, the conservation
of charge is implied by the symmetry (or invariance) of applying local gauge trans-
formations, which also accounts for the interaction between charged particles and the
photon. Similarly, local gauge invariance also accounts for the conservation of colour
charge in QCD, and describes the interaction of quarks with gluons.

The weak regime, alone, does not satisfy local gauge invariance. Unlike QED and
QCD, which have massless bosons, the weak regime, with its massive bosons, becomes
non-unitary within the framework of the SM. This symmetry, however, is restored
with the introduction of a scalar field with non-zero vacuum expectation value. As
the SM is perturbative in nature, the Lagrangian of the system is transformed to
involve expansions about this vacuum expectation value. Although this mechanism
does introduce massive gauge bosons, massless “ghost” particles (known as Goldstone
particles) also appear. Fortunately, a proper gauge transformation can be chosen, such
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that the gauge field “eats” up these Goldstone particles. This apparent extra degree
of freedom actually accounts for the additional polarization 4 of the massive gauge
boson. For a detailed explanation of how a field acquires mass, see Appendix A.

This mechanism is known as the “Higgs mechansim” [9, 10, 11, 12, 13, 14], named
after the writer of one of the original papers, Peter Higgs. Although the explana-
tion above (along with the example in Appendix A) is a simplified description of
the method, the electroweak (SU(2)L × U(1)) gauge symmetry is restored with the
addition of this new scalar field.

The Higgs field can be used to generate masses for fermions as well, using the same
mechanism. The coupling of a quark or lepton field with the Higgs field (generally
known as a Yukawa interaction), along with an appropriate gauge transformation,
causes the fermions to acquire mass, just as the massive bosons did above.

The Higgs field, in turn, has its own boson (the Higgs boson), which couples to
the massive particles of the SM, as plotted in Figure 2.5, with the strength of the
coupling directly proportional to the mass of the other particle. As the Higgs boson
itself has mass, it also couples to itself.

2.1.5 Interactions of the Standard Model

As mentioned in each of the previous sections, all the particles of the SM interact
with other particles in very specific ways. These interactions can be predicted using
the fundamental theory of the relevant force. To calculate the predictions at leading
order of a certain process of the SM, the most basic combination of vertices (using
the ones pictured above) is used to build the given process. Predictions are calculated
using the Feynman calculus, a set of rules based off the number and types of particles
and vertices. It can be used to calculate particle lifetimes or reaction cross sections.
Typically denoted as σ, cross section is a measure of the likelihood of an interaction
to occur between two particles. The actual unit of σ is area, and was derived from
the classical picture of point-like particles being fired at an area that includes a solid
target. The point-like particles will either scatter or not, depending on whether it
hits the solid target. The “interaction” probability is the ratio of cross sectional
area of the solid target and the total area in which the targets are being fired. In
particle physics, the cross sections are so small (on the order of the size of subatomic

4Massless particles have two polarizations, in the transverse plane. Massive particles, however,
have an additional polarization, in the longitudinal direction.
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H0

f̄

f

(a)

H0

V
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(b)
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H0
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Figure 2.5: Leading order vertices involving the SM Higgs boson to massive particles:
(a) fermions, f , (b) vector bosons, V , (c) Higgs self-coupling, (d) di-Higgs to dibosons,
and (e) four Higgs self coupling.

particles), that the more common unit to use is the “barn”, where 1 b = 10−24 cm2.
The use of Feynman diagrams can be demonstrated using electron-muon scatter-

ing, pictured in Figured 2.6. The plot shows the lowest order diagram of electron-
muon scattering, as it is drawn using the smallest number of vertices. However, more
complex diagrams exist that have the same initial and final particles, but with ad-
ditional vertices. Examples of these higher order Feynman diagrams are drawn in
Figure 2.7. In theory, each of these additional diagrams contributes to the scattering
calculation. However, each additional QED vertex introduces a factor of α ≈ 1/137,
meaning they contribute much less to the overall scattering cross section calculation.
Thus, to first-order, Figure 2.6 alone can be used to predict electron-muon scatter-
ing. These higher order diagrams are often omitted because they add much more
complexity to the scattering calculation; however, approximate methods (eg. pertur-
bation theory) may be used to add these diagrams to the calculation, thus achieving
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e

γ

e

µ µ

Figure 2.6: Most basic Feynman diagram of electron-muon scattering.

a more precise prediction. The process can be further complicated by the addition
of other final state particles (for example the production of an additional photon in
electron-muon scattering). These are examples of next-to-leading order diagrams,
and, though they marginally contribute to the final cross section, must be considered
to derive more precise calculations.

µ µ

ee

(a)

µ

e

µ

e

(b)

Figure 2.7: Examples of higher order diagrams that contribute to the electron-muon
scattering process.

2.2 Proton-proton collisions

Most of the particles of the SM have short lifetimes and cannot be found by themselves
in nature. This makes the study of these particles rather difficult. In order to more
thoroughly understand and study the particles of the SM, it is necessary to produce
them artificially. This can be done in one of several ways; however, the most common
way is by colliding stable energetic particles together that have accessible energies
greater than the rest mass of the particle of interest. The available energy in a
collision between two particles is often characterized using one of the Mandelstam
variables, s [15]:

s ≡ (pAµ + pBµ )2 = (EA + EB)2 − (pA + pB)2 (2.1)
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where pAµ is the four-momentum 5 of particle A before collision, EA is its energy,
and pA is its momentum vector. The available total energy is maximized in the
centre-of-mass frame (pA = −pB), in which case the total centre-of-mass energy is:

ETOT
CM =

√
s = EA + EB. (2.2)

This energy can then be converted into a massive particle of mass up to
√
s. For

example at LEP, in Geneva, Switzerland in the late 1980’s, by colliding a beam of
electrons of 45 GeV with a beam of positrons of same energy (amounting to

√
s ≈

90 GeV), physicists were able to effectively produce and study the Z0 boson.
Electron-positron collisions may be the simplest to understand as they annihilate

with each other. However, any collision of a pair of particles is also capable of pro-
ducing more massive particles if their centre-of-mass energy,

√
s, is high enough. The

LHC collides protons due to their relative ease to obtain, their ability to achieve high
rates of collisions, and their minimal energy loss due to radiation when accelerated
in a circle (ie. the LHC tunnel), compared to electrons. However, several additional
issues do arise when colliding protons. Protons are not fundamental particles, but
rather are made up of three valence quarks, that are embedded in a “sea” of quark-
antiquark pairs, generated by the gluons exchanged between the quarks of the proton.
Fortunately, due to asymptotic freedom, as the proton energy increases, the coupling
between the partons within decreases, allowing the partons to basically move freely
and independently of each other within the proton. The partons of the proton are
thus better described using the variable x, the fraction of the total momentum of the
proton. The momentum distribution functions of the parton are then described using
Parton Distribution Functions (PDFs). The PDFs are basically a probability density
to find a parton carrying a momentum fraction x, at a given energy scale, Q2 6.

Each parton type has its own PDF, though their general shape is higher at low
x, and dropping down to 0 at high x. However, as Q2 increases, the valence quarks
are no longer dominant, with more quark-antiquark pairs created within the proton.
Therefore, as Q2 increases, the densities increase at low x, since the proton’s momen-

5Four-momentum is simply an extension of the classical three-dimensional momentum, p =
(px, py, pz), to also contain energy, pµ ≡ (E,p) = (E, px, py, pz).

6Q2 by definition is equal to −t, where t is another Mandelstam variable, defined as t ≡ (pAµ,i +
pAµ,f )2 = (EA,i + EA,f )2 − (pA,i + pA,f )2, where the variables are now the initial and final energies
and momenta of the same particle. This is essentially a measure of momentum transfer in a collision,
where a “soft”, glancing collision leads to a small Q2, whereas a “hard”, more direct collision leads
to a larger Q2.
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tum becomes more spread through the partons of the proton. This is seen clearly in
Figure 2.8, which show Next-to-Leading Order (NLO) PDFs used at the LHC, derived
using data from several deep inelastic scattering experiments over the last 20 years.
It is also interesting to note that the quarks and antiquarks typically carry about 50%
of the proton’s momentum, with gluons carrying the other half. The gluon fraction
also tends to increase with Q2.
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Figure 2.8: Parton distribution functions of the quarks and gluons within a proton at a
lower energy scale (Q2 = 10 GeV2, left) and at a higher energy scale (Q2 = 104 GeV2,
right) at NLO. The vertical axis is x · f(x,Q2), the parton fraction, x, times the
distribution function. The gluon distribution is scaled by a factor of 1/10 for display
purposes. Taken from [16].

PDFs are very important in proton-proton collisions, since they are essential in
predicting scattering processes. For example, calculating the cross section for a spe-
cific process, a + b → X, in a proton-proton collision, is accomplished by evaluating
the following:

σab→X =
∑
i,j

∫
dx1dx2fi(x1, Q

2)fj(x2, Q
2)σ̂ij(x1P1, x2P2, Q

2), (2.3)
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where i, j are the possible initial state partons (gluon, up quark, etc.), fi and fj are
the PDFs for the given parton, P1 and P2 are are the initial momenta of the protons,
and σ̂ij is the cross section for the specific process, derived as a function of initial
state momenta and energy scale, Q2. The cross section is typically derived using
the Feynman calculus, as described in Section 2.1.5. This method is only valid for
hard scattering processes (those at high energy scales, Q2, or at small length scales),
where a perturbative approach can be used to calculate σ̂. Soft processes (low energy
scales or long length scales) are dominated by non-perturbative QCD effects, which
are much less well understood [17].

2.2.1 Coordinate System in Hadron Collisions

The coordinate system used in most hadron collisions is a right-handed cylindrical
system, where the origin lies at the interaction point, with the z-axis running along
the beam line. The plane that is transverse to the beam, or x–y, is very important in
hadron collisions. As seen in Equation 2.3, the cross section for a process is calculated
by integrating over all possible values of x, as plotted, for example, in Figure 2.8. For
any given collision at the LHC, however, the value of x for either colliding parton is
unknown. Thus, it is not known, a priori, whether the collision occurred at centre-
of-mass (ie. with momenta summing to zero) or not. As the protons collide head-on
along the z-axis, the initial momenta of the interacting partons in the transverse plane,
x–y, are negligible. Thus, for any hard process, the vector sum of the transverse
momenta of final state particles must add to zero. Quantities such as transverse
momentum:

pT ≡
√
p2
x + p2

y (2.4)

and transverse energy:
ET ≡

√
m2 + p2

T (2.5)

are often used. It also becomes convenient to use an adapted four-momentum nota-
tion:

pµ = (E, px, py, pz) (2.6)

= (mT cosh y, pT cosφ, pT sinφ,mT sinh y) (2.7)
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where φ is the azimuthal angle, mT =
√
E2 − p2

T is the transverse mass, and y is the
rapidity:

y ≡ 1
2 ln

(
E + pz
E − pz

)
. (2.8)

The advantage of using these quantities are that pT , φ and differences in y are invariant
under longitudinal boosts.

For particles travelling close to the speed of light (or when |p| � m), rapidity can
be approximated to pseudorapidity, η:

η ≡ 1
2 ln

(
|p|+ pz
|p| − pz

)
= − ln

[
tan

(
θ

2

)]
, (2.9)

where θ is the polar angle in the cylindrical coordinate system. To help visualize this
quantity, η = 0 corresponds to a vector pointing in the transverse plane, whereas
η = +(−)∞ corresponds to vectors in the positive (negative) beam axis. Another
advantage of this quantity is that for minimum bias events 7, the particle multiplicity
per unit of rapidity is approximately constant.

A useful quantity to measure angular separation in the detector is ∆R:

∆R =
√

(η1 − η2)2 + (φ1 − φ2)2. (2.10)

This, along with the other quantities above, are used throughout this thesis.

7Minimum bias events are ones that would be collected with a totally inclusive trigger, and would
include both diffractive and non-diffractive events. Diffractive events occur when the protons are
not, or just barely, broken up; non-diffractive events occur when the protons are broken up and hit
the detector. Diffractive events are experimentally difficult to measure, thus most minimum bias
events are inelastic non-diffractive collisions.
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Chapter 3

Status of Higgs Boson Search and
Discovery

The Higgs mechanism, described in Section 2.1.4, was first theorized nearly 50 years
ago to explain why certain particles, notably the weak bosons, had mass. Although
this mechanism does successfully explain the mass of the W and Z bosons 1, it does
not predict the mass of the particle associated to it: the Higgs boson. This has been
an open question for particle physicists ever since. Some methods exist to indirectly
estimate the mass of the Higgs; however, due to the very weak dependence of the
Higgs mass on other observables, many experiments conducted direct searches for
this elusive particle [18].

3.1 SM Higgs Predictions

Though the SM does not predict the mass of the SM Higgs boson 2, it does predict
how the Higgs can be produced and how it can decay. The production modes of the
Higgs boson depend on the type of collisions used to produce them. At e+e− colliders
(such as LEP), the primary method to produce the Higgs is via “Higgsstrahlung”, in
which the e+e− collision produces a Z0, which radiates a Higgs boson (ie. e+e− →
H0Z0). At hadron colliders (such as the Tevraton and the LHC), the mechanism
with the highest probability to produce a SM Higgs is gluon-gluon fusion, plotted in

1Given the additional input parameter sin2 θW .
2The “SM Higgs boson” is a term used throughout this thesis and any paper related to the Higgs

searches. It is defined as the Higgs boson that couples to all other particles exactly as predicted by
the SM, given the mass of the Higgs.
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Figure 3.1a, where a Higgs is produced from a top-quark loop created by a pair of
gluons. The second most abundant is VBF, plotted in Figure 3.1b, where colliding
quarks exchange a pair of weak bosons that inverse pair decay into a Higgs. The next
most abundant is Higgstrahlung, or the associated production with a weak boson,
plotted in Figure 3.1c, where a produced weak boson (either W± or Z0) radiates
a Higgs. Finally, the last one often considered is the associated production with a
top-antitiop quark pair, plotted in Figure 3.1d. The cross sections for each of these
production mechanisms are dependent on Higgs mass, with cross section decreasing
with mass, as shown in Figure 3.2.

Figure 3.1: Feynman diagrams of the most abundant Higgs production mechanisms
at hadron colliders: (a) gluon-gluon fusion, (b) vector boson fusion, (c) associated
production with a weak boson and (d) in association with a top-antitop pair. Taken
from [19].

The Higgs boson couples to any massive particle, though the strength of the
coupling is directly proportional to mass. For this reason, the Higgs (of any mass)
decays mostly to the heaviest kinematically attainable particle pair. Thus, as shown
in Figure 3.3, lower Higgs masses (< 135 GeV) prefers H0 → bb̄ decays, whereas
heavier Higgs’ prefer H0 → W+W−.

3.2 Searches at the Large Electron-Positron Col-
lider

Early limits for the Higgs boson mass were derived from neutron-nucleus scatter-
ing [21] and other nuclear physics experiments; however, the first direct searches were
conducted at the Large Electron-Positron (LEP) collider at CERN. During its 11 year
run, LEP was able to set a lower limit on the mass of the Higgs ofmH > 114.4 GeV [22]



22

 [GeV] HM
100 200 300 400 500 1000

 H
+X

) [
pb

]  
  

(p
p 

-210

-110

1

10
= 7 TeVs

LH
C

 H
IG

G
S 

XS
 W

G
 2

01
0

 H (NNLO+NNLL QCD + NLO EW)

pp 

 qqH (NNLO QCD + NLO EW)

pp 

 WH (NNLO QCD + NLO EW)

pp 
 ZH (NNLO QCD +NLO EW)

pp 

 ttH (NLO QCD)

pp 

Figure 3.2: Higgs production cross sections as a function of Higgs mass at
√
s =

7 TeV pp collisions. pp → H corresponds to gluon-gluon fusion, pp → qqH to VBF,
pp→ V H (where V = W or Z) to the associated production with a weak boson, and
pp → ttH to the associated production with a top-antitop quark pair. Calculations
were not performed for mH > 300 GeV for the bottom three processes, as their cross
sections were deemed too low. Taken from [20].

at the 95% Confidence Level (CL) (see Appendix C for more details on CL lim-
its). This was accomplished by searching for Higgsstrahlung produced Higgs’ (ie.
e−e+ → H0Z0), and combining results from various Higgs and Z0 decay modes, from
each of the four LEP experiments. The primary Higgs decay channel was H0 → bb̄,
since this was the dominant decay channel for the Higgs mass range for which the
experiment was sensitive (mH < 115 GeV).

3.3 Searches at the Tevatron Collider

In parallel to LEP, Higgs searches were also conducted at the Tevatron collider at
the Fermi National Accelerator Laboratory in Batavia, Illinois USA. The Tevatron
collided proton-antiproton beams with a maximum centre-of-mass energy of

√
s =

1.96 TeV at one of two detectors: CDF and DØ. The background at hadron colliders
is much greater than at e+e− colliders. However, the higher centre-of-mass energies
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Figure 3.3: Higgs branching ratios as a function of Higgs mass. (a) shows the mass
range of 100 < mH < 1000 GeV, while (b) shows a zoomed in region of the previous
plot. Taken from [20].
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of the Tevatron allowed for searches of higher Higgs masses than LEP allowed. Using
all the Higgs production modes in Figure 3.1, along with the Higgs decay channels
of H0 → bb̄, H0 → W+W−, H0 → τ+τ−, and H0 → γγ, the Tevatron was able
to exclude the SM Higgs boson in the mass range of 90 < mH < 109 GeV and
149 < mH < 182 GeV at the 95% CL, using nearly 10 fb−1 of data [23]. The
final results show an excess of events in the mass range of 115 < mH < 140 GeV.
The observed local significance at mH = 125 GeV corresponds to a three standard
deviation (3σ) deviation from a background-only hypothesis, which is consistent with
the mass of the Higgs observed at the LHC. Results are plotted in Figure 3.4.

1
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mH (GeV/c2)

95
%

 C
.L

. L
im

it/
SM Tevatron Run II, Lint  10 fb-1

SM Higgs combination
Observed
Expected w/o Higgs
Expected ± 1 s.d.
Expected ± 2 s.d.
Expected if mH=125 GeV/c2

SM=1

Figure 3.4: Observed and expected 95% CL limits of the SM Higgs cross section
using Tevatron data, as a function of mH . The black dashed line corresponds to the
expected upper limit on the Higgs cross section, derived from signal and background
samples (along with the ±1σ and ±2σ bands, in green and yellow, respectively). The
solid black line is the observed upper limit on the SM cross section, where for any mass
for which this lines goes below 1, the SM Higgs is excluded. The blue short-dashed
line shows the median expected limits assuming a 125 GeV Higgs is present [23].

The data samples used to obtain these results were collected during Run II, which
ran from 2001 to 2011. Tevatron operations ceased in late 2011 due to the LHC
achieving luminosity of almost ten times that of the Tevatron, and at energies already
3.6 times greater.
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3.4 Searches at the Large Hadron Collider

The search for the Higgs boson has been a cornerstone of the physics programs at
both A Toroidal LHC ApparatuS (ATLAS) and the Compact Muon Solenoid (CMS)
experiments of the LHC at the European Organization for Nuclear Research (CERN).

3.4.1 Higgs Discovery at ATLAS

Results from Higgs searches at ATLAS have been released periodically since data
taking began at the LHC in 2010. Significant progress was made after the

√
s = 7 TeV

2011 data run, where roughly 5 fb−1 of data was collected. Several Higgs masses were
excluded at the time, with hints of a possible Higgs around 126 GeV. It was finally
discovered in 2012 using up to 22 fb−1 of

√
s = 8 TeV data collected. Several different

channels were used in the discovery; however, the so-called ‘Golden Channels’ of
H0 → γγ and H0 → ZZ(∗) had the largest impact on the discovery.

H0 → γγ Channel

The H0 → γγ channel used events with at least two photons that satisfy a range of
optimized selection criteria [24, 25]. Using 4.8 fb−1 of

√
s = 7 TeV data and 20.7 fb−1

of
√
s = 8 TeV data, a clear excess was seen around mH = 126.8 GeV, as plotted in

Figure 3.5. This excess was quantified by calculating a local p0 value, which measures
the probability of the background to fluctuate beyond the observation in data at a
particular value of mH . The result of the p0 calculation shows a minimum observed
(expected) significance of 7.4(4.1)σ at mH = 126.5 GeV. When considering the chance
of fluctuations at any given mass value (the so-called “look-elsewhere effect”), this
significance drops to 6.1(2.9)σ.

A mass measurement calculation was also derived using a profile likelihood ratio
test statistic, giving a best-fit measurement of mH = 126.8±0.2(syst)±0.7(stat) GeV.
Using this mass, a signal strength calculation was also performed. The signal strength
parameter, µ, is a measure of how strong a possible signal may be when conduct-
ing a particle search, with µ = 0 corresponding to a background-only hypothesis,
and µ = 1 being the nominal signal hypothesis (see Appendix C for a more thor-
ough description of the statistical analysis). The best-fit value for µ was 1.65 ±
0.24(stat)+0.25

−0.18(syst), which corresponds to a 2.3σ deviation from the SM prediction
of signal-plus-background.
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Figure 3.5: Invariant mass distribution of mγγ for combined 2011 and 2012 datasets
for H0 → γγ search channel at ATLAS. A fit to the data shows the sum of a signal
component (with mH = 126.8 GeV) and the background. A clear excess is shown
around the considered signal mass point. Taken from [25].

H0 → ZZ(∗) Channel

The H0 → ZZ(∗) → 4l channel has always been considered the ‘Golden Channel’,
due to its very clean four lepton final state, with very low background, and good mass
resolution. Four different final states were considered for this analysis: µ+µ−µ+µ−

(4µ), µ+µ−e+e− (2µ2e), e+e−µ+µ− (2e2µ) and e+e−e+e− (4e) 3. Using 4.6 fb−1 of
√
s = 7 TeV data, and 20.7 fb−1 of

√
s = 8 TeV data [26, 27], a clear excess was seen

around 125 GeV, as plotted in Figure 3.6. A 95% CL upper limit on the SM Higgs
cross section was calculated over the entire considered mass range, and mH > 130 GeV
was excluded. This is plotted for the lower Higgs mass range in Figure 3.7, though
with a clear excess in the range of 115 to 130 GeV. Similar to H0 → γγ, a local
p0 value calculation was conducted, giving a minimum observed (expected) local p0

value of 6.6(4.4)σ at mH = 124.3 GeV.
3Note that 2µ2e and 2e2µ differ in the lepton flavour pair with invariant mass closest to the Z0

mass.
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Figure 3.6: Invariant mass distributions of m4l for combined 2011 and 2012 datasets
for H0 → ZZ(∗) → 4l search channel at ATLAS in the mass range (a) 80-170 GeV
and (b) 170-900 GeV. A mH = 125 GeV signal expectation is also shown. Taken
from [27].

Mass measurement and signal strength calculations were also derived using a
profile likelihood ratio test statistic. The best-fit measurement of the Higgs mass
was:

mH = 124.3+0.6
−0.5(stat)+0.5

−0.3(syst) GeV.

Using this mass in the signal strength calculation, the best-fit µ value is 1.7+0.5
−0.4.

Other Channels

Several other channels were also considered. After the excess was discovered around
125 GeV, there was a big push to look at the other dominant decay channels in that
region to further help with the particle discovery.

AnH0 → WW (∗) → eνµν analysis was developed for
√
s = 8 TeV data [28]. These

events are difficult to identify due to the missing energy from the two neutrinos. Since
the invariant mass cannot be directly measured, an adapted transverse mass variable
is used instead. Results from the analysis show an excess of events for mH . 150 GeV,
with a 2.6σ excess at 125 GeV.

The H0 → τ+τ− analysis, on both
√
s = 7 TeV and

√
s = 8 TeV data [29],

utilizes two different τ decay types: hadronic and leptonic. The analysis used several
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different categories, which allows for ggF, VBF and VH production mechanisms to
each be considered. The observed (expected) 95% CL upper limit on the SM cross
section was 1.9 (1.2) times the SM prediction for mH = 125 GeV.

The H0 → bb̄ channel used only the VH production mechanism for its combined
√
s = 7 TeV and

√
s = 8 TeV analysis [30]. Three different vector boson decays were

considered: Z0 → νν, W± → l±ν and Z0 → l+l−. Using mbb as a test statistic, an
observed (expected) 95% CL upper limit of 1.8 (1.9) times the SM Higgs cross section
was achieved for mH = 125 GeV.

Combined Results

Results from all channels were combined using a thorough statistical procedure (to
account for correlated systematic uncertainties across different channels). The com-
bined mass measurement used only the H0 → γγ and H0 → ZZ(∗) channels, giving
mH = 125.2 ± 0.3(stat) ± 0.6(syst) GeV [31]. A combined signal strength calcula-
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tion was also conducted, using all considered channels, leading to an average value of
µ = 1.35± 0.19(stat)± 0.15(syst) computed for mH = 125 GeV. A comparison of the
signal strength results from each of the considered channels is plotted in Figure 3.8.
A compatibility test between the signal strength of each channel and the SM expec-
tation of unity gave a probability of 13%. The properties of the discovered particle
are consistent with a SM Higgs boson.
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Figure 3.8: Comparison of signal strength, µ, from each individual channel and a
combined result for mH = 125 GeV at ATLAS. Taken from [31].

3.4.2 Higgs Discovery at CMS

CMS, the other multi-purpose detector at the LHC, has also been searching for the
Higgs since data taking began in 2010. Although the search channels used by CMS are
similar to those used by ATLAS, the methods used are different, as both experiments
run independently of each other. The results from CMS are consistent with those
from ATLAS, with CMS also discovering a Higgs boson around mH ≈ 125 GeV [32].

The H0 → ZZ(∗) → 4l channel had a very large impact on the Higgs discovery at
CMS. Its analysis differed from ATLAS by including the Z0 decay to τ+τ−. Using
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5.1 fb−1 of
√
s = 7 TeV data, and 19.6 fb−1 of

√
s = 8 TeV data [33], a clear excess is

seen, as plotted in Figure 3.9, in the combined four-lepton invariant mass distribution.
This corresponds to a 6.7σ deviation above background expectation, with a best-
fit mass of mH = 125.8 ± 0.5(stat.) ± 0.2(syst.) and a best-fit signal strength of
µ = 0.91+0.30

−0.24.
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Figure 3.9: Invariant mass plot of m4l in H0 → ZZ(∗) → 4l channel at CMS. Points
represent data, shaded histograms represent expected background and unshaded his-
togram represents the signal expectation for a 126 GeV Higgs boson. Taken from [33].

The H0 → γγ channel had a smaller impact on the CMS Higgs discovery, com-
pared to ATLAS. Using 5.1 fb−1 of

√
s = 7 TeV data, and 19.6 fb−1 of

√
s = 8 TeV

data [34], both cut-based and multivariate technique-based analyses were developed
to search for the Higgs in diphoton events. A clear excess was seen around 125 GeV,
as plotted in Figure 3.10, and corresponds to a local significance of 3.2σ (for the
multivariate analysis). A best-fit signal strength calculation was conducted, giving
a value of µ = 0.78 ± 0.27 at mH = 125 GeV. The best-fit mass measurement was
mH = 125.4± 0.5(stat.)± 0.6(syst.) GeV.

Other search channels were used in the Higgs discovery, such as H0 → W+W−,
H → τ+τ− and H0 → bb̄, though their impact was smaller compared to H0 →
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ZZ(∗) → 4l. Observed excesses around mH = 125 GeV in each of these channels
ranged from 2.8 to 3.9σ. A combined best-fit mass of the Higgs was measured to be
mH = 125.7± 0.3(stat.)± 0.3(syst.) GeV, and a combined best-fit signal strength for
that mass was measured to be µ = 0.80± 0.14 [35], with the contributions from each
channel plotted in Figure 3.11.

3.5 Further Improvements and Analysis Motiva-
tion

The discovery of the Higgs boson at both ATLAS and CMS was a major success
for the LHC and CERN. The next steps for both experiments are to refine their
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results, and to further determine the properties of this new particle. Recent results
suggest the discovered boson is compatible with a spin-0, CP -even particle [36, 37].
However, more work is needed to confirm the discovery of the Higgs in the fermionic
decay channels. So far, the Higgs discovery has not been confirmed in H0 → bb̄ and
H0 → τ+τ−, the two most dominate fermionic decay channels. Slight excesses have
been observed in each channel; however, as the error bars in their signal strength
measurements in Figures 3.8 and 3.11 suggest, nothing conclusive can be said just
yet. The coupling of the Higgs to both massive bosons and fermions is predicted;
therefore, the Higgs discovery should be confirmed in each of these channels for the
SM prediction to be fully validated.

Most channels used for the Higgs discovery primarily utilized the gluon-gluon
fusion production mode, as it is the dominate mechanism to produce a SM Higgs.
Vector Boson Fusion (VBF), however, can be used to determine the CP -nature of
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the discovered Higgs, due to observables that are very sensitive to the Higgs boson
properties [38].

These are two primary reasons to develop an analysis for the VBF H0 → bb̄

channel. Further confirming the Higgs discovery in this channel would (a) be proof of
fermionic decay of the Higgs, and (b) help in determining the properties of the Higgs.
It would also contribute to the larger effort of quantifying the coupling of the Higgs
to b-quarks.
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Chapter 4

The Experiment

As mentioned in Chapter 3, the experiments of the Large Hadron Collider (LHC) have
successfully discovered the Higgs boson. These state-of-the-art facilities have been
built to find the Higgs in a wide variety of production and decay modes. Fortunately,
it is well-suited to find the Higgs in the VBF H0 → bb̄ channel.

4.1 The Large Hadron Collider

The LHC [39] is the centrepiece of the CERN laboratory in Geneva Switzerland. It
is a 27 km circular accelerator, buried 50 to 175 m underground, beneath the Franco-
Swiss border, capable of accelerating both protons and heavy ions. Separate beam
pipes allow for two beams to circulate in opposite directions, which, at its design
peak, can reach pp collisions at a centre-of-mass energy of

√
s = 14 TeV.

The LHC, pictured in Figure 4.1, is a two-ring synchrotron particle accelerator. Its
1232 dipole magnets bend the beams into its circular orbit, whereas its 392 quadrupole
magnets focus the beams. The dipoles’ magnetic field required to bend the proton
path (at the design energy) is 8.3 T. The resulting current and material requirements
are beyond the capabilities of traditional electromagnets, thus, NbTi superconducting
magnets that operate at 1.9 K are used instead. This is accomplished by using an
elaborate cryogenics system, with liquid helium cooling the magnets to their operating
temperature.

The LHC is the largest of the accelerators at CERN; however, a succession of
small to large accelerators are used to accelerate the protons to the energy needed
for injection into the LHC. Protons are first accelerated through LINAC 2, a linear



35

Figure 4.1: Schematic view of the LHC complex at CERN in Geneva Switzerland.
Taken from [40].

accelerator, to reach an energy of 50 MeV. They are then injected into the Proton
Synchrotron Booster (PS Booster), where their energies are increased to 1.4 GeV.
Next comes the Proton Synchrotron (PS), where protons reach 26 GeV, before be-
ing injected into the Super Proton Synchrotron (SPS). Protons reach an energy of
450 GeV in the SPS, which is the injection energy of the LHC.

The protons are accelerated in the LHC in bunches, as they tend to group together
during the acceleration process. There is an upper limit of 2808 proton bunches
allowed in the LHC, which corresponds to a bunch crossing time of 25 ns.

Four interaction points exist around the LHC ring where the beams can collide.
Major detectors have been placed at each of these points to identify and measure
the particles created in these collisions. The detectors are: ATLAS and CMS, which
are two very large multipurpose detectors, and ALICE and LHCb, smaller detectors
specializing in heavy-ion collisions and b-meson physics, respectively.
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4.1.1 LHC Luminosity

The rate at which events occur at the LHC is dependent on its luminosity. The in-
stantaneous luminosity, L, is the measure of the number of particles per unit area
per unit time, with typical units cm−2s−1. This value is a function of several beam
parameters, such as the number of protons per bunch, the number of bunches, rev-
olution frequency, as well as many other beam specific characteristics. The LHC is
designed to reach a peak luminosity of 1034 cm−2s−1.

The number of events per second, dN/dt, for a given process is given by:

dN

dt
= σL (4.1)

where σ is the cross section. Over a long period of time, the number of events for the
given process is simply the integral of the previous equation:

N = σ
∫
Ldt. (4.2)

The cross section can be factored out of the integral as it is independent of time.
The integral,

∫
Ldt, is referred to as the integrated luminosity, with units of cm−2,

though the use of pb−1 or fb−1 (inverse pico- or femto-barns) is more common, where
1 b = 10−24 cm2.

4.2 The ATLAS Dectector

The A Toroidal LHC ApparatuS (ATLAS) detector [41] was constructed to measure
and identify a wide variety of particles, which gives physicists the ability to observe
several different types of processes. To accomplish this, ATLAS is nearly hermetic,
covering almost the entire 4π area around the interaction point. ATLAS was also
designed to be modular in nature, with each system accomplishing specific tasks
independent of all other systems. ATLAS is typically divided into three major sub-
systems: the inner detector, the calorimeters and the muon detectors. The detector
is pictured in Figure 4.2.
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4.2.1 The Inner Detector

The ATLAS inner detector is the system closest to the interaction point, measures the
momentum of charged particles and measures primary and secondary vertices using
charged tracks. This is done by immersing the inner detector in a 2 T magnetic field
provided by a superconducting solenoid magnet (enveloping the inner detector), thus
bending the path of charged particles as they pass through the detector. Tracks are
reconstructed using hits in the multiple layers of the inner detector. Being located
closest to the interaction point, the inner detector is subjected to the highest amount
of radiation. It must also have very fast electronics to handle the extremely short
time scale between collisions. These are two most challenging issues facing the inner
detector, and the choice of materials and machinery is chosen specifically to handle
these issues.

The inner detector covers roughly |η| < 2.5, and is further subdivided into three
independent, yet complementary subdetectors: the pixels, the semiconductor tracker
(SCT) and the transition radiation tracker (TRT). The whole inner detector is cylin-
drical in shape, with length of 6.2 m, and diameter of 2.1 m and is pictured in Fig-
ure 4.3.

The Pixel Detectors

The pixel system is the innermost subdetector of ATLAS. In order to have great
ability in recognizing between primary and secondary vertices, the pixel detector
has very high granularity, which allows for high precision track measurements. The
pixel system has intrinsic transverse precision of 10 µm and longitudinal precision of
115 µm.

The system consists of three cylindrical layers of overlapping silicon pixel sensors
at transverse positions of roughly 5, 9 and 12 cm from the beam line, as well as
three perpendicular disk layers positioned between 50 and 65 cm from the interaction
point. There are a total of 1744 identical pixel sensors, each with 460,080 readout
channels for the individual pixels. The pixels themselves each have a nominal size of
50×400 µm2.

The Semiconductor Tracker

The SCT [42] is similar to the pixel system in that it is made up of cylindrical layers of
sensors going radially out from the beam line, as well as disk shaped sensors positioned
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on either side of the interaction point. There are a total of four cylindrical layers,
located between 30 and 50 cm from the beam line, and nine layers of disks on either
side of the interaction point, located between 85 and 270 cm from the centre.

The sensors themselves are made of microstrip silicon and are arranged in pairs,
with one sensor parallel to the beam line (in the case of the cylindrical barrel layers)
and the other at a 40 mrad angle. This, along with a 80 µm strip pitch, allows for an
intrinsic transverse precision of 17 µm, and a longitudinal precision of 580 µm.

The Transition Radiation Tracker

The TRT [43, 44] is the outermost layer of the inner detector. It uses a very different
detection technology to measure tracks from charged particles. The TRT is made
up of millions of drift (straw) tubes of 144 cm for the barrel region, and 37 cm for
the end-caps. They are made of polyimide film, which acts as the cathode, and gold
plated tungsten wires centered in the middle, which act as anodes. The straws are
filled with a Xe/CO2/O2 gas mixture. In the barrel region, the straw tube modules
are located between 55 and 110 cm from the beam line, and cover a region of |η| < 1.0.
The end-caps are located between 80 and 270 cm up or down from the interaction
point, and additionally cover 1.0 < |η| < 2.0.

The TRT has an intrinsic transverse precision of 130 µm, which is much larger
than the other two detectors. However, it does have the ability to identify different
particles. As charged particles pass through the straws, transition radiation pho-
tons are emitted and detected by the straw tubes. The number of radiated photons
is roughly proportional to the particle mass, thus allowing the distinction between
electrons and heavier particles.

4.2.2 The Calorimeters

When a high energy particle interacts with matter, a cascade of lower energy particles
(also known as a particle shower) is produced. The energy of the original particle
is split among the secondary particles produced, which can further be split among
tertiary particles, and so on, until there are several low energy particles, that are
absorbed by the material. The calorimeter system, which is located around the inner
detector and the solenoid, has as primary task to measure the energy of particles that
produce these cascades.
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The ATLAS calorimeter system covers the region |η| < 4.9, which is very im-
portant to contain as many particle showers as possible and to accurately measure
the missing transverse energy. Similar to the inner detector, the calorimeters are
divided into both a cylindrical barrel region and disk shaped endcaps. The shape and
depth of particle showers differ depending on the original particle type; therefore, the
calorimeter system is also divided into two major layers based on the two particle
shower types: EM and hadronic [5]. The system is pictured in Figure 4.4.

The Liquid Argon Electromagnetic Calorimeter

EM showers occur when a high energy electron or photon interacts with a material.
A high energy photon interacts with matter primarily through pair production, where
an e+e− pair is produced, splitting the photon’s energy between the two particles.
Electrons (and positrons) interact primarily through a process called bremsstrahlung,
in which the electron (or positron) is slowed when it emits a photon. These two
processes alternate for any high energy EM particle as it passes through matter,
until the resulting particles have low enough energy to be completely absorbed by the
material through another process, such as ionization (for electrons and positrons) and
the photoelectric effect (for photons). The amount of matter traversed by a particle is
measured in units of radiation length, X0 (which have units of g·cm−2). One radiation
length is characterized by (a) the mean distance over which a high energy electron
loses all but 1/e of its energy, and (b) 7/9 of the mean free path for pair production
by a high energy photon. Radiation length is a material dependent value, with higher
electron density leading to a lower radiation length, thus reflecting a better stopping
power. The depth of the EM shower is directly related to the initial particles energy,
which allows for it to be measured.

The Liquid Argon (LAr) EM calorimeter is divided into two components: a barrel
region (|η| < 1.475) and two endcaps (1.375 < |η| < 3.2). The barrel is divided into
two identical halves that are separated by a small gap (4 mm) at z = 0. Each half
barrel is 3.2 m long, and has an inner (outer) radius of 1.4 m (2.0 m). Each endcap is
divided into two coaxial wheels: an outer wheel covering the region 2.5 < |η| < 3.2,
and an inner wheel, covering 1.375 < |η| < 2.5. The barrel is segmented into three
sections in depth, while the endcaps are segmented into two sections.

Particle showers are measured by alternating dense inactive layers, with less dense
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active layers that detect energy deposition 1. Liquid argon is used as the active
material for the LAr calorimeters, with accordion shaped kapton electrodes and lead
absorber plates, which allows for full coverage in φ. The thickness of the lead plates
was optimized as a function of η in order to enhance the energy resolution.

The granularity of each individual segment is dependent on its location. In both
the barrel and the endcaps, the granularity ranges from very fine segmentation in η,
∆η × ∆φ = 0.025/8 × 0.1, to fine overall segmentation, ∆η × ∆φ = 0.025 × 0.025.
This design is used to ensure that desired resolution is achieved without costing too
much. In general, the middle layer has the finest granularity, since the majority of
energy deposition is expected to be there.

Hadronic Calorimeters

Hadronic showers occur when high energy hadrons interact with matter through the
strong force. This occurs when a high energy hadron interacts with the nuclei of
the given material, and splits into hadrons of lower energy. This continues until the
resulting particles have low enough energy to be stopped by the material. However,
there is an added complexity since hadronic interactions can often produce EM par-
ticles (through the decay of a neutral pion to two photons, for example), which can
initiate an EM shower if they are of high enough energy. The fraction of EM particles
produced in a hadronic cascade can change significantly from interaction to interac-
tion, making energy resolution difficult. In addition, lost energy through processes
such as nuclear excitation and breakup do not leave detectable signals, which can
further lead to lower energy resolution. Hadronic showers do take longer to develop,
requiring more material to fully contain. Like EM showers, hadronic showers are
measured in terms of nuclear interaction lengths, λI , which is the hadronic analogue
to X0.

The hadronic calorimeters are placed directly behind the EM calorimeters and
are divided into both a barrel and endcaps. The barrel is further divided into three
sections: a central barrel (|η| < 1.0) and two extended barrels (0.8 < |η| < 1.7). The
barrels all have an inner (outer) radius of 2.28 m (4.25 m), and has a total length of
11 m. The wheel-shaped endcaps overlap slightly with the barrel calorimeters and
cover the range 1.5 < |η| < 3.2. Each endcap has two independent wheels, that are
built from 32 identical wedge-shaped modules, each with two segments. This amounts

1This alternating of active and inactive layers is called a sampling calorimeter.
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to four layers per hadronic endcap.
The hadronic endcaps use liquid argon as an active material, with copper absorber

plates, and share the same cryostat as the LAr EM endcap calorimeters. The barrel,
however, uses scintillating tiles as its active material, and steel absorber plates.

The granularity of the hadronic calorimeters is coarser than the EM calorimeters.
The tile calorimeter has module sizes of ∆η × ∆φ = 0.1 × 0.1 except for the last
layer, which has sizes of ∆η × ∆φ = 0.2 × 0.1. The hadronic endcaps have similar
granularity, but dependent on η, with the region 1.5 < |η| < 2.5 having granularity
of ∆η ×∆φ = 0.1× 0.1, while 2.5 < |η| < 3.2 has ∆η ×∆φ = 0.2× 0.2.

LAr Forward Calorimeter

In the very forward region, there is also the LAr Forward Calorimeter (FCal). This
covers the region of 3.1 < |η| < 4.9. It shares the same cryostat as the hadronic
and EM calorimeters, but is recessed slightly (1.2 m) with respect to the inner EM
endcap. Because of this, the FCal must be much denser than the other calorimeters.
Liquid argon is still used an active material, but both copper (for the first layer) and
tungsten (for the next two layers) are used as absorbers. The granularity is still quite
small, with module sizes ranging from ∆x × ∆y = 3.0/4 cm × 2.6/4 cm in the first
layer to ∆x×∆y = 5.4 cm× 4.7 cm in the last layer.

4.2.3 The Muon System

Most particles created at the interaction point are contained within the calorimeters.
There are two exceptions to this: neutrinos, which cannot be detected at ATLAS, and
muons, which are often low-ionizing and able to pass through the entire calorimeter
without losing too much energy. Measuring muon energies and momenta are major
design goals of ATLAS, and thus surrounding the calorimeters is a multi-staged muon
system, pictured in Figure 4.5.

Three different types of muon detectors are used to measure muon tracks: Moni-
tored Drift Tubes (MDT’s), which cover the region |η| < 2.7, Resistive Plate Cham-
bers (RPC’s), covering |η| < 1.05, Thin Gap Chambers (TGC’s), covering 1.05 <

|η| < 2.7, and finally Cathode Strip Chambers (CSC’s), covering 2.0 < |η| < 2.7.
Muon flight paths are bent by one of three air core toroid magnets. These are

made of eight rectangular shaped coils arranged in a circle along the beam line. The
central barrel toroid is the largest of the three, covering the region |η| < 1.4 and
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producing a magnetic field of 0.5 T. Two identical endcap toroids covers the region
1.6 < |η| < 2.7 and produce magnetic fields of 1 T. The region in between the
two is called the transition region, where muons still feel a magnetic field, but with
contributions from both toroids. The reconstructed muon tracks are used to measure
the muon’s momentum.

4.3 Data Preparation

As mentioned in Section 4.1, the minimum spacing between bunches at the LHC is
25 ns. This corresponds to a maximum bunch crossing rate of 40 MHz. With the
amount of information collected from all the various subdetectors, it would be nearly
impossible to collect data at this rate. A tiered triggering system is in place to reduce
the data collection to a manageable rate. The quality of the collected data must meet
the highest standards in order for it to be fit for physics analyses. These topics and
more are covered in this section.

4.3.1 Triggering

The ATLAS trigger is a three-tiered system, tasked with reducing the data collection
to a manageable rate (about 200 Hz). The three levels are Level 1 (L1), Level 2 (L2)
and Event Filter (EF). L1 is a hardware-based trigger, whereas L2 and EF, often
grouped together as the High Level Trigger (HLT), are a software-based trigger.

Level 1 Trigger

The L1 trigger reduces the ATLAS event rate from 40 MHz 2 to 75 kHz. This is ac-
complished by searching for events with high transverse momentum muons, electrons,
photons, jets and τ -leptons decaying to hadrons, as well as events with large miss-
ing transverse energy, or large total transverse energy. Different energy thresholds
and multiplicities can be used in various combinations, but the number of individual
triggers is limited by memory.

Trigger decisions at L1 must take less than 2.5 µs, thus memory and CPU usage
is limited and continuously monitored to stay within this time constraint. This is
accomplished partly by only using a subset of detectors, each with reduced granularity.

2Note, this is a maximum possible event rate, based off the 25 ns bunch crossing. In reality,
bunch crossing rates are typically longer, and not all bunches interact.
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The identification of the different particles is very rudimentary, mainly looking
for a cluster (or a group of clusters) of energy deposition meeting some threshold.
However, each particle location is saved and used as a seed at L2.

Level 2 Trigger

The L2 trigger reduces the ATLAS event rate from 75 kHz to less than 3.5 kHz. As
mentioned above, particle information from L1 is stored and used as a seed at L2.
This reduces the amount of detector data transferred to the L2 computers.

Trigger decisions at L2 must take less than 40 ms. This added time, compared
to L1, allows for more detector information to be used for event selection by having
greater granularity per subdetector. This allows for more sophisticated algorithms to
be used when identifying various particles, such as distinguishing between electrons
and photons. Similar to L1, events must satisfy at least one of a predetermined list
of trigger signatures in order to be kept. If an event satisfies this requirement, it is
passed on to the next trigger level.

Event Filter Trigger

The EF trigger reduces the ATLAS event rate from 3.5 kHz to 200 Hz, the data
recording rate at ATLAS. With the added latency time (about four seconds) full
detector information and a wider scope of algorithms are available at EF. This allows
for much more refined trigger signatures to be developed, with many EF thresholds
matching offline selection criteria.

Events kept after the EF are subdivided into different streams based on which
trigger fired. The streams are basically a list of EF trigger chains and any event that
fires at least one is put into the stream. Streams are inclusive, meaning an event can
be in multiple streams. These streams are used for one of two purposes: calibration
or physics, allowing for much less redundancy when running on data and only needing
it for either purpose. Not all event information is kept for calibration streams, since
only certain data is relevant. All event information is stored for physics streams,
and are further subdivided into general physics chains, eg. mainly EM signatures
(EGamma stream), or events with jets, missing energy or taus (JetTauEtmiss stream).
In addition, an express stream with only about 10% of the data is written out to help
with data quality.
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4.3.2 Computing Model

The complexity of the computing model [45] matches that of the triggering system.
The size of events that pass the EF trigger is roughly 1.6 MB in its RAW format, with
all detector information stored. These events are then sent through reconstruction and
calibration algorithms to identify the particles in each event and store the information
in an object-oriented representation. This reduces the event size by removing most of
the detector specific output and leaving mostly information on reconstructed objects.
This is done in two steps, first to an Event Summary Data (ESD) format, then to an
Analysis Object Data (AOD) format. Most analyses can be done directly from the
AOD using Athena (the ATLAS software framework) and/or ROOT [46].

The steps mentioned above are very complex and require considerable amounts of
CPU usage, and memory storage capacity. To help alleviate the load on the facilities
at CERN, a tiered computing model is used to allocate tasks to other computing cen-
tres. The Tier-0 facility is located directly at CERN and is responsible for storing and
distributing the RAW data directly from the EF trigger. All prompt reconstruction
of event streams occur at Tier-0, which allows for easy availability and fast response
times for calibration and data quality groups. There are 10 Tier-1 facilities located
worldwide, with dedicated links to CERN. Each Tier-1 facility stores a subset of the
RAW data, and is responsible for the reprocessing of the data, which is typically a
longer process than the prompt reconstruction at Tier-0. Tier-1’s are also responsible
to provide collaboration-wide access to the analysis ready data formats (ESD, AOD).
The role of the ∼50 Tier-2 facilities is fairly broader than the previous two. These
facilities host subsets of derived data formats, perform simulations and analyses for
working groups, and perform specific calibrations, based on local interest. Finally,
Tier-3 facilities are located at most institutions, and are primarily dedicated to anal-
yses of local interest, and the storage of small subsets of data for the purpose of
end-user work.

4.3.3 Data Quality

During normal operation of the ATLAS detector, data from some component may
be unusable for physics studies during a certain period of time. This can be due to
components being at non-nominal voltages, readout electronics needing to be reset,
or data being noisier than usual. Data acquisition continues despite these. To ensure
the integrity of the data collected at ATLAS, systems are in place to first identify
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data that may be at risk of being of lower quality, then, depending on the severity,
either fix or exclude the event [47].

Data collected at ATLAS are divided into runs. These are defined as all data
collected during one particular fill of the LHC, which nominally lasts 12 hours, but
can often be shorter or longer. To help identify problems at ATLAS, each run is
further subdivided into small manageable units of time called Luminosity Blocks
(LBs). The exact length is dependent on the luminosity of the LHC, but for 2011
data, they were roughly one minute, two minutes in 2012. During data collection, a
small subset of data (the express stream, mentioned above) is initially reconstructed
and monitored. Through automatic checks on filled histograms, and expert input,
problems in the detector are located and identified. If the problem is simple, eg.
a noisy cell, the noisy cell is removed, and not included in the full reconstruction.
However, if the problem is larger, and affects an entire LB (or more), each affected
LB is assigned a defect describing the problem. Thirty-six hours after each run,
and after this initial monitoring has occurred, reconstruction begins on the entire
dataset, with any problems resolved. A second round of assessments occur once this
is complete to ensure that all problems are resolved.

The result of this is a Good Run List (GRL), a list of runs and LBs that are suitable
for physics analysis. Several different GRLs exist, each geared towards a particular
type of analysis, requiring certain components of the detector to be in good working
condition, but not necessarily others. This is very important because little data is
lost due to a problem in a component that does not affect a given analysis. GRLs are
also used to determine the integrated luminosity over a given period of time. This
is accomplished by integrating the instantaneous luminosity over the individual LBs
that are included in a GRL. This is essential, since instantaneous luminosity changes
over time, as mentioned in Section 4.1.1.

4.3.4 Data Collected in 2011

The data used in this analysis was collected in 2011. The peak luminosity reached
during this time was 3.65 × 1033 cm−2s−1. The evolution of the peak instantaneous
luminosity per run is plotted in Figure 4.6.

This amounted to 5.25 fb−1 (5.61 fb−1) of recorded (delivered) integrated lumi-
nosity over the entire year, as plotted in Figure 4.7. The most data recorded in a
single day was 128.9 pb−1.
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Figure 4.6: Peak instantaneous luminosity per run of the LHC during 2011 data
taking period. Taken from [48].

4.4 Definition of Physics Objects

The identification and measurement of particles passing through the ATLAS detector
are essential for conducting physics analyses using data collected. Fortunately, each
type of particle reacts slightly differently to the various subdetectors, leaving a unique
signature identifying it, as shown in Figure 4.8. For example, charged particles, such
electrons, protons and muons, leave curved tracks in the inner detector, while deposit-
ing the majority of their energy in the EM calorimeter, hadronic calorimeter and muon
detectors, respectively. Uncharged particles, such as photons and neutrons, do not
have bent paths in the inner detector, but instead leave the majority of their energy
in the EM and hadronic calorimeters, respectively. The weakly interacting neutrinos
travel through the machine undetected, leaving a signature of missing energy in the
detector.

Each particle has its own reconstruction algorithm(s) to identify those particles
within the detector. Many studies have been conducted to determine the efficiency
and performance of these algorithms to not only identify, but correctly measure the
energy and momentum of these particles. Only jets are considered in this analysis,
thus only those relevant algorithms are presented here.
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Figure 4.7: Total integrated luminosity at the LHC and ATLAS as a function of date
during the 2011 taking period. Taken from [48].

4.4.1 Jet Identification and Reconstruction

As mentioned in Section 2.1.2, due to confinement, partons (quarks and gluons)
cannot exist by themselves in nature. Thus if a parton is produced or scattered
during a collision at the LHC, as it travels through the detector, it will immediately
hadronize: the spontaneous creation of hadrons to compensate for the free parton.
This appears as a cascade or shower of hadronic particles within a narrow cone, all
in the direction of the original parton. This is commonly known as a jet. Though the
original parton is not directly detected, its energy can be determined by combining
the four-momenta of these particles; the resulting energy and momentum should be
similar to that of the original parton.

There are two types of inputs for jet search algorithms: topological clusters or
towers of cells. Clusters are three dimensional regions of energy deposition, seeded by
cells with large signal significance (compared to noise), with neighbouring cells’ energy
added. Towers are made up of cells that fit within a fixed size (∆η×∆φ = 0.1×0.1),
and have energy equal to the sum of those cells. These inputs are objects used in two
main types of algorithms that attempt to reconstruct the energy and momentum of
jets: the cone and cluster algorithms [49].

In the cone algorithm, an object above some energy threshold is used as a seed
in a process that combines the objects that are a fixed distance from the seed (ie.
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Figure 4.8: Cross sectional view of the ATLAS detector showing the passage of various
particles passing through the detector. Taken from [41].

within a cone around the seed). This is an iterative process, with the momentum of
the combined objects recalculated after each iteration and used as the centre of the
next cone. This is done until a stable momentum is achieved.

The cluster algorithm uses a completely different principle. Objects are combined
until a certain condition on the distance and energy of these objects are met. For
most cluster algorithms, a list is compiled of the following terms:

dij = min(k2p
T i, k

2p
Tj)

(∆R)2
ij

C2 (4.3)

dii = k2p
T i (4.4)

where i, j are over all objects, kT i is the transverse momentum of the ith term, ∆Rij

(defined in Equation 2.10) is the angle difference between the two objects, p is some
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number, depending on the specific algorithm used, and C is an angle difference param-
eter of the algorithm, which sets the resolution of the jets. Once the list is compiled,
the minimum value is found. If dii is the minimum, then that object is removed
from the list and put into the jet container. If the minimum is dij, then the i and j

objects are combined together, using some clustering scheme and the new object is
put back into the list. The values of (4.3) and (4.4) are recalculated and the process
begins again. The most common values of p are 1 (for the kT algorithm), 0 (for the
Cambridge algorithm) and -1 (for the Anti-kT algorithm).

The accurate reconstruction of jets is challenging, since one is always building a
jet from smaller composite objects. In choosing a jet algorithm, two major guidelines
must be met for it to be trusted: infrared and collinear safety. For infrared safety, the
presence (or absence) of low energy, soft particles between objects of a jet must not
have an effect on the recombination of these particles into a jet. For collinear safety,
there should be no difference in reconstruction if one has a single high momentum
particle, or a particle of the same momentum split into two collinear particles. The
AntiKt algorithm [50] has proven to be most successful at satisfying these two condi-
tions. Thus it is the standard jet algorithm used in ATLAS. In addition, topological
clusters are the standard in ATLAS jet algorithms, since they fare much better with
pile-up compared to the towers.

The energy of jets [51] is measured by combining the energies of its individual com-
ponents, the clusters. These clusters are reconstructed at the EM scale, meaning they
can correctly measure the energy deposited by EM showers in the calorimetry (due
to beam tests being conducted on the calorimeters prior to the ATLAS construction
using electron beams). Several corrections are made to jets after reconstruction such
that they have the correct Jet Energy Scale (JES). These include a pile-up correction,
to account for the energy offset caused by additional pile-up interactions, a jet direc-
tion correction, in order to point the jet in the direction of the primary vertex 3 of the
event, a Monte Carlo (MC) derived correction to match reconstructed jet energies to
their truth level 4 energies (see Figure 4.9 to see this jet response value as a function
of η for different values of jet pT ), and finally a residual in situ derived correction,

3Several interactions can occur simultaneously during a bunch crossing at ATLAS, leading to
“pile-up” events. To distinguish between them, primary vertices are determined, which are vertices
with the largest total pT of tracks associated to them.

4The energy of a jet at “truth level” corresponds to the energy of the parton from which the jet
originated. Truth level energies are not known during data taking; however, they are known when
conducting MC studies, as the energy of all particles are quantified during MC generation.
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which exploits the pT balance between a jet and a reference object (another jet, a
photon, or a Z), matching both data and MC samples.
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topological clusters as a function of η, for various jet energies. Note that results are
based on Pythia MC samples. Taken from [51].

The JES carries its own uncertainty, which is derived from the absolute and the
relative in situ calibration uncertainties being added in quadrature. The uncertainty
in the JES is dependent on both η and pjetT , but is less than 1% for jets with 55 ≤ pjetT <

500 GeV, and |η| < 1.2. This increases slightly for forward jets (|η| > 1.2), reaching
as high as 6% for very forward, and low pT jets. Generally though, the uncertainty
decreases with increasing pT . Uncertainties in JES are plotted in Figure 4.10

The development of jet reconstruction algorithms was accomplished by working
groups within the collaboration, and the software used to determine the JES was
maintained centrally by the same working group.

4.4.2 b-tagging Algorithms

A very important aspect to jet reconstruction is the distinction of jets arising from
b-quarks to those arising from lighter quarks (u’s, d’s, s’s or c’s) or gluons. The
identification of b’s is very important for ATLAS since they are found in many final
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Figure 4.10: Plots of fractional JES uncertainty as a function of pjetT at (a) η = 0.5
and (b) η = 2.0, and plots of fractional JES uncertainty as a function of η for (c)
pjetT = 25 GeV and (d) pjetT = 300 GeV. Total uncertainty is plotted in black, which
is a combination of several different components (also plotted), added in quadrature.
Taken from [51].

state decays, for example the decay of the SM Higgs to bb̄.
The decay and hadronization of b-quarks are different compared to the lighter

quarks and gluons, which can allow for b-quarks to be identified. First, the b-hadron
produced from the b’s hadronization tends to have a large percentage of the initial
momentum (about 70%), resulting in a harder fragmentation. Second, the resulting
hadron has relatively high mass (> 5 GeV), thus its decay products tend to have
large transverse momentum with respect to the jet axis. Finally, the most important
property, the lifetime of b-hadrons is relatively long (∼1.5 ps), which for a 50 GeV
b-quark leads to a flight path of roughly 3 mm. Fortunately the inner detector has
very good spatial resolution, which allows for the distinction of displaced vertices.

There are several algorithms that can be used to help identify jets arising from
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b-quarks (or b-jets for short). They are all spatial in nature, and utilize one or
more of the properties of b-jets described above [52]. The IP3D algorithm utilizes
impact parameter significance of tracks within the jet, SV0 and SV1 use displaced
vertex information, JetFitter also uses displaced vertex information and b-quark flight
length. To better discriminate between b- and light-jets, these various algorithms
can be combined together in some way, often using a neural network. The primary
algorithm used for this analysis is JetFitterCOMBNN, which combines the results
from JetFitter and IP3D using a neural network.

The success of any b-tagging algorithm is often determined by two numbers: the
b-tag efficiency (the rate at which a b-jet is actually b-tagged) and the light-jet re-
jection 5 (the number of light-jets that are properly tagged for every light-jet that is
misidentified as a b-tagged jet). These two quantities are typically inversely propor-
tional to each other, with one increasing as the other decreases. This is logical, since
one can choose a b-tag working point that is very efficient at picking out b-jets, but
it will inevitably misidentify more light-jets as b-tagged. Plots of b-tag efficiency and
light-jet rejection for various algorithms are shown in Figure 4.11 based on tt̄ simu-
lated events. The working point used for this analysis is the 57% JetFitterCOMBNN 6

b-tag efficiency, which amounts to a light-jet rejection of ∼ 600.

4.5 Monte Carlo Methods and Samples

A Monte Carlo (MC) method is a technique that uses pseudorandom numbers to help
solve a problem using a probabilistic approach. This is often done by using known
(or expected) probability distributions for a given input, randomly generating inputs
using these distributions, and investigating the final outcome in numerous pseudo-
experiments. This can then be compared to the actual final outcome in the given
experiment.

At ATLAS, MC methods are most often used in two cases: generating events
arising from proton-proton collisions for a given process (as per the expected results
from its Feynman diagram), and simulating the passage of the final state particles of
the events through the actual physics detector.

5Light-jet rejection is often referred to as mistag rate, or light-jet efficiency, which is simply the
inverse of light-jet rejection.

6A b-tagging algorithm developed and maintained centrally by a flavour tagging working group
at ATLAS.
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Figure 4.11: Plots of the b-tagging efficiency versus light-jet rejection for various
b-tagging algorithms used at ATLAS. Taken from [53]

Event generation is accomplished by using several input variables, such as PDFs,
cross sections and hadronization models. There exist several event generators, each
having their own strengths and weaknesses. For this analysis, Pythia [54], Alpgen [55],
Herwig [56], Jimmy [57], and MC@NLO [58] are all used. Pythia, Herwig and Alpgen
all generate events using lowest order calculations, MC@NLO uses NLO calculations,
and Jimmy is used for the hadronization of multi-parton interactions.

Once the events have been generated, the passage of the particles through the
detector is modelled using GEANT4 [59]. The electronic signal expected from this
energy deposition is then used to create output files, that are in the same format as
those created from real data, such that they can be analyzed in a similar fashion.
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4.5.1 Monte Carlo Samples Used in this Analysis

Signal

The VBF H0 → bb̄ signal MC samples used for this analysis were generated using
Herwig, with no generator level filter applied. Four Higgs mass points are considered
in this analysis: mH = 115, 120, 125, 130 GeV. The production cross section and
the branching ratio are calculated centrally by the LHC Physics Higgs Cross Section
group [20], with values listed in Table 4.1.

mH [GeV] σV BF [pb] BRH0→bb̄ σ ×BR [pb]

115 1.344+2.5%
-2.3% 0.703 0.9377

120 1.279+2.7%
-2.5% 0.648 0.8223

125 1.222+2.8%
-2.4% 0.577 0.6987

130 1.168+2.8%
-2.3% 0.494 0.5689

Table 4.1: Cross sections and branching ratios for the VBF production of Higgs
bosons and the H0 → bb̄ decay channel for

√
s = 7 TeV.

Background

Most of the backgrounds considered for this channel are of the hadronic nature (mostly
jets, arising from partons). Hadronic backgrounds have large cross sections, and thus
require many events to reach the same statistics as the data collected. This in turn
requires large amounts of computing resources to produce. Many of the backgrounds
were similar to those used by the Top Working Group at ATLAS [60], which saved
on double production of MC samples.

Two different types of purely hadronic samples were considered: Pythia dijet
(as described in Table 4.2), and Alpgen multijet (Table 4.3) and bb̄+jets (Table 4.4).
These samples are divided into pT ‘slices’ (Jn), based off dijet pT (Pythia) and leading
jet pT (Alpgen). The ranges are described in Table 4.2.

The production and decay of top-antitop (tt̄) is also considered a background for
this analysis. The top primarily decays to a W boson and a b-quark. The W can then
decay either hadronically (W+ → q+2/3q̄+1/3) or leptonically (W+ → l+νl). The top
pair is then generally divided into three types: fully hadronic, semi leptonic and fully
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Sample pT range [GeV] σ [pb]
Pythia Dijet J0 8-17 1.20× 1010

Pythia Dijet J1 17-35 8.07× 108

Pythia Dijet J2 35-70 4.80× 107

Pythia Dijet J3 70-140 2.54× 106

Pythia Dijet J4 140-280 9.96× 104

Pythia Dijet J5 280-560 2.59× 103

Pythia Dijet J6 560-1120 35.5
Pythia Dijet J7 1120-2240 0.134
Pythia Dijet J8 2240-∞ 5.68× 10−6

Table 4.2: Cross sections for Pythia dijet samples used in this analysis. Each sample
is divided into ‘dijet pT ’ slices (Jn).

Slice 2 partons 3 partons 4 partons 5 partons 6 partons
J1 (4j17 3j25) 1.11× 105 2.34× 104 – – –
J2 (4j17 3j25) 7.54× 104 1.70× 105 2.67× 105 5.87× 104 9.82× 103

J3 (4j17 3j25) 1.15× 104 1.17× 105 1.74× 105 5.42× 104 1.38× 104

J4 1.57× 104 2.95× 104 2.01× 104 8.70× 103 3.42× 103

J5+ 325 754 710 421 241

Table 4.3: Cross sections for Alpgen multijet samples used in this analysis. Slices
refer to leading jet pT (identical to pT ranges described in Table 4.2). Lower slices
have a generator-level filter applied to them, requiring 4 jets with pT > 17 GeV and 3
jets with pT > 25 GeV. All numbers are in pb, and each slice is divided into number
of primary partons in the final state (2 to 6).

leptonic. For the purposes of this analysis, only the fully hadronic and semi leptonic
channels are considered, with samples outlined in Table 4.5.
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Slice bb̄ + 0p bb̄ + 1p bb̄ + 2p bb̄ + 3p bb̄ + 4p
J1 (4j17 3j25) 543 588 – – –
J2 (4j17 3j25) 283 2.09× 103 7.53× 103 2.89× 103 735
J3 (4j17 3j25) 40.5 1.65× 103 4.93× 103 2.57× 103 971

J4 69.3 456 571 373 229
J5+ 1.34 9.04 16.2 14.6 14.1

Table 4.4: Cross sections for Alpgen bb̄ + n parton samples used in this analysis.
Slices refer to leading jet pT (identical to pT ranges descried in Table 4.2). Lower
slices have a generator-level filter, identical to the one in Table 4.3. All numbers are
in pb, and each slice is divided into number of additional partons (p) to the bb̄ pair
(0 to 4).

Sample Generator σ [pb]
tt̄→ fully hadronic MC@NLO+Jimmy 66.48
tt̄→ semi-leptonic+0p Alpgen+Jimmy 13.86
tt̄→ semi-leptonic+1p Alpgen+Jimmy 13.69
tt̄→ semi-leptonic+2p Alpgen+Jimmy 8.47
tt̄→ semi-leptonic+3p Alpgen+Jimmy 3.78
tt̄→ semi-leptonic+4p Alpgen+Jimmy 1.34
tt̄→ semi-leptonic+5(+)p Alpgen+Jimmy 0.50

Table 4.5: Cross sections and generators for tt̄ samples considered for this analysis.
Fully hadronic refers to both tops decaying hadronically, semi-leptonic refers to one
top decaying hadronically, the other leptonically. Semi-leptonic samples also divided
into number of additional partons (p) in the final state.
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Chapter 5

Analysis and Trigger Strategy

The VBF H0 → bb̄ search channel has not been studied previously in the ATLAS
collaboration. Some truth level studies were conducted for this channel for a generic
analysis [61], but the work was very preliminary, and did not include any detector
specific information. It did, however, list a few features of signal that could be
exploited in the event selection: the presence of two “high-pT ” b-jets, showing an
invariant mass peak, and a pair of jets in the forward and backward rapidity regions.

Since no previous group at ATLAS had developed an analysis for this channel, a
strategy needed to be developed. In addition, an algorithm for the ATLAS trigger
system needed to be designed and implemented in order to record the events of
interest. Most other search channels used one of the several established lepton triggers
in place during data taking, which were centrally maintained and studied.

In this work, trigger and analysis strategies were developed hand-in-hand in order
to optimize the identification and selection of signal events. This required the deter-
mination of event variables capable of distinguishing between signal and background
processes and the development of a new trigger capable of recording signal events
while remaining within the limits of the data collection system at ATLAS.

5.1 Event Selection Variables

The general shape of VBF H0 → bb̄ events (often referred to as “event topology”)
resembles the schematic in Figure 5.1 (recall the Feynman diagram for this channel,
shown in Figure 1.2). Two b-quarks (leading to b-jets) arise from the Higgs decay,
and two forward-backward quarks result from the hard scatter (leading to high-pT
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jets) and have a large separation in rapidity, η, which leads to a large invariant mass
between their jets, mjj.

beam line

q

b

b

q

Figure 5.1: Schematic view of example signal event for VBF H0 → bb̄ along the beam
line.

The event topology of signal events can be utilized to separate between signal and
background processes. However, for any given event, the various reconstructed jets
first need to be identified as coming from the forward-backward quarks, the Higgs
decay, or additional partons. To identify the jets from the forward-backward quarks,
a loop over all jet pairs is conducted on signal and background QCD MC samples
(from Table 4.4), and the jet pair with the largest invariant mass is taken to be
these forward jets. The higher pT (or “harder”) spectrum of signal is evident when
comparing the normalized pT distributions of each of these forward-backward jets for
signal and background, plotted in Figure 5.2a. This harder spectrum, along with the
larger rapidity gap between these forward-backward jets (plotted in Figure 5.2b), also
leads to a greater mjj distribution (plotted in Figure 5.2c).

The additional requirement of two b-jets can also enhance the signal. As b-quarks
are much less massive compared to the Higgs, the decay products tend to have large
momentum. Using the same signal and background samples as above, the pT distri-
butions of each of the two leading b-jets are plotted in Figure 5.3, which clearly show
signal having a harder pT spectrum compared to the QCD background.

Another feature of this channel is a suppression of additional radiation in the
central region due to a lack of colour exchange between the scattered quarks of the
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Figure 5.2: Plots of (a) the pT of each of the forward-backward jets, (b) ∆ηjj, their
separation in η, and (c) mjj, their invariant mass for both signal and QCD bb+jets
MC samples. All plots are normalized to the number of events, and the only selection
criterion applied is requiring at least four jets with pT > 25 GeV.

VBF process. In QCD events, the exchange of colour between quarks often leads to
additional radiation. Thus, to reduce the contamination from QCD events, a Central
Jet Veto (CJV) is used, where events with additional low pT jets in the central region
are vetoed. This is shown in Figure 5.4, which plots the number of additional jets in
the central region (after subtracting the forward-backward and b-tagged jets). Nearly
80% of signal events have no additional jets, whereas 40% of QCD events have at
least one additional jet in the central region.
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Figure 5.3: Plots of the pT of each of the two leading b-jets for signal and QCD bb+jets
MC samples. Plots are normalized to the number of events, and the selection criteria
applied are requiring at least four jets with pT > 25 GeV, and minimum two b-jets
with |η| < 2.5.

5.1.1 Initial Selection Criteria

The event topology was used to develop a set of loose preselection criteria. The
selection criteria are optimized using a rank optimization technique. This involves
determining the single selection criterion (from a wide set of possible variables) that
leads to the greatest significance (S/

√
S +B was used for this analysis) using MC

samples for both signal and background. Once this selection has been determined,
it is applied to the MC samples, and the process is started again: the next selection
criterion that maximizes significance is determined, and applied to the dataset. Using
the same MC samples as above (mH = 120 GeV signal and QCD background listed in
Table 4.4), an early iteration of selection criteria were determined, applied to a range
of event variables (mostly the ones mentioned above). This led to S/

√
S +B = 0.4 1

when the MC samples were scaled to 1 fb−1. It is important to stress that these were
simply preselection criteria, without trigger. Once a proper trigger was chosen, more
optimized criteria were determined.

1Note that the method used to determine the optimized selection criteria used “training” samples
(of both MC signal and background samples), however, the resulting significance is calculated using
“testing” samples, which is completely different MC samples of both signal and background. This
was done to avoid sample bias in the selection criteria.
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Figure 5.4: Plots of the number of central jets (|η| < 3.2) for signal and QCD bb+jets
MC samples, after subtracting forward-backward- and b-jets. Plots are normalized
to the number of events, and the selection criteria applied are requiring at least four
jets with pT > 25 GeV, minimum two b-jets with |η| < 2.5, and ∆ηjj > 3.

5.2 Early Trigger Development

Any analysis at ATLAS requires a trigger that (a) records signal events efficiently,
(b) remains “on” and unprescaled 2 throughout data taking, and (c) ideally reduces
background. Using the initial selection criteria, a search for an existing trigger that
satisfies all of these requirements was conducted. Not surprisingly, the most efficient
triggers (after selection criteria) where single- and multi-jet triggers with low pT

thresholds, like EF 2j20 3, EF 2j40 and EF j80. Signal trigger efficiencies on MC
samples ranged from 72 to 99% 4. However, these triggers were not useful for the
analysis, as their thresholds were too low, and data taking rates were far too large.
Each of these triggers were either heavily prescaled during the 2011 data taking

2If a certain trigger has thresholds that are too low, it may record events at a rate above the
software and hardware set limits of the trigger system (as detailed in Section 4.3.1). Therefore, it
often becomes “prescaled”, meaning only a fraction of triggered events are actually recorded. When
a trigger is “unprescaled”, every event that satisfies the trigger requirement is recorded.

3Note that trigger signatures used at ATLAS are represented by a character string that always
begins with the level of trigger considered (L1, L2 or EF), followed by strings that describe the
cuts applied. For example EF njX, where n represents the number of jets, and X describes the pT
threshold. If no n is printed, a single jet trigger is implied.

4Trigger efficiencies are the ratio of the number of events that satisfy a trigger and the total
number of events.
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period, or they were not included, replaced with higher threshold triggers.
The biggest issue for the all-hadronic triggers at L1 was their sensitivity to lumi-

nosity, with increases in luminosity resulting in unmanageable rates and dead time
for low threshold, low jet-multiplicity triggers. L1 4J10 was ultimately chosen as the
L1 trigger for this analysis, as it was determined to have trigger rates that stayed well
within the hardware set limits of the trigger system over the entire 2011 data taking
period; therefore, it ran unprescaled. In addition, this trigger reduced signal only
slightly: the requirement of four jets with pT thresholds ranging from 30 to 50 GeV 5,
which, if applied to the distributions in Figures 5.2 and 5.3, still left significant signal.

The trigger efficiency for L1 4J10 was 17% when using the signal MC samples.
Although this trigger did not cut on signal too tightly, it was only the L1 seed (as
mentioned in Section 4.3.1, events triggered at L1 are “seeds” for triggers at HLT),
and further requirements were added at HLT for it to stay within the software set
limits at this higher trigger level. There was a desire that these additional trigger
requirements would (a) reduce background in order to stay within the trigger rate
limits and (b) be applied offline as well, such that the effect on signal would be
minimal.

5.2.1 b-jet Trigger

The next logical idea was to implement a b-jet trigger at HLT. Early trigger menus
in ATLAS had rudimentary b-jet triggers; however, great progress and improvements
were made in 2011 to the b-jet trigger algorithm. Similar to the b-jet algorithm de-
scribed in Section 4.4.2, the online b-tagging algorithm uses inner detector information
to identify jets originating from b-quark decays. No tracking information is available
at L1, thus b-tagging is only possible at HLT.

The online b-tagging algorithm [62] is a simplified version of the offline b-tagging
algorithm, utilizing the impact parameter, d0, as a discriminating variable, which is
the distance of closest approach between a particle track and the primary vertex.
In the HLT, tracks in the inner detector are associated with L1 jets. The impact
parameters are combined with their uncertainty, σ(d0), to form the impact parame-
ter significance, S(d0) = d0/σ(d0), the primary discriminant of the online b-tagging
algorithm. The b-jets tend to have a more positive impact parameter significance

5The L1 jet trigger thresholds (eg. J10) does not directly represent the pT of the reconstructed jet,
but rather a very rudimentary approximation of it. In reality, the J10 requirement at L1 translates
to an offline jet with pT > 30 GeV typically.
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compared to light jets, as seen in Figure 5.5. A probability is derived for each track
associated to a jet, and combined together to form a per jet probability, measuring a
likelihood to be a b-jet. Online selection criteria are then made to require that n-jets
satisfy either a loose, medium or tight selection, where a loose (tight) selection has
high (low) b-tagging efficiency.
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Figure 5.5: Data and MC samples showing the signed impact parameter significance
of jets. This variable is used in the online b-tagging algorithm, since b-jets tend to
have a more positive impact parameter significance than light- and c-jets. Taken
from [62].

5.3 2011 Trigger Menu

The implementation of a dedicated b-jet trigger for VBF H0 → bb̄ into the ATLAS
trigger menu required working closely with trigger experts, since they had to ensure
a new item remained within the hardware and software bounds of the detector. How-
ever, the new trigger had to select sufficient signal in order for this analysis to be
possible. In 2011, after L1 4J10 was approved as an unprescaled L1 trigger seed, sev-
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eral different options were considered at HLT, using various combinations of number
of b-jets, and loose, medium or tight selection on those jets.

The considered triggers all had similar trigger efficiencies; however, approximate
data taking rates (for a simulated luminosity of 1 × 1033 cm−2s−1) varied from one
trigger to another, with trigger rates ranging from 4 to 25 Hz. A rate above 10 Hz
was considered far too high, considering the total allowed rate (at EF) over all trigger
items was ∼200 Hz (as mentioned in Section 4.3.1). Therefore, the trigger with the
lowest rate, EF 2b10 medium 4L1J10 6, was chosen.

5.3.1 Addition of HLT Jets

The chosen trigger, EF 2b10 medium 4L1J10, was approved up to a luminosity of
2× 1033 cm−2s−1. As the plot of peak luminosity as a function of date in Figure 4.6
shows, that luminosity was reached between July and August 2011, and the trigger
was turned off. Fortunately, the L1 was not an issue, since it had been approved up
to 5 × 1033 cm−2s−1, since its estimated rate of 2.7 kHz was small compared to the
total allowed L1 rate of 65 to 70 kHz.

A natural extension was to require HLT jets in the trigger; the previous trigger only
cut on the pT of jets at L1, whereas only b-tagging was used at HLT. The additional
requirement of four online jets that satisfy pT & 30 GeV was tested. Although
this reduced the signal trigger efficiency, it reduced background by a greater factor,
and lowered the data taking rate by an order of magnitude. The resulting trigger
implemented within the menu was EF 2b10 medium 4j30 a4tc EFFS 7.

5.4 Trigger MC Correction

It is difficult to properly simulate all detector effects when producing MC samples.
One notoriously difficult quantity to reproduce is the online and offline b-tagging of
jets. Therefore, scale factors are calculated from data and the MC samples to account
for these differences. Since this analysis uses both online and offline b-tagging, an
adapted b-tagging correction [63] is applied by calculating an event-by-event scale

6The trigger EF 2b10 medium 4L1J10 required L1 4J10 to be used as a seed (4L1J10), and two
b-jets (2b10) with “medium” selection criteria (medium).

7The trigger EF 2b10 medium 4j30 a4tc EFFS satisfies the same requirements as
EF 2b10 medium 4L1J10, and the requirement of four jets with pT & 30 GeV (4j30), recon-
structed using the anti-kT algorithm with C = 0.4 (see Equation 4.3) and topoclusters as objects
(a4tc), with a full scan at EF (EFFS).
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factor, derived from per jet weights. For example, if a certain jet is tagged both
online AND offline (referred to as a “fat tagged” jet), the corresponding jet weight,
wjet, is:

wjet = SFf (pT , η) =
εData
f (pT , η)
εMC
f (pT , η) (5.1)

where f is the flavour (light, or b 8) of the simulated jet, εData
f (εMC

f ) is the efficiency
in data (MC) that a jet of flavour f is fat tagged 9, depending on the jet’s pT and η.
Similarly, if the jet is not fat tagged, the per jet weight is:

wjet =
1− εData

f (pT , η)
1− εMC

f (pT , η) =
1− SFf (pT , η)εMC

f (pT , η)
1− εMC

f (pT , η) . (5.2)

An event weight is computed as the product of all individual jet weights in the event:

wevent =
∏
Njets

wjet, (5.3)

which is applied as a scale factor to MC samples when comparing them to data.
This was done for early 2011 data, and Pythia jet-jet MC samples. Unfortunately,

the statistics of the MC samples were the limiting factor, since not nearly enough MC
samples were available to account for the 0.8 fb−1 of data used for the comparisons,
shown in Figure 5.6. There does appear to be approximate agreement, though the low
statistics suggested these MC samples could not be used to estimate the background
for this channel, as statistical uncertainties would dominate the search for this signal
in the data set.

8The c-jets have the same scale factors as b-jets due to low statistics in the scale factor measure-
ments.

9Efficiencies for MC samples are determined by using the flavour of jets taken from truth level
information. Efficiencies for data are determined by extracting highly purified samples of b-jets,
using various methods.
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Figure 5.6: Plots of (a) fourth leading jet pT , and (b) number of jets above 50 GeV,
with both MC samples and data after selection criteria have been applied. Note that
the data corresponds to 0.8 fb−1 of 2011 data, and the red lines show the statistical
uncertainty on the MC samples.
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Chapter 6

Final Analysis Strategy

Following the implementation of the triggers mentioned in Section 5.3, it was possible
to finalize the analysis strategy for the VBF H0 → bb̄ search channel.

6.1 Trigger Selection

As mentioned in Chapter 5, a dedicated trigger was developed for this channel 1, with
L1 4J10 used as a trigger seed at L1, as this was the lowest unprescaled multijet trig-
ger during 2011 data taking. The requirement of two online b-tagged jets were added
at HLT (EF 2b10 medium 4L1J10) and was approved up to an instantaneous lumi-
nosity of 2×1033 cm−2s−1. Once this luminosity was reached, HLT jets were added to
the trigger requirements (EF 2b10 medium 4j30 a4tc EFFS). These triggers cut quite
tightly on the signal MC samples, as they have trigger efficiencies of 6.2% and 2.3%
for EF 2b10 medium 4L1J10 and EF 2b10 medium 4j30 a4tc EFFS, respectively.

The
√
s = 7 TeV data used for this analysis was collected by ATLAS dur-

ing the 2011 proton-proton run at the LHC and amounts to 4.2 fb−1 of integrated
luminosity: 1.25 fb−1 collected using EF 2b10 medium 4L1J10 and 2.94 fb−1 using
EF 2b10 medium 4j30 a4tc EFFS.

1The trigger was developed by a b-trigger working group within ATLAS, in consultation with
myself.
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6.2 Object Selection

Jets are reconstructed from energy clusters in the calorimeters using the anti-kT jet
algorithm using a radius parameter of C = 0.4 (as defined in Equation 4.3). Jet
energies are calibrated using pT - and η-dependent scale factors derived from MC
samples and validated using data, as described in Section 4.4.1. Background jets
can be produced by beam-gas or beam-halo events, cosmic rays passing through the
detector, or calorimeter noise. To ensure a high rejection of background jets, only
jets that satisfy a set of quality selection criteria are used. This selection ranges from
cuts on the energy fraction in the EM and hadronic calorimeters, the quality of the
LAr pulse shapes of the cells in a jet, timing, and other criteria. The selection used
for this analysis has a 99.8% efficiency in selecting good jets [64].

For any given event, there can be several collisions occurring at once, which leads
to pile-up events occurring in the same bunch crossing. To reduce the jets coming
from these pile-up events, jets are required to have at least 75% of the transverse
momentum of their associated inner detector tracks above 0.4 GeV to originate from
the primary vertex. Furthermore, to reduce fake jets originating from electrons, any
jet that lies within ∆R < 0.2 of an identified electron is removed. Finally, only jets
with |η| < 4.5 and pT > 25 GeV are considered.

Jets originating from b-quarks are identified using the 57% b-tag efficiency working
point of the JetFitterCOMBNN b-tagging algorithm, as described in Section 4.4.2.

6.3 Event Selection

At least four jets are required to have pT > 50 GeV in order for the trigger (L1 4J10)
to be fully efficient [65]. As previously mentioned (in Section 5.1), the scattered
quarks of the VBF process are both hard, and have a large separation in η. This
leads to a large invariant mass of the resulting jets, mjj, and difference in η between
the jets, ∆ηjj. The jets most likely to come from these scattered quarks are identified
by finding the jet pair (for jets with pT > 50 GeV) that have the largest invariant
mass. Selection criteria of mjj > 584 GeV and ∆ηjj > 3 were determined to maximize
significance when running a rank optimization on signal and background MC samples.

Of the remaining jets with pT > 50 GeV, those that lie within |η| < 2.5 are
Higgs candidate jets (as they may have come from the Higgs decay to bb̄). This
spatial requirement ensures that if these jets are also b-tagged, they are within the
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limits of the tracking system, an essential component of b-tagging algorithms. Of
the Higgs candidate jets, one or two of them must also be b-tagged. Any two Higgs
candidate jets must also be well separated, and have ∆Rbb > 0.7. Since this analysis
concentrates on the Higgs mass range of 115 to 130 GeV, only Higgs candidate jet
pairs with an invariant mass that satisfies 80 < mbb < 300 GeV are considered 2.

Little additional gluon radiation is expected in the central region of the detector
due to the colourless exchange between the forward-backward scattered quarks, es-
pecially compared to QCD events. A Central Jet Veto (CJV) is thus applied, which
vetoes any event with additional jets that satisfy |η| < 3.2 and 25 < pT < 50 GeV.

6.4 Background Estimation

As the cross sections in Tables 4.2, 4.3 and 4.4 suggest, the background is quite large
for this channel. They are so large that the time needed to generate and fully simulate
the background MC samples needed to match the amount expected for 4.2 fb−1 of
integrated luminosity would have required millions of CPU hours. This was deemed
too much to request of the ATLAS MC groups. Thus a data driven method was
needed to estimate the background.

A method developed specifically for this analysis, based loosely on the one used by
CDF [66], estimates the background by calculating the rate at which a jet is b-tagged
given that there is already a b-tagged jet in the event. In order to reduce the effect
of possible signal contamination, this is done in a background-dominated region of
phase space.

The data is divided into three distinct regions: signal, tag and control. Signal is
characterized by events with exactly four jets with pT > 50 GeV (4J), tag by events
with exactly five jets with pT > 50 GeV (5J), and control by events with six or more
jets with pT > 50 GeV (6J+). Events are first selected as per the triggers described
in Section 6.1 and the selection criteria described in Section 6.3. In the tag region,
a Tagging Rate Function (TRF) is derived by calculating the ratio between events
where exactly two Higgs candidate jets are b-tagged and events where exactly one of
a pair of Higgs candidate jets is b-tagged. This is done as a function of the spatial

2Note that the subscript bb in ∆Rbb and mbb will represent the Higgs candidate jet pair. This
will be used to distinguish them from the forward-backward jets pair, which uses the subscript jj.
However, the bb pair does not necessarily ensure they are both b-tagged, as you will see below.
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separation between the jet pair (∆Rbb) and the minimum pT of the two jets:

TRFtag (∆Rij,min[pT,i, pT,j]) = N2b (∆Rij,min[pT,i, pT,j])
N1b (∆Rij,min[pT,i, pT,j])

. (6.1)

The number and width of bins are chosen in such a way to have roughly the same
statistics over the whole range of ∆R and pT . The resulting TRF is plotted in
Figure 6.1.
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Figure 6.1: The tag rate function shown as a function of ∆Rbb and pT,b2, derived from
the tag region (5J) on 4.2 fb−1 of data.

Once this TRF is calculated, data events are selected in the signal region with the
same initial selection criteria as those in the tag region. Events with one-and-only-
one b-tagged Higgs candidate jet are used to predict the shape of doubly b-tagged
events, by using an event weight taken from the TRF, depending on the ∆R and
min[pT,1, pT,2]:

Npredicted
2b = Ndata

1b (∆Rij,min[pT,i, pT,j])× TRFtag (∆Rij,min[pT,i, pT,j]) (6.2)

The result of this procedure is an estimate of the shape and acceptance of various
kinematic variables in events with two b-tagged jets, derived from events with only
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one b-tagged jet.

6.4.1 Background Estimation Check

As a check, the method above is reapplied to events in the tag region. The resulting
distributions of some standard kinematic variables are plotted in Figure 6.2 (pT of
leading and sub-leading b-tagged jet, ∆Rbb, mbb, and mjj and ∆ηjj of the two forward
jets). There is very good agreement over all the variables, with the exception of ∆ηjj,
which appears to be systematically shifted. This is believed to be caused by the size
and width of b-jets in the event. Jets arising from b-quarks tend to have a greater
width, due to the heavy mass of the b-hadron that is created during its decay through
the detector. This in turn causes the jets in the event to become more spherical 3

and isotropic, increasing slightly the distance between them. In the plot of ∆ηjj, the
distribution with two b-tagged jets tends to have a greater separation, as it has more
b-tagged jets compared to the distribution with a single b-tagged jet. To correct for
this, a linear scaling is calculated with respect to ∆ηjj and reapplied to the data.
The kinematic plots, plotted in Figure 6.3, show better agreement (all within 10%
agreement). To quantify this improvement, χ2/NDF was calculated between data and
the estimation, both before and after the correction was applied. Their values before
the correction ranged from 0.4 to 1.0 for most distributions, except ∆ηjj, which had
χ2/NDF = 4.0. This was improved to χ2/NDF = 0.9 with the correction applied (all
other values remained mostly unchanged).

As an additional check, the TRF was tested in a sideband of the signal region,
where 300 < mbb < 400 GeV. However, statistics are not as good in this region.
The resulting kinematic distributions are plotted in Figure 6.4, with the background
estimation and data points still appearing to be roughly in agreement with each other.
The χ2/NDF for each distribution was calculated before and after the ∆ηjj correction
was applied, and similar results were observed: values unchanged (in the range of 0.6
to 1.0) for most distributions, except ∆ηjj (improved from 2.7 to 1.2).

Finally, the TRF was also applied to the control region (6J+). The resulting plots,
shown in Figure 6.5, still show agreement between data and the estimation. Similar
results were obtained as above when comparing the χ2/NDF of distributions before
and after a ∆ηjj scaling was applied.

3Sphericity is a measure of how isotropic the jets in an event are, and is calculated from the
eigenvalues of the sphericity tensor, described in [54].
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Figure 6.2: Result of reapplying tag rate function to events in the tag region (5J) over
several token kinematic variables. The TRF derived background estimation is shown
with statistical error bars in yellow, while the 2b events are the black data points.
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Figure 6.3: Result of reapplying tag rate function to events in the tag region (5J)
over several token kinematic variables, with an additional linear scaling applied with
respect to ∆ηjj. The TRF derived background estimation is shown with statistical
error bars in yellow, while the 2b events are the black data points.
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Figure 6.4: Result of applying tag rate function to events in the signal region (4J) over
several token kinematic variables, in a region of no signal (300< mbb < 400 GeV),
with an additional linear scaling applied with respect to ∆ηjj. The TRF derived
background estimation is shown with statistical error bars in yellow, while the 2b
events are the black data points.



79

50 100 150 200 250 300 350

E
ve

nt
s 

/ 5
 G

eV

1

10

Data 2011
BG estimate

 [GeV]
T,b1

p
50 100 150 200 250 300 350
0

1

2 60 80 100 120 140 160 180 200

E
ve

nt
s 

/ 5
 G

eV

1

10

210

 [GeV]
T,b2

p
60 80 100 120 140 160 180 200

0

1

2

100 150 200 250 300

E
ve

nt
s 

/ 1
0 

G
eV

10

 [GeV]bbm
100 150 200 250 300

0

1

2 0.5 1 1.5 2 2.5 3 3.5 4 4.5

E
ve

nt
s 

/ 0
.1

00

0

10

20

30

40

50

bb R∆
0.5 1 1.5 2 2.5 3 3.5 4 4.5
0

1

2

600 800 1000 1200 1400 1600 1800 2000 2200 2400

E
ve

nt
s 

/ 5
0 

G
eV

1

10

210

 [GeV]jjm
600 800 1000 1200 1400 1600 1800 2000 2200 2400
0

1

2 3 3.5 4 4.5 5 5.5 6 6.5 7

E
ve

nt
s 

/ 0
.2

50

0

20

40

60

80

100

120

jj
η∆

3 3.5 4 4.5 5 5.5 6 6.5 7
0

1

2

Figure 6.5: Result of applying tag rate function to events in the control region (6J+)
over several token kinematic variables, with an additional linear scaling applied with
respect to ∆ηjj. The TRF derived background estimation is shown with statistical
error bars in yellow, while the 2b events are the black data points.
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6.4.2 Background Estimation Results

The application of the tag rate function to singly b-tagged events in the signal (4J)
region is shown in Figure 6.6. These plots show great agreement between the back-
ground estimation and the 2b data sample 4. The plot of mbb is of particular impor-
tance, as this variable is used to discriminate between signal and background. The
comparison between data and the background estimation is shown in Figure 6.7.

6.4.3 Monte Carlo Check

The goal of this background estimation is to reliably estimate the shape and accep-
tance of QCD background for this channel using a fully data driven technique. This
must be verified in some way on actual QCD samples. As mentioned above, the com-
puting resources necessary to produce and simulate sufficient background MC samples
are far too great for proper comparison. There exist small samples of fully simulated
QCD multijet and bb̄+jets samples (as outlined in Tables 4.3 and 4.4), but when the
background estimation was run on these samples as a check of their reliability, the
statistics were far too low to glean any meaningful information from the results.

Instead, a large statistic sample of Pythia QCD background events was produced,
with four-vectors of the jet products being used to reconstruct truth level jets, but
without simulating the passage of the particles through the detector. This was used
to run a truth level study of this analysis, and test the reliability of this method at
estimating background.

No detector information was available, thus it was impossible to apply an appro-
priate trigger or any jet b-tagging. It was possible, however, to determine the quark
flavour of each truth level jet (light, charm or bottom); this was used in lieu of b-
tagging. The methodology outlined above was tested on this sample: the application
of the same selection criteria as Section 6.3, a TRF was derived in the tag region, and
the resulting TRF was reapplied to tag, control and signal regions. Similar to the
data samples, a shift in ∆ηjj was seen, once again caused by the increased sphericity
in the event with added b-jets in the 2b case compared to the 1b case. This was
corrected using a linear scaling, just like the data sample. After application of the
TRF and the linear correction, the estimates were successfully able to match the

4Note that although these plots are shown before any analysis results have been given, the result
of the background estimation in the signal region was left blinded throughout the analysis to avoid
bias.
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Figure 6.6: Result of applying tag rate function to events in the signal region (4J)
over several token kinematic variables, with an additional linear scaling applied with
respect to ∆ηjj. The TRF derived background estimation is shown with statistical
error bars in yellow, while the 2b events are the black data points.
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Figure 6.7: Plot of the mbb distribution taken from 2b (Data 2011) and 1b (BG
estimate) samples with two b-tagged jets in the signal (4J) region.

signal. To quantify this improvement, the signal and the estimation distributions
were compared using χ2/NDF (just as in data). Although the high statistic nature
of this sample lead to higher values of χ2/NDF (compared to values calculated in
Section 6.4.1), the application of a linear scaling improved χ2/NDF for the ∆ηjj dis-
tribution significantly (from 39 before to 5 after). The resulting kinematic plots are
shown in Figure 6.8 in the 4J region, with a ∆ηjj linear correction applied. In general
the single b-jet background estimation matched the double b-jet distributions within
15%. To compensate for these small discrepancies, a shape systematic is derived from
the difference between the 1b estimation and the 2b distributions, and applied to the
background estimation for data. This will be outlined further in the next chapter.

6.4.4 Influence from Other Background Sources

This method is used primarily to estimate the backgrounds from QCD events. How-
ever, other non-QCD sources may contribute to the background of this channel, but
not behave the same as QCD when put through the background estimation. If MC
samples of these sources were used as a separate background in the analysis, double
counting would occur when applying the TRF to singly b-tagged events on the same
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Figure 6.8: Result of running a MC check of the TRF method on a Pythia sample.
The above plots show standard kinematic variables in the signal (4J) region of 2 b-jet
events, compared with the TRF derived estimate of from 1 b-jet events. Note that
this is also after a ∆ηjj scaling has been applied.

sample. Therefore, the background estimation must have the 1b non-QCD contribu-
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tions removed in order to avoid this, since:

Background estimation = 1b Data× TRF

= [1b QCD + 1b non-QCD]× TRF,

therefore to get an estimate of the QCD background only, one must subtract the 1b
non-QCD contributions from the TRF derived estimation:

QCD estimation = (1b Data× TRF )− (1b non-QCD× TRF ). (6.3)

The largest source of background after QCD is tt̄, since it has a high jet multi-
plicity, plus can have several b-jets. For this analysis, only fully-hadronic and semi-
leptonic tt̄ decays are considered, with MC samples listed in Table 4.5.

Other backgrounds were considered, such as W → hadronic + jets, Z → bb̄+ jets,
and WW , WZ and ZZ diboson samples. Very few events survived the event selection,
due mainly to the selection criteria on mjj and ∆ηjj. Their effect on the analysis is
negligible.

6.4.5 Influence from a Possible Higgs signal

If a Higgs signal existed, it would also contribute to the background estimation, just as
the other sources of MC background samples contribute above. Even though the Higgs
signal is expected to be many times smaller than the background, its cross section
is inflated when performing an exclusion limit calculation (described in Appendix C,
and further explained in Chapter 8). Therefore, just as the non-QCD source were
removed from background, the 1b Higgs signal contributions, scaled by a factor of n,
are removed as well:

Background estimation = 1b Data× TRF

= [1b QCD + 1b non-QCD + n× (1b Higgs)]× TRF,
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therefore to get the overall background estimation, one subtracts the other 1b contri-
butions:

QCD estimation = (1b Data× TRF )

− (1b non-QCD× TRF )

− n× (1b Higgs× TRF ).

On average, the 1b contribution from signal MC samples is roughly 30% that of
the total 2b distribution in the signal region (4J), as shown in Figure 6.9.
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Figure 6.9: Plot of the mbb distribution taken from the 2b and 1b samples in the
signal (4J) region using the mH = 120 GeV MC signal samples, scaled to 4.2 fb−1.
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Chapter 7

Systematic Uncertainties

The 95% CL exclusion calculation, as outlined in Appendix C, requires an under-
standing of the nuisance parameters of both signal and background, in order to set
limits on the signal strength, µ. The nuisance parameters are more commonly known
as systematic uncertainties. These are described in detail here.

7.1 Background Estimation Systematic Uncertain-
ties

The method used to estimate the background has its limitations. It is important
to quantify the several sources that affect both the shape and acceptance of the
estimation plotted in Figure 6.7. These are summarized in Table 7.1.

A natural bias occurs from deriving the TRF using the tag region (5J). To account
for this, an alternate TRF was derived from a control region (6J+). In general, most
individual bin values (like those in Figure 6.1) for the control derived TRF are within
±20% of the same bin value for the tag derived TRF. However, some reach has high
as +90% and as low as -70%. The resulting background estimation when applying
this TRF to the signal region is used as a shape systematic. Plots of the difference in
mbb using either TRF are shown in Figure 7.1. Despite the fluctuation in the TRF,
the variations in the mbb only range from +8% to -8%.

The linear correction applied to the estimation as a function of ∆ηjj also incurs
a bias on the shape of the background, as it is derived from the difference between
the ∆ηjj plots for data and the background estimation in the tag region (5J). To
account for this bias, an alternate correction is derived from the ∆ηjj plots of data
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Source of Uncertainty Effect on Background Estimation
TRF derivation +5%
∆ηjj scaling +3%
MC uncertainty ±10%

Table 7.1: Summary of the sources of uncertainty on the background estimation, and
their overall effect on acceptance.
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Figure 7.1: Plots of mbb using the background estimation derived from the tag region
TRF (black) and the control region TRF (blue).

and background estimation in the control region (6J+). This new linear correction is
then applied to events in the signal region. A plot of the resulting mbb distributions
using both corrections is shown in Figure 7.2. The variation per bin ranges from +3%
to +4%.

Finally, as mentioned in Section 6.4.3, a systematic uncertainty has been assigned
to the background estimation due to the small variations found when running a MC
check on the background estimation method. An average relative uncertainty (per-
bin) was derived from the mbb distribution in Figure 6.8, with the result plotted in
Figure 7.3a. As one can see from the this plot, relative uncertainties range from a
minimum of 6% to a maximum of 20%. This relative uncertainty is then propagated
to the actual background estimation distribution of mbb, with the result plotted in
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Figure 7.2: Plots of mbb using the background estimation with a tag region derived
∆ηjj linear correction (black) and a control region derived ∆ηjj correction (blue).

in Figure 7.3b. This is a conservative estimate of the uncertainty in the background
estimation method.

7.2 Monte Carlo Systematic Uncertainties

The MC samples used in this analysis all have fairly similar systematic uncertainties,
with many mentioned briefly in previous chapters. They are described in more detail
here, and the overall effect on acceptance and shape is summarized in Table 7.2.

7.2.1 b-Tagging Calibration

The major source of systematic uncertainty for MC samples is the b-tagging cali-
bration systematic. As mentioned in Section 5.4, differences between data and MC
samples in b-tagging efficiencies are corrected using a scale factor, derived by per-jet
weights that are functions of the jet pT , η and flavour 1. The scale factors have an
uncertainty associated with them, that can range from 8% to 20% per b-jet, and as

1These scale factors (and their uncertainty) are calculated centrally by a flavour tagging working
group at ATLAS
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Figure 7.3: MC derived uncertainty on the background estimation of mbb: (a) relative
uncertainty, R, derived from MC check ratio plot and (b) uncertainty applied to actual
background estimated plot of mbb.
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Source of Uncertainty Effect on MC Acceptance
Signal (averaged) tt̄ (averaged)

b-tagging calibration 21% 20%
JES

Calibrations (various) 7% 28%
Pile-up (various) 2% 6%
Close-by jets 1% 3%
Flavour composition 10% 15%
Flavour response 5% 9%

Luminosity 1.8% 1.8%
Cross section 4.5% 10%

Table 7.2: Summary of the sources of uncertainty on the MC samples, averaged over
all the signal and tt̄ samples. The values correspond to the maximal effect on accep-
tance if each sources of uncertainty is varied by ±1σ. In the case of “Calibrations”
and “Pile-up”, the value are the result of adding several uncertainties in quadrature.

high as 60% for mistagged light-jets. To see the effect of the uncertainty on MC
distributions, each scale factor is varied by its maximal associated uncertainty and
propagated through the analysis. On average, this variation is about 23% per bin in
signal MC plots, as the example plot in Figure 7.4 shows.

7.2.2 Jet Energy Scale

Another major source of uncertainty for MC samples is the Jet Energy Scale (JES)
uncertainty. As mentioned in Section 4.4.1, the energy of jets in MC samples are
corrected to match that of jets in data using η- and pT -dependent scale factors, derived
from various calibration algorithms. These corrections have intrinsic uncertainty as
well, and ranges in value, as seen in Figure 4.10. In general, on the signal MC samples
used for this analysis, the JES uncertainty is on average 3% for jets in the central
region, and 5% for forward jets.

The uncertainty is actually made up of 64 separate nuisance parameters, derived
from uncertainties in the in situ calibrations, the η calibration, the flavour response
and composition, as well as uncertainties from mis-measurements due to additional
jets nearby, and pile-up. These uncertainties lead to both changes in the shape of
kinematic distributions, as well as the overall acceptance. Therefore to derive their
effect, for each nuisance parameter, the JES is varied by ±1σ and propagated through
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Figure 7.4: Plot of mbb using mH = 120 GeV signal MC samples with b-tagging
systematic uncertainty plotted.

the analysis. The result is upper and lower limits of the mbb distribution for each of
the parameters.

Of the 64 parameters, about half have no effect on the resulting mbb distribution.
Of the other half, the majority have a minimal effect, with maximum deviations per
bin on the order of 4 to 10%. There are some parameters, however, that lead to much
greater deviations, the worst being the flavour composition uncertainty, which, has
a maximum per bin deviation of 70%. Example plots of mbb with a JES nuisance
parameter uncertainty that leads to maximal deviation, and a parameter uncertainty
that leads to minimal deviation are shown in Figure 7.5,

7.2.3 Luminosity

All MC samples are scaled to the accumulated luminosity of the data sample used
(4.191 fb−1). This luminosity has an intrinsic uncertainty of ±1.8% [67]. This is
dominated by uncertainties in the calibration procedure to determine the luminosity.
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Figure 7.5: Plots of mbb distributions for mH = 120 GeV signal MC samples with
(a) the maximal JES uncertainty component applied (flavour composition) and (b)
an example of a minimal JES uncertainty component applied (taken from Z+jets
calibration).
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7.2.4 Signal Specific Uncertainty

The cross sections and branching ratios mentioned in Table 4.1 have uncertainties
associated to them. The uncertainty in the cross section is dominated by variations
in the PDF used to derive their values (∼2%). Branching ratio uncertainties are
dominated by variations in the QCD and electroweak corrections used to calculate
them (∼2%). These errors are added in quadrature, and an overall 4.5% uncertainty
is assigned to the signal cross section times branching ratio.

7.2.5 Background Specific Uncertainty

The other backgrounds considered in the limit calculation are the fully-hadronic and
semi-leptonic tt̄ samples, outlined in Table 4.5. The uncertainty in the cross section
is taken to be a conservative 10%, which is the upper limit of the uncertainty on these
samples used in a similar analysis [68].
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Chapter 8

Results and Discussion

The final mbb distribution is plotted in Figure 8.1. The plot shows the data points
in the signal region (4J) and the background estimation discussed in Section 6.4.
In addition, the plot shows the negligible contribution from the tt̄ events (scaled
to enhance its visibility) and the expected MC signal distribution (also scaled for
enhanced visibility) for mH = 120 GeV.

A 95% CL exclusion limit calculation is performed, as per the method described
in Appendix C, for Higgs masses of mH = 115, 120, 125, 130 GeV using the invariant
mass of the two b-tagged jets, mbb, in the range of 80 < mbb < 300 GeV. The SM
Higgs cross section can be excluded at the 95% CL when the observed upper limit on
µ (recall µ = σ/σSM) dips below 1, as previously seen in Figures 3.4 and 3.7.

The results are given in Table 8.1, and shown graphically in Figure 8.2a. The
observed 95% CL upper limits on µ range from 14 to 19 over the mass range con-
sidered, whereas the expected upper limits range from 26 to 33 1. Although the
observed values are systematically lower than the expected values, they are within
the 2σ bands of the expected upper limits. This is likely due to the background
estimation overshooting the data by a small amount, especially in the low mbb region
in Figure 8.1.

All of the systematic uncertainties described in Chapter 7 were included in the
CL limit calculation. To see the effect of these on the overall results, a similar limit
calculation was conducted without the use of systematic uncertainties. The observed
and expected values, plotted graphically in Figure 8.2b, decrease only slightly, with

1The observed upper limit is derived from the comparison of signal and background samples to
the actual data samples, whereas the expected upper limit is the median expected upper limit for
the background-only hypothesis derived from the signal and background samples.



95

 [GeV]bbm

100 150 200 250 300

E
ve

nt
s 

/ 1
0 

G
eV

0

100

200

300

400

500

600

Data
BG Estimate
Signal X 15

 X 15tt

Figure 8.1: Plot of mbb with data points plotted, along with histogram stacks of tt̄ MC
samples (enhanced by factor of 15 for better visibility), background estimation (with
shape uncertainty shaded in) and signal MC samples for mH = 120 GeV (enhanced
by factor of 15 for better visibility).

5 to 10% improvement over the mass points considered. The observed limits are still
systematically lower than the expected values, yet still within the ±2σ bands of the
expected 95% CL upper limits.

8.1 Comparison to Similar Analyses

The measurement finds no evidence for the Higgs boson. As a result, it cannot be
used to further prove the discovery of the Higgs boson in the H0 → bb̄ channel. As
this is the first time this channel has been studied at ATLAS, it is useful to compare
the results from this channel to those from other channels and other experiments.

ATLAS VH H0 → bb̄

One obvious analysis with which to compare these results is the VH, H0 → bb̄ analysis
at ATLAS [69], which uses the VH production mechanism (see Figure 3.1) instead of
VBF. Using data collected in 2011, ATLAS was able to exclude from 2.5 to 5.5 times
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Mass [GeV] Observed Expected +2σ +1σ −1σ −2σ
115 15.3 26.7 49.7 37.1 19.2 14.3
120 14.2 25.7 47.9 35.7 18.5 13.8
125 18.7 28.7 53.5 40.0 20.7 15.4
130 18.2 32.6 60.9 45.4 23.5 17.5

Table 8.1: Observed and expected 95% CL upper limits on the SM Higgs cross section
times branching ratio for the VBF H0 → bb̄ channel for the tested Higgs masses. The
±1σ and ±2σ errors bands on the expected limits are also tabulated.

the SM Higgs cross section over the mass range of 110 < mH < 130 GeV, using a
combination of the exclusion limits for three separate analyses: Z0H0 with Z0 → l+l−

(l = e or µ), W±H0 with W± → l±ν, and Z0H0 with Z → νν. If one considers only
one of these analyses, observed exclusion limits range from 7.7 to 14.4 times the SM
cross section for the same mass range.

A direct comparison is difficult since the VH, H0 → bb̄ channel had very different
challenges to contend with. For one, it has the benefit of having high energy leptons in
its final state or very large missing transverse energy. This simplifies the trigger used
to collect data, as ATLAS had many dedicated low threshold single- and multi-lepton
triggers in place, as well as missing transverse energy triggers with medium thresholds.
The backgrounds were also reduced for these channels. For one of the analyses, total
signal amounted to about 5 events using all of the 2011 data sample, with total
background reaching 370 events in the invariant mass range of 80 < mbb < 150 GeV.
That is nearly an order of magnitude smaller background compared to this channel,
which has 7 signal events, for about 4200 background events in the same invariant
mass range.

ATLAS ttH H0 → bb̄

Another comparable analysis is the ATLAS ttH, H0 → bb̄ search channel [70], which
uses the ttH production mechansim (see Figure 3.1) instead of VBF. This channel has
a far smaller cross section (see Figure 3.2) and a very complex final state, with four
or more jets, up to four b-tagged jets, missing transverse energy, and a reconstructed
muon or electron. Similar to the VH analysis above, the leptons in the final state
help in triggering events during data taking. The 95% CL exclusion limits on the
SM Higgs cross section is calculated using a combination of several jet multiplicity
channels using 2011 data, and amounts to observed limits ranging from 9 to 16 over
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Figure 8.2: Plots of the 95% CL upper limit on the SM Higgs cross section times
branching ratio for VBF H0 → bb̄ including (a) all systematic uncertainties or (b)
no systematic uncertainties, as a function of Higgs mass. The solid line shows the
observed upper limits, whereas the dotted line shows the expected value with the
±1σ and ±2σ error bands on the expected value.
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115 < mH < 130 GeV, and expected limits ranging from 7 to 13. Although the
upper limits are better than the limits obtained for VBF H0 → bb̄, they are still
complimentary to each other, as they both face similar challenges in their analyses,
mainly in estimating background.

CDF VBF H0 → bb̄

The CDF experiment, at the Tevatron collider, published a search for the Higgs boson
in the all hadronic channel [66]. In this analysis, 4 fb−1 of

√
s = 1.96 TeV proton-

antiproton data is used to search for the Higgs in the VH and VBF production modes,
concentrating on the H0 → bb̄ decay channel, and the vector boson hadronic decay
modes (for VH).

In contrast to this work, CDF used two different b-tagging algorithms, which lead
to two different exclusion limits. The better of the two results for the VBF channel
were observed (expected) 95% CL upper limits ranging from 45 (47) to 70 (80),
whereas the worst of the two were observed (expected) upper limits ranging from 80
(115) to 130 (200) over the Higgs mass range of 115 < mH < 130 GeV. Comparing
exclusion limits, the ATLAS analysis had expected limits that were 40 to 60% smaller
and observed limits 70% smaller over all mass points, compared to the better of the
two CDF exclusion results. This is expected, since the centre-of-mass,

√
s, at the

Tevatron was lower than at the LHC.
CDF used a similar background estimation method; however, a Neural Network

technique was used to better separate between signal and background, using correla-
tions between the variables mbb, mjj, and the η- and φ-moments (a measure of width)
of the forward jets. Multivariate techniques tend to improve results; however, they
must be very well understood. Besides, the goal of this thesis was to develop a first
cut-based analysis for the VBF H0 → bb̄ channel at ATLAS.

In general though, the results of the ATLAS analysis are consistent with those
from the CDF analysis, as the exclusion limits are improved upon, as expected given
the higher centre-of-mass of the LHC.

CMS VBF H0 → bb̄

The CMS experiment (the other multi-purpose detector of the LHC) conducted a
search using the VBF H0 → bb̄ channel, using the 2012

√
s = 8 TeV LHC data [71].

The analysis was different from this thesis, using fully simulated background MC
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samples instead of data driven background estimations, and using an artificial neural
network to help discriminate signal and background. The observed and expected 95%
CL exclusion limits, using 19 fb−1 of 2012 data, range from 2 to 4 over 115 < mH <

135 GeV.
These improved results are due to several factors. Multivariate techniques typi-

cally discriminate between signal and background more effectively. The use of addi-
tional variables in the neural network utilizes correlations between variables, which
is more difficult using a cut-based approach. The increased integrated luminosity
and centre-of-mass also contributes to this improvement. The results from the CMS
analysis suggest further progress is possible on the ATLAS analysis.

8.2 Discussion and Improvements

The results obtained in this analysis are first Higgs cross section exclusion limits using
the VBF H0 → bb̄ channel at ATLAS. The results are consistent with other analyses
at ATLAS, and previous searches using this decay channel.

Additional work could be done to improve upon these results. The addition of the
2012

√
s = 8 TeV dataset would increase the amount of data collected by a factor

of four, as 22 fb−1 of data was collected during that time. The added data and the
increased centre-of-mass would improve the statistics of the channel, thus pushing
the exclusion limits down.

Fully simulated and well understood QCD background would also contribute to
improving the results. This would prevent the need of a fully data driven method
to estimate the background. Not only would this likely decrease the systematic un-
certainties on the background, it would also help increase the signal efficiency. As
mentioned in Section 6.4.5, 1b contributions of signal had to be subtracted from the
background in order to avoid biases of an inflated signal contribution in the back-
ground estimation. This contribution is roughly 30% of the signal in the 2b signal
region, as shown in Figure 6.9. This subtraction effectively weakens the signal by 30%,
and in turn, the exclusion limits are increased by the same amount. There was little
to no signal in the tag region (5J) when developing the TRF; however, if MC samples
were used, a loosening of selection criteria could provide an additional channel to use
for discrimination between signal and background, which could be combined with the
primary (4J) signal region.

When comparing this analysis to the CDF and CMS analyses, the use of multi-
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variate techniques may improve the results of this analysis. Early in its development,
there had been some preliminary work done to investigate the use of a multivariate
approach for this channel. However, it was decided to concentrate on the cut-based
approach due to two reasons. For one, there had not been an analysis developed for
this channel, thus, it was deemed wise to develop a cut-based analysis first, in order
to better understand the channel as a whole, and to set a baseline result for this
channel. The second reason was due to the fact that early on, expertise lay in cut-
based analyses for most other Higgs search channels at ATLAS, thus more support
was available in developing an analysis strategy using cuts, rather than multivariate
methods. This has evolved over time, and now many more analyses are being done
at ATLAS using multivariate techniques. This analysis could be a starting point for
future analyses using additional data and using multivariate techniques.
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Appendix A

The Higgs Mechansim

The origin of the Higgs mechanism stems from the need to explain why the weak
bosons and the fundamental fermions have mass. Without it, the weak theory is not
locally gauge invariant, which causes it to be unrenormalizable. The Higgs field fixes
this by having a non-zero vacuum expectation value, v.

This can be illustrated by looking at the spontaneous symmetry breaking of a
U(1) gauge field [7]. Consider the following Lagrangian of a complex scalar field, φ
(which can be written in terms of scalar fields φ1 and φ2, φ = (φ1 + iφ2)/

√
2):

L = (∂µφ∗)(∂µφ) + µ2φ∗φ− λ(φ∗φ)2, (A.1)

where φ has kinetic (first) and potential (last two) terms. If the constants µ and λ

satisfy µ2 > 0 and λ > 0, then the ground state does not occur at |φ| = 0, but instead
is degenerate and occurs at any point where:

φ∗φ = 1
2
(
φ2

1 + φ2
2

)
= µ2

λ
(A.2)

is satisfied. µ2/λ is actually, by definition, the square of v. Since the Feynman calculus
is perturbative, one must choose about which point to reformulate the Lagrangian,
such that only fluctuations about the ground state are considered. To do this, the
field φ can be rewritten in terms of the fields η1 and η2 from any minimum energy
state (say φ1 = v and φ2 = 0):

φ =
√

1
2(v + η1 + iη2), (A.3)
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which, when put back into (A.1), becomes:

L′ = 1
2(∂µη1)2 + 1

2(∂µη2)2 + µ2η2
1 + (. . .), (A.4)

where (. . .) represents constants and cubic and quartic interaction terms between η1

and η2. (A.4) thus represents two scalar fields: one that is massive, η1, the other
massless, η2. The appearance of this massless scalar field is due to the Goldstone
theorem, which states that the spontaneous breaking of a continuous global symmetry
will lead to massless scalar particles 1, called Goldstone bosons.

What is more interesting is when one considers the spontaneous breaking of a
local gauge symmetry. For a local gauge transformation:

φ→ eiα(x)φ, (A.5)

the partial derivatives in (A.1) must be replaced with the covariant derivative;

Dµ = ∂µ − ieAµ (A.6)

where the gauge field Aµ transforms as:

Aµ → Aµ + 1
e
∂µα. (A.7)

The locally gauge invariant Lagrangian then becomes:

L = (∂µ + ieAµ)φ∗(∂µ − ieAµ)φ+ µ2φ∗φ− λ(φ∗φ)2 − 1
4FµνF

µν , (A.8)

where Fµν = ∂µAν − ∂νAµ. Now (A.3) can still be used to rewrite this in terms of
fluctuations about the ground state; however, a “miracle” occurs when local gauge
invariance is used to choose an appropriate gauge. (A.3) can be rewritten to lowest
order as:

φ '
√

1
2(v + η1)eiη2/v (A.9)

and since (A.8) is locally gauge invariant, (A.5) can be used, with α = −η2/v, resulting
1The spontaneous breaking of a symmetry occurred here when the particular minimum energy

state, φ1 = v, φ2 = 0, was chosen.
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in:

φ′ =
√

1
2(v + η1) =

√
1
2(v + h) (A.10)

where the field h is used instead of η1. When put into (A.8), this leads to the
Lagrangian:

L = 1
2(∂µh)2 − λv2h2 + evA2

µ −
1
4FµνF

µν + (. . .) (A.11)

where (. . .) is the cubic and quartic interaction terms. This Lagrangian describes two
massive particles: a vector gauge boson, Aµ and a massive scalar h. This massive
scalar is the Higgs particle, and is responsible for the mass of the gauge boson. This
is what is known as the Higgs mechanism.

Although this method only leads to one massive gauge boson, the same steps
can be taken for an SU(2) gauge symmetry, which leads to three massive vector
gauge bosons (W± and Z0). Finally, the SU(2) and U(1) gauge symmetries can be
combined together (see [8]), which leads to three massive vector gauge bosons (the
weak bosons), one massless vector gauge bosons (the photon) and one massive scalar
boson (the Higgs), which is consistent with the electroweak theory.

The Higgs mechanism can also be extended to fermions, generating fermionic
masses in a similar fashion as the bosons. This is accomplished by adding gauge
invariant Yukawa interactions between the Higgs field and the fermion field, for ex-
ample:

L = −Gf [ψ†LφψR + ψ†RφcψL] (A.12)

where Gf would be some constant (chosen such that mf = Gfv/
√

2), and ψL and
ψR would represent the left- and right-handed fermion. By choosing an appropriate
gauge (just like the spontaneous symmetry breaking above), this Lagrangian becomes
a sum of the fermion mass term and the fermion-fermion-Higgs coupling term:

L = −mf f̄f −
mf

v
f̄fh. (A.13)

This shows that the Higgs coupling to the fermions (the second term) is directly
proportional to the mass of the fermion, as is evident in Figure 3.3.
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Appendix B

Triggers in 2012 and beyond

Though data samples collected in 2012 were not used in this analysis, a trigger study
was conducted to determine possible trigger signatures to be in place for this channel
during the 2012 data taking period. The first issue to tackle was the L1 trigger rate.
L1 4J10 could no longer be supported at the higher luminosities in 2012, since the
rate increases exponentially, and can reach 50 kHz at a luminosity of 1034 cm−2s−1,
nearly the limit of the L1 trigger. L1 4J15 was approved for 2012 data taking, and
was thus used as the seed for 2012 triggers at HLT.

A study was conducted to see the effect of adding forward jets at L1. A similar
study was done for 2011 data samples, though it didn’t improve efficiencies since
the L1 forward jets started at |η| > 3.2, and the forward jets of VBF events peak
at |η| ∼ 2.5. In 2012, there was a possibility of decreasing the L1 η threshold for
forward jets to |η| > 2.8. Trigger signal efficiencies were computed for L1 4J15 and
L1 3J15 FJ15, with the FJ15 having either a |η| > 2.8 or |η| > 3.2 threshold. The
efficiency for the three jet trigger plus forward jet was comparable to four jet trigger
if the looser η threshold was used. There was also little overlap between the two
triggers, suggesting they would complement each other nicely during data taking.

Very little flexibility is available at L1, as trigger algorithms must be very fast in
order to stay within the limits of data taking at that level. However, in the HLT,
there is more information and time to make a more refined decision. A significant
fraction of the signal is lost when cutting on the pT of each of the four leading jets.
Cutting on quantities such as mjj or ∆ηjj would be much more beneficial, as less
signal would be lost at the trigger level.

Further rank optimized offline selection criteria of ∆ηjj > 3.0 and mjj > 662 GeV
where determined using data and MC samples. A study was conducted to determine
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the effect on signal of applying these selection criteria online. Two L1 triggers were
considered as baseline, seed triggers: L1 4J15 and L1 3J15 FJ15 (with the lower |η|
threshold mentioned above). After applying loose preselection criteria (four jets with
pT > 25 GeV, two of which are b-tagged), L1 4J15 has a higher overall signal efficiency
(2.8%) compared to L1 3J15 FJ15 (2.2%). However, when comparing plots of mjj

vs. ∆ηjj, shown in Figure B.1, L1 3J15 FJ15 clearly has a higher concentration of
events at greater values of mjj and ∆ηjj (as expected, these variables are correlated).
This is also shown clearly in Figure B.2.

To stay within the limits of the offline selection criteria, online trigger criteria
of mjj > 400 GeV and ∆ηjj > 3.0 were proposed. As expected, L1 3J15 FJ15 was
less affected, with an 89% relative selection efficiency, compared to L1 4J15, with
76%. Though even after the cut, L1 4J15 had a higher overall signal efficiency, 2.1%,
slightly greater than L1 3J15 FJ15, with a 1.9% overall efficiency.

Approximate background rates were calculated using MC samples, with 1034 cm−2s−1

as a benchmark luminosity. Similar to the signal MC samples, L1 4J15 had a slightly
greater rate than L1 3J15 FJ15 (630 Hz compared to 540 Hz). After requiring two
offline b-tagged jets, the rate for L1 4J15 was about 4 Hz, which would be too high
and would not be accepted at HLT unprescaled, whereas L1 3J15 FJ15 had a more
acceptable rate of 1.5 Hz. Finally after applying the mjj and ∆η criteria “online”,
both trigger seeds had rates on the order of 1 Hz, which is in the acceptable range of
rate per trigger signature. As a result, a so called VBF trigger item was implemented
in late 2012, which cuts loosely on mjj and ∆ηjj for certain L1 multijet trigger seeds.
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Figure B.1: Plots of mjj vs. ∆ηjj for mH = 120 GeV signal MC samples after
requiring (a) L1 4j15 or (b) L1 3J15 FJ15, four jets with pT > 25 GeV and two jets
that satisfy offline b-tagging. The z axis is number of MC events.
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Figure B.2: Plots of (a) mjj and (b) ∆ηjj for mH = 120 GeV signal MC samples
comparing L1 4J15 and L1 3J15 FJ15 triggers after applying cuts on number of jets
(≥ 4 with pT > 25 GeV) and number of b-jets (≥ 2 offline b-tagged jets). The y axis
is number of MC events.
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Appendix C

Statistical Tests for Particle
Physics

The discovery of the Higgs boson, as outlined in Chapter 3, required an extremely
large dataset, since the search for the Higgs has been akin to “finding a needle in
a haystack”. It is therefore essential that very thorough statistical tests be used to
quantify the search, and subsequent discovery of the Higgs. ATLAS uses a frequentist
method to set limits on observation, discovery and exclusion [72].

C.1 Test Statistic for Particle Searches

When searching for new processes in particle physics experiments, it is necessary to
quantify the significance of an observed signal. This is often done by means of a
p-value: the probability, under some hypothesis, of finding data of equal or greater
compatibility with the prediction of the hypothesis. The hypothesis can be regarded
as excluded if the observed p-value is below a specified threshold. A p-value is often
converted to an equivalent significance, Z, defined such that a Gaussian distributed
variable found Z standard deviations above its mean has upper-tail probability equal
to p, illustrated in Figure C.1a. These are related by:

Z = Φ−1(1− p) (C.1)

where Φ−1 is the inverse of the cumulative distribution of the standard Gaussian, plot-
ted in Figure C.1b. The standard for discovery (or the rejection of the background-
only hypothesis) within the particle physics community is a significance of Z = 5,
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which corresponds to p = 2.87 × 10−7, whereas the standard for excluding a signal
hypothesis is a threshold of p = 0.05 (i.e. a 95% Confidence Level (CL)), which
corresponds to Z = 1.64.
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Figure C.1: Plots of (a) the correspondence between Z and p-value for a gaussian
distribution and (b) the inverse cumulative distribution of the standard Gaussian,
Φ−1, as a function of (1− p). Taken from [72].

The most common procedure to establish discovery or exclusion is based on a
frequentist significance test using a likelihood ratio as a test statistic. Consider an
experiment where for each selected event, one measures a kinematic variable, x, to
search for a signal (the invariant mass of two b-jets for example). A histogram,
n = (n1, . . . , nN), is then constructed from selected events, where the expectation
value of ni can be written:

E[ni] = µsi + bi (C.2)

where the mean number of entries in the ith bin from signal and background are:

si = stot

∫
bin i

fs(x; θs) dx, (C.3)

bi = btot

∫
bin i

fb(x; θb) dx. (C.4)

The parameter µ corresponds to the strength of the signal process, with µ = 0
corresponding to a background-only hypothesis, and µ = 1 being the nominal signal
hypothesis. The functions fs(x; θs) and fb(x; θb) are the probability densities of
the variable x for both signal and background events, where θs and θb represent
the parameters that characterize the shape of the functions. These functions are
integrated over the bin i, and multiplied by stot or btot, the total mean number of
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signal and background events respectively. Both the signal and background models
contain nuisance parameters whose values are not taken as known a priori, but rather
must be fitted from the data. These are denoted as θ = (θs,θb, btot). It is assumed
that the signal normalization, stot, is fixed to the value predicted by the nominal
signal model, whereas µ acts as an adjustable strength parameter.

Each bin of the variable is assumed to follow Poisson statistics, therefore the
likelihood function is the product of Poisson probabilities over all bins:

L(µ,θ) =
N∏
j=1

(µsj + bj)nj
nj!

e−(µsj+bj), (C.5)

then to test a hypothesized value of µ, a profile likelihood ratio is calculated:

λ(µ) = L(µ, ˆ̂
θ)

L(µ̂, θ̂)
, (C.6)

where , ˆ̂
θ denotes the value of θ that maximizes L for the specified value of µ (condi-

tional maximum-likelihood estimator of θ). The quantities µ̂ and θ̂ are the values of
µ and θ that maximizes L (the unconditional maximum-likelihood). The presence of
the nuisance parameters broadens the profile likelihood as a function of µ, compared
to what one would expect if their values were fixed. The profile likelihood, λ, satis-
fies 0 ≤ λ ≤ 1, with values near 1 implying good agreement between data and the
expected background and signal models for the hypothesized value of µ.

In most analyses, the signal process contribution is assumed to be non-negative,
which implies µ > 0. However, as will be seen below, µ̂ will be modelled as a Gaussian
distributed variable, and therefore must be allowed to take on negative values.

C.1.1 Test Statistic for Upper Limits

For establishing upper limits on µ, ATLAS uses the following test statistic:

qµ =

 −2 lnλ(µ) µ̂ ≤ µ,

0 µ̂ > µ,
(C.7)

where λ(µ) is defined in Equation C.6. Setting qµ = 0 for µ̂ > µ is due to the fact that
data satisfying this condition would not represent less compatibility with µ than the
data obtained, thus one is not trying to reject this region. From the definition, higher
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values of qµ represent greater incompatibility between data and the hypothesized
value of µ.

The level of agreement between data and a hypothesized value of µ is quantified
using a p-value, defined as:

pµ =
∫ ∞
qµ,obs

f(qµ|µ)dqµ, (C.8)

where f(qµ|µ) is the probability density function of qµ assuming a value of µ.
To set a 95% CL upper limit, the CLS method [73] is used, defined as:

CLS ≡
ps+b

1− pb
< α (C.9)

where one finds the value of µ for which its p-value, ps+b, divided by 1 − pb (pb is
the p-value for the µ = 0 case), is less than some threshold value, often α = 0.05
(i.e. 95% CL). This method is preferred over simply using ps+b, since it is much more
conservative in cases where there is little sensitivity to the signal model, though it
results in higher upper limits. In the case of large sensitivity to the signal model,
there is little difference between CLS and ps+b.

C.1.2 Approximating Sampling Distributions

In order to determine the p-value of a hypothesis in Equations C.8 and C.9, one
needs to determine the distribution f(qµ|µ). It is also important to determine the
distribution of f(qµ|µ′), where µ 6= µ′, in order to determine the expected significance
if the data corresponds to a strength parameter, µ′, different from the one being
tested, µ. This distribution has been approximated to be:

− 2 lnλ(µ) = (µ− µ̂)2

σ2 +O(1/
√
N), (C.10)

where µ̂ is a Gaussian distribution with mean µ′ and standard deviation σ, and N is
the data sample size. The standard deviation σ can be obtained from a covariance
matrix of the estimators for all parameters (i.e. the nuisance parameters θ). Assuming
a large enough data sample to ignore the second term above, the probability density
function for Equation C.10 follows a non-central χ2 distribution. This simplifies even
further to a normal χ2 distribution in the special case of µ′ = µ.
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This can then be used to approximate the distribution for f(qµ|µ) in Equation C.8:

f(qµ|µ′) = Φ
(
µ′ − µ
σ

)
δ(qµ) + 1

2√2πqµ
exp

−1
2

(
√
qµ −

µ− µ′

σ

)2
 , (C.11)

which simplifies to a half-χ2 distribution in the special case µ = µ′. To find the upper
limit on µ, one can find the largest value of µ that satisfies pµ ≤ α, for some value of
α, i.e. α = 0.05 for the 95% CL.

C.1.3 Experimental Sensitivity

The sensitivity of the experiment is characterized not by the significance obtained
from a single data set, but rather the expected, or median significance with which
one can reject different values of µ. This is illustrated in Figure C.2, which shows
example distributions of f(qµ|µ) and f(qµ|µ′). The median value of f(qµ|µ′) can be
used to calculate the median value of the p-value, assuming µ′. For setting exclusion
limits, one uses µ′ = 0 as the assumed hypothesis, rejecting nonzero values of µ from
the calculated p-value.

For the purpose of determining the median expected significance, one replaces the
ensemble of simulated background and signal data by a single representative data set,
referred to as the “Asimov” data set. This is derived by estimating each parameter
of θ to be the value that maximizes the likelihood function with respect to that
parameter. Theses values are those implied by the “assumed” distribution of the
data, and are estimated from the MC model using a large data sample.

This Asimov data can in turn be used to evaluate an “Asimov likelihood”, LA,
which is then used in the profile likelihood ratio, −2 lnλA(µ). This leads to a qµ,A,
which can be replaced in each instance of qµ in Equation C.11, to be used to find the
median upper limit on µ assuming µ′ = 0.

The actual data contains statistical fluctuations, and thus the observed significance
is not in general equal to the median. It is thus useful to determine by how much
the significance may vary, given the expected fluctuations in the data. Fortunately,
the approximate sampling distributions can predict how the significance is expected
to vary under the assumption of a given signal strength. Error bands for the median
significance are then often quoted, which corresponds to ±Nσ variations about µ̂
(which is of course a Gaussian distributed variable, about µ′).

Fortunately all these methods have been implemented into one central C++ class



113

µ
q

)µ|
µ

f(q

,obsµ
q

’]µ|
µ

med[q
’)µ|

µ
f(q

p-value

Figure C.2: Illustration of the probability distribution function of qµ for both a
strength parameter µ and a different value µ′. The plotted p-value demonstrates the
experiments sensitivity as it gives the median p-value assuming µ′. Taken from [72].

library called RooStats [74], based on the ROOT and RootFit [75] packages. The
framework allows for minimizations (for example to obtain the estimators in the
profile likelihood ratio), which are conducted using the Minuit [76] package.
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