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Abstract

In previous papers about searches on star graphs several patterns have been made appar-
ent; the speed up only occurs when graphs are “tuned” so that their time step operators
have degenerate eigenvalues, and only certain initial states are effective. More than that,
the searches are never faster than O (\/N ) time. In this thesis the problem is defined rigor-
ously, the causes for all of these patterns are identified, sufficient and necessary conditions
for quadratic-speed searches for any connected subgraph are demonstrated, the tolerance
of these conditions is investigated, and it is shown that (unfortunately) we can do no better
than O (\/N ) time. Along the way, a useful formalism is established that may be useful
in future work involving highly symmetric graphs. For a much shorter, abridged version of
the first half of this thesis, see [1].

The tools and techniques so derived are then used to demonstrate that tree graphs can
be used for the computation of Boolean functions. The philosophy of Farhi’s work [2] on
the continuous-time NAND tree is applied to a discrete-time walk with any (AND, OR,
NAND, or NOR) gate at each vertex. Tentative results show that the vast majority of

possible Boolean functions on N bits can be calculated in O <\/N ) time.
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1 Introduction and Review of Quantum Walks

A graph is a structure composed of vertices connected to each other by edges. If we
imagine a particle that can sit on on a vertex and move randomly to connected vertices,
then we describe where it may be at a given time or the path that it takes using the study of
random walks. The particle “randomly walks” from one vertex to the next to the next, with
the probability of moving between any pair of vertices described by a transition matrix.
Random walks fall broadly into two categories: continuous-time walks and discrete-time
walks (the second of which is the focus of this thesis).

Through the study of random walks we can learn remarkable facts about the behavior
of some large structures with simple components. For example, if we take an infinite
set of vertices indexed by the integers and connect them sequentially (so that vertex j
is connected to both vertices 7 — 1 and j + 1, Vj), then we can talk about a “random
walk on a line”. In particular, if the probability of a particle jumping to either of the
adjacent vertices is equal and time-invariant, then we find that we have a useful model of
one-dimensional Brownian motion. We can describing the probability of a particle being at
vertex j at time step t as P(j;t). If we place the particle at the origin at time zero, we find
that the probability distribution of the particle some time later is roughly Gaussian. More

27

) X
precisely, if P(0;0) = 1, then P(j;t) = 2%(%) ~ 4/ 2e T, for t% € Z. With even this

i

trivial example we can model, for example, the diffusion of silt in pipes, and can already

see the O(1/1) rate of that diffusion.



A “quantum walk” is a quantum version of a random walk [3]. In a quantum walk,
a particle’s motion is governed by probability amplitudes, whereas in a classical random
walk it is governed by probabilities. Importantly, this means that the time-step operator
of a classical walk is stochastic while the operator for a quantum walk is unitary. While
not immediately obvious, this distinction leads to wildly different (and useful) behaviors.
This difference can be clearly seen by comparing the random walk just discussed with the
“Hadamard walk”, which is arguably the closest quantum analog.

Unitarity implies that the process of the walk must necessarily be reversible. This
requires that, at each step, the particle “remember” where it previously was. One method
of resolving this issue is to include an ancillary “coin” to each vertex which can be in either
of two states: | 1) or | ). In the Hadamard walk the time step operator performs the

following:

DD+ =D
V2
_ DI -l =Dl

Uil = 7 (2)

Ul 1) =

(1)

The probability of finding a particle with state [¢)(x;m)) on a given vertex is P(z;m) =
(G ) 1oz m)) | + 1G] [0z m)) 2. The state of a particle after m time-steps is
[(z;m)) = U™ p(x;0)), where |¢(x;0)) is the initial state. So, for example, if |¢(z;0)) =
0} 1), then Uly(z;0)) = 5 (=1 + 1) 1) and P(151) = P(-1;1) = 5. AF

ter only one step the Hadamard walk yields the same results as the classical random



walk. However, after a few more time-steps we can begin to see the effect of interference.
[(@:3)) = U3Jo(:0)) = = (| = 3} 1) — [ = I 1) + [1( 1) +2] 1)) + 13)] 1)) and there-
fore P(—3;3) = P(—1;3) = P(3;3) = £ and P(1;3) = 3. Clearly this is a departure from
the behavior of the classical walk, where P(—1;3) = P(1;3) = 3. Advancing time rapidly

shows that these differences are profound.
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Figure 1: Probability vs. position at ¢ = 100 for the classical and Hadamard walks de-

scribed above.

While the classical walk diffuses and has a variance of O(v/t), the quantum walk propa-
gates and has a variance of O(t). Rather than approaching a Gaussian curve, the Hadamard

walk oscillates around P(z;m) = m [3]. Just as bizarre, the probability of a



random walk crossing to the left of the initial position is 1 for the classical walk and % for
the Hadamard walk [6].

Of course, the novel behavior of quantum walks is not limited to the line, and the
applications are not limited to abstract math. Like classical walks, the time can be either
continuous [4] or advance in discrete steps [5, 7]. Within the discrete- time walks, there are
another two types. In the coined walk, the particle sits on the vertices and an extra degree
of freedom, a quantum coin, is needed to make the dynamics of the walk unitary. In a
“scattering walk” the particle sits on the edges and the two-state coin is replaced [8] by the
two directions on that edge. There have been a number of experimental implementations
of quantum walks, some using trapped ions [9, 10] and others using photons in optical
networks [11]-[14].

Quantum walks have already proven useful in finding new quantum algorithms and
expanding the applicability of previously known algorithms. The notion of a quantum
walk was introduced in 1993 [5] and an analysis of the Hadamard walk had to wait until
2001 [6].

In [7] the notion of the quantum walk was placed on a more rigorous footing. For
example, because quantum walks are always quasi-periodic (this is a property of unitary
Markov processes) there’s nothing directly analogous to a steady state, so a new notion was
defined by using time-averaging. This time-average steady state was then used to define
new notions for mixing, filling, and dispersion times. More importantly, they demonstrated

that quantum walks provide at most a “polynomially faster” speed up over classical walks.



Only more recently has interest started to take off as new applications are found. In
particular, quantum walks have been shown to be useful for searches: finding marked
structures, such as cliques [21], or structures that break the symmetry of a graph [22, 23].
In most cases there is a distinguished vertex, one whose behavior is different from the
others, and the object is to find this vertex [16]-[20]. The first such algorithm was found in
2003 and described a search on the vertices of a hypercube [16]. In that case, a database
search on 2V items was reformulated as a walk on an N-dimensional hypercube and a,
quadratic speed up was the result, which typically seems to be the case with quantum
searches.

While it is certainly true that quantum walks, and walks in general, can be used to
study the behavior of things that are literally connected to each other (networks, fiber
optic bundles, etc.), the graphs we study may be substantially more abstract but none the
less useful. The “element distinctness problem” asks whether or not all of the elements
in a set are distinct from each other. Classically, this can be solved for a set of size N in
O (N log N) time, but using quantum walks this problem can be solved in O (N %) time
[15]. This algorithm relies on reducing the problem to a search on the Johnson graph
of the set in question. For a set S, the Johnson graph J(S, k) has one vertex for every k
element subset of S, and two vertices are connected by an edge if they share k—1 elements.
With the introduction of a repeated element comes the introduction of new edges into the
Johnson graph of the set. So, this set theory problem becomes a graph, and the quantum

walk provides an algorithm that functions faster than any known classical algorithm.



In the scattering model of quantum walks [8] the states are defined on edges, with
two states on every edge; one for each of the two possible directions. So, if two vertices
connected by some edge are labeled a and b, then |a,b) is the state on the edge that
points from a to b, and |b,a) is the state on the edge pointing from b to a. If the vertices
are labeled 1,---,m, then a state of the system is written [V) = >7% ; a; k|, k), where
a;jr€C,0< o | <1, and E;fk:l |oj k|* = 1. These a’s are probability amplitudes, and
v x|? is the probability of measuring |¥) and detecting the particle in the state |4, k).

Each vertex hosts a local unitary operator that maps all of the incoming states to
outgoing states. That is, if v is a vertex, and {a;} is the set of connected vertices, then the
unitary operator defined on v, denoted U, performs a mapping U, : {|a;,v)} = {|v,q;)}.
Notice that the notation used to describe the states indicates which vertex operator to
apply. The only operator that will act on the state |s,t) is U, and the vertex operator
most recently applied to |s,t) was Ug. The time step operator, U, is defined as all of the
U, taken together; U = ®,U,, where this direct sum is taken over all vertices. Like each
U,, U is unitary, but unlike each of the vertex-specific operators, U is an endomorphism.
As such, we can talk about the eigenvalues and eigenvectors (equivalently, ”eigenstates” )
of U. Because the edge state implies immediately which of the vertex operators to apply,
we will in general only talk about U as a whole and abandon the vertex-specific notation.
For example, Uls,t) = @, U,|s,t) = Uyls,t), but it is unnecessary on the right hand side
to indicate which vertex operator is being used, since it is already announced by the state,

“’S, t>77‘



The eigenvalues of U all have modulus 1, and there is no ”steady state”. In an intuitive,
not-rigorous sense, because U must be unitary (it is a quantum mechanical time evolution
operator) it must conserve information. That is, for any given state there is a unique pre-
image. But a particle on a vertex at time ¢ could have been on any adjacent vertex at time
t — 1. In the earliest attempts to define a quantum analog to discrete random walks the
states were again defined on the vertices, but it was quickly found that an ancillary “coin
space” needed to be attached to each vertex to maintain unitarity and keep track of the
state’s previous vertex. The edge state formalism (e.g., |a,b)) is an equivalent formalism
that eliminates the need for ancillary spaces, while still carrying the additional information

required.

Definition For the purposes of this thesis a “search” is defined to be a process used
to distinguish between N — 1 identical elements, and one marked element that a priori can
be any of the N total elements. Under this definition the Shor algorithm, for example,
is not a search because it is used to find numbers with certain properties that set them
apart. The set of numbers being considered are not all equally likely to be “marked”. Part
of the reasoning behind this definition is that it leads naturally to graphs with very high

symmetry, which substantially reduces the dimension and difficulty of the problem.

Define a mapping ¢ : E — E, where F is the set of edges, to be some rearrangement
of edges such that U = ¢! o Uo ¢, or equivalently p o U = U o ¢. ¢ is called a quantum

graph automorphism [24], and it is a rearrangement of edges and vertices that leaves the



effect of U invariant. If there is a set of edges that can be mapped into each other by
some quantum graph automorphism, then we say that these edges belong to the same
equivalence class, and a uniform superposition of states on these edges is seen as a single
edge on the “collapsed graph”.

For example, consider the complete graph K3 with vertices labeled A, B, C. Define A to
be a strictly reflecting vertex (i.e., U|B, A) = |A, B)) and B and C as strictly transmitting
(i.e., U|B,C) = |C, A)). We find that the only non-trivial quantum graph automorphism
is the one that exchanges B and C. That is, ¢ makes the following exchanges: |A, B) «+»

A,C), | B, A) & |C, A), and |B, C) < |C, B).

A
A
e
B,C
&5 B
Graph Automorphism Graph

Figure 2: Collapsing a graph.

Whereas the original graph consisted of six states,
G ={|A,B),|B,A),|A C),|C,A),|B,C),|C,B)}, the collapsed graph consists of only
three states, Ga = {5 (|4, B) +|A,C)) . 2 (1B, A) +|C, A)), &5 (1B.C) + |C, BY)}.

There are two things to notice here. First, this set is closed under the action of U, and



second, each state in G4 is mapped to itself under ¢. Indeed, the states on any collapsed
quantum graph are composed of exactly those states that are left invariant under the action

of every ¢.

Definition For any graph G with a time step operator U we define the “collapsed
graph” or “automorphism graph” as Ga = {|v) : ¢[v)) = |[¢),V¢ where U = ¢~ 1Ugp}.
That is, the collapsed graph is composed only of those states that are left invariant under

the mapping of every automorphism that commutes with U.

It is straightforward to demonstrate that G 4 is closed under U. If |¢)) is a state on G 4,

then
[Y) € Ga

= oY) = [¢¥)
= Ug[y) = Uly)
= ¢Uly) = Uly)

= Ul) € Gy

By using collapsed quantum graphs we can decrease the dimension of the state space
substantially. In the example above the number of dimensions was cut in half, but the

greater the symmetry the greater the decrease in dimensions.

In this thesis, the high dimensionality of a large star graph is replaced with a variable
and then the behavior of the graph in response to changes in that variable are analyzed. It

will be shown that searches on star graphs with NV edges can be executed in O <\/N ) time,



and that the subgraph used to “mark” an edge can be any known graph (this is a great
generalization over the Grover algorithm). It will be shown that the algorithm is tolerant
of some noise, with a bound dictated by the size of the star graph.

Some of the tools used will be applied toward the question of what structures can be
detected through the use of signals reflected off of a graph. A technique will be described
for finding the proportion of differently marked edges in a star graph. Finally, it will be
shown that tree graphs can be used to calculate most Boolean functions in O (\/N ) time,
where NN is the number of inputs, by using a discrete time quantum walk that reflects a

signal off of the tree graph. This is also a generalization over previous results [2].

In section 2 a motivating example, the “Grover Graph”, is introduced and the search
algorithm is stated explicitly.

In section 3 some of the necessary mathematical machinery is constructed.

In section 4 the central idea behind the algorithm, “pairing”, is established and several
important theorems governing the behavior of pairing are proven.

In section 5 we investigate how much the graph can be changed before a the algorithm
breaks down.

In section 6 the results regarding searches on the star graph are summarized and some
methods of generalization are described.

In section 7 the tools and philosophies used in the first half of the paper are applied

to the problem of determining the structure of a given graph through the interpretation of

10



signals “reflected” off of the graph.
In section 8 those techniques are applied to star graphs and tree graphs. It is shown

that tree graphs, properly prepared, can be used to calculate any given Boolean function.

11



2 Star Graphs With an Arbitrary Subgraph

Left Right

Figure 3: A star graph with an unspecified subgraph, G.

This section describes the model that will be used throughout this thesis.

In figure 3 the 0 vertex is the “hub vertex”. A hub vertex is a vertex with IV connections,
where N is allowed to vary. It is generally assumed that the reflection and transmission
coefficients at a hub are the same for each of the N edges, so any incoming state, |7, 0) will

be mapped to

Ulj,0) = r[0,5) +¢ > [0,k) (3)
kg

Unitarity at the hub requires that |r|?> + (N —1)[t|*> = 1 and 2Re(r*t) + (N —2)|t|> = 0.
We will assume that the hub is a standard “diffusive vertex” which means that r = -1+ %
and t = %, although it is easy to generalize away from this (section 6).

The subgraph, G, is attached to any one of the IV edges radiating from vertex 0. We

assume throughout this thesis that the structure of GG is known, but not the vertex to which

12



it is attached. We can, without loss of generality, assume that it is attached to vertex 1,
and in this way, vertex 1 is “marked”.

Vertices 2 through N “reflect with a phase of ¢”, which means that U|0, j) = €*|j, 0).
¢ is left with an unspecified value, so that it can be used to “dial in” certain eigenvalues
of U (how this is done will be shown momentarily).

Vertices 0 and 1, the states between them, and everything in G make up the Right side
of the graph.

Vertices 0 and 2 through N, as well as the edges connecting them, are called the Left
side of the graph.

Throughout this thesis I will be referring to Right or Left eigenvalues or vectors. This
will always indicate that the thing in question is native to that side of the graph, as
opposed to the traditional meaning (e.g., normally a “left eigenvector” is one such that
(vIM = A\(v]).

The goal of a quantum search on a star graph is to somehow get the probability am-
plitude on the states |0,1) and |1,0) as high as possible, so that when a measurement is
made the result is likely to be the marked edge. In this way the marked edge is found,
and the search completed. Typically it is assumed that measurements cannot be made on
G itself since, in some sense, if we had access to G we wouldn’t be looking for it. So if a
particle would have been measured on an edge in G, the measurement is assumed to be a
null result. This turns out to be a smaller problem than it might seem at first and so a

better, less-specific goal is to get the state supported mostly on the Right side.

13



The effect of U on |0, 1), as well as on any of the states in G, is different for different

graphs, and will be left as a “black box”.

For every value of N > 2 we have another, different graph, and a new problem to solve.
However, by taking advantage of the obvious symmetries on the Left side, this graph can

be collapsed substantially. For ease of notation define the following:

U S

lout)

N
1
- — 0,5 5
This is the collapsing discussed in the previous section. While there may be additional

collapsing/simplification taking place inside of the subgraph, G, that will not be directly

addressed in this thesis. At the hub vertex we find that U does this:

Ulin) = [r + (N — 2)t]|out) + tv N — 1|0, 1) (6)

U|1,0) =r[0,1) + tvV N — 1|out) (7)

Rewriting this in terms of a new perturbation variable, € = %, we find:

Ulin) = (1 — 2¢)|out) + 2v/ € — €2]0,1) (8)

14



UJL,0) = (=14 2€)]0,1) + 2V € — €2|out) 9)

Note that U is a function of €, and define Uy = Ul.—p. The number of edges, N,
connected to the hub vertex is the only variable in the graph, and studying the dependence
of the eigenvalues and eigenvectors on € = % will be the focus of most of this thesis. Unless
otherwise noted, assume that every variable (eigenvalues, eigenvectors, etc.) is a function
of e. In general, denote fo = f(€)|e=o. For example, suppose |w) is an eigenvector of U. It
may depend on €, because U depends on e. |wp) is the corresponding eigenvector of Uy,
defined as |wp) = |w) |e=0, and it is constant.

When e = 0, which is the N — oo limit, the states of the two sides of the graph, Left
= {|in), |out)} and Right = {G,0,1),]1,0)}, are kept separate by Uy. The eigenvalues
and vectors of both the Left and Right sides are changed relatively little by e (this will
be proven), so once they have been found they can be used without modification. Clearly,
e = 0 is the easiest case to work with, and dealing with very large values of N (where
search algorithms are useful) corresponds to very small values of e. Phrased in this way,

the problem lends itself naturally to a perturbative approach.

It is worth taking a moment to repeat that, and to point out how profound it is. The
original problem involved an infinite family of graphs indexed by the number of edges in
the star graph, N, each of which had a Hilbert space of dimension 2N + |G|, where |G| is

the number of edge states in G. But by using the symmetry of vertices 2 through N to

15



collapse the graph, the problem now only considers a single graph with a Hilbert space of
no more than dimension 4+ |G| and a single non-constant vertex (the “hub”) that behaves

like a valve between the Left and Right sides in a simple and predictable way.

Because the location of vertex 1 is unknown, the initial states we have access to are of

the form,

a N 5 N
) = m; 1, 0) + m; 0, 4) (10)

Which can also be written,

|) = alin) 4+ Blout) + O (&) (11)

In other words, the initial state is (to within a small error) just a superposition of |in)
and |out).

There’s absolutely nothing stoping us from starting with a state like \/% Z;Vﬂ (—1)710, 7).
However, this state breaks the graph’s symmetry a bit, since we now have to treat the odd
and even vertices separately, and the graph becomes that much more unwieldy.

A cursory look at Up reveals that the eigenvalues from the Left side of the graph
are A = iei%, and that the corresponding eigenvectors are % <|0ut) + e’%|in>). It will
be shown that if the Right side of the graph shares one or both of these eigenvalues,

then a “rotation” (as described in section 4) may occur, and an initial state of the form

[lo) = % (\0ut> + elf\m)> will move into another eigenstate with the same eigenvalue,

16



|to), in the Right side in O (/]V) time.

So, finding G boils down to finding one of the eigenvalues and eigenvectors of the Right
side, and this can be done by “dialing in” ¢ so that the Left side shares an eigenvalue with
the Right. This, by the way, is the great advantage of star graphs; any eigenvalue can be
easily attained, and there are only two dimensions (|in) and |out)). That said, the results
and techniques of this thesis can be applied far more generally.

The “paired” eigenvalues of U that are involved in searches with a quadratic speed up
take the form A(e) = 372, a;j(4+/€)? (this will be proven). In what follows, it will often be
advantageous to write this as A = o™V + O(e). Tt will be shown that finding a known

graph merely requires matching Left and Right eigenvalues of Ujy.

2.1 Grover Graph Example

For the Grover graph, GG is simply a vertex that reflects with a phase of m. The Grover
graph is named for the Grover algorithm, which it exactly emulates. This example is simple
enough that it can be completed by hand. The pairing of eigenvectors, the /e dependences
and errors, as well as the O(\/ﬁ ) time required to execute the search are all evident here.

The Grover graph is a motivating example, but in the appendix a more complicated
graph, the “bolo graph”, is used to demonstrate how the various theorems and techniques
of this thesis can be quickly applied.

The basis states of the (collapsed) Grover graph are:

17



Y1) = lout)

|tha) = lin)
l1h3) = 10,1)
|tha) = [1,0)
The time step matrix, U, is defined as before with the addition that U|0,1) = —|1,0).

So, using the basis states as listed above,

0 1— 2¢ 0 2ve—¢€2 0 1 0 0O

e'? 0 0 0 € 0 0 0
U= and Uy =

0 2vVe—€2 0 2¢ — 1 0O 0 0 -1

0 0 -1 0 0 0 -1 0

The characteristic polynomial for Ug is Co(\) = A — (e’ +1)A\2 e = (A2 —e'?) (A2 —1).
This clean factoring is symptomatic of the separation of the Right and Left sides when
e = 0. Clearly, double roots can be found when ¢ = 0, so in what follows ¢ will be set to 0.
The eigenvectors on the Left are [¢()) = % (Jout) + |in)) and |¢(-1)) = % (lout) — |in)),
for A = +1, and the eigenvectors on the Right are [t()) = % (10,1) —|1,0)) and (=) =

12 (10,1) 4+ |1,0)), for A =1 and A = —1 respectively.

S

The characteristic polynomial for U (with ¢ = 0) is C(A\) = A* — 2(1 — 2¢)A? + 1. The

solutions of this equation are A(e) = i\/ 1 — 2e + 2ive — €2, where the +’s are independent

of each other. The four eigenvalues and their associated eigenvectors are:
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AD(e) = V1 — 2e + 2ive — €2,
A (e) = V1 — 2e — 2ive — €2,
AB®)(e) = —v/1 — 2¢ + 2ive — €2,
AD(e) = —\/1 = 2¢ — 2i/e — €2,

V1= 2+ 2ive— e V1—2—2ive—¢e
1 1
VW(e)) =1 V@ (e)) =1 :
—ivV1 =2+ 2ive—_e2 iV 1 — 2 — 2ive — €2
i —i
V1= 2¢ + 2ive — &2 V1= 2 —2ive—e2
—1 ~1
VE)(e)) =3 V& (e)) =3
—iV1 =2 +2ive_e2 ivV1— 2 — 2ive — 2
—i i

Notice that looping € around 0 permutes {A()(€), \?)(e)} and {\®) (), \#(e)}. This

property is important later. Written more simply,

A (e) = eVe + O(e),
A2 (e) = e=Ve 4+ O(e),
AB)(e) = —eVe + O(e),

A () = —e~VE L O(e),
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V() =

N[ =

Vo) =}

V() =3

Notice that the two eigenspaces of Uy are both two dimensional, and are spanned

l

+0(vo)

+0(Ve)

+0(Ve)

+0(Ve)

S

1

2

1

S

(1e0) = i[e)) + O(v/e),

(160) +eM)) + O(ve),

(169) = ile=1)) + O(ve),

(169) +i[e=D)) + O(Ve).

differently. For example, the l-eigenspace is spanned by {|¢()), [t} as well as by
{IVvM(0)),|V®(0))}. Moreover, the space spanned by {|[V (), |V (e))} for 0 < e < 1
is nearly the same. Using the eigenvectors of Uy, instead of the “true” eigenvectors of U

does introduce errors, but they are small (this will be proven).
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The only reasonable initial states we have access to, under the assumption that the
target vertex, 1, is unknown, are even superpositions of the form ﬁZﬁil |0,7) and
1 N . .
sl > =1 |7,0). These states are located almost completely on the Left side and are nearly
equal to |out) and |in), as their inner product reveals:

fout] (= T2, 10.5)) = v Sia(0.410.5) = VS =1-0()

This means that the initial states will always start on the Left, up to a tiny er-

2|

ror. Setting the initial state to be (approximately) in the 1-eigenspace we find: |¢)) =

v g1 (10,4) +15.0)) = 5 (|in) + Jout)) + O(V/e) = (M) + O(v/e).

Applying U repeatedly yields:
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Unly)
= U™ (Jt0) + O(v))
= Ume) + O(ve)

= U VW) + SUmVE) + O(Ve)

N

= 5™V W) + Soem VAV E)) + O(ve)

eimﬁ + e—im\/g

S

) eim\/g + e—im\/g
=mi| | tove
—jetmVe 4 jemimye

iemVe — jemimvVe
cos (my/e)
cos (my/e)
sin (my/e)

—sin (my/e)

So, if m = QL\E = g\/ﬁ, then to within an error of O <ﬁ) the system will be on the

Sl

+0(Ve)

Right side, in either the state |0,1) or |1,0). A measurement at this time will complete the

search.

It is worth pointing out that if we hadn’t set ¢ = 0 then the “true” eigenvectors |V *)(e))
would have been almost entirely constrained to one side or the other. This is because
[V *)(0)) span the same eigenspaces as the Right and Left eigenvectors of Uy. If the Right

and Left sides share no common eigenvalues, then we have four distinct eigenvalues and
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four distinct eigenspaces. So, rather than being a rearrangement of the eigenvectors of
Uy, as was the case above, the |V(¥)(¢)) are merely tiny perturbations of each of them
individually.

Grover originally described his algorithm with a diffusion operator and an oracle oper-
ator. The diffusion operator is here replaced by the hub vertex, and the oracle with the
differently-phased reflections from the remaining vertices. The result is exactly the same,
and we can see that Grover’s proof of optimality is merely a statement about the nature

of the hub. That is, there’s no way to modify the hub alone to get a better speed up.

2.2 The Search Algorithm on a Star Graph

Why this algorithm works will be derived throughout the next several sections. Details
about the errors and tolerances are addressed in sections 5 and 6.
e Step 1) Find the eigenvalues and eigenvectors of the Right side.
Setting ¢ = 0 separates the two sides and we are free to find the eigenvalues and
vectors of Uy that correspond only to the Right side.
e Step 2) Select a target eigenvalue.

Every eigenspace on the Right side that is in contact with the hub vertex is a viable
target. For a given eigenvalue there is only one possible target eigenvector on the

Right, [tg).

e Step 3) Tune the Left side eigenvalues to match the target eigenvalue.
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2.3

If the reflection coefficient at the end of edges 2 through N is €'®, the eigenvectors

9
15 |4 . Q
on the Left are |¢y) = lout)£e 2lim) 3nd the eigenvalues are A = +e'z.

V2
Step 4) Initialize the system with the state |¥) = ﬁ Zjvzl (10,7) + A|7,0)).
It can’t be helped that this initial state overlaps the Right side on the edge between

vertex 1 and the hub, however this has very little impact on the results since it is

such a tiny part of the initial state.

Step 5) Iterate the time step operator, U, m = L”‘Q/CNJ times. Where ¢ = v/2 (1, 0to)|.

This “rotates” the initial state into the target eigenstate on the Right.

Step 6) Measure the system.

Being on the Right side means that the probability of measuring any edge other than

those in the subgraph G or on the edge connecting G to the hub is very small.

Important Points

An important difference between Uy and U is that Ug treats the Left and Right
sides separately and is therefore block-diagonal, whereas U transmits across the hub

with amplitude /€. That is, (out|U|1,0) ~ 2,/e.

A uniform superposition of the edge states is nearly equal (O(€)) to some combination

of |in) = \/ﬁ Z;VZQ |7,0) and |out) = \/ﬁ Zjvzz |0, 7). As such, any symmetric

initial state on the edges connected to the hub will be concentrated almost entirely
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on the Left side.

e This example shows that a quantum search algorithm can be seen as a “rotation”

from the Left to the Right in O(v/N) time steps.
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3 Algebraic Functions and the Behavior of Zeros

In this section we will consider the relationship between the zeros of a polynomial and
the coefficients of that polynomial. Later these results will be applied to characteristic

polynomials. For more background on the math used in this section see [25] and [26].

Definition A “globally analytic function” is an analytic function that is defined as
every possible analytic continuation of an analytic function from a particular point in a
domain. Globally analytic functions can be many-valued.

For example, the globally analytic function f(z) = /2 has two branches (when z # 0):
fO (rei?) = \/?eig and f1)(re?) = \/?eig”r with the branch cut (arbitrarily) taken at
0 =0.

Just to emphasize the point that globally analytic functions can be many-valued, if
f(2) = ¥z, then f(16) = 2,24, —2, —2i, that is; f is “4-valued”. For the different branches,

fO16) =2, FM(16) = 2i, f@(16) = —2, and f©3)(16) = —2i.

Theorem 3.1. If f(z) is globally analytic in an annulus around 0, and is m-valued, then
f(2) can be expressed as a Puiseur series (a Laurent series with certain rational powers)
of the form f(z) = > 07 Apzm. Moreover, the m different branches of f, ), can

be separated by an arbitrary branch cut through the annulus and expressed as f(k)(z) =

n . L . j 2T
Yo o Apw*nzm | where w is a primitive mth root of unity, w = e*m .

Proof The proof of this theorem is included in the appendix.
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Define P(z,€) to be a polynomial in z and €, written P(z,¢) = Z;'l:o aj(€)z7, where
each a;(€) is a polynomial.
Assume that a4(0) # 0 and that P(z,0) has no zeros with a multiplicity higher than 1.

That is, P(z,0) has d independent roots: A @)

Theorem 3.2. If P(z,¢€) is a degree d polynomial in z, then there exists an open disk D,

containing 0, and d analytic functions, fO) .- f D such that:
(1) P(f(k)(e),ﬁ) =0,ee D

(i) f®(0) ="
(i) P(M\e)=0,e € D= \= f®(e), for some k
Note that f*) are indexed functions, and not necessarily branches of the same globally
analytic function. It is true that when P(z,€) is not simultaneously reducible in both z
and e the zeros are all branches of a single globally analytic function of €, however it is not
necessary to know that here.

Proof In appendix.

Issues can crop up with the theorem above; specifically, if P(z,0) has a repeated zero.

But before dealing with higher order roots we need a few more tools.

Theorem 3.3. If P(z,€) is an irreducible polynomial in z and €, then all of the double
roots of P are isolated in the e-plane. That is, if for some value ey, P(z,€y) has a double

root, then there exists 6 > 0 such that when 0 < |e —eg| < §, P(z,¢€) does not have a double
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root in z.

Proof In appendix.

Theorem 3.4. In the neighborhood of a zero of P(z,€) of multiplicity s > 1, the zeros take
the form fU)(e) = 3.0 Apwi™etr | where H < s. Specifically, the zeros are branches of

n=—0oo

one or more H;-valued global analytic functions, with the given Puiseux series expansion,

such that > H; = s.

Proof In appendix

Notice that the only new case that this last theorem applies to are repeated roots.
We’ve continued to assume that ag(e) # 0.

The reason the “H;’s” have been introduced is to deal with the possibility that a
multiple root may not permute all of the branches of the function. For example, it may
be the case that AN (0) = A (0) = A®)(0) = A*)(0), but that looping around ¢ = 0 only

permutes AV (e) and A (e), in which case H; =2, Hy = 1, and Hz = 1.

3.1 A Note on the Analyticity of the Characteristic Polynomial

In the section above it was assumed that the polynomial P(z,€) is a polynomial with
respect to both z and €. Yet a quick look at U reveals that this may not necessarily be the
case for the characteristic polynomial, since U contains entries of O(v/€).

However, it can be shown that for the situation being considered in this thesis C(z,€) =
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|U(€) — 21I] is always a polynomial with respect to e. In fact, it is affine with respect to e.

Theorem 3.5. Assume that U is a time step matrix as described so far. That is, there is
a Left and Right side and these are connected only through a hub vertexr with N edges where
2

the reflection and transmission coefficients are r = —1 + % and t = 5. Then C(z,¢) =

|U — 21| is an affine polynomial of € = =, and can be written C(z,€) = Co(z) + ef(2).

Proof The proof of this is in the appendix.

Clearly, C(z,€) = Cy(z) + ef(2) can never be factored into two polynomials in z and e.
The roots of an irreducible polynomial (such as this) can always be expressed as a single
globally analytic function. An interesting consequence of this (not essential to this thesis)
is that while looping € around zero may not permute all of the zeros, there is always a path

through the e-plane which does.

For example, the zeros of the Grover graph are A(e) = :I:\/ 1 — 2¢ 4+ 2iv/e — €2. Looping
around € = 0 switches the sign on the inner “+” (i.e., —2ive — €2 <> 2ive — €2), thereby
permuting the zeros in pairs. So, H; = Hy = 2. However, a loop around € = % switches the

sign on the outer “+”, so each branch of the function is connected to each of the others.

3.2 Important Points

e If P(z,¢) is a polynomial in both z and e¢ and P (Ag,0) = 0, then the zeros are

functions of the form AW (e) = 3% A, (ei%rj>n ¢ where H < deg (X, P(2,0)).

e For a star graph as described in section 2, the characteristic polynomial of the time
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step operator is a polynomial in z and an affine polynomial in €. That is; it takes
the form C (z,€) = Cy(z) +€f(z), where Cy(z) is the characteristic polynomial of Uy

and f(z) is some polynomial in z. deg(Cp) > deg(f).
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4 Pairing

(k

In the last section it was seen that the zeros, (%), of a (characteristic) polynomial with

coeflicients that are polynomials of € take the form

AR (¢) = Z Ajwjke% (12)

j=—o00

and these eigenvalues are grouped together into sets of size H which permute when €
loops around zero. For any given eigenvalue of Ug there can be more than one of these sets,
and they may have different sizes. When the polynomial in question is the characteristic
polynomial of the time step operator of a quantum walk, C(z,€) = ag(e) + a1(€)z + -+ +
aqg—1(€)z%~ 1 + 2%, then some new restrictions are brought into play.

The perturbation is assumed to be set up in such a way that for some path in the
e-plane starting at ¢ = 0 U is unitary and along this path and therefore |A*)(¢)| = 1, Vk.
In a star graph U is unitary for all positive integer values of N. Since € = % this path is

along the positive real axis in the e-plane.

Theorem 4.1. The eigenvalues, A, of the matriz for a quantum walk, U, with a char-

acteristic polynomial that is a polynomial in both A and €, can only take the form of
Me) = 3520 Ajel or Me) = X320 (+1)7 4 (Ve

Proof Since Uy is unitary, lim._,o A(€) exists and is finite (|A*)(0)| = 1, for all k). There-
fore the Puiseux series for A\(¥) (e) has no negative terms. For a particular eigenvalue of Uy,
Ao, with multiplicity at least H, the various branches satisfy A(*) (e) —\g = Z(;il Ajwjke%.

31



We can explore how the H branches, {\()(e), ---, \H)(¢)}, separate from Ay by looking at
the angle (phase difference) between two branches, A¥)(e) — X\g and A9 (e) — \o. If A is

the angle between two complex numbers, z and y, then |z||y|cos (A) = Re(zy*). So,
A () = Mol [AD(€) — Ao cos (A) = Re (AF)(€) = Xo) (A (€) = X))
= [Awhelr + O(ef) || Arwielr + O(ef )| cos (A) = Re ((Arwhelr + O(ef)(Arwied + O(cih)”)
= (|4l 9] 7 + O(er) ) cos (A) = Re (1412w (@) el + O(ei)) )
= (1412 + O(e#)) cos (&) = Re (|41 Pt~ + O(ch)))

Re(|A1)2wh—d Oei
= cos (A) = (14 +O(eT))

|A1[240(e )

= cos (A) = Re (w*=7) + O(ew)
= cos (A) = cos (2 (k — j)) + O(emr)
= A = arccos (cos (%ﬂ(k - J)) + 0(6%)>

= A= % (k- j) + O(eh)

So, the angle between any two branches is at least %” Indeed, the H directions that the
different zeros take as they move away from Ay are initially evenly spaced. The only effect
of e taking different paths from zero is to rotate every (A*)(e) — Xg). If there is a path that
maintains the unitarity of U(e), then for values of € along that path |A(*)(¢)| = 1. But for
small values of € the unit circle is essentially a line. Specifically, if )\(k)(e) are restricted to
the unit circle and A¥) (e) — \g are evenly spaced, then either the angle between A(V)(e) — A\
and A (e) — Ao must be 7, or A(e) is single-valued. Therefore H =1 or H = 2.

O

This theorem does mot say that the roots of the characteristic polynomial have degree

at most two. Indeed, the Bolo graph example (in the appendix) has a degree 3 root at
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z = —1. This theorem is stating that whatever the degree of the root, looping around ¢ = 0

permutes those roots at most in pairs.

Definition Two eigenvalues are said to be “paired” when a small loop around 0 in
the e-plane causes them to switch (H = 2). As seen above, paired eigenvalues vary on
the order of O(v/€), and non-paired eigenvalues vary by O(e). In addition, the associated

eigenvectors and eigenprojections, P, are also said to be paired.

Theorem 4.2. ||P®¥)(e) — PH)(0)|| = O(\/e) and [V F)(e)) = [VE)(0)) + O(/€).

Proof The proof of this is included in the appendix.

In that proof it was shown that P(*)(e) can be expressed as a power series in /€. This
means that since we can define |V(k)> using these projections, not only do we find that
the eigenvectors can likewise be written as power series in /€, but we automatically gain
normalization: |(V*)|V(*))| = 1,Ve. What follows barely deserves to be a theorem, but it

needs to be emphasized.

Theorem 4.3. If the vector |W) is some combination of eigenvectors of U, |W) =

> a; |V where the a; are independent of €, then |W) = |Wo) + O(v/€), where W)

Proof Since all eigenprojections can be written as power series in /¢, eigenvectors with

distinct eigenvalues can as well and it follows that a linear combination of such eigenvectors
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can also be written as a power series in y/e. |W) = Z;";O(ﬁ)uvv]) = |Wh) + O(Ve).

O

An extremely useful consequence of these theorems is that eigenvectors of Uy, which
are easy to find, can be used as approximations of the exact eigenvectors of U, which are

difficult to find, are variable, and needlessly complex.

Theorem 4.4. U[V#)(¢)) = XF) ()|[V*)(€)) for all k. Define S = span{|V1(0)),---, [V (0))}
to be some subset of eigenvectors of Uy, and Pg as the projection operator onto S.

If |lu) € S, then Ym

i) Psi U u) =0

i) PgsiU™u) = O(\e)

That is, if |u) € S, then Ug|u) is also in S, and U™|u) is almost entirely in S.

Proof The proof of this theorem is trivial, but takes up a lot of space. It can be found

in the appendix.

The essential idea behind this theorem is that if an initial state starts in an eigen-
state or collection of eigenstates of Uy, then it will approximately stay there under ar-
bitrarily many applications of U. This means that, when setting up a search, only one

eigenspace/eigenvalue of Uy needs to be considered. This keeps the situation much simpler.
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4.1 Necessary and Sufficient Conditions for Pairing

In this section it will be shown that the eigenvectors of Uy can be disjointly divided up

into “constant eigenvectors” and “active eigenvectors”.

Theorem 4.5 (the three-case theorem). If \g is a root of Cy(z) with multiplicity s, then
one and only one of the following cases applies to the “Ng family” of roots of C(z,€),
AW (e), - X (e)}, where AF)(0) = Ao, VE.

i) X\®)(€) = N, Vk. That is, all of the roots are constant.

i) X¥)(€) = No, for all but one value of k. This root takes the form A¥)(e) = \gei® +
O(€?).

iii) XF)(€) = No, for all but two values of k. These two are paired and take the form

AE = \ge Ve 1 O(e).

Proof From theorem 3.5, the characteristic equation can be written C(z,¢) = Cp(z) +
ef(z). Making the substitution z = Ao 4 ¢ this becomes 0 = C(Ag + d,€) = >, _¢ a;jé’ +
€ it b;07, where t = deg(\o, f). If s > ¢, then

0=> " ;0 + € it b

= €D iy bjo! = — > j=s a;0

= € (b6 + O(81)) = —a,d® + O(8°H)
= 6= —Gagit L O(5 1)

:5:o(e$>

However, by theorem 4.1 we know that unitarity implies s — ¢t < 2. Therefore, if Ay is
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a zero of Cy(z) with multiplicity s, then it must also be a zero of f(z) with a multiplicity
of at least s — 2. This leads to three cases:

i) If deg(Mo, f) > s, then 0 = C(z,€) = (2 — X0)®(9(2) + €h(z)), where g(\o) # 0. Here
the entire A\g family is identically equal to Ag, and has no € dependence.

i) If deg(Xo, f) = s — 1, then 0 = C(z,¢) = (2 — Mo)* 1 ((z — Xo)g(2) + €h(2)), where
9(Ao), h(Ag) # 0. In this case s — 1 of the members of the A\g family are constant, and the
last root is a solution of 0 = (z — Ag)g(2) + €h(2) = (g(Xo)d + O(6?)) + e(h(Xg) + O(9)).
But this implies that § = O(e).

iii) If deg(Xo, f) = s — 2, then 0 = C(z,¢) = (2 — X0)* 2((z — Xo)?g(2) + €h(z)), where
g(Xo), h(Ao) # 0. Therefore, all but two members of the Ao family are constant, and the
remaining two are of the form Ao + O(y/€). But by theorem 3.4, and the definition of
pairing, an eigenvalue of this form can only show up with another eigenvalue to which it is
paired. It follows that, since there are no other possible eigenvalues to pair with, the two
non-constant members of the Ag family must be paired with each other.

O

Since there is only one paired set of eigenvectors for a given \g, we can label them |V 1)
and |V ™), where U|VE) = \geFieVetO©|yE) — \geFieVe| v E) L Oe).

In the next few theorems the following properties will be important.

Theorem 4.6. Assume that |V) = |Vo) + /€|Vi) + O(e), |W) = [Wo) + /e|W1) + O(e),

(VIVy = (W|W) =1 Ve, and (VW) =0 Ve, then
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i) (Vo|Vo) =1
i) (Vo[Vi) + (V1[Vo) = 0

i) (Vo|W1) + (Vi[Wo) = 0

Proof These three results are immediate, upon inspection.

O

Theorem 4.7. Paired eigenvectors “straddle the hub”. That is, if |V) is a paired eigen-

vector, then |Vy) has both a Left and Right side component.

Proof Paired eigenvectors have eigenvalues that always take the form A = Age’Ve+0(e).

(VIU|V) = MV V) = A

= ((Vol + veil) (Uo + VeUr) (Vo) + ve[V1)) + O(e) = Ao +icho/e + O(e)
= (Vo|Uo| Vo) + Ve (V1[Ug|Va) + (VolUo| Vi) + (Vo|U1|Vo)) = Ao + ichov/€
= Ao+ Ve (Ao (VilVo) + Mo (Vo[ Vi) + (Vo U1[Vo)) = Ao + ichov/e

= e (Mo [(Vi]Vo) + (Vo Va)] + (Vo|U1|Vo)) = ichov/e

= Ao [0] + (Vo[ U1 Vo) = iAo

= <VQ|U1’VO> = icAg

Since Uy, the O (y/€) terms of U, is only involved in the transmission between the Left
and Right sides, in order for (V5|U;|V)) to be non-zero, |Vj) must show up on both sides.
That is; if |Vp) was entirely supported on the Right side, then U;|Vj) would be entirely
supported on the Left side.

g
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Theorem 4.8. Assume that the Right side \g-eigenspace of Ug is D dimensional.

1) If the \g-eigenspace of Ug is bound in G, then the Ag-eigenspace of U is D dimen-
sional and all of the associated eigenvectors are constant. This is case i) of the Three Case
Theorem.

2) If the Ao-eigenspace of Ug is in contact with the hub vertex, then the Right sided
Ao-eigenspace of U is D-1 dimensional and the D-1 associated eigenvectors are constant
and bound in G. This leaves one eigenvector which is non-constant in €, and is in contact

with the hub vertex. This is either case ii) or case iii) of the Three Case Theorem.

Proof The first result is trivial. If an eigenvector is bound in G, then varying e (which
only affects reflection and transmission across the hub vertex) can’t have any impact on it.
So, for eigenvectors bound in G, U|V) = Uy|V) = A\g|V). The contra-positive is likewise
clear; if an eigenvector is non-constant, then it must be in contact with the hub vertex.

The second result is far more hard won, and is included in the appendix.

In the proof of the above theorem (in the appendix), the Left side was given a particular
form; it consisted of the states |in) and |out), with Ulout) = ¢'®|in). It may seem strange
that a particular form for the Left side can be used to say such general things about the
Right side. But keep in mind that what’s been shown is that a certain number of the Right
side Ay eigenvectors are bound in G. Once we know that an eigenvector on the Right is
definitely not in contact with the hub vertex, then it doesn’t matter what the Left side is

doing.
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This last theorem can be stated far more succinctly as,

Theorem 4.9. Fxcluding a special case, a Right side eigenvector is constant and has a

constant eigenvalue if and only if it is not in contact with the hub vertez.

That special case is )\3 + €' = 0. When this happens the eigenvectors on each side are
“balanced”, and there is no net flow of probability across the hub. In the Grover graph
example, this happens when e’ = —1, which means that all of the edges become identical
to the marked edge. As a result, the quantum graph can be collapsed to just two states:
|A) = \/% Zjvzl |0, j) and |B) = \/iﬁ Z;VZI |7,0). Without two sides, there is no net flow. In
general, even though there may not be a further collapsing of the graph, when )\3 +e' =

there is no net flow of probability across the hub.

Definition This unique non-constant member of the Ay family of eigenvectors, |w),
depends on the Left side. But while |w) may depend on ¢ and €, |wy) = lim._o |w) does
not. It is unique so long as A2 # €!® (so long as there is no pairing). |wp) is precisely the
Ao eigenvector of Uy lost when moving from the e = 0 case to the € # 0 case. This |wy) is a
uniquely defined Right side Ay eigenvector of Ug, and it is called the “Right side active Ag
eigenvector”. An essentially identical proof demonstrates the existence of “Left side active

Ao eigenvectors”.

Definition All of the other )y eigenvectors are bound in G, and so are called “bound

Ao eigenvectors”. Bound eigenvectors are independent of €, or any structure on the far side
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of the hub. If the A\g-eigenspace of Uy is D-dimensional overall, then the space of bound
Ao eigenvectors of U will be D, D-1, or D-2 dimensional depending on whether the Left

and Right sides have active eigenvectors.

Definition The “active subspace” is the span of all of the active eigenvectors of Uy,
for all eigenvalues. Since it is the compliment of the span of all of the bound eigenvectors,
and each non-constant eigenvector is perpendicular to every bound eigenvector, every non-

constant eigenvector is contained in the active subspace.

Theorem 4.10 (The fundamental pairing theorem). The Ag-eigenspace is in contact with
both the Left and Right sides of the hub vertex if and only if there exists paired vectors |VF)

with eigenvalues of the form \oe* Ve + O(e).

Proof The proof of this is somewhat involved and so is included in the appendix. Among
the useful results of the Fundamental Pairing Theorem is the fact that U can be expressed

in the following form:

o) cos(cy/€) i sin(cy/€) |4o)
U = )\0 + 0(6) (13)

[to) i sin(cy/€)  cos(cy/€) to)

And, with correctly chosen complex phases, the paired eigenvectors take the form:

vy = 0200 (v 4
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So, on each side of the hub vertex we have a unique active eigenvector and paired
eigenvectors are just combinations of the active eigenvectors from both sides, up to an
error of O(y/e). This makes the situation pretty simple, and we can ignore the bound

states entirely.

4.2 The Efficiency of Searches Using Paired Eigenvectors

In order to execute a search in O (\/]V ) it is necessary to use paired eigenspaces, since this
is where changes of O(/€) can take place. The question addressed in this section is: given
an initial state on one side of the hub vertex, how much of it can be transferred to the
other? That is, what is the lower bound on the probability of a successful measurement
under ideal conditions? Happily, the answer is 1 — |O(y/€)].

In the course of proving the fundamental pairing theorem an important additional fact

was also proven, and is worth noting separately.

Theorem 4.11. Paired eigenvectors are always evenly divided across the hub vertex. That
is, if P is a projection onto either the Left or Right side and |V*) is a paired eigenvector,

then |{V;*[P|Vi)| = 3.

Proof As established in the fundamental pairing theorem, |Vit) = % (|€o) £ |t0)). For

the Left side projector,
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(ViEPLIVEE)|
= [ ({to] £ (xo]) PL (|lo) % |v0)) |

= 31 ({€o] = (xo]) 16o)]

${ollo) + 0|

I
N[ =

The same holds for the Right side projector.

g

Theorem 4.12. If the paired eigenvalues are of the form A\E = \geticve 4 O(e), then
¢ = [(o|Un[ro)| = 2 [{out|lo)[ [{1,0[ro)].

Proof In the last subsection it was established that

o) cos(cy/€) i sin(cy/€) |4o)
=)\ + O(E)

[to) i sin(cy/€)  cos(cy/€) to)

From which it follows that,
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(o] Ulro)
= (to] Uslxo) + (£o|Us[xo) /& + O(e)

= Xolfolo) + (£ Unfeo/e + O(¢)

= 0+ (o|Us[ro) Ve + O(e)

= (o] UsJra)v/e + O(c)

= i Mosin(ey/d) + 0(e) = (6] U fea) /e + O(e)
= i dcye + 0(e) = (| Uifro) /e + O(e)

=c=—1 )\6<€0’U1|t0>

Because 1 = |A\*| we can infer that c is real, and we can therefore use the somewhat

simpler expression ¢ = |(¢p|U1]tg)|. Finally,

c = |(fo|Ux]vo)|
— (£ out) (out| U1 |1, 0)(1, 0lco)|
= 2 |(fo|out)| |(1, 0lco)|

= 2|(out|fp)||(1,0]to)]
O

Theorem 4.13. U™, where m = {W‘/%J, exchanges the Left and Right Ay active

eigenvectors, |£y) and |vo), almost completely (to within O(\/€)).

Proof To show that U interchanges |¢o) and [to) it suffices to show that |(vo|U™|ly)| =
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14 O(y/€). Note that m = L x J _

TN 7:& + O(1), since the floor function rounds down by

2c

at most 1.

[(xo[U™ 6o}
= 3 (V1= (v D O™ (157 + V)]

= JIVH = (VU (V) + V)] + O(Ve)

= 1V = ) (o OO V) 4 (gemieVE O mv =) ) | 4 O(/e)
= H[(VH] = (V) (eeVero@ymv ) 4 (emieVEO@)my=y )|+ O(e)
1
2

(ctvero) ol _ Gl Jﬂo(l)‘ +0(v/e)

P EHO(VE) _ —iZ+O(Ve)

+0(/8)

|
N[ =

et —e 7' + 0(\/e)

+0(vo)

N[

I
B
=
—~
w3
~—
+
N
D

So, when m = LW%J, [{(to|U™|ly)| = 1+ O(y/€). This means that searches with
|l) as the initial state are almost guaranteed to succeed, and all of the work that goes into
setting up the search: choosing an initial state, knowing what to look for afterward, and
figuring out how many times to iterate U, has now been pushed back to finding the active
eigenvectors |{y) and |vp).

Even this is relatively straightforward. |tp) can be found be looking for the one eigen-
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vector of PrU( with eigenvalue Ay that is in contact with the hub vertex. This can be
done in a few ways. For example, by removing each bound )\ eigenvector, or by comparing
the Ag-eigenspaces of Ug and a quantum graph with the hub vertex’s behavior replaced
with something simple, like U|1,0) = 0. Trivially, if the Right side A\g-eigenspace is one
dimensional and in contact with the hub, then the \g eigenvector s the active eigenvector.

The value of N or €, and the entire Left side, are unimportant to determining the active

eigenvectors.

4.3 Best Choice Selection and the Best Time Bound

The bigger c is the faster a search will proceed. So, when the eigenvalue can be selected
(when the Left side is such that it can be tuned to any given eigenvalue), the best choice is
that eigenvalue with the largest value of ¢. The question remains: how good will the best
choice be?

The specificity of the star graph described in section 2 allows us to be more precise

about the value of c. Regardless of the value of ¢, |(out|lg)] = —=. Therefore, ¢ =

S

2[(out|lo)| [{1,0lto)| = V2[(1,0]xo)|-

So for a star graph, 0 < ¢ < /2. Since m = LQLC\/NJ, not being able to bound ¢ from
below means not being able to bound m from above. While we can’t bound ¢ from below
in general, we find that we can bound the largest value from below.

Define d to be the number of Right side active eigenvectors, denoted ]t(()j )) for j =

1,---,d. These eigenvectors have eigenvalues /\oeic(j)ﬁ. While there is no lower bound for
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all of these, we can construct a lower bound for at least some of them.

Theorem 4.14. For Left side eigenvectors of the form |{y) = % (|0ut> + eigﬁn)), if d
1s the number of Right side active eigenvectors, then Z;.lzl (c(j))2 = 2 and there exists at

least one j such that ¢\9) > \/%

Proof |1,0) is adjacent to the hub vertex and therefore |1,0) is entirely contained
in the active subspace. It follows that 1 = Z;l:1 ‘(1,0|‘cgj)>‘ = %Zc.l (C(J))Q. Since
E [(c(j))Q] = %, we know that there is at least one j such that (c(j))2 > %, which implies

that cl9) > \/%

O

Definition The last theorem shows that there is at least one eigenvalue such that
m < QL\/i\/ dN. This is the “best time bound” on the star graph. If the eigenvalue with

the highest value of c¢ is used, then the search will require this many time steps at most.

best time bound =

AN - /(|G| +2)N (15)
22 ~ 2V2

Where |G| is the number of states in G. Examples can be constructed where there is
an arbitrarily small value of ¢) = v/2|(1,0[ty)| for some values of j, but not for all. So
long as there is a bound on the size of G, there is at least one eigenvalue where ) can
be bound from below, and the corresponding number of required time steps is bound from

above.
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4.4 Important Points

For a star graph, with ¢ = %:

e For a given eigenspace of Uy on either side, there is a unique vector called the
“active eigenvector” that is dependent on € and is in contact with the hub. All other
eigenvectors in the same eigenspace are bound (not in contact with the hub) and are

constant.

e The restriction to the unit circle requires that the roots of the characteristic polyno-
mial take the form A(e) = 3272, Ajel or A\E(e) = Z;’;O(il)jAj (V). In the latter

case the roots are said to be “paired”.

e There is a pairing if and only if the Right and Left side both have an active eigenvector
with the same eigenvalue. In the case that the eigenvalues of either side of the graph

can be controlled, then a matching eigenvalue needs to be “dialed in”.

e The eigenvalues and eigenvectors of U vary from those of Uy by O(y/€). There
might have been issues when an eigenspace of Uy is degenerate, but we can uniquely
specify eigenvectors of Uy in these degenerate spaces by taking the limit of the non-

degenerate eigenvectors of U as € — 0.

e When there is no pairing these “constructed by limit” eigenvectors of Uy are the
active eigenvectors. In the case that there is a pairing we find that the paired eigen-

vectors, |V*), of U are equal to a very specific combination of the Right and Left
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active eigenvectors: % ([40) £ |to)) + O(V/€).

Paired eigenvalues can be expressed as AT = \geTVe+O(¢), where ¢ = |(5|U; [to)| =
Iimeﬁo ﬁ ’<£0’U‘t0>|

The optimal number of time steps for a search is m = [ ZV/N].

For |¢y) = |out) + ei%|in>, we find that there is always a value of ¢ such that the

paired eigenvalues produced will have ¢ > %, where d is the number of Right side

aN

active eigenvectors. For this value of ¢, m < 54/ %"

After m time steps the probability of the state being either in G or on the edge

between G and the hub is 1 — O(y/e).
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5 Tolerances

For any number of reasons the Left and Right eigenvalues may not exactly match. However,
the pairing doesn’t break immediately, but instead fades away quickly as the disagreement
between the eigenvalues increases. The eigenvalues don’t have to be exactly equal in order
for a O(\/N ) search, but they do have to be nearly equal by an amount dictated by e.

This section will make heavy use of the math introduced in section 3.

5.1 Grover Graph example revisited

This is exactly the same situation previously seen in section 2.1, but now we are allowing
e’ to take values other than 1. The advantage of the Grover graph is that it is simple

enough that it is exactly solvable, even with this generalization.

The characteristic polynomial is C(z) = z* — (1 — 2€)(1 + €'?)22 + €'?.
The four eigenvalues, expressed as one global function, is

) i 2 )
A= i\/;a —2¢)(ei® + 1) + \/(2—1) ~ (€i® +1)2(e — €2).

; 2
Where the +’s are independent. In the original example, ¢ = 0, so (MT%) =0 and

looping € around zero permutes pairs of eigenvalues. When ¢ = 0, then to lowest order
A=414iy/e+ 0 () = eV + 0 (e).
When ¢ # 0 the characteristic polynomial no longer has a double zero when € = 0. We

can still expand around € = 0, but we find that the power series is in €, not +/e.
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+eif <1 + i cot ( ) ) + 0 ( ) +ei% gicot($)e +0 (62)
- (16)

+ (1 — i cot (%) 6) +0 (62) temicot($)e +0 (62)
Clearly the pairing has been lost. However, the double zero required for pairing hasn’t
vanished, merely moved. This new location is €. To find it we set the discriminant equal

to zero and solve for e. In this particular case the discriminant is exactly what’s found

under the inner radical, D = (e!® — 1)? — 4(e'® + 1)%e + 4(e'® + 1)%€2. We find immediately

that ey = % + ei¢1+1 it = % + QCOJ(%). We're interested in the zero that corresponds to
€0l¢=0 = 0, and find that ¢y = % — 2005(%) = —%QZ)Q + O(¢*). Expanding A as a power
series in /e — g = \/ % w which we find can be done, the eigenvalues can now
be written,

A = el :l:iei%w [ cos (g) Ve—e+0(e—e€) = teif etivee +0(¢*Ve — €y, e—eg) (17)

Notice that if |e| > |eo|, then the quadratic behavior is recovered. This will be discussed

in substantially more detail below.

There’s something subtle that happens with the eigenvectors here as well. When ¢ = 0,
all four of the eigenvectors of U are evenly divided between the Left and Right sides, to
within O (y/€). That is, U has four eigenvectors and when ¢ = 0 the limit of all of them,
as € — 0, are evenly divided between the two sides since all four are paired.

When ¢ # 0, Ug has four distinct eigenvalues: {1, e’%, -1, —ei%}. Therefore, the four
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eigenvectors of U, in the limit as ¢ — 0, converge to two couples of vectors. Two on the
Left for \g = ei%, —ei%, and two on the Right for A\g = 1, —1.

Clearly there is a dramatic difference between these limits. This is a “twisting” of the
eigenvectors of U that occurs around a double zero. A careful reading of theorem 4.2
reveals that it says that eigenvectors are continuous when they have distinct eigenvalues.

When an eigenvalue is degenerate this “continuity of eigenvectors” becomes a “continuity

of eigenspaces”. There are two degenerate eigenspaces when € = % R ) (when ¢ =0

2cos(5

these are the A = +1 eigenspaces of the original graph). Picking either, the degenerate
space turns into two paired eigenvectors as € moves away from this point, and it turns into
two non-paired and single sided eigenvectors as ¢ moves away from this point.

From either direction the two eigenvectors of U converge to the same degenerate

eigenspace. The fact that the vectors they converge to are different is unimportant.

5.2 Altering the Graph

We know that eigenvalues can pair, and that their values vary on the order of /e = ﬁ,
when Ug has an identical eigenvalue on both the Left and Right sides. However, we can
hope that there should be some leeway, and that there will be pairing for nearly equal
eigenvalues. The concern here is that changing the graph will turn a double root of C(z, 0)
into a closely-spaced pair of distinct roots of C(z,0). Since pairing and quadratic speed
searches depend on the existence of double roots, these may be lost along with the double

root.
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Define a new parameter, £, which describes a change in the graph, such as a change in
the reflection and transmission coefficients of some of the vertices. Further, define £ such
that C'(z,¢,§) is a polynomial in all of its arguments, and so that C(z,0,0) has a double

root in z. £ = e® — 1 ~ i¢, from section 5.1, is the motivating example.

Theorem 5.1. If U has entries that are analytic functions of a given variable, &, then the

eigenvectors of U, and by extension the eigenvalues, vary by O(§).

Proof Using the same argument seen in the proof of theorem 4.2 (which is in the
appendix) we can show that the resolvent, R((,¢,&) = (U — CI)fl, can be expressed as
a power series in ¢, /€, and £. Since R((,¢€,€) is a power series in &, it follows that the
eigenprojections, P*) (e, & 27rz $y0) R(¢,€,€)d¢, and the eigenvectors, |V (k) are also
expressible as power series in &.

Because each eigenvector can be written as |[V) = |[Vp) + &|V4) + €2[Va) + ---, and
because by definition U = Uy 4 £U; 4 £2Uy + - - - it follows that the eigenvalues cannot

have fractional exponents in &.

UV) = \|V)
= (Uo + 0(8))([Vo) + O(&)) = (ho + O(£7)) (Vo) + O(¢))
= Ug[Vo) + O(§) = Ao[Vo) + O(£°) + O(§)

= 0(8§) = 0(&°) + O(¢)

=s5>1
0
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Notice that this theorem does not rule out ordinary pairing of O(y/€), since U has
entries of the form 2v/e — €2 = 2/e+ O <e%>

¢ has been defined so that C(z,0,0) has a double root. By applying the arguments of
section 3 to isolated roots of C(z, ¢, &) we find that those roots, A(¥)(e, £), are analytic with

respect to both € and &.

Theorem 5.2. Changing & causes the location of double-zeros to drift. That is, a new
value of € that depends on &, labeled €y, may be found such that C(z,€ey(€),&) has a double

root in z, and €y(§) is a continuous function of .

Proof Consider the discriminant of C, defined as D = Hj>k()\(j) —A"N2 where {A*)}
are the roots of C in the variable z. The well-known and relevant properties of D(e, &)
are 1) D(e,£) = 0 if and only if C(z,¢,£) has a double root in z, and 2) if C(z,¢,€) is a
polynomial in its arguments, then D(e, £) is also a polynomial in its arguments.

Because C(z,0,0) has a double root, we know that D(0,0) = 0. Using the same trick

that was used to describe the behavior of A with respect to € (theorem 3.2), we can describe

the new location of the double root in € space with respect to £ as €y(§) = ﬁ ¢ tag?gg) dt =
> bj(+/€)7 where s is less than or equal to the multiplicity of the root in D(e,€) in the

variable e. The important thing to notice here is that €y(£) is continuous with respect to

¢.

Note that since we're assuming that C(z,0,0) has a double root, €;(0) = 0.
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As shown in thm. 3.4, the only time that the Puiseux series of A*)(e) can have non-
integer powers is when the expansion is taken about the location in the e-plane of a double
root of C(z,e). With the introduction of £, as shown in the last theorem, the location
of the double root is a function, €y(¢). In order for the Puiseux series of A*)(¢) to have
half-integer powers in € it must be expanded about ¢y and so it takes the form \¥) (e, &) =

0o n
Sopan(@) (Ve—al®)"
There are no new issues with expanding around € = ¢y as opposed to € = 0, and the

above series can certainly be constructed.

5.3 Nearly-Paired Eigenvalues

Assume that the graph is altered in the manner described in the last subsection. Define the
Left and Right eigenvalues when € = 0 as Ay and A, respectively. These are both analytic
functions of &, and thus the phase difference between them can also be described as an

analytic function of £&. Define this phase difference as §.

e = A\F (18)

So long as A¢Ar is invertible as a function of £, we can express £ as a power series in 0
and & oc € + O(€2). This is a fairly reasonable assumption. In the Grover Graph example

provided at the beginning of this section § = 3.
So, we can reasonably assume that U, the eigenvectors, and the eigenvalues are all
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analytic functions of § = A¢Af. In addition the point in the e-plane about which the
eigenvalues permute, €, is a continuous function of 6.
We can now write A as a power series in ¢ and /€ — €.
J

NE =3 (1) a;(6) ( e 60(5)) (19)

Jj=0

Since e’ is an analytic function, we can express this in a somewhat more convenient

form:

oo : j
\E o S0 (Ve ) (20)

Already we can make a few observations. Since these eigenvalues must have modulus
1 over a range of values of € and J, it follows that b;(6) is real for all j. This is important

for the following proof.

Theorem 5.3. If the Left and Right eigenvalues have a phase difference of &, then the

location of the double root, €y, is given by g = — (%)2 + 0 (54).

Proof Since A is a power series is v/e and 9, it follows that

A(0,0) = eibo(‘s)”bl(6)\/?@”1’2(5)(760(5))*"' is a power series in 0. Therefore, either
€0(0) is a power series in §2, or all of the odd terms (b1, bs, .. .) are zero. However this can’t
be the case, since b1(0) = ¢ (this is the same ¢ used throughout the rest of this thesis). So,
€0 is a power series in 2.

From the definition of §, €’ = AeAr, we find that:
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= AN

_ |:6sz 0 b;(8) } [
iy

(HY} '

_ [GZZ] ° 0 b5 (8)(vV—=co } [ % o (=1)7b; 5)(fy]

frnd elzjo:()(l ( ) \/ 6O

= 6= (1 (~=1)7) b;(8) (v—e0)’

= 20, (8)v/—€0 + 2b3(8) (v—e0)’ + - - -
= 2b1(6)y/—€0 + O (6%)
2(b1(0) + 0(9)) V=€ + O (6°)
= 2c/~e + 0 (8?)
= 2c\/—¢g = § + O (82

=€) = —(%)2—1—0(63)

Finally, since ¢ is a power series in 62, €y

O

Notice also that
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A
_ (ez'z;io ;) ( o—eow))j) (ei 5o (~170 ) ( o—eo<6>)j>
25520 by (8)(—eo ()]

— i260(0) i2 352 b2; (6)(—€0(6))’

— ¢1200(9) 0(5?)

— ¢i20008) 1 O (52>

= @) = /XX, + O (62)

We can now write,

= eI (V@)

¢ibo(9) e:tib1 (6)4/e—€o(8)+1 Z‘;’;Q(—l)jkbj %) ( 6—50(5))J

= (VA + O (82)) etilc+0(0) /o (0)+0(e=c0)

_ )\K)\re:l:icw/s—eo(d)-l—O ((5 6—60(6),5—60) +0 (52)

= VA etieve—eo L O ((52,(5\/6 — €0, € — 60)

So, the double zeros of the characteristic polynomial and the pairing of the eigenvectors

and eigenvalues aren’t lost. The new double zero is halfway between Ay and A,.. The pairing

still exists, however it is in terms of \/6 + (2%)2 + O (%), not +/e.
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5.4 Nearly-Paired Eigenvectors

Eigenvalues and eigenspaces vary by O (9,+/€). This is an important distinction to make.
The fundamental pairing theorem is essentially the statement that when 6 = 0, then
V5E) = limeo |[VE) = \% (1) + [t0)). However, when § # 0 we find that |V;") must each
converge independently to o) and [tg). [V5T) is defined as a limit of eigenvectors of U,
and must itself be an eigenvector of Uy. But if Ay # A, then no combination of the Left
and Right active eigenvectors can be eigenvectors of Ujy.

Therefore, lims o |V*(6,€)) doesn’t exist. Clearly, the “angle” between [V=(4,¢))
and the active eigenvectors, [{y) and |tg), is somehow dependent on ¢ and possibly some

relationship between ¢ and e.

With some foresight, define:

[VH(5,€)) = cos () |fo) + sin () [to) + O(5, V) (21)

V™ (0,€)) = —sin (w) [lo) + cos (w) [ro) + O(4, V/e) (22)

That is, we can define w using cos(w) = (lo|V T (8, €)) + O(6, \/¢).

Theorem 5.4. The angle between the paired eigenvectors and the active eigenvectors, w,

. . 2
s to lowest order a function of &.

Proof The proof of this is included in the appendix.
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This relationship (as derived in the proof of the above theorem) is
) 52 5 -
in“2w)=(14+-—5+0—,0 2
sin”(2w) < +4026+ (e’ ,e)) (23)
In the first version of this proof, when dealing with exactly-matched eigenvalues, there

was no issue with taking the limit ¢ — 0 to find the value of w. However, in this case we

have terms involving % making that difficult.

5.5 Tuning

We now make the declarations that

52
c2

1. =t =0(1) and that O (9, ¢) is still small. In this

€

way we can take the limit as both € and § go to zero, but fix a relationship between them.
Then,

sin?(2w) = (1 +t+ O (t6,6,€)) "

= sin?(2w) = (1 +t + O (6,¢)) "

= sin?(2w) = %H

=t sin?(2w) = 1 — sin?(2w)

cos?(2w)

=t= sin? (2w)

=t = cot?(2w)

When t = 0, N < (%)2 and w ~ 7. In this case the graph behaves like a normal,

paired system. That is, the mis-matching of the eigenvalues is not large enough to affect
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the algorithm. The paired eigenvectors are each equal combinations of both the Right and
Left active eigenvectors (to within O(v/e, d)), and quadratic speed searches can be executed
using the vectors |{p) and |tp).

For ¢t =~ 0, in the {|¢), |t)} basis,

cos(cy/(1 + t)e) —i sin (c (1+ t)e)

U=\ +0(¢)

i sin(c (1+t)e) cos(ey/(1+ )e)

Whent > 1, N > (%)2 and w ~ 0. The system does not behave like a paired system,
but instead behaves as though there are no matched eigenvalues at all. So, for large values
of t the initial state stays where it is. The Left and Right eigenstates are decoupled, and
are no longer useful for a search.

For ¢ > 1, in the {|¢), |t)} basis,

elc (1+¢)e 0
U=\ + O(te)
0 e—ic (1+¢)e

“t” describes how “well tuned” a pair of active eigenvectors are for given values of €
and §. It also provides an easy way to move back and forth between e¢ and € — ¢y, since
€e—€e =€+ (%)2 + 0 (0%) = e(14+t) + O (6*). Graphs with a large value of ¢ are “poorly

tuned”, and graphs with a small value of ¢t are “well tuned”.

We now wish to calculate P(m) = |(vg|U™|{o)|?, which is the probability of a successful
search, using |{y) as an initial state and [tg) as a target state, after m time steps. How this

depends on ¢ will be considered in the following theorem.
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Theorem 5.5. There is a better than 50% chance of a successful search of the N edges of
the hub vertex using the states |£y) and [vo) after m = LQ%\/NJ iterations of the time step

operator, whenever

2
— 24
d<c N (24)

where § is the difference in phase between the Left and Right eigenvalues, and ¢ =

[{xo[Ul0)]-

Proof The proof of this theorem will be included in the appendix.

So, when the error between the Left and Right eigenvalues is less than c %, then we
can ignore that error, and the algorithm will continue to work normally more than half of
the time. We can do slightly better. A careful reading of the proof reveals that the lower
bound on the probability is actually closer to ~ 58.7%. The usual ”"O(y/€,)” error does
appear here, because that extra 8% can be used to ignore these terms for sufficiently large

values on N (N > O(100)) and sufficiently small values of 6 (6 < O(0.1)).

5.6 Important Points

e Left and Right eigenvalues of Ug don’t need to match ezactly for a pairing to exist,

merely be very close: |A — | =4§ < 1.

e The double root “drifts left” in the e-plane as a graph is perturbed: ¢y = — (%)2 +
O(6%).
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e If § < c %, then all concerns over the eigenvalues not matching can be ignored

completely, and the algorithm will still work as normal more than half of the time.
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6 Summary of Results for Star Graph Searches

Take as given a star graph as described in section 2, with an attached subgraph G and a
time step operator U. Define € = %, where N is the number of edges attached to the hub

vertex.

e There are two kinds of eigenvectors of Uy: bound eigenvectors, and active eigenvec-
tors. For a given eigenvalue, \g, of Uy there is at most one active eigenvector, |tg).
The “Right side Ay active eigenvector” is unique, and will exist if and only if the Ag

eigenspace of Uy is in contact with the Right side of the hub.
e Bound eigenvectors are completely isolated inside of G and are independent of e.

e The same statements apply to the Left side (although frequently throughout this
thesis we have assumed it to have a fixed, simple structure), and the Left side active

Ao eigenvector is denoted |{p).

e There is a pairing if and only if both the Left and Right sides have an active eigen-
vector with the same eigenvalue. A pairing means that there are eigenvalues of U
of the form A* = \ge™“Ve 4+ O(e). To first order, these eigenvalues vary by O(y/e),
instead of by O(e) as non-paired eigenvectors do. Paired eigenvalues are so named

because they always appear in pairs.

e The eigenvectors associated with the two eigenvalues A\* are |V*) which have the

property that [V5") = % (|%0) £ |vo)), for properly chosen phases.
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e There can be no eigenvectors or eigenvalues that vary faster than O (y/€).

e |ly) and |tg) are rotated almost entirely into each other in O (\/ N) time. That is,

there exists m such that |(vo|U™|ly)| = 1+ O(V/e).

vV N
2c

e That value of mism = { J , where c is defined by the paired eigenvalues, AoeFieve,
Writing the U as U = Uy + /€U + - - -, the value of ¢ is ¢ = |(to|U1|p)|. For a Left

side consisting of only the states |out) and |in), we find that ¢ = v/2|(1,0]to)].

e We can quickly find a Ag, [{), and |tg) because all of them are determined entirely
by Up, which tends to be easy to work with. This is because, in addition to being
block-diagonal (the blocks corresponding to the Left and Right sides), Uy is often
sparse, and unlike U, it has no dependence on e. With |{p) and |tg) in hand, the

values of ¢ and m follow immediately.

e )\ doesn’t need to be an exact double eigenvalue in order for a quadratic speed up
to occur, however the allowable difference in the eigenvalues, J, is smaller for larger

values of V. That is; larger searches require more exact control.

v N
2c

e When d < ¢ %, the probability of a successful search after m = [ J iterations

of U is greater than 50%.

6.1 Sources of Error

In practice, the errors are produced by:
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Approximations of all of the important terms (i.e., A = X\ge’V¢ + O(e)).

The initial state is not exactly equal to |fy), since it has a small component on the

Right side.

|4p) and |tg) are eigenvectors of Uy, not U, but are approximated by linear combina-

tions of |[VE): the actual eigenvectors of U with eigenvalues \y.

Rounding error due to the fact that m must be an integer.

e )\ may not be an exact double root, but instead a pair such that |A\g — \j| = 0 < /€.

All of these produce errors of O(y/e) = O <\/17N> or less in the final state. This is

unlikely to be a problem on any individual run of the algorithm, and can be easily dealt

with by repetition.

6.2 Generalizations and Future Work for Highly Symmetric Graphs

Generalized Values of » and ¢

In section 2, r and ¢ were introduced, along with the unitarity conditions:

[+ (N =Dt =1 (25)

2Re(tr*) + (N — 2)[t]* = 0 (26)
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Throughout this thesis the standard solution, r = —1+ 2¢, t = 2¢, has been used, where

€= % as usual. These are found by assuming arg(r) = 7 and arg(t) = 0. However, by

allowing arbitrary phase angles we find a family of solutions:

1-2 ,
r= ‘ e (27)

V1 —4sin? (z — y)(e — €2)
—2cos (x — y)e

N V1 —4sin? (z — y)(e — €2)

t e (28)

where cos(z — y) < 1. This condition is necessary for the second unitary condition to
have solutions. In the collapsed graph we find Rr = r and Ry, = r + (N — 2)t to be the
reflection coefficients for the hub vertex from the Right and Left sides respectively, and
T = tv/N — 1 as the transmission coefficient. By unitarity, |[Rg|?>+ |T|? = |[Rp|>+|T|*> = 1
and RRT + RT* = 0. We can use this last relation to quickly find R;, = —R}y (%) =
—R}eﬂy.

We can now use this to re-visit theorems 3.5 and 4.2. In the proof of theorem 3.5
we found that T2 — RrRy = 1 for the standard r and t, but this generalized solution
may put that clean result at risk. Luckily, 7% — RrRy = |T|?¢"Y — (Rg)(—Rpe'™) =
(I + | Raf?) e = ¢i2.

In the proof of 3.5 it was shown that C(z,€) = p1(2) + p2(2) Rr(€) + p3(z) R (€), where

p1, P2, ps are polynomials. So, while we still have a clean result, C(z,¢) is no longer a

(1—2¢)ei®
\/174 sin? (z—y)(e—e2)

polynomial of e. But if a substitution is made, r = = e — 2cos?(z —

y)e®e 4+ O(e?) = e®(1 — 2u), then C(z, ) is a polynomial with respect to . Notice that
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w is real when € is real, and when x = 7w and y = 0 we find u = €. Using p instead of € in
section 3 we find that paired eigenvalues are of the form A\ = \oe™VF + O(u). However,
because 1 = O(e), this result is the same as the original: A = A\ge*V¢ + O(e). Otherwise,
since /it = O(\/¢€), . = O(€), and so on, all of the other results in this thesis remain the

same.

Multiple Copies of G

Assume there are N total edges connected to the hub vertex, as before, but rather than
1 edge connected to G there are M edges connected to M copies of G. These various copies
of G can be connected to each other, but (for this generalization) in such a way that in the
automorphism graph there is only one remaining edge on the Left and Right sides.

The reflection and transmission coefficients are Ry, = r+ (N — M —1)t, Rp = r+ (M —
t=—-1+ 2%, and T = tv/M+/N — M. Plugging in the standard solutions, r = —1 + %
and t = %, yields Ry, =1 — 2%, Rrp=-1+ 2%, and T = 24/ % — (%)2, where again Ry,
and Rp are the Left and Right side reflection coefficients respectively. Clearly, by using
€= % instead of € = % all of the behavior of a single copy of G is recovered (see section

2). Using the general solution for r and ¢ doesn’t provide quite such a clean result. For

_9 _) M (M2

example, T' = cos@—y)y ¥~ (¥ )2 e”¥. But notice that to first order, like the standard
\/174sin2 (xfy)(%fﬁ )

solution, this is proportional to

The important result to take away from this generalization is that we can expect

searches to take a time of O < ﬁ) % is the “effective degree” of the hub vertex.
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Multiple Subgraphs

If there are multiple subgraphs that share a common eigenvalue but have different
forms, then it can be shown that they will behave collectively as though they were a single
subgraph. The probability of a particular subgraph being the result of a search increases
with increasing ¢, as one might expect. These results fall immediately out of the fact that if
there are S Right side subgraphs, each with a Ag active eigenvector, then we can construct
S — 1 “un-communicating” eigenstates from a linear combinations of those vectors. This
leaves one “collective” active eigenvector that is a linear combination of the constituent
active eigenvectors, weighted by their values of c.

The un-communicating eigenvectors are in contact with the hub vertex, but are bound
in the sense that they are independent of ¢ and destructively interfere in such a way that

they never interact with the Left side.

General Highly-Symmetric Graphs

The star graph gives us a way of looking at the behavior of a hub vertex in depth.
For highly symmetric graphs with bounded diameter (the maximum distance between any
pair of vertices is bound), we will find at least one hub vertex. Using the techniques of
this thesis it should be fairly straight forward to generalize to automorphism graphs with

multiple hubs. For example, in the investigation of the behavior of finite-depth tree graphs.
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7 Quantum Sounding

The situation in question is an arbitrary graph, G, attached to an infinite string of edges.
The vertices on this string are labeled 0, 1, 2, ... where 0 is a given vertex of G. We define
the unitary time step operator on the edges as the one that passively moves each edge state
one step. Le., Ulj,j+1) =|j+1,j+2) and U|j+1, ) = |4,j — 1). The behavior of U in
the graph G is not specified here.

“Quantum Sounding” is the practice of gaining information from about G by sending
signals along the tail, and then “listening” to the response. It is named in analogy to
“depth sounding”, which is a primitive form of sonar. Like depth sounding we find that
we can gain some information, but not a detailed picture.

To simplify the question of how incoming and outgoing states interact with G we will
first consider the much simpler (and finite) graph where the infinite tail is cut off at vertex

1 and replaced with a reflection that multiplies by «. That is:

U[0,1) = o|1,0) (29)

Each section will conclude with an example where the results of that section will be

applied to the Bolo graph.

69



Figure 4: The Bolo Graph
7.1 The Characteristic Polynomial

Theorem 7.1. C(z,a) = [zI — U| = b(2)(f(2) + ag(2)), where each of these are polyno-
mials in z, f(z) and g(z) share no common factors, and the roots of b(z) all have modulus

1.

Proof This is easy to verify immediately by inspection of the matrix U — zI. « appears
once, so every term in the characteristic polynomial either contains an « or doesn’t. Clearly,
the characteristic polynomial is affine in .

We can collect the terms with and without o’s into two polynomials. Trivially, those
polynomials can be labeled b(z)f(z) and ab(z)g(z), where b(z) is the collection of all of
the factors common to both polynomials.

Finally, since the roots of b(z) are independent of «, and since U can be unitary (when
|a] = 1), the roots of b(z) are eigenvalues of a unitary matrix and therefore have modulus

1.
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In everything that follows b(z) either doesn’t play a roll, is not relevant, or factors out.
So, it will be suppressed. A lot can be gained by the simple fact that U is unitary when
la| = 1.

Theorem 7.2. C(z,a) = goaz?t5C* (%, é), Vz,Va # 0 where C* indicates the coef-
1

ficients are conjugated, or equivalently, f(z) = 2° H?Zl (z—=mj), g(z) = goz? f* (f) =

z

90 H?:1 (1 — zn;-‘), where d = d + s is the degree of C(z,a).

Proof In what follows assume that || = 1. This means that U is unitary, and the
roots of the associated characteristic polynomial, C(z, ), all have modulus 1. While this

proof will only consider f(z) and g(z), it works in exactly the same way for b(z)f(z) and

b(2)g(2).
Define C(z,a) = Hzle (z = Ag) = ZZ,:O 2k + azzlzo grz*. Note that fy = 1 and
g = gg—1 = 0, since when the determinant was taken any term with « necessarily did

not include 2 diagonal elements (2 powers of z).

FOw) + ag(hy) =0
& C(\a) =0

& (C @) =0
& C* (ML) =0

YR

co0=1 () 15 (3

@C*(l 1):0
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Therefore, C(z,a) and C* (%, é) have the same set of zeros. It also follows that

az? C* (%, é) = az? f* (%) + 24 g* (%) is a polynomial in z and « which, again, has the

same set of zeros. Therefore, az® C* (%, é) and C(z,a) are proportional to each other.

bCq(2)
= az? (C*)

(2)

_ . d d 1 1 \d 1
= o [ fid + 1 o0 %

1
[eY

d’ _ d ’_
=aY o fizt P+ Yo gr® h

& d
=Y po fa 2+ Yo 9 k2"

bfk = 94
=
bgr = f[f/_k
Now,
Jo =1 = b=g

gr-1=94 =0 = fo=/=0
It follows that, since the constant term in a characteristic equation is equal to the

determinant, 1 = |agg| = |go|. We now have that C(z,a) = goaz® C* (1,1).

This last equation is merely a statement about the polynomial C(z,«). It is true

regardless of the value of a.

Oz a) = gy C* (1, 1) (30)

in general, Vo # 0. Or equivalently,
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f(2) = goz g* <

ISE
N———
~
w
[u—
N—

m@:%ﬂﬁ(

N |
~_
—~
w
)
S~—

We can say even more about the characteristic polynomial. The zeros of f(z) and g(2)

have a very particular behavior and relationship.

d
(z = m5) +ago H (1—2n7) and 0 < |nj(a)| < 1, Vj.
1 j=1

f(z) g(2)

Theorem 7.3. C(z,a) = 2°

d
Jj=

Proof We know already that f(z) = goz% ¢* (%) It follows that for n; # 0, f(n;) =
0<g (%) = 0. Therefore, if f(z) = 2°[[; (z —n;), then g(2) o [I; (z - %) With g
the constant term in g(z), we can write g(z) = go [[; (1 - zn}f).

Notice that f(z) and g(z) share a root if and only if n; = % or |n;| = 1. But this is
the necessary condition for, and an important property of, the roots of b(z). So, since we
are assuming that f and g share no common factors, |n;| # 1.

When a = 0, U|0,1) = 0 and the eigenvalues of U are the roots of C(z,0) = f(z). If a

unit eigenvector, defined by U|V;) = n;|V}), has the form |V;) = 5;|0,1) + |G;), then

73



ni|* = (V;|UTUIV;)

= (v;[uTu|v;)

- (s;<o, 1+ <Gj|) UTU(5500,1) +|G;))
= (G4|UU|Gy)

= (G,|G;)

=0<|p| <1

(G,|UTU|G;) = (G}]G}) is due to the fact that, aside from the 1 vertex, U is unitary.
Finally, since |n;| # 1, we have that the roots of f satisfy 0 < |n;| < 1.

U
Theorem 7.4. When |a| = 1, the solutions of C(z,«) are distinct.

Proof When |a| = 1 we know that U is unitary. An immediate consequence of which is
the fact that U is diagonalizable and expressible as U = ), AP, where P}, is a projection
operator onto the A-eigenspace. Each of these projections can be expressed in terms of the
resolvent, which in turn can be written as a power series in o — g near ag, where o is
any arbitrary point on the unit circle.

This implies that the projection operators can likewise be expressed as a power series in
a — ap, and since Py = |V)(V)|, it follows that the eigenvectors share the same property.
Finally, since U and |V)) are power series in a — g, and U|V)) = A|V)), we can see that

the eigenvalues themselves, A\, are power series in a — «.
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Now define ¢y(2)(z — Xo)! = f(2) + apg(z). Note that according to the last theorem
g(2) # 0 when |2| = 1.
0=f(A)+ag(A)
= f(A) + aog(N) + (a — ao)g(A)
= co(A)(A = o)’ + (a — ag)g(N)

= (A=)t = =2 (o — ag)

= A=A+ O (Ya—an)

However, since the eigenvalues are expressible as a power series in a — ag, t = 1.
Therefore, because « is arbitrary, the degree of any zero of f(z) + ag(z) is one when
la| = 1.

g

In this proof it was important that |a| = 1 because it ensures that U is unitary. For a
finite set of values of « (off the unit circle) the characteristic polynomial can have higher
degree roots, however at those points we find that U is no longer diagonalizable and the

degenerate eigenvalues correspond to generalized eigenvectors.

7.1.1 Example

The states on the Bolo graph are
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|¢h1) = [1,0)

[2) = [4,0)
|93) = [b)

[4) = 10, 4)
¥s5) =10, 1)

and U is defined to act on these states as

win

win

W=

win
e
)

1 2 2
-3 3 3 00

The characteristic polynomial, |21 — Ul is 25+ 124+ 3 (a— 1)+ (1 - )z’ + 2az+ o

which can be factored and re-written as

PT-Ul=(e+1) |2 (z - %(1 + Ni)) (z - %(1 - Ni)) +a (1 - %(1 + i\@)) (1 - Z%(l - i\@) (33)

h(z)

f(2) 9(2)

Clearly, n; = {1+§\/§7 17“/5}, s=2,and go = 1.
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7.2 Imitating the Pure Momentum State

The response to an infinite incoming signal of the form Y ;7 MNe|k +1,k) can be found by
finding the eigenstate for \ of the form |V) = 370 ( AF|k+1,k) + R(A) Y52 o A~FHD |k, b+
1) +|G).

The R(A) in this equation is the effective reflection coefficient for G. This function
encapsulates all of the information we can obtain from G from each pure momentum state:
the difference in phase between the incoming and outgoing signals. For a given pure
momentum state, G can be replaced by a vertex that reflects with phase R(\).

The eigenstate |V') can be imitated by finding the eigenstates of the graph defined
by replacing the “runway” with U|0,1) = «|1,0). The Aj-eigenstate must take the form
|Vj) = S;|1,0) + %Sj|0, 1) +|G;). In this way we “feed the output to the input”, and the
amplitude on the “input edge”, |1,0), is multiplied by A in each time step (exactly as it
was in the case with the infinite tail). This method resolves issues with non-normalizable
states, but introduces a new variable, a. As we shall see, this method provides remarkable
insights.

A2
Upon brief inspection, R(\;) = -2

= . The question now is whether or not there exists an

a such that any eigenvalue, A;, can be “dialed up”.

Theorem 7.5. When « loops once around the unit circle the eigenvalues cyclicly permute
one step. That is, looping a changes N\j — Ajp1 and Ay — A\, where arg (A1) < arg (A2) <
< arg (Agr).
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A A
Re

Figure 5: Looping « once around the unit circle permutes the eigenvalues as shown.

Proof We know that looping a once (returning it to its original value) can’t change the
spectrum of the eigenvalues, so the effect must be a permutation. In addition, since the
eigenvalues are always distinct for every value of |a| = 1, this permutation must be cyclic;
the eigenvalues can’t “slide past each other” on the unit circle.

So we know that looping « produces a permutation of the eigenvalues of the form

Aj = Aj¢ (where Ay = Ag). The only question that remains is the value of t.
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Define A = €. The eigenvalues satisfy

0=f(A)+ag())
= —f (") = ag ()
o _gish 1—[;!:1 (€ — ;) = ago H;l:1 (1 _ eienj)
= _¢ist ]"[;l:1 (e —n;) = ago H?;l e (e — ;)"
= im +is0 + 39 log (e — n;) =i arg (a) + log (go) +id6 + Y°7_, log (e‘” = )
= i arg () = im — log (go) +i(s — d) + Y0, [1og (€ — ;) — log (e’ie - n;f)}
d

=i arg () = im — log (go) +i(s —d)0 +2i 35, arg (e — ;)

= arg (o) = m+ilog (go) + (s — d)f + 2 Z?Zl arg (' — n;)

At this point we allow 6 to smoothly increase by 2w, then take the difference. Since

Inj] < 1, the angle between e’ and n; sweeps from 0 to 27 monotonically.

= Aarg(a) = (s —d)2r +239_, 2n
= Aarg (a) = (s+d)27

= Aarg (a) = 2nd’

Looping a given eigenvalue once around the unit circle, causes « to loop s +d = d’

times. Looping an eigenvalue once is a permutation of the form \; — X\ ¢ = A;. It

follows that if looping o once produces a permutation of the form A; — \j4¢, then looping

Aj means that « loops d% times. But we know that looping an eigenvalue once requires «

to loop d’ times, and therefore ¢ = 1.
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O

Theorem 7.6. Any eigenvalue \, such that |\| =1, can be induced by choosing the correct

value of a. Moreover, this value of « is unique.

Proof In the last theorem it was shown that the eigenvalues, which are functions of

a = e have the property that A = Ajt1l,—o- These functions are continuous, so

a=2m
every value between these eigenvalues exist as well, by the intermediate value theorem.
Moreover, arg()) is a strictly monotonic function of arg(«a), and therefore there is only one
permissible value of a for a given eigenvalue.

This can be seen by first showing that % arg (ew — 77j) > % when |n;| < 1. This can be
proven by either using the inscribed angle theorem to establish a lower bound or by direct
calculation. It follows that

arg (o) =7+ (s — d)f +ilog (go) + 2 Z?:l arg (e — ;)
= %arg(a) =(s—d) +2Z?:1%arg(ei9—nj) > (s—d) —|—2d(%) =s52>0
= % arg (a) >0
Therefore arg(a) and arg(\) are strictly monotonic functions of each other, and a(\)

is single-valued.

g

We now have enough mathematical machinery in place to describe any incoming pure
momentum state, > oo o A¥|k+1, k), as well as the graph’s response, R(\) Yoo o A™F+D) |k, k+
1).
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Theorem 7.7. The graph attached to vertex zero can be replaced by a single vertex with

- - A2 290
frequency-dependent reflection coefficient R(\) = 5~ = —\

0

Na?

Proof By finding an appropriate value of a we can “feed the output to the input” in such
a way that at time step n the amplitude of the state |1,0) is A”. This happens when we
can find a A-eigenvector of the form |V') = S|1,0) + @Sm, 1) + |G), where |G) = Pg|V)
(the projection of the eigenvector onto the states in the graph G), and S is a normalizing

real constant. We can see this because
U [S11,0) + 22s10,1) + |6)] = A [S11,0) + 22810, 1) + |6

(

U[S]1,0) +|G)] = R(N)S|0,1) + A\|G)

=
S R(M)|1,0) = SA[1,0)
U[S[1,0) +[G)] = R(A)S[0,1) + A|G)
=
RO\ =2
As shown above (thm. 7.6), any eigenvalue can be realized for some value of a. We
can therefore solve for a using the characteristic equation: a = —%. Plugging into the
second of the above equations we see that
(\) A1y
N = 2 dY . 4
R() o A52HA (34)

where |n| < 1, by thm. 7.3.

O

If the graph is sent the signal z[n] = ¢A™ (that is; at time step n the amplitude of the
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state |1,0) is ¢cA™), then it will respond in exactly the same way that a vertex that reflects
with phase e’® = R()) at vertex 0 would respond. Theorem 7.6 shows that we can solve for
«, and in theorem 7.7 we did exactly that. Now that we have an equation for the reflection
coefficient we see that «, and the rest of the machinery needed to make the graph finite,
are no longer necessary and can be left to work “in the background”.

Knowing the roots of f(z) is helpful for understanding the behavior of the reflection
coefficient, but those roots are not necessary for a direct calculation since we can express

29N
R(\) = -\ o

7.2.1 Example

The characteristic equation for the Bolo graph is C(z,a) =

(z+1) [22 (z = (1 +iV2)) (2 — 2(1 = iV2)) + a (1 — 23(1 +iv2)) (1 — 23(1 — iv2))].
This has five roots and when |a| = 1 all five have modulus 1.

The frequency response is

o _(1=58) (1=eor5) .

(eie _ 1+é\/§) (eia _ 1%\/5)

Graphing the magnitude of the relevant part of the polynomial (ignoring the “b(z) =

z 4+ 17) demonstrates the theorems in this section.
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Figure 6: The graph of the magnitude of the characteristic polynomial, |C(z, «)|, where

a =€ and z = e®¥. The troughs are the locations of the roots.

7.3 Arbitrary Inputs

In the language of signal analysis, the last section was a derivation of the “frequency
response” of the graph G. We can define the input z[n| (output y[n]) as the amplitude on
the state |1,0) (state |0,1)) at time step n. The input can be encoded onto the tail in an
initial state of the form |input) = >"p° , z[k]|k + 1, k).

At time step n, the overall state of the graph and tail will be:
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Zxk+n|k+1k+zyn— |k, k+1) + |G) (36)
k=0 k=0

In general we can assume that y[k] = 0, Yk < 0 since only positive values of k can be a
reaction to the input.

Using the frequency response we can derive an expression for the “impulse response”,
hin], which is the response y[n] produced from the input z[n| = §[n], the Kronecker delta
function. The response of any signal can be found using the fact that y[n] = (z % h)[n] =
> i h[k]z[n — k]. So rather than being a single example, the impulse response is the key to

finding the response to any input.

1 ng(2)
ot floi=1 2 70y 47

Theorem 7.8. The impulse response, h[n], is given by hn] = —

Proof For a single frequency, x[n] = A", we find that

y[n] = >k hlklz[n — K]
= 3, B[k

= 32, hlkIATRAT

= (S4 hlKA) afn)

We already have a way of writing this from the previous section. Setting » 72, Nelk +
Lk) + RO 2o A FD k& + 1) + |G) equal to S0 x[k + nllk + 1, k) + D52 yln

B[k, k + 1) + |G) we find that Y, hE]A % = ) = — A4 Using A = et
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SR hlEATF = 255

—~
Z

= Zk h[k]e—iwk — _eiw g(e™)

few)
= Zk [ ] iw(n—k) _ _ei(n-i-l)wfc((;w;
Z [ ] iw(n— k)d _ (27 i(n—l—l)wg(ei_w) d
k w 0 € Flem) w
= 2mh[n] = — ;" etV U g
27 _i(n wygle”
= hln] = _217r 0 el Jg”((eW; e
= h[n] = — = o|=1 % fgz; dz (z = ™, dz = ie™dw)

This is a perfectly nice integral, since the zeros of f(z) are all on the interior of the unit
disk (thm. 7.3). There may have been an issue with taking the integral f027r S hlk]e™ k) du,
since we can only assume that h[n] € 2 (is square-summable). However, as will be seen
shortly, h[n] is composed of exponentially decaying signals which is ideal for integrals of
this form.

O

So, the impulse response is:

1 9(2) 90 _ 1 — 2y
hln] = —— N dy = — 2 Z"s —F 37
: 2mi Ji=1 o f(2) 2mi J)o =1 1;[ z =1 (87)

and again, this can be used to find the response to any incoming signal, z[n|, through

convolution: y[n] = (z * h)[n].
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Using residue calculus we can solve this directly

h[n]

_ _ 90 n—s 1—zng d
- T 2m f|z|:1 z Hk Z—nk <

1—n;ny n—s
= —go [T, () ol — 5+ 1] = 90 2,1 = Iy ?) Ty (5220 )
= Qod[n — s+ 1] + Zj QJU;L

~ooTTe (=) =0

where Q; =

_ o =Ingl? 1—njn; ;
go 77]5-] Hk?fj ( 75—k J #0
So the impulse response is a set of exponentially decaying signals corresponding to the

zeros of f(z).

7.3.1 Bound, Semi-bound, and Unbound Eigenstates

Define U as the time step operator corresponding to v = 0. That is, ﬁ\O, 1) = 0. Trivially,
|21 — U| = b(2) f(z). These eigenvalues of U come in three forms.

Bound eigenvalues have modulus 1 and are roots of b(z). The corresponding eigen-
vectors are entirely contained within G and can be ignored in the context of sending and
receiving signals from the graph.

Semi-bound eigenvalues take the form 0 < |n;| < 1 and correspond to the exponentially
decaying signals.

Unbound eigenvectors are those with eigenvalue zero. Their contribution is a simple

delay (of s — 2 time steps, where s is the multiplicity of the 0-eigenvalue) and constant
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phase change.

7.3.2 Example

The first few terms of the impulse response of the bolo graph can be found by direct

computation:
n U"|1,0) y[n]
0 I1,0) 0

2 _%|A¢O>_%|b>+%|07"4>+%|0a1> 3

4 _%’A70> - %|b> - %|O7A> - %m? 1> _%

Alternatively,

=~ (rvanve) =

. n . n
So for n > 1, hin] = —35[n — 1] + (2 — iv/2) (HTﬂ) +(24iV2) (%) . We find
that this yields precisely the same results as the direct computation (and with substantially

greater ease).
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The bound eigenstate of the Bolo graph is:

_ A,0)—[b)+]0,A4
The two semi-bound eigenstates are:
{A:1i§/§i7‘¢(i)>:1i2\fz|14 0> 2:|:\fz|b>+ ‘OA +\[‘01}
Finally, there is a unbound eigenstate and an unbound generalized eigenstate:
{A=0,[0) =10,1), [0) = —§1,0) + 3|A,0) + 2[b) }.

Here U?|y(0)) = U|yp0)) =

7.4 Detecting Poles

When n = (1—9§)e'™, for small §, we find that the pole is difficult to detect when the signal
frequency differs from 7. By the inscribe angle theorem, we know that arg (ew + 1) = %
for 6 # 7. Tt follows that 2arg(e® —n) = 2(1 + 7)) + 2arg(e’®=7"™ + (1 - §)) =~ 27 + 27 +
[0 —T—7] =0+ (7 + m). That is, a given pole may change the phase of the reflection

coefficient by approximately the same amount for all 6 % 7.

A little trigonometry reveals that tan (arg(e’ — (1 —0)) = Cos?gii(_aq%. For 6] < ¢:
, 20
2 arg (ew (- 5)) =Z100) (38)
8
But for 6] > ¢:
2 (“’—(1—6)) brr-2i0((2 ’ (39)
arg e =0xm—— 7
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This means that the reflection coefficient jumps by 27 as it passes a pole, 1, and that

the width of that jump is O(d), where |n| =1 —¢.

7.5 Important Points

1-An*
e A graph G has an effective reflection coefficient R(\) = —)\2% = -2 [, )\7:]?

where |n;| <1 Vj.

e f(z) and g(z) can be found by finding the characteristic polynomial of the time step
operator that acts on G with the first vertex in the attached tail replaced by a vertex
with reflection coefficient «. This characteristic equation takes the form |2I — U| =
b(z) (f(z) + ag(z)) = b(z) (zs H?:l (z —nj) + ago H;lzl (1 - zn}k)) The roots of
b(z) all have modulus 1 and correspond to bound states, which are not involved with

the reflection coefficient.

e The impulse response, h[n|, can be used to find the returned signal, y[n], that is the
response of the graph to any incoming signal, x[n], using convolution, y[n] = (h*xx)[n].

We find that h[n] = —5= o= Zn% d.

e This response is made up of a set of infinite and exponentially decaying signals, and a
single finite signal. These correspond to the non-zero eigenvalues and zero eigenvalue

respectively of the time step operator when o = 0.

e The effective reflection coefficient, R(\), increases suddenly by 27 in the neighbor-

hood of poles that are close to the edge of the unit circle. For a given pole, 7, the
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width of this jump is ~ 20 across, where || =1 — 4.
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8 Application to Classes of Graphs

The only information we can hope to gain from a signal are the zeros of f(z), s, and go.
Every other quantity described so far can be determined from these.

However, a graph with d’ edge states can have any of a huge number of arrangements,
and each vertex in that graph can have any appropriate unitary operator. It is unreasonable
to hope for a way of determining the structure of a completely arbitrary graph by studying
its responses to signals.

However, if we restrict the graph to being one of a restricted family of graphs, then we

can expect to get some information about the structure.

8.1 Star Graphs with Differently Marked Edges

Assume that we know that there are N edges, that the terminating vertex of some of these
reflect without phase change, and that some flip the phase (multiply by -1). The question
is: can we determine the number of each type of edge?

Define the states
‘w1> = ‘07"4)

‘¢2> = ‘A70>
[3) = A= 3521 10,4)
[ha) = = 3L, 14,0)

[05) = =7 Sjearer 10,7)

[V6) = =7 jear1 19:0)
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2

_ 2 _
r = 1+N+1’t_N+1

Then the time step operator can be written

M N—-M
0 —1+x2; 0 oyM o VN
o 0 0 0 0 0
M M M(N-M)
0 2¥M 0 -1+2L 0 2VE
U=
0 0 1 0 0 0
0 2YNM g oVMUED oy 20
0 0 0 0 1 0

_ .6 2 4M 2N 4 4 M 2N 2N 2
C(z)_z+(O‘7Nil+l+N71+N>z+(71+N+01[+1+N71+X[7>Z+a
)
AM IN 2
2 4 2
_
i (z +<1+N 1+N>Z +< 1+N>>
_ f(2)
2 AM IN
1——— )2 — 241
+a<< N+1>Z+<N+1 1+N>Z+>

\ g(2)

The non-zero roots of f(z) are

o\/1_2M+1i\/1—4M(N—M) (40)

-1
" N+1 N+1

These four roots are negatives and/or complex conjugates of each other. We find that

there is a simple formula for |n|:
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4

4 _ |3 oM+1 | V1-4AM(N-M)
In* = i\/1_ N+1 © N+1

2
_ 2M+1 | V1-4M(N-M)
- '1_ N+1 + N+1
_ av+1 )2 VAM(N-M)-1 ?
- (1 N+l ) - N+1

=1 4M+2 AM24+4M+1 + AM(N-M)—1
N+1 (N+1)? (N+1)2

=14 —4AMN—4M—2N—24+4M?+4M+14+4MN—-4M?—1

(N+1)2
1 _ 2N+2
= 1= e
_ 2
=l-x557

= l=41- 57 =1-3v+0 ()

This means that the value of M does not affect how difficult it is to get a result.

Instead we find the phase of n retains information about the value of M. Define R = %

n? = <1 — %ﬂﬁl) +1 <4]‘/[§\J,\:1]\4)_1), so if the phase of n is 7, then we find that:
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VAM(N=M)—1

N+1

2
2IM4+1 AM(N—-M)—1
Jo-z (4 )

N+1

sin(27) =

AM(N—M)—1

\/(N+1—2M—1)2+< 4M(N—M)—1)

2

AM(N—M)—1
V(N=2M)?4+4M (N—M)—1

AM(N—M)—1
=V N = 4MN+4M2+4MN aM2—1
_ [aM(N-M)-1
NZ—1

4RN(N—RN)—1
N2-1

M 1 1
T=y¥%t0(%) R=0(y)
The problem of finding R = 5 can now be reduced to finding the phase of the root of

f(2) in the first quadrant. Noting that go = 1, s = 2, d = 4, and assuming that 0 % 7:
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arg(R(e"))

= arg(—go) + (2 — s+ d)f — 3, 2arg(e” — 1)
=m+40 — 35, 2arg(e” — ;)

AT 40 =Y, 0+ +arg(n;)

=m— i arg(n;)
—r =[] = (7]~ [ -]

=T

This is precisely the frequency response of a reflection by -1 at vertex 0 (which is
approximately what the graph is).

However, when ¢? passes around the “far side” of 7n;, we find that arg(e? — n;j) jumps
by m and the phase of the reflection coefficient jumps by 2. The closer 7; is to the unit
circle, the quicker the jump.

From the results of section 7.4, when 6 = O(%;),

arg (a’b’ — (1 — 2?v)> =2NO + O <]i[> (41)

This means that in order to detect one of the 1’s we need to detect an interval in which
R(e) # m, and that difference is only detectable within O () of the correct value.
So, if a pulse is sent and it is found that R(e”) # =, then sin(20) = 2\/R(1 — R).

However, since the target window is only O (%) wide, we can expect that the pulse must
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be O(N) long. This is an unimpressive result, since simply counting and tallying up the

edges (a brute force classical algorithm) takes O(NV) time.

I ™ ™ ™

_2:_

-3 - b L . .

Figure 7: The frequency response for N=100, M=40. sin(20) = 2,/0.4(1—-0.4) = 0 =

{0.68,2.46,3.82,5.60}.

8.2 Logic Tree Graphs

We can encode bits into reflection coeflicients of vertices on the tree. Define:

b— Ry=(-1)° (42)

That is, Ry = 1 and R; = —1. Since a non-trivial graph has a non-trivial reflection,
we need to specify a frequency at which the reflection functions are evaluated. The phase
necessary for useful logical operations is +4. It turns out that there are no other frequencies

or reflection coefficients that are similarly useful. This can be shown by starting with
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Ry = €% and Ry = €' and assuming, for example, that {Ry, R;} — Ry. Either R; = £1,

or we find that the logical operation is a tautology.

Figure 8: The model for a non-terminating vertex in the tree.

The Logic Tree graph performs a logic operation at each vertex. The input of the
operation performed at vertex C are the reflection coefficients R4(%i), Rp(=+i), and the

output is Ro(+£1).

ol

For example, the NAND gate is the standard diffusive vertex, with r = % and t = —=.

The time step operator for this toy graph is,
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0O 0 0 0 0 «a Y1) = |D,C)

0 0 0 0 Rp O 1h2) = |A,C)

0 0 0 Ry 0 0 lv3) = |B,C)
U= where

2 32 -3 0 0 0 [v4) = |C, B)

i -4 5 0 0 0 ¥s5) = |C, A)

-+ 3 2 0 0 0 [v6) = |C, D)

The effective reflection coefficient at C', to a signal from the direction of vertex D, can

be calculated from the characteristic equation:

Cz) = 22 24 4 Bathin 2 RAgRB} Lo [%24 — Bathp 2 RARB}

From the earlier results:

e e — - 43
f (619) 3et0 (RA + RB) €120 — RaRp ( )

o () — — (c0)? 8] _ e~ (Rat Ro) e 3y
Recall that these reflection coefficients are functions of e themselves and are being
evaluated at e? = +i.
If the parent vertices reflect with R4 = Rp = R; = —1, then the vertex C reflects
with:
i4—(R1+R1)i2—3R1R1 1-2-3

Ry (+i) = — = =1=R 44
11 () 3¢ + (Ri+ R1)i2 — RiR,  3+2—1 0 (44)

For R4 = Ry and Rp = Ry, vertex C' reflects with:
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i* — (Ro + R1)#® — 3Ry R, 1+0+3
Ry (&) = — = =—-1=R 45
0.1 (+0) 3¢+ (Ro+ R1)i2— RoyRy  3+0+1 ! (43)

For R4 = Rp = Ry, there seems to be an issue with calculating the reflection:

it —2i2 -3 1+2—-3 0
i) = — S _ - 4
Roo(¥) =~ om 1= 73310 (46)

However, all that’s happening is that a bound +i-eigenstate exists when R4 =1 = Rp.
This means that 44 is a root of the characteristic polynomial, and 2% + 1 must appear in

both f(z) and g(z) (that is, it should have been included in b(z) and removed already).

Indeed, we find:

ooty (MHD(M=3) . yeeg
Roo (N) = TN T T (2HD(BA-1) T 3N2-1

And therefore,

: i?—3 -1-3
R070(:’:Z):—3i2_1 :—_3_1 :—1:R1 (47)

But this is exactly the logical structure of a NAND gate:

Ry Rp | Rc
Ry Ro | Ri
Ry R | Ry
Ry Ry | Ry
Ry Ry | Ro
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8.2.1 Different Gates

0 B 0 0 0 Rgq 0 O
In the last subsection U = =
2 2 1
Gyanp O 35 3 —3 0 00
2 12
3 —3 3 0 00

e
ST
wlbo
S
=)
S

0 0 «
The “bits matrix”, B = 0 Rp 0 |[,encodetheinput bits to the gate in the form
Ry, 0 0
2 2 _1
3 3 3
of the reflection coefficients. The gate matrix, Gyanp = % _% % , encodes the
_1 2 2
3 3 3

NAND operation, as demonstrated in the last subsection. Using exactly the same set of
steps (characteristic equation — frequency response equation — responses for { R4, Rp} =

{1,1},{1,-1},{—1,—1}), we find that
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wiN
w
Wl

G =Gxr= 2 _1 2
NAND A 2 oz
1 2 2
3 3 3
2 2 _1
3 3 3
G =Gp = 2 _1 2
AND A 3 3 3 )
1 2 _2
3 T3 T3
2 2 1
3 73 3
Gyor=—-Gnanp=Gy=| 2 1 _2 [
3 3 3
1 2 _2
3 3 73
2 _2 1
3 73 3
Gor=-Gunp=Gy=| 2 1 _2
3 3 3
1 2 2
3 3 3

We can therefore express any sequence of AND, OR, NAND, and NOR operations on
a set of input bits by mapping those bits into the £1 reflection coefficients of the leaves,
and mapping the gates into the local time step operators of each of the other vertices. The
result of one level of computation is fed into the next in the form of the effective reflection
coeflicient of each intermediate vertex.

The reflection coefficient of a given vertex, in terms of the reflection coefficients of the
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previous two vertices, A and B, are:

24— (A+ B)2? - 3AB

Ravp = RIANBl = 35— (A+ B)z2 — AB (48)
(52)

8.2.2 Signal Window

To execute a calculation on a logic tree it is necessary to use an input signal that is very
close to the pure momentum state with phase 4. The response is returned in the form
of the reflection coefficient at the base of the tree graph. However, the larger the tree,
the more poles exist and the more rapidly the reflection coefficient changes. This forces
us to use a signal with a narrower spectrum. By the uncertainty principle, the size of the
allowable spectrum is inversely proportional to the minimum length of the signal and thus
dictates the computational time.

We define the “window” for a given R(z) as [% - L, 5+ L}, where Re [R (ei(gim)} =
0. Within this window the real part of R is either entirely positive (for logical 0) or entirely

negative (for logical 1).
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% I |

Figure 9: Re [R (e?)] for a logic tree of depth 6. Since Re[R (i)] = R (i) = 1 the result
was a logical zero, but in order to see that we would need to send the graph a signal with a
frequency spread of no more than approximately 0.1. The “spiking” effect caused by poles

near the edge of the unit circle is clearly visible here.

Not surprisingly, it is remarkably difficult to predict the size of the window, which can
vary widely even among trees of the same depth. We do find however, that the average size
of the window follows the familiar O (ﬁ) pattern. Finding a quick method for predicting

the window size for a given tree is a clear and important next step, and will be the subject

of future work.
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10 @

0Er

0.6 -#

02

0 40 {0 B 100

Figure 10: Top: the mean window size for trees of depths 2-6 vs. N = 2. Bottom: the
window sizes of 100 trees (each) of depths 2-6 vs. N = 2P. While the mean closely follows
the curve \/—%, the individual trees may have substantially smaller or larger windows. We

find that depth is merely a rough predictor of computational time.
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9 Tables

What follows is a table of the reflection coefficients for several small Logic Trees. It lists
the reflection function itself (with bound states factored out), the position of all of the
poles, and the window size. In order to save room, we will use the notation: 4 (a + bi) =

{a + bi,a — bi,—a + bi, —a — bi}.
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Logic | R(z) Poles w
0 1 _

1 -1 -
0V0 | £ | 0577 0.92
1V0 | 2% | *(0.537 +0.537i) | 1.10
1V1 | 275 | £0.577 2.22
0VO | —Z52 | 05770 0.92
1VO | —£:5 | 4(0.537 +0.537i) | 1.10
1V1 | —&7% | £0.577 2.22
0A0 | -3 | £0.577 2.22
1A0 | —Z£% | 4(0.537 +0.5373) | 1.10
1AL | —£55 | £0.577i 0.92
0AD | 275 | £0.577 2.22
LAO | ££2 | *(0.537 +0.537i) | 1.10
1AL | £755 | £0.577i 0.92
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Logic R(z) Poles w
AALALATL | 2250 +0.691, +0.836i 0.32
46 5t +0.802i,
[LAO]V[0VO] _m 0.38
4(0.777 + 0.3407)
16t 5200 +0.802,
AAYALVO | airas 0.38
4(0.777 4 0.3404)
NPT +0.752,
AVOIATLVOl | §&isers 0.46
4(0.705 4 0.5204)
4(0.670 + 0.670i),
12 8 4
[LAOVAVOl | -2 elsystis 4(0.327 + 0.834i), | 0.54
4(0.834 + 0.3274)
0 AOV[0AO] | —32422-9 +0.836, +0.691 0.62
0562619024 180217 (0.492 4 0.6684),
z-—0z zZ T — z
[1 A 1] v [1 v 0] T 2728182642025 -62219 0.90
4(0.829 + 0.3897)
05 661000 1ga2107 | (04924 0.6680)
zZ-—0bz zZ — z
[0 4 1] A [O v 0] 2728182642024 —62249 0.90
4(0.829 + 0.389)
NP +0.752,
[LAOALAQ] | gy 0.96

4(0.520 + 0.705¢)
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Logic R(z) Poles w
sty g | FOTO2,
[OANA[OAT] | osie—y 0.96
4(0.520 + 0.7054)
0AO]A[OVO] | Z5t3 4(0.537 4+ 0.537i) | 1.10
32441
4_ 4.2 .
[OAOIAOAO] | 25=15E8 4(0.632 + 0.4217) | 1.40
Logic R(z) Poles w
[(LA1)A (1 AD)]
9207214322427 +0.928,
A 2726-‘1-324—722-‘,-9 0137
4(0.706 + 0.3514)
[(AAL)A (AT
[(1A0)A (1A0)] 4(0.416 + 0.7634),
A ST e T L g | 4(0.704 4 0.669%), | 0-72
[(1A0)V(0VO0)] 4(0.835 + 0.3381)
[(0A0) A (0AO)]
R +0.794,
A 92°—132"4+152—-27 1134

[(0AD0) A (0AD)]

2726 —-152441322—-9

4(0.587 + 0.6184)
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A Appendix

A.1 The Bolo Subgraph

The bolo graph (which resembles a bolo tie) has a bound state, and 4 Right side active
eigenvectors. Using techniques established earlier we can quickly decide on the best eigen-
value and Left side eigenvector to use as an approximate initial state to ensure the quickest

search. For the purposes of this example, N = 10°.

Left Right

Figure 11: The Right side of this graph is the “Bolo Graph”.

We can get all the information we need from Uy, so we can ignore the Left side entirely.

Define the basis vectors as:

[W1) =10, 1)
[W2) =[4,1)
[W3) = [b)

[Wa) = |1, 4)
[Ws) = |1,0)

And in this basis define the effect of Uy as:
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73 _73 73 0 0

1 2 2
-3 3 3 00

This is an equal scattering in three directions at vertex 1. The difference is that a signal

returns from the b arm in 1 time step, and from the A arm in 2.

Step 1) Find the eigenvalues and eigenvectors of the Right side.

The characteristic polynomial is Cy(z) = 2° + %24 — %z?’ + %zz — %z — 1, and the five
eigenvalues are then found to be: A = {—1, -1, 1,% (1 + 12\/5) ,% (1 — 12\/5)}

Already we know that there must be at least one bound eigenstate with eigenvalue -1,

since the active eigenvector for each eigenvalue is unique and -1 is degenerate (thm. 4.8).

The eigenvectors, in the same order, are:

|bound(—1)) = % [[4,1) —[b) + 1, 4)]

D) = /2 [10,1) — 14,1) — 2[6) — 111, 4) + [1,0)]

@) = L[—[0,1) +|4,1) — [1, A) +[1,0)]

D) = F (3 2 00w (S 2 1A+ (42 B4 0]

) B (<4220 100+ (4 - 220) 140+ (3 - 22 19+ 1,4+ 1L0)

All of the last four eigenvectors are active eigenvectors. This is immediately obvious

because (0,1[t0)) # 0 for each of them, so they are hub adjacent. The \g = —1 active
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eigenvector can be found by first finding the unique bound eigenvector. What remains in
the —1 eigenspace must be the active eigenvector.

The active eigenspace is 6-dimensional and is spanned by these four Right side and the
two Left side active eigenvectors. Paired, or otherwise dependent on €, eigenvectors are
always expressible as superpositions of these six active eigenvectors. Even if the Left side
were replaced with something more interesting, the four active eigenvectors listed above

would provide all the information necessary to analyze how the Right side interacts.

Step 2) Select a target eigenvalue.

We already have enough information to see which of these states, or rather which of
these eigenvalues, is the best target for a search. Because the optimal number of iterations
for a quadratic search is is given by m = [ Zv/N] (thm. 4.13), and since ¢ = |{€o|Uq|vo)| =
V2|(1,0[to)| (thm. 4.12), the state that overlaps |1,0) most will yield the shortest search
time. Additionally, a large value of ¢\/) means that the Right side active eigenvector is
concentrated closer to the hub, which means that states on the edge between 0 and 1 are
more likely to be measured, which is important if we assume that the states in G are

unmeasurable (i.e., cannot be the result of a measurement).
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=D = /2 ‘<1’0|t(—1)>‘
= c(l) — \/§ ’<1,O’t(1)>‘
)

03 93
- ) _ (ol
Clearly, \g = —1 is the best choice, since maz{c¥} = =1 = %. We know (thm.

4.14) that there is always some ) > \/% = \/g = %, so a value of \/g is not surprising.

Step 3) Tune the Left side eigenvalues.

The Left side \g = —1 active eigenvector is |E(_1)> = % (lout) — |in)), and this eigen-
state is only possible when €' = A2 = (—1)2 = 1. So, by setting ¢ = 0, the eigenvalues
on the Left become £1. This does mean that, since both sides now share both 1 and -1
as eigenvalues, paired states can exist for both eigenspaces. However, by initializing with
the -1 eigenstate, the +1 state is unimportant. We want to match the -1 state because it

is the fastest (largest value of ¢0)).

Step 4) Initialize the system with the state |¥) = \/ﬁ 231‘261 (10,7) —14,0)).

To within an error of O(0.1%) = O <ﬁ>, this is equal to the Left side N\ = —1

cigenstate, [((7V)) = \/ﬁ 2}0:62 (10,4) — |7,0)). Since we assume that we don’t know

to which edge the Bolo graph is attached, we can’t start entirely in the -1 Left active

eigenstate. That said, (¢(-1|¥) = _2000-1) 0.9999995, so these two states are
2.1034/(106—1)
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essentially equal.

Step 5) Iterate the time step operator, U.
Use U to step time forward m = 1813 = {%v 106J = Lﬁ V 106J times. This process
will cause the state to rotate from ‘ﬁ(*1)> to ‘t(*l)>, to within an additional error of O(0.1%)

produced by the rounding of the floor function, and the fact that the paired eigenvectors,

|V+), are only very closely approximated by combinations of ‘6(*1)> and !t(*1)>.

Step 6) Measure the system. The probability of the particle being detected on the edge

2 2 2 2
between vertices 0 and 1is p = ’<O, 1‘t(*1)>‘ —|—)<1,O‘t(*1)>‘ = ’\/gl + ‘\/g‘

“%” is good news, since it means that the algorithm won’t need to be repeated extensively.

3. This

Finally, the Left and Right eigenvalues need not be exact. According to theorem 5.5,
the search will still work more than half of the time when the difference between the Left
and Right eigenvalues, 8, satisfies § < ¢(=1)/ % = \/g % ~ 0.001. So, for N = 10, the

complex phase of the Left eigenvalue should be in the range [7 — 0.001, 7 + 0.001].

Notice that, aside from finding the value of m and estimating errors, N (or €) was
never considered at all. Indeed the the Left and Right sides are handled separately from

beginning to end.
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A.2 Proofs from section 3 (Algebraic Functions and the Behavior of

Zeros)

Theorem. 3.1 If F(z) is globally analytic in an annulus around 0, and is m-valued,
then F(z) can be expressed as a Puiseux series (a Laurent series with certain rational
powers) of the form F(z) = >.0° Apzm. Moreover, the m different branches of F,

FU) | can be separated by an arbitrary branch cut through the annulus and expressed as

FO)(z2) = Yo Apwi™zm | where w is a primitive mth root of unity, w = e

Proof Consider the annulus in the z-plane defined by D, = {z: 0 <r < |z| < R}, and
the mapping z = ¢"". Define G(¢) = F(¢{™) on the annulus D¢ = {¢ : 0 < rm < I¢| < R%}
G inherits its analyticity from F', since d%G(C) = d%F(Cm) = d—Z%F(z). In addition, G is
single valued. Defining any one of the branches of F' to be the principle branch, fy, and
taking the value of G(z) = F(O(2™), z € R, we can then define G(2) to be the terminal
value of any analytic continuation of G from x. While F(z) has m branches, G({) has m
corresponding %’r wedges.

Continuation along a path, C¢, that starts at x € R and traverses once around the
circle || = x corresponds to traversing the circle C,, defined by |z| = 2™, in D,, m times.
But since F'(z) is m valued, traversing |z| = = m times will return F' to the principle
branch. Thus, G(ze*™) = G(x), and more generally G((e*™) = G((), for ¢ € D¢.

Since G(() is analytic and single-valued in the annulus D¢, it admits a Laurent series:

G =>27 A,C". Therefore, the globally analytic m-valued function F' can be written

n=—oo
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as F(z) = G(z%) =3 Apzm.

n=—oo

Notice that if the initial branch, F(©)(z) = S°°° _ A,zm, is analytically continued
once around C, a 27 phase is added to z and we find the function taking values on the

next branch cut (so a very natural ordering of the branch cuts is here defined by subsequent

loops around z = 0). We find that F((2) = 32°° A, (2™ )mzm = 320 A w'zm,

n=—oo n=—oo

where w = efm . 4 loops around z = 0 yields FU)(2) = 3.°° A, w/™zm.

g

Theorem. 3.2 If P(z,¢€) is a degree d polynomial in z, then there exists an open disk D,

containing 0, and d analytic functions, fOU,--- f@  such that:

(i) P(f®)(e),e) =0,e€ D

(iii) P(\e) =0,e € D= \= f¥)(e), for some k
Note that ) are indexed functions, and not necessarily branches of the same globally
analytic function. While it is true that when P(z,€) is not simultaneously reducible in
both z and e, the zeros (as functions or €) are all branches of the same globally analytic
function, it is not necessary to know that here.
Proof Since the zeros of P(z,0) are distinct, 36 such that |z — A(¥)| < § contains no
zeros other than A(®). Define C, to be the loop defined by |z — )\(k)\ = §. By the argument

principle ﬁ j;ck ajfz;zd;)) dz = 1. Here we are assuming that the zeros of P(z,0) are all of

degree 1, and there is only one zero inside of C. The case of higher degree zeros is dealt
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with in theorem 3.3.

The zeros of P(z,¢€) are continuous functions of the coefficients of P(z,¢€) (other than
aq at ag = 0), and the coefficients of P(z,¢€) are continuous functions of e. By definition
Jo > 0 such that when ¢ < o, |[f*)(e) — A¥)| < §. In other words, the zero will stay

within C},, so for small values of e, ﬁ ka B;DI(DZ(ZE’)E ) dz = 1. Notice that we've only used the

definition of fi(€) as the zero of P(z,€) corresponding to A(*), independent of its analytic
properties.
This integral can be used to pick out the value of the zero, f(*) (¢), by multiplying the

argument of the integral by z. By the residue calculus:

18(&) = 557 $o, 2 i de

The important thing to notice here is that, since P(z, €) is a polynomial of €, near e = 0
fr(€) is analytic.

Repeating this process for each of the d simple zeros of P(z,0) yields the d analytic

functions f((e),---, f(9(e) that are the zeros of P(z,€).

O

Theorem. 3.3 If P(z,¢) is an irreducible polynomial in z and e, then all of the double
roots of P are isolated in the e-plane. That is, if for some value of €9 P(z,€p) has a double
root, then there exists 6 > 0 such that when 0 < |e —eg| < §, P(z,¢€) does not have a double

root in z.

The proof of this requires the introduction of a new object: the discriminant.
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Definition The “discriminant of P”, D[P], is a function of the coefficients of a poly-
nomial P, and D[P] = a?ld_z j>k(/\(j) — A¥)2 where ag is the leading coefficient of P,
and {\(*)} are the zeros of P.

Clearly the discriminant is zero if and only if P has a repeated root, and this is the
property that makes it so appealing.

A known fact about the discriminant is that it is the resultant of P and 9, P, which is
in some sense like being the ged(P,0,P). One of the methods of finding the discriminant
is very much like Euclid’s algorithm for finding the ged of two numbers, but rather than
finding combinations of the two numbers that produce the lowest non-zero value, the dis-

criminant involves finding the combination of polynomials that produces the lowest degree

non-zero polynomial. For example, if P(z) = Az? + Bz + C, then 0,P(z) = 2Az + B, and

2P — 20,P = Bz +2C

= 2A(2P — 20,P) — BO,P = 4AC — B>
Which is the well-known discriminant for quadratic equations. So, D[P] = B?—4AC =

(—4A)P + (2Az + B)d.P.

The things to keep in mind here are:

i) D=0 if and only if P(z) has a repeated zero.
i) D is not a function of z.
ii1) D is a polynomial in the coefficients of P.

iv) If the coefficients of P are polynomials of €, then so is D.

Proof D(€) inherits its analyticity from P(z,€). Because D is analytic, if it has a non-
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isolated zero, then it must be identically zero. But if the discriminant of P is always zero,
then P always has a double root, and must therefore be reducible into factors. Because
the original assumption was that P(z,¢€) is irreducible, D cannot be identically zero, and
therefore any zeros of D(e) are isolated. This means that changing e splits a multiple
zero into simple zeros in general, and if P(z,0) has a repeated root, then within a small
punctured disk about € = 0, P(z, €) has only simple roots.

g

Theorem. 3.4 In the neighborhood of a zero of P(z,¢€) of multiplicity s > 1, the zeros take
the form fU)(e) = S°°° Apwinetr | where H < s. Specifically, the zeros are branches of

n=—0oo

one or more H;-valued global analytic functions, with the given Puiseux series expansion,

such that > H; = s.

Proof Without loss of generality, assume that the zero of multiplicity s is found at € = 0,
so fD(0) = f@(0) = --- = f()(0). In the last theorem it was shown that within a small
disk excluding € = 0 these s functions are different. For some ¢y within this punctured disk
we can apply theorem 3.2 verbatim to show that f(l)(e), e f(s)(e) are analytic functions.

However, they may not necessarily be single-valued. If they are analytically contin-
ued in a loop around € = 0 they may come back with a different value. By definition
P(f®)(¢),e) = 0, and there are only d possible such functions. As a result, if f(*)(e)
does not return to its original value it must return as one of the other functions. There-

fore, looping around ¢ = 0 permutes fM, ..., &) If H loops brings fir back to its
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original value, then f(*) is a branch of an H-valued global analytic function. Clearly,
H < s since there are only s available functions to permute. The s different functions
can be grouped according to which of the global analytic functions they’re branches of,
{fO @ o pHOVL D o p(FitH2)Y L where ST H; = s

Since these functions are branches of a global analytic function in an annulus, by
theorem 3.4 these functions must be of the form fU)(e) = 32°° A, w/™etr.

n=—oo

g

Proof That the Characteristic Polynomial is Affine in ¢

For a hub vertex with reflection coefficients r and ¢, we know that unitarity implies |r|? +
(N —1)|t|?> = 1 and 2Re(r*t) + (N — 2)|t|*> = 0. The most commonly used solution, and
the one assumed throughout this thesis, is 7 = —1 + 2¢, t = 2¢. The generalized solution is
handled in section 7.

In the automorphism graph we found that the reflection coefficients are Ry, = r +
(N—-2)t=1-2¢and Rgp =1 = —1 + 2¢, for the Left and Right sides respectively, and

the transmission coefficients between the two sides is T = tvV/N — 1 = 2v/e — €2.

Theorem. 3.5 Assume that U is a time step matriz as described so far. That is, there is
a Left and Right side and these are connected only through a hub vertexr with N edges where
the reflection and transmission coefficients are r = —1 + % and t = %. Then C(z,¢) =

N

|U — 21| is an affine polynomial of € = 3, and can be written C(z,€) = Cy(2) + €f(2).
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Proof First, some cumbersome notation. Define [M| to be the determinant of the matrix
M, |[M|(; jy to be the determinant with the (7, j) term replaced with a zero, and [M|<; j>
to be the determinant of M with the ith column and jth row removed. Note that if M is
an n X n matrix, then M| ) is also n x n, and [M]|<; ;> is (n — 1) x (n — 1).

In what follows we will make use of the fact that we can remove an element from the

determinant of M, but must include a determinant of a minor matrix. For example,

a b c a b ¢

e f b ¢ b ¢ b c
d e f|=a —d +g =ld e f|tyY

h i h i e f e f
g h i 0 h i

This is can be more succinctly written, [M| = [M]| 3)+g|M|<1,3>. Notice that [M]|; 3

is 3 x 3, while |M|<j 3> is 2 X 2.

If we list all of the Left side states first, then

Uy | T;
U=

Ty | Ur
where Uy, and Up are the restrictions of U to the Left and Right sides, and T;; and T,

are all zero except for a single T' = 2v/e — € at the indicated coordinate. Note that if the
T’s are at the coordinates (i,7) and (k,1), then the reflection coefficient for the left side,
Ry, can be found at (k, j) and similarly R can be found at (7,1). It is now straightforward

to see,

Up—21| Ty

C(z,¢e) =
Tkl UR—ZI
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U; — =1 0 U; —~1 0

+ (_1)i+]'T

T Ugr — 21 T Ugr — 21

<1,7>

UL—ZI 0

0 Upr — =21

Up — 21 0

—{ +(=DFHT

0 UR —zI
<k,l>

| Up-| o
H(=1)iHT

Tkl UR —zI
<i,j>
There’s a slight abuse of notation in this step. Since the third term has had the jth

row removed, the coordinate of Ty, is not (k,1), but is instead (k,l — 1). It follows that,

p
UL —zI 0 UL —zI 0
4 (_1)k+lT
0 Ugr — =21 0 Ugr — 21
<k,l>
o UL —zI 0
=< +(=1)"T
0 Ui — 21
<i,j>
o UL —zI 0
+(_1)Z+]+k+(l—1)T2
0 Upr — 21
<ij>,<kl>

The second and third terms of this last line are both equal to zero. In the second term
the lth column is removed, but since Ug — zI is a square matrix, removing a row leaves the
columns linearly dependent. Thus the matrix is degenerate, and the determinant is zero.
A similar argument holds for the third term. Both of the non-zero blocks of the fourth

term are square matrices, and are therefore the determinant is not necessarily zero. We
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now have,

UL—ZI 0 UL—ZI 0

C(Z, 6) _ - (_1)i+j+k+lT2 (53)

0 Ugr — 21 0 Upr — =1

<i,j>,<k,l>
This is enough to show that C(z,¢€) is a polynomial in both z and e. However, this can

be taken a step further. Rp is the ¢,] term and Ry, is the k,j term. Repeating the same

trick we find that

UL —zI 0
0 Ugr — 21
Uy — 21 0 ' U; — =21 0
= + (=1)"*'Rp
0 UR —zI 0 UR —zI
(Zvl) <i,l>
Up — 21 0
0 Up — =21
(@0)
A Up — =21 0
0 UR —zI
<i,l>,(k.j)
- U, — I 0
_|_(_1)j+k+z+lRRRL
0 UR —zI
<i,01>,<k,j>
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(3,0),<k,5>

0 Upgr — 21
<i,0>,(k,j)

U, — =21 0

+(_1)i+j+k+lRRRL

0 Ugr— =1
<i >, <k,j>
By definition we know that

UL—ZI

0 UL—ZI 0

since these matri-

0 Ugr — 21 0 Ugr — 21
<i,l>,<k,j> <i,j>,<k,l>

ces are missing the same rows and columns. We can now write,
4

U —=1 0

0 Ugr — 21
(@0, (k.5)

UL—ZI

+(=1)7T Ry,

0 Ugr — 21
<i,I>,(k,5)

0

U, — =1

+(_1)i+j+k+l (RRRL _ T2)

0 Ugr — 21
<il>,<k,j>
And finally, using the fact that Rp = —1+2¢, R, =1 —2¢, and T = 2v/e — €2,
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UL —zI 0
0 Up — 21
(@,0),(k.j
, Uy — =1 0
+(=1)7*(1 — 2¢)
0 Urp—2zI | 4
C(Z, 6) = (Zvl)7<k7]> (54)
, U; — =1 0
—(=1)"(1 - 2¢)
0 Up — 21
<i,I>,(k,5)
Up — =1 0
—(—1)i+i+h+
0 UR —zI
\ <il>,<k,j>
it is worth noting that RpR; — T? = —1 is not a coincidence dependent on how the

solutions to the unitarity condition are chosen, but is in fact the unitarity condition itself.
Thus, if we had used a solution different from r» = —1 + 2¢, ¢ = 2¢, we would find that
RrR; — T? is always a constant.

The long manipulation in this proof is nothing more than a careful removal of every e-
dependent element of U, so the explicit € in the above equation is in fact the only remaining
€. Clearly, the characteristic polynomial is a polynomial in z and an affine polynomial in

e. With Cp(z) = |Ug — 21| we can now write

C(z,6) = |U = 2I| = Cy(2) + €f(2) (55)
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A.3 Proofs from section 4 (Pairing)
Theorem. 4.2 [|[P%¥)(¢) — PH)(0)]| = O(\/€) and [VF)(e)) = [V (0)) + O(/€).

Proof The “resolvent” is a matrix defined as R((,¢) = (U — ¢I)~L.

When (j is not an eigenvalue of U,

U-— I

= Uy — (oI — (€ — ¢o)I + (U — Uo)

=Up — GoI = (¢T = I+ U — Ugp)R(¢o, 0)(Uo — GoI)
= [I— (¢T—=¢oI+ U —Uo)R(Co,0)](Uo — GoI)

= R(¢,¢) = R(¢0, 0)[T — ((¢ = ¢o)I + U — Ug)R(¢p, 0)]
Since Uy is a known unitary matrix, for which (j is not an eigenvalue, we know that

R((p,0) is well-defined. The entries of U can be expanded as power series in /¢, and
since the entries of U are continuous functions of ¢, ||U — Up|| can be made arbitrarily
small. Therefore, for small values of € and (¢ — (p) we find that ||({ — (p)I+ (U — Up)|| <
[|R(¢o,0)||~!, and therefore R((,€) can be written as a double power series in ¢ and /€.

Interesting things happen when ¢ = A*). The projection operator onto the \*)-
eigenspace can be expressed as P*) = —% $ R(C, €)d¢, where the integral is taken over
a curve that loops once around A*), and no other eigenvalues. This can be shown by
applying P%) to the eigenvector |V )).

Since [VU)) = R(¢, €)(U=CT) VD) = (AD—=Q)R((, )|VD) we know that R((, )| V1)) =
ﬁ_cyv(m.

It follows that,
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Py )
=~z $ R(C dC V)

= —5L $R(C,6)|[VD)d¢

=~ f 5= V)

Tom S NGO —¢
- 2%” ¢ ?i@ d¢|v )
= §;[VD)

The last step follows from the residue theorem, and the assumption that the integral is
over a path that encloses only (%) [P(k)]2 =P® so P® is a projection, and PUPK) =
5jkP(k), by the orthogonality of eigenvectors with different eigenvalues. Notice that this
is not a projection onto a particular eigenvector with eigenvalue A*), but is a projection
onto the eigenspace for \(%).

The important thing is that since R((,€) is expressible as a power series in /€, then
so is P,

Away from ¢ = 0 the eigenvalues are distinct, and thus the eigenprojections are 1-
dimensional and can be written P®*) = |[V®))(V(*)| " So if the entries of P*) take the form
of Y0 s en(1/€)™, then so do the entries in the corresponding eigenvector.

0

Theorem. 4.4
UVE (€)) = XF) (€)|V ) () for all k. Define S = span{|V1H(0)),---,[VU(0)} to be

some subset of eigenvectors of Ug, and Ps as the projection operator onto S.
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If |u) € S, then VYm
i) PeUIu) =0
it) PsiUMu) = O(Ve)

That is, if |u) € S, then UF'|u) is also in S, and U™|u) is almost entirely in S.

Proof i)
luy € S

= [u) = a1 [VI(0)) + -+ - + a; [V (0))

= UPl) = as [AOO]” VO©) + -+ oy MO O)]” [VO)(0)
= Uf'lu) € S
i)

Notice first that Uy is unitary, so ||[Ug|| = 1. Since it has entries of O(y/€), ||U —Up|| =
O(+y/€) and therefore ||U|| < ||Up||+O0(v/€) = 1+0O(y/€). When on the “unitary preserving
path” (e € RT,0<e < 3), [[U|| =1.

lu)y € S

= |u) = a1 [VD(0)) + -+ + a;|V0)(0))

= |u) = 1|V (€)) + - + a;j [V (€)) + O(VVfe) thm. 4.3
= U[u) = ar AW (]"VIV(€)) + - - + ;XD (e)]"|[VU)(e)) + UTO(VVe)

= ai XD (OI"VI(e) + - + ;[N ()] [VI) (€)) + O(v/e) unitarity

= ot AD(OI™VD(0)) + - - + i [AD ()] [VE)(0)) + O(v/e) thm. 4.3
Since ay AV ()] [VI(0)) + - + o [AD())™VD(0)) € S, PsU™|u) = O(v/e).

O
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Theorem. 4.8

Assume that the Right side Ao-eigenspace of Uy is D dimensional.

1) If the \g-eigenspace of Ug is bound in G, then the A\g-eigenspace of U is D dimen-
sional and all of the associated eigenvectors are constant. This is case i) of the Three Case
Theorem.

2) If the \o-eigenspace of Uy is in contact with the hub vertex, then the Right sided
Xo-etgenspace of U is D-1 dimensional and the D-1 associated eigenvectors are constant
and bound in G. This leaves one eigenvector which is non-constant in €, and is in contact

with the hub vertex. This is either case ii or case it of the Three Case Theorem.

Proof The first result is trivial. If an eigenvector is bound in G, then varying e (which
only affects reflection and transmission across the hub vertex) can’t have any impact on it.

So, for eigenvectors bound in G, U|V) = Uy|V) = A\g|V).

For the second result we assume that the Ag-eigenspace is in contact with the hub
vertex, and we will use the set up described in section 2. Define |V) = alin) + Blout) +
v|1,0) +6|0,1) + |G), where |G) = Pg|V) and U|V) = Xo|V). So |V) is in contact with
the hub vertex, is an eigenvector of U, and has a constant eigenvalue. It may seem too
restrictive to assume that the Left side has a particular form, but we will find that it makes
no difference.

The rough idea of the proof is to show that if |Vp) is a hub-adjacent Ay eigenvector of

Uy, then |V) cannot be a A\ eigenvector of U. Instead, the eigenvalue must be a non-
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constant function of e. Since a Ag eigenvector is lost when we change from the e = 0 case
to the € # 0 case, we can say that if the Ag-eigenspace of Uy is D dimensional, then the

Ap-eigenspace of U is D-1 dimensional.

Assume that there is no Left side Ag-eigenspace. By the Three Case theorem and
theorem 4.7, the only possibilities are that all of the eigenvectors in the Ag family are
constant, or there is one unique non-constant eigenvector. Since the A\g space of Uy is
entirely Right sided, |Vj) takes the form |[Vp) = 0|1,0) + d0|0, 1) + |Go). It follows that,

Uo[Vo) = Ao[Vo)

= —70[0,1) + Uq [00|0, 1) 4+ |Go)] = Y0Mo|1,0) + dpAo]0, 1) + Ao|Go)

Y0 = —0oAo

Uy [00]0, 1) + |Go)] = 7000, 1) 4 Xo|Go)

Keep both of these innocent looking results in mind for a moment.

Now extending to the € # 0 case,

u|v) =

a [(1 = 2€)|out) + 2ve — 2|0, 1)]+Be*|in)+v [(—1 + 2€)|0, 1) + 2V/e — €2|out)|+U [5]0, 1) + |G)]
( lin) :  Be® = a\g

lout) : a1 —2€) +v2Ve — €2 = BAg

U’V> = )\o‘V> =
10,1) 1 a2ve— €+ y(—142¢) =\

U [5]0,1) + |G)] = vA0l1,0) + Ao|G)
This is difficult to solve directly, but fortunately the last of these four relations can be

used to eliminate a variable. Notice that U[6|0,1) + |G)] = Ug[d]0,1) + |G)] since both
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|0,1) and |G) are unaffected by the hub vertex. Beginning with the last relation from both

the e = 0 and € # 0 cases,

Uy [00]0,1) + |Go)] = 7000, 1) + Ao|Go)

Uy [00]0,1) + |Go)] = 7000, 1) 4 Xo|Glo)
=

= 350, 1] + (Gol) Uf U, [6]0, 1) + [G)] = (g A5(1,0] + A§(Gol) (vA0]0, 1) + Ao|G))
= 656(0,110,1) + (Go|G) = vy i 0(1,0[1,0) + AjAo(Go|G)

= 050 + (Go|G) = 157 + (GolG)

= 050 =157

= 056 = (=655

=6=—-\y

= —0Ag =7

So we now have four straightforward equations and four variables:
(

Be® = a)g
a(l —2¢) +v2ve — €2 = g

a2ve— €2 4+ y(—1+2¢) = Ao

¥ =—0Xo
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B = alge
= Oé(l — 26) + (—(5)\0)2\/6 - 62 = ﬁ)\o
a2ve— €2+ (—0Mo)(—1+ 2¢) = 5\

a(l — 2€) — 6X02Ve — €2 = (adoe ™)\

=

o2vVe — €2 = §)2¢

a(l — N2e™™ — 2¢) = 60g2Ve — €2
=

a2ve — €2 = f)\g2¢

.

a(l — A2e™ — 2¢) = 6X2Ve — €2
=

§ = avee

= a(l — Ne™ — 2¢) = (oz\/f?) Ao2Ve — €2

= a(l — A\ge ™ — 2¢) = a(2 — 2¢)

= a(\j+€?) =0

Unless ¢ was specifically chosen so that e!® + \2 = 0 it follows that « = 8 =y = § = 0,
which contradicts the statement that |Vj) is in contact with the hub vertex. What has just
been shown is that if [Vp) is a Ag eigenvector of Uy in contact with the hub vertex, then
|V) either has a different eigenvalue or €'® + A3 = 0.

First assume that A3 + €?® £ 0 and A3 — €!® # 0 (there is no Left side \o-eigenspace).

If the A\ eigenspace of Uy is in contact with the hub vertex, then by moving from the
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e = 0 case to the € # 0 case at least one eigenvector is lost. Since )\% — €' #£ 0, by thm.
4.7 there can be no pairing. The Three Case Theorem then implies that there is at most
only one non-constant eigenvalue in the Ay family. So, only one eigenvector is lost and if
the Right side A\p-eigenspace of Uy is D dimensional, then the Right side Ag-eigenspace of
U must be D-1 dimensional.

g

The Fundamental Pairing Theorem

Theorem. 4.10 The \y-eigenspace is in contact with both the Left and Right sides of
the hub vertex if and only if there exists paired vectors |VF) with eigenvalues of the form

Ao Ve + O(e).

Proof Both sides of the Ag-eigenspace have an active eigenvector, because both sides
are in contact with the hub (thm. 4.8). Define |¢y) and |vg) to be the Left and Right side
active eigenvectors.

Assume that |P) and |Q) are eigenvectors with eigenvalues in the )y family, and that
both are in contact with the hub vertex. They may be paired, or one or both may be
constant. |P) and |Q) are in the active subspace, and |Py) and |@Qp) are in the A\p-eigenspace
of Uy, so it follows that span{|Fy), |Qo)} = span{|ly), |to)}. Define the eigenvalues of |P)
and |Q) to be Aoe™(© and \pe'?) where p(0) = ¢(0) = 0.

Because the spans are equal and two dimensional there exists a transformation between

the orthonormal bases, {|{y), [t0)} and {|P),|Qo)}, which we can write
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|Co) e cos(w) " sin(w) | Po)

%) e sin(w) e cosw) | \ Qo)

By carefully choosing the relative phases between all four vectors, we can assume with-

o) cos(w)  sin(w) | Po)
out loss of generality that = , with 0 <w < 7,
[to) —sin(w) cos(w) |Qo)
|0) cos(w)  sin(w) | P)

and use this to define |[¢) and [t) as: =
) —sin(w) cos(w) Q)

Notice that while |y) and [tg) are eigenvectors of Uy, |¢) and |v) are not eigenvectors of
U, they’re merely defined in terms of the eigenvectors |P) and |Q). Since eigenvectors can

be expressed as power series in /€, we can write [¢) = |{y) + v/€[¢1) + O(€), and similarly

for |t).
el€)
In the {|P),|Q)} basis U = A\
0 el
and a similarity transform allows us to write this in the {|¢), |t)} basis,
cos(w)  sin(w) Aoe?(©) 0 cos(w) —sin(w)
U =
—sin(w) cos(w) 0 Aoe?a(®) sin(w)  cos(w)
cos(w) sin(w) cos(w)e®(©)  —sin(w)eP()
—sin(w) cos(w) sin(w)e(©)  cos(w)e(©)
cos?(w)ePl®) + sin?(w)e(©  sin(w) cos(w) (—eip(e) + eiq(e))
— o
sin(w) cos(w) (—eip(ﬁ) + eiq(e)) cos?(w)e’(©) + sin?(w)e(©)

1+cos(2w) 1—cos(2w)

Using the trig identities cos?(w) = 52, sin?(w) = 5, and sin(w) cos(w) =
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% we find

N () + €9(9) + cos(2w) (™) — ia(9)) sin(2w) (—ei?(© 4 ¢ia()
U=2

2
sin(2w) (—e™(e) + e?() e®(©) 4 ¢19(9) — cos(2w) () — ()

This is enough to determine the value of w.

Notice that 2|Uss| = |sin(2w)||e() —e'()| and U1 —Uss| = | cos(2w)|[e) —e()]. Tt

4|Up)? sin?(2w)]e?P(e) —eta(€) |2 sin?(2w)

follows that AU P40 —Un? ~ sin?(2w)[eP(0 —eia(e) 2tcos? (2w) [ —eid(]Z — sin®(2w)+cos?(20)

sin2(2w).

2
U1 —Ugp

-1
Or more simply, sin?(2w) = <1 + ’ 501, > . We can calculate |U;; — Uyl and

|U12| directly:
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Ui — Uss|

[(€[U}€) = (¢[U]1)|

|{€o|Uolto) = (ro[Uolro)

+Ve((1Uolbo) + (£o|Unllo) + (€o[Uol€1) — (v1|Uolro) — (o[Ui[ro) — (ro[Uolt1)) | + Ofe)
A0 (lolfo) = Ao(ro[ro)

+VeQollallo) + (Co[Ulto) + Ao (lolf1) — Ao(e1|ro) — (vo|Uilro) — Ao{tolrr)) [+ O(e)

A0 = Ao + Ve Qol((4rllo) + (Coll1)) — ({er]ro) + (voler))] + (fo[Unlbo) — (vo|Uilro)) [ + O(e)
10+ V€ (Xo[0 = 0] + (€o[U1 o) — (vo|Uito)) | + O(e)

Vel {lo|Uillo) — (vo[Un[ro)| + O(e)

Vel0 =0+ O(e)

O(e)

In the last step here we used the fact that |¢p) and |ty) are one-sided, and since Uj is

only involved in transmitting between the Left and Right sides, (¢o|U1|ly) = (to|U1|to) = 0.

U1z

(e[ U16)]

|{t0[Uolto) + /€ ((v1{Uolfo) + (vo|Usllo) + (vo[Uo|t1)) [ + O(e)
[Ao{eollo) + Ve (Ao(erllo) + Aolrolér) + (xo[Urlto)) | + O(e)

Vel {vo|U1|lo)| + O(e)

By construction, (P|Q) = 0 = (t|¢) = 0, and in the last step this fact is used twice.
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First (tg|¢p) = 0 and second, by theorem 4.6, (to|¢1) + (v1]¢p) = 0. By assumption, |fy) and
|to) are adjacent to the hub vertex, (to|U1|¢y) # 0.

So we now have that |Ujz| = O(Ve) and |Uj; — Ug| = O(e). It follows that

o\ —1
sin?(2w) = (1 + ‘UEU;E” ) = (14 0(e)) ! = sin?(2w) = 1, since w was originally de-
fined independently of € (e.g., cos(w) = (£o|V;")). So, sin(2w) = £1, and since 0 < w < 7,

we find that w = 7. Now U takes a much simpler form in the {|¢), |t)} basis:

(€#(0) 1 ¢ial©)) (¢ipl0) _ ialo))
U=2% + O(e)
(eip(ﬁ) — eiQ(e)) (eip(e) _|_ eiq(e))

Since [eP(€) — ¢i()| = 2|U| = O(y/fe) it follows that p(e) — g(e) = O(v/e). So,
p(e) = O(Ve) or q(e) = O(y/e). Without loss of generality, assume that p(e) = c\/e + O(e).

In addition,

U = (U}0)

= (to|Uollo) + Ve ({£1|Uollo) + (€o[U1llo) + (€o[Uo|¢1)) + OCe)
= Xo{folo) + Ve (Ma(l1]lo) + 0+ Ao(bollr)) + O(e)

= Ao+ Aove ((allo) + (Lol 1)) + O(e)

=X+ 0(6)
Since 22 (e™(9) + ¢1()) = \g + O(e), p(€) + g(e) has no /e term, and therefore g(e) =
—cy/e+ O(e).
Clearly, this situation is case iii in the three-case theorem, and since there are only two

non-constant eigenvalues, and all eigenvalues that vary by O(y/€) are paired with another

eigenvalue, these two eigenvalues are paired to each other (and not merely coincidentally
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related). So by definition |P) and |Q) are paired eigenvectors. In fact, they are |[V*).
The reverse implication, that the Ag-eigenspace of Uy is adjacent to both sides of the
hub vertex if there exists paired eigenvectors, is a direct result of theorem 4.7.

O

A.4 Proofs from section 5 (Tolerances)

With some foresight, define:
[VF(8, €)) = cos (w) [lo) +sin (w) [ro) + O(S, Ve)

[V7(8,€)) = —sin (w) [fo) + cos (w) [vo) + O(3, VVe)

Theorem. 5.4 The angle between the paired eigenvectors and the active eigenvectors, w,

. . 2
is to lowest order a function of &.

Proof The (arbitrary) phase of each of the eigenvectors can be carefully chosen so that

each of these amplitudes are real, and so that 0 <w < 7.

|€) = cos (w) |Vt (d,¢€)) —sin (w) |V~ (6, €))
Define

[v) = sin (w) [VF(d,€)) + cos (w) [V (4, ¢))
[VF(8,€)) = cos (w) |€) + sin (w) |r)
and define .
[V~ (6,€)) = —sin (w) |€) + cos (w) |t)

|¢) and |t) are projections of the corresponding active eigenvectors onto the space
spanned by the paired eigenvectors. As such, Span{|¢),[t)} = Span{|[VT),|[V ™)} is an

invariant subspace of U.
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1£)

[v)

_ cos (w) sin (w) At 0 cos (w) —sin(w) |€)
—sin (w) cos (w) 0 AT sin (w) cos (w) [t}

Y v cos (w) sin (w) eteve—<o 0 ) ( cos (w)  —sin (w) ( |€) ) +0(8)

—sin (w)  cos (w) 0 e~tevVe—<o sin (w)  cos (w) )
cos (w sin (w cos (w) e’VeE~€0 — sin (w) ef¢VE—€0 V4
e @ sin(@) (e e 9 ) 4 o)
—sin (w) cos (w) sin (w) e~ *eVeET€0 cos (w) e~ *eVeETc0 £3)
v cos? (w) e'eV F_EO' +sin? (w) 5_% Y - sir'1 (w) cos ‘(w) (eic\/ €—€o _ e_i‘C\/E—eo) |£) +oA)
— sin (w) cos (w) (e"‘m — e_"‘m) cos? (w) e~ tVe=€0 | gin2 (w) eieve—eo E3)
v cos(cy/€ — €g) + i cos(2w) sin(cy/€ — €g) —i sin(2w) sin (cv/€ — €g) 1£) o
—i sin(2w) sin (cv/e — €q) cos(cy/€ — €g) — i cos(2w) sin(cy/€ — €q) |t)

Where O(A) = O(62,5v/€ — €g, € — €p). Using the same technique used in the proof of

the Fundamental Pairing theorem we can find an expression for w:

4|IJZ7‘|2
[Uu—Urr[2+4]U;, [
_ 45in?(2w) sin? (cy/e—ep)
T 4c0s2(2w) sin?(cy/e—ep)+4sin?(2w) sin? (cy/e—ep)
_ sin?(2w) sin?(cy/e—€g)
- sin? (cy/e—ep)
= sin?(2w)

Once again, to solve for w we need to find |Uy — U,..|? and 4|U;,|?:
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|Ull - Urr’2

= |(e0]e) = ([Ue)?

;

|(€o|Ug o) — (to|Uolto) + (£1|Uqgllo) — (r1|Uolro)
=\ +{|Ugll1) — (vo|Uolt1) + (£o|U1]lo) — (to|U1lto)

+0(e)?

=N = A+ X (llo) — A (rifto) + N {lol1) — A (roltr) + 0 — 0+ O(e) |2
A= A () + (falta)) = A ({e1 ko) + (o)) + ()

=\ — A+ O(e)?

= ‘)\oeig - )\oe_i% +0(e)|?

— |2igsin () + O(e) 2

= 4sin? (§) + O(Je, €2)
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41U, 2

= (| Ue)|?

= [{€o|Uo|ro) + (41| Uo]ro) + (fo|Uolt1) + (€o[Usleo)|?
=10 + A\ (f1]ro) + N {lo|r1) + (€o|Urlro)|?

= Ao (eig<€1\t0> + e—i%%m)) + {£o[ U [ro) 2

= [iXosin ($) ((€1]v0) = (£olv1)) + (fo|UnJro)|*

= ‘7;)\0 sin (%) (<€1‘t0> — <€0|t1>) |2 + 2Re [i)\(] sin (g) (<€1|t0> — <€0‘t1>) <t0’U1|€0>]

+[(fo[Uxfro) [
= Sin2 (g) |<€1|t0> — <£0’t1>‘2 + 2Re [i)\o sin (%) (<€1|t0> — <€0|t1>) <t0|U1‘£0>] + 026
=c?e+0 (526, (56)

= c%e + O (Je)

Plugging these in to the formula for sin? (2w),
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— 4|Ulr|
Uy —Upr 244U 2

|U,-U,, |2
(1+ Bot")

4sm +O(666) B
(1 + 4c2e+0(6e) )

9 5 1 O(6e,e?) -1
(1 + sin (§ Ze+0(3e) + 625-1-0(65))

sin?(2w) =

(1 + Smc%% om + 13%8)) B
(1 4 s % +0 (%) +0(6, e)>
- <1+ 240 (%5,e>)_1

Since we have made no statement about how ¢ and ¢ are related, this cannot be further

-1

simplified. However, assuming that both variables are small, we can say that the largest
term is 1 +

402

g

Theorem. 5.5 There is a better than 50% chance of a successful search of the N edges of
the hub vertex using the states [£y) and |vo) after m = L%\/NJ iterations of the time step

operator, whenever

2

d<c N

(56)

where § is the difference in phase between the Left and Right eigenvalues, and ¢ =

[{xo[Ulfo)]-
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Proof First, we find an expression for P(m,t),

P(m,1)

= [(vo[U™|fo)[?

= [(sin (w) (VF(3, €)| + cos (w) (V7(8,6)]) U™ (cos (w) [VF(8, €)) — sin (w) [V=(3,€)))[*
+0 (Ve,9)

= [sin (w) cos (w) (A*)™ = sin (w) cos (w) (A)™[* + O (V&, 6)

4 ‘ 2
sin (w) cos (w) VD0 — gin (w) cos (w) e "MV + O (1€, 0)

2 ezmcm _ e—zmc\/e—eo _'_ O (\/E’ 6)

eimc«/(lth)e _ e~ime (1+t)e

= |sin (w) cos (w)]

" 10 (V)

= |sin (w) cos (w) ]2

2
— |2 sin (w) cos ()2 ‘sin (mc ar t)e)‘ 10 (/59)
= sin? (2w) sin? (mc ar t)e) +0 (Ve 9)
= %—i-t sin? (mc (1+ t)e) + O (Y€, 9)

Notice that this is not a function of e, it is a function of (1 + ¢)e. This raises issues,
because we may chose the wrong value of m. m = L%\EJ is the value that would be chosen
if the graph was assumed to be “correctly tuned”, with § = 0. Knowing only that the
“error” between the eigenvalues is small, this value of m is the natural choice.

B x . e e : .

m = LQC \/MJ is the value of m that should be chosen if ¢ is known, and is being
compensated for. That is, if the exact difference between the eigenvalues is known, then

the number of iterations can be adjusted to give a slightly better chance of success.
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Taking into account the difference between the eigenvalues,

(=)

— L sin? <[2\/5Ts> +0(1)} /(1 +t)e> +0(//6)
= sin? (540 (VI +0e)) +0(ve)

= L cos? (o( § +t)e)) +O(/e)

= 155 + O (L +1t)e, o)

=15+ 0 (e

And not taking into account the difference 4, but instead assuming that § = 0,

P([s%))

= L sin? ([QQ v 0(1)} e/t t)e) +O (/o)

= tysin? (VT +0 (VT +0)e)) +0(/6)

1

= g sin® (3V1+¢) +0 (x/(l + t)e, \ﬁ)
= 5 sin® (3VI+1) + O (Ve)

1

1+t 1+t

rewritten,
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53 < L gin? (g\/l —|—t) < L over the interval 0 < ¢ < % This condition can be



N[

62
4c2e

IN
N[ =

32N

= 4c?

IN

1
2
:>52<£
— N

/2
:>(5§C N

This means that P (L%\/NJ) > % whenever § < ¢4/ %

0
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