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This dissertation presents three inter-related studies.

Chapter 2 presents a study of scaling of crack propagation in rubber

sheets. Two different scaling laws for supersonic and subsonic cracks were

discovered. Experiments and numerical simulations have been conducted to

investigate subsonic and supersonic cracks. The experiments are performed

at 85 ◦C to suppress strain-induced crystallites that complicate experiments

at lower temperature. Calibration experiments were performed to obtain the

parameters needed to compare with a theory including viscous dissipation.

Both experiments and numerical simulations support supersonic cracks, and a

transition from subsonic to supersonic is discovered in the plot of experimen-

tal crack speed curves versus extension ratio for different sized samples. Both

experiments and simulations show two different scaling regimes: the speed of

subsonic cracks scales with the elastic energy density while the speed of super-

sonic cracks scales with the extension ratio. Crack openings have qualitatively

different shapes in the two scaling regimes.
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Chapter 3 describes a theory of oscillating cracks. Oscillating cracks

are not seen very widely, but observed in rubber and gels. A theory has been

proposed for the onset of oscillation in gels, but the oscillation of cracks in

rubber has not been explained. This study provides a theory able to describe

both rubber and gels and recover the experimental phase diagram for oscil-

lating cracks in rubber. The main new idea is that the oscillations of cracks

follow from basic features of fracture mechanics and are independent of details

of the crack equation of motion. From the fact that oscillations exist, one can

deduce some conditions on forms that equations of motion can take.

A discrete model of hydraulic fracture is mentioned in Chapter 4. Hy-

draulic fracturing is a stimulation treatment wherein fluids are injected into

reservoirs under high pressure to generate fractures in reservoirs. In this study,

a lattice-based pseduo-3D model is developed to simulate hydraulic fractur-

ing. This mode has been validated via a comparison with the KGD model. A

series of pilot simulations was systematically tested for complex geometries un-

der more realistic operation conditions, including flexible boundary conditions,

randomness in elastic properties of shales and perforations. The simulation re-

sults confirm that perforation is likely to increase the complexity of fracture

networks; the results also suggest that the interference between neighboring

fractures is key to fracture network formation.
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Chapter 1

Introduction

The modern theory of fracture, called linear elastic fracture mechanics,

was originated by A. A. Griffith in the 1920s based on his observations of frac-

tures in glass [26] and extended by Irwin [30] and Orowan [51]. Linear elastic

fracture mechanics provides fundamental understanding of fracture processes

and enables us to characterize these processes by using a set of useful param-

eters, which includes fracture toughness, stress intensity factors, strain energy

release rate, etc. Today, these fracture mechanics parameters are widely used

in applied mechanics and material engineering communities. Nevertheless, lin-

ear elastic fracture mechanics still fails to provide satisfactory answers to these

following essential questions: (1) how fast can cracks propagate in brittle ma-

terials? (2) how does a crack choose its direction? and (3) can we understand

complex fractures and even manipulate them?

This research contains three inter-related studies that are inspired by

these open questions. Results from this research are expected to improve

our understandings of dynamic cracks. This introductory chapter presents

an overview of this research and background information on the numerical
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methodology used in this research.

1.1 Projects overview

Chapter 2 presents a study motivated by a fundamental question in

fracture mechanics: “How fast can cracks propagate in brittle materials?” A

single crack can accelerate by consuming the elastic energy stored in a solid

medium. It was long believed that cracks cannot propagate faster than sound

speeds [18, 55]. In brittle plastics or brittle crystals, once a crack moving

faster than a critical speed, on the order of half of Rayleigh wave speed, crack

tip loses its stability and sprouts microscopic branches [15, 16, 54]. However,

cracks in natural rubber are different. Natural rubber can prevent the micro-

branching instability spontaneously and allows cracks to propagate faster than

the speed of sound [53]. Based on a supersonic rupture theory proposed for

the supersonic cracks in rubber, there exist two different scaling regimes for

the crack speed: speeds of supersonic cracks should be independent of system

size if strain is held constant, in contrast to subsonic cracks whose speed is

independent of system size if energy density is held constant [40].

However, at room temperature and large strains, natural rubber un-

dergoes strain-induced crystallization, which greatly complicates the velocity

response of cracks [63]. A previous study suggests that this undesirable tough-

ening effect can be reduced by raising the temperature to 85 ◦C [63]. Based

on this reason, experiments in this study are designed to be conducted at 85
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◦C where the strain crystallization is suppressed. This study also develops

a numerical model of rubber fracture with a minimal number of adjustable

parameters used to compare with the experiments. The significant contribu-

tion of this study is to provide the first confirmation of the supersonic rupture

theory.

Chapter 3 describes a theoretical study of oscillatory instability in fast

cracks. The fundamental theory of fracture mechanics provides good under-

standings of cracks moving in a straight line. However cracks can create much

more complicated geometrical patterns, such as branched structures and os-

cillations. Oscillating cracks are rarely seen, but they were observed in rubber

[13] and in gels [35]. Bouchbinder et al. [3] provided a theory for the onset of

oscillation in gels, but this theory cannot explain the main experimental find-

ings in rubber, which include a phase diagram for oscillations as a function of

biaxial loading, and measurements of amplitude and wavelength of oscillation

once the wiggling begins.

Although the equation of motion for cracks in rubber is not known,

the experimental results suggest that the phase diagram of oscillating cracks

in rubber requires almost no knowledge of the equation of motion altogether.

Inspired by this suggestion, the main idea of this study is that the oscillations

of cracks follow from basic features of fracture mechanics and are independent

of details of the crack equation of motion. The goal of this study is to provide

a theory based from this idea, which is able to describe both rubber and gels

and recover the experimental phase diagram for oscillating cracks in rubber.
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Chapter 4 presents a numerical study in a project named “Physics of

Hydrocarbon Recovery in Shales,” which is one of the programs in the Shell-

UT Unconventional Research Program. This project began in February 2012

and is ongoing.

Hydraulic fracturing is a standard well stimulation treatment that en-

hances the production of oil or gas originally locked in low permeability reser-

voirs. This is not a brand new technology; the very first application of this

technology was used to produce oil and gas in Kansas’s Hugoton field in 1947

[1, 23]. Since then, hydraulic fracturing has been used in more than one million

oil and gas wells [28].

The development of simple theoretical models of hydraulic fracturing

started in the 1950s. Two classical simplified models, the PKN model and the

KGD model, provide relatively simple analytical solutions for single planar

pressure-driven fracture problems [20, 33, 48, 52]. However, more and more

evidence shows that the pattern of hydraulic fractures can be complex [12, 17,

21, 50].

Characterizing the connectivity of these complex fracture networks is

a key factor in predicting well performance, but, unfortunately, the existing

single-planar-fracture models are not able to model these complex fracture

networks. Therefore, the primary goal of this study is to develop a discrete

model that can simulate complex fracture networks under various operation

conditions and a qualitative study of these patterns will follow.

4



Figure 1.1: A triangular lattice of lattice spacing a. The distance between two
neighbor nodes i and j is denoted by rij. The elastic interaction between i
and j vanishes once rij is greater than its elastic limit rc.

In sum, the current theory of fracture provides very limited understand-

ing of dynamic cracks. These three studies as a whole try to find satisfactory

explanations for supersonic cracks in rubber, oscillating cracks in rubber and

gels, and complex hydraulic fracture networks. The results of this research are

expected to provide some insights into complex fracture dynamics.

1.2 Numerical methodology

The numerical approach used in this research is originated from Slepyan’s

lattice models for dynamic cracks [59]. This discrete mass system can accom-

modate complex fracture geometries at mesoscopic and microscopic scales. A

number of studies based on lattice models have been done before, for exam-

ple, complete analytical solutions for dynamic fracture problems at the atomic

scale [38, 41], and a numerical method for the rupture of rubber [39, 40] that

eventually led to detailed comparison with experiment [9, 63].
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In this model, there is a set of mass points arranged on a triangle lattice

with a lattice spacing a, and the spring between two mass points represents

their elastic interactions, as shown in fig. 1.1. The spring snaps once its

length is greater than its elastic limit, rc. This limit might be just a constant,

or it might depend on many factors, such as local deformations. In general,

a triangular lattice is just a convenient choice for modeling isotropic medium,

and there are many other lattice choices, such as square lattice and hexagonal

lattice. Lattice choices may depend on macroscopic properties of materials

and details of system.

An equation of motion for this setup can be obtained by the following

considerations. Let U describe the strain energy functional of this system and

let ~ri describe the position of mass point i. The conservative force on mass

point i is fα = −∂U/∂uαi , where α ranges over x, y and z. Let ~g represent the

dissipative force, and then the equation of motion reads

m
∂2~ri
∂t2

=
∑
j∈n(i)

(
~f + ~g

)
θ (rc − rij) , (1.1)

where rij = |~rj − ~ri|, j is one of the nearest neighbors of i, m is the mass in

a unit cell and θ is the Heaviside step function. Both ~f and ~g will become

zero once the elongation of the spring r is greater than rc. In this research,

the dissipative force is chosen to be Kelvin dissipation where ~g proportional to

the relative velocities of two particles, i.e., ~g = β (~vj − ~vi). This proportional

constant β can be measured from calibration experiments.
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Chapter 2

Scaling of Crack Propagation in Rubber

Sheets

This chapter presents the study in supersonic cracks and subsonic

cracks in rubber sheets; all the results have been published in EPL [9]. All

of the credit for this work is shared with Dr. Hepeng Zhang, Dr. Johnathan

Niemczura, Dr. Krishnaswamy Ravi-Chandar and Dr. Michael Marder.

2.1 Introduction

The motivation of this project is to investigate a fundamental question

in fracture mechanics: “How fast can cracks propagate in brittle materials?”

It was long believed that a crack cannot propagate faster than sound speeds

[18, 55]. A single crack in a brittle material can accelerate by consuming elastic

energy stored when material is stretched. But there seems to be a limiting

speed for crack motion. Transport of stored energy to the crack tip is described

by an energy flux tensor, and once the crack speed exceeds a critical value —

the Rayleigh wave speed — the integrated energy flux becomes imaginary or

7



negative. Thus one reaches the conventional conclusion that “the limiting

crack speed in modes I and II is the Rayleigh wave speed and in mode III,

the shear wave speed.”([55], p. 73). In materials such as brittle plastics or

brittle crystals, cracks do not even reach the Rayleigh wave speed. Instead,

crack tips become unstable and sprout complicated three-dimensional branches

when cracks pass a lower critical speed, on the order of half of Rayleigh wave

speed [15, 16, 54].

However, cracks in rubber are different. Natural rubber can prevent

the micro-branching instability spontaneously and allows cracks to propagate

faster than the speed of sound [53]. According to a supersonic rupture theory

developed to explain the observations, velocities of supersonic cracks should

be independent of system size if strain is held constant, in contrast to subsonic

cracks whose velocity is independent of system size if energy density is held

constant [40]. Nevertheless it has not been possible to compare theory and

experiment in detail. At room temperature and large strains, natural rubber

undergoes an increase in toughness of several orders of magnitude due to strain

crystallization, greatly complicating the velocity response of cracks [63].

In this chapter, experiments are conducted at 85 ◦C where the strain

crystallization is suppressed. A satisfactory quantitative description of the

supersonic cracks is obtained, and the results show that both subsonic and

supersonic propagation obey the predicted scaling laws.
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2.2 Experimental methods

The experiments were designed and performed by Hepeng Zhang, a

former postdoc researcher in our group, and Johnathan Niemczura, a former

graduate student in the Department of Aerospace Engineering and Engineering

Mechanics.

The purpose of this study is to understand the relation between crack

speed and extension ratio in rubber sheets for opening mode cracks. The

sheets are 0.15 mm thick with mass density ρ is 930 kg/m3. Extension ratio

is defined as the ratio of the length of stretched specimens to the original

length. In the experiments, natural rubber sheets are stretched uni-axially

over a range of extension states: the extension ratio in the crack propagation

(x) direction is constrained to be λx = 1 while the extension ratio λy along

the loading (y) direction is varied between 1 and 5. The extension ratio in

the thickness (z) direction is λz = 1/(λxλy) = 1/λy because natural rubber is

highly incompressible.

After rubber is stretched to a desired extension level, the sheet is

clamped between a pair of rectangular steel frames. All frames have the same

length 66 cm in the x direction and different heights in the y direction (h=5.1,

10.2, and 17.8 cm) as shown in fig. 2.1. A 1 mm long initial cut inserted into

the prestretched sheet with a blade can result in either dynamic fracture prop-

agation or a stationary fracture opening depending strongly on the stretched

state [34, 53, 63]. Once the crack begins propagating, it reaches a steady state,

typically within less than 0.05 s. The fracture resistance determines crack

9



speeds and it is greatly enhanced by strains at room temperature. X-ray

diffraction measurements of scattering intensity from the crystalline phase of

rubber and systematic measurements of crack motion in rubber sheets, show

that strain-induced crystallization occurs at 24 ◦C when the extension ratio

λy > 3. This toughening effect can be reduced by raising the temperature.

Previous studies show that crack speeds increase monotonically with λy up to

λy = 5 at 85 ◦C [63]. All experiments mentioned in this chapter were per-

formed at 85 ◦C for extension ratios λy < 5 so that crystallization should not

be important.

Crack motion was recorded with video at 48000 frames per second at a

resolution of 384× 256 pixels. By decorating the rubber sheet with ink marks

and comparing consecutive frames particle velocities could be extracted in the

rubber sheet, as well as the velocity of the crack. Some results appear in fig.

2.5.

2.3 Numerical Model

A computational model of rubber fracture with a minimal number of

adjustable parameters was developed and used to compare with the experi-

ments. At the continuum level, let’s express deformations in terms of finite

strain tensor

Eαβ =
1

2

(∑
γ

∂uγ
∂rα

∂uγ
∂rβ
− δαβ

)
. (2.1)

10



x

y

17.8 cm

66 cm

Figure 2.1: Experimental setup for stretching rubber sheets in the vertical
(y) direction. After the sheet has been extended to the desired state, it is
clamped and a seed crack is initiated by cutting the sheet with a blade (white
line, towards left of frame). A square grid is drawn on the sheet before it is
stretched in order to measure the extension level as rubber is stretched.

Here ~u(~r) describes the distance from the origin of a mass point that was

located at ~r when the rubber was relaxed.

An effective two-dimensional Mooney-Rivlin theory was adopted to de-

scribe the elastic behavior of thin rubber sheets [40]:

U/ρ = eMR = a [I1 + 2bI2 + Ezz(1 + 2bI1)] , (2.2)

where U has units of energy per volume, a is a constant with units of velocity

squared, b is a dimensionless constant, I1 = Exx+Eyy, and I2 = ExxEyy−E2
xy,

and

Ezz = 1
2

(
1

4I2 + 2I1 + 1
− 1

)
. (2.3)

The numerical approach is to consider microscopic interactions between

11



Figure 2.2: Diagram showing triangular lattice of lattice spacing ∆.

mass points in a discrete lattice model that produce the rubber constitutive

equation, eq. (2.2) in the continuum limit, but break when the separation

between mass points is large enough. The lattice model is made up of a two-

dimensional network of mass points which are connected with elastic bonds to

six nearest neighbors to form a triangular lattice as shown in fig. 2.2. Take

the original bond length between particles i and j to be ∆ij. To obtain a

numerical expression of the strain invariants, let ~uij ≡ ~uj − ~ui, let n(i) refer

to the nearest neighbors of i, and define

Fi =
1

6

∑
j∈n(i)


(
~uij · ~uij/∆2

ij − 1
)

if uij/∆ij < λf ,

λ2
f − 1 else,

(2.4)

Ki =


1
18

∑
j,k∈n(i);j 6=k

(~uij×~uik)2

∆2
ij∆2

ik
for Ki < Kmax,

Kmax else.

(2.5)

The quantity Ki has not previously been introduced in publications on

12



this method [40]. From these numerical quantities, one can form representa-

tions of the strain invariants as follows:

I i1 = Fi, (2.6)

I i2 = Ki/4− Fi/2− 1/4, (2.7)

and finally construct the energy from

U =
∑
i

meMR

(
I i1, I

i
2

)
, (2.8)

where m is the mass in a unit cell, and the energy density eMR is given by eq.

(2.2).

In the continuum limit,

Ki =
1

18

∑
j,k∈n(i);j 6=k

(~uij × ~uik)2

∆2
ij∆

2
ik

= (2Exx + 1)(2Eyy + 1)− (2Exy)
2 = 4I2 + 2I1 + 1.

From eq. (2.3), Ki = 1/(2Ezz + 1) ≈ λ−2
z ; Ki is approximately the

inverse square of the extension ratio in thickness direction λz.

If the criterion for rupture is that λf is a constant, then cracks in nu-

merical rubber undergo a tip-splitting instability well below the shear wave

speed that prevents them from reaching supersonic speeds. To account for

experimental observations in rubber, it is necessary to suppress these instabil-
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ities. This task was accomplished previously in an ad hoc way by making the

bonds into a node tougher when two of the bonds attached to it had already

broken [40]. Making use of the physical interpretation of Ki a failure crite-

rion that makes physical sense and leads to the desired type of toughening is

posited. The failure criterion is

λf = λ0
f + g/K ≈ λ0

f + gλ2
z. (2.9)

Here λ0
f and g are constants. The failure criterion can be interpreted

as saying that the sheet ruptures more easily when it has been stretched thin.

The particular functional form 1/Ki is chosen for simplicity absent any direct

evidence that another form should be preferred. The way this failure crite-

rion stabilizes crack tips is that in the wake of the tip, the rubber contracts

perpendicular to the direction of crack motion, and by contracting becomes

thicker and therefore tougher. Numerical simulation bears out this physical

reasoning, since simulations using eq. (2.9) in fact can produce supersonic

cracks.

The complete equation of motion of particle i reads

m
∂2uαi
∂t2

= − ∂U
∂uαi
− β ∂2U

∂t∂uαi
, (2.10)

where the final term represents Kelvin dissipation with a dissipation parame-

ter, β. The fact that nothing but dissipation is added to the equation of motion
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is a severe simplification. Rubber is hysteretic, and its strain-rate dependence

is much more complicated than can be captured by a Kelvin model [43, 45, 46].

However it appears that the very simple choice of dissipation allows adequate

comparison with the collection of experiments described here.

2.4 Determination of parameters

The experimentally determined sound speeds (or elastic modulus) are

used to calibrate the Mooney-Rivlin model [53]. Experimentally, the dimen-

sionless parameter b in eq. (2.2) is 0.053 (at 24 ◦C) , so in a first theoretical

account one can set b = 0. In this approximation the Mooney-Rivlin energy

density eMR reduces to the Neo-Hookean energy density

eMR ≈ eNH = a
(
I1 + Ezz

)
. (2.11)

This simple expression provides an adequate although not exceeding

accurate description of rubber over the range of extensions in the experiments.

The parameter a is directly related to sound speeds. It is obtained through fits

to stress vs. extension in the range where the extension ratio λy range from 1

to 2. Reference [53] showed in experiments at 24 ◦C that this procedure is in

good accord with time-of-flight measurements. Stress-extension curves were

also measured at 85 ◦C and the result suggests that sound speed increases

slightly above the room temperature value [7]. In simulations a = 686.44

(m/s)2 and cs=26.2 m/s are used at the temperature of 85 ◦C.
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The simulations still depend upon three unknown parameters β, λ0
f ,

and g. The dissipation parameter β was obtained from experiments in which

bands of rubber were allowed to undergo free retraction. This was done by

stretching a rubber band, releasing it, waiting for a retraction front to develop,

and measuring its acceleration with video images [47]. These results were

compared with direct numerical simulations using eq. (2.10). The parameter

β was modified in simulations until the calculated peak acceleration of the

simulations matched the peak acceleration of the experiment. Since no bonds

break in a retraction simulation, the only tunable parameter is β.

The only parameter in simulations not directly obtained from experi-

ments is the failure extension ratio λf consisting of two components: the cutoff

constant λ0
f and the coefficient g in the toughening rule of eq. (2.9). By fit-

ting experimental and numerical crack speeds, λ0
f = 4.1, and g = 100 were

obtained. Results are quite insensitive to the value of g so long as it is large

enough to keep the crack tip stable.

Assembling all experimentally derived parameters, simulations were

performed with values of a = 686.44 (m/s)2, b=0, β = 9×10−6 s, and rupture

extension λf = 4.1+100λ2
z. Three numerical systems with heights of 180, 360,

and 630 rows were tested to match the actual specimens with 5.1 cm, 10.2 cm,

and 17.8 cm height respectively. The system was at least five times as wide as

it is tall in the unstretched state. The system ran for more than 15000 time

units (>0.2 s) to ensure it has approached a steady state.
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(a) (b)

Figure 2.3: Crack speed scaled by the shear wave speed as a function of the
extension ratio λy in (a); and of the elastic energy density in (b). Both ex-
perimental results and simulations show two different scaling regimes for the
crack speed. When Mooney-Rivlin constant b is varied between 0 and 0.053,
the numerical crack speeds only vary by 10%. All crack speeds are determined
within the experimental error of ±0.75 m/s.

2.5 Results and discussion

In this section, the crack speeds from the simulations are compared

with those form the experiments. For a Mooney-Rivlin material, longitudinal

wave speed depends strongly on extension but shear wave speed (cs) behaves

like a constant when extensions λx and λy on the order of 2 or greater [40].

Therefore it makes sense to measure crack speeds in rubber in units of the

shear wave speed. The experimental and numerical crack speeds, scaled by

the shear wave speed (cs=26.2 m/s at 85 ◦C), are plotted as a function of

extension ratio λy in fig. 2.3(a) and of the elastic energy density in fig. 2.3(b).

Here, the elastic density is calculated as E = ρeNH(λy)h/λy, where h is the

height of the sample and eNH is the Neo-Hookean elastic energy density as
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shown in eq. (2.11). Figure 2.3 shows that the numerical results based on the

Neo-Hookean model are in agreement with the laboratory measurements. As

expected, both subsonic cracks (v < cs) and supersonic cracks (v > cs) are

observed in three different sized samples. The transition from subsonic cracks

to supersonic cracks occurs at about λy = 2.0 for the largest sample with 17.8

cm height, λy = 2.5 for sample with 10.2 cm height, and λy = 3.0 for sample

with 5.1 cm height.

As predicted by supersonic rupture theory, there are two different scal-

ing regimes for the crack speeds [40]. For subsonic cracks, crack speeds are

independent of system size when plotted as a function of the elastic energy

density E. This is the prediction of linear elastic fracture mechanics, worked

out for example for cracks in strips by Marder [37] and verified in detail by

Goldman et al. [24]. However, supersonic cracks in rubber sheets have quite

different characteristics. Their crack speeds become independent of system

size when plotted vs. λy rather than vs. elastic energy density shown in fig.

2.3. There is so much elastic energy stored in the vicinity of crack tip that

it can support supersonic crack propagation and even provide extra energy to

flow outwards. The crack speed is no longer limited by the time taken for the

elastic energy from far away to flow into the crack tip [4].

Furthermore, crack openings have a qualitatively different shape in two

scaling regimes. Subsonic cracks have a parabolic tip as expected and the

opening increases as λy increases; on the other hand, supersonic cracks have

a wedge-like opening, with an opening angle of about 150◦ in experiment and
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Figure 2.4: Comparison of the rupture opening angles for supersonic cracks
obtained from experimental results and numerical runs based on the Neo-
Hookean energy model over a range of states where the extension ratio λy
lies between 2.5 and 5. The simulations overestimate the angles around 10◦

systematically in all three sized samples.

160◦ from numerics as shown in fig. 2.4. Figure 2.5 shows experimental and

numerical measurements of velocity fields around a crack tip. The simulations

slightly overestimate the openings and particle velocity, but otherwise theory

and experiment correspond well.

2.6 Conclusion

The properties of cracks in rubber at a temperature of 85 ◦C were mea-

sured and the transition between subsonic and supersonic cracks was studied.

Numerical simulations based on a Neo-Hookean theory with Kelvin dissipation

and a new rule for increasing toughness were conducted. This simple model
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(a) (b) (c)

(e) (f)(d)

Figure 2.5: Top panels: images showing the experimental particle velocity
fields of three steadily propagating cracks in h=17.8 cm specimens: (a) λy =
1.3 and v = 0.63 cs; (b) λy = 1.75 and v = 0.93 cs; (c) λy = 3.0 and v = 1.02 cs.
The bottom panels show the particle velocity image of simulations compared
to three experimental results which have the same crack speeds within 3% and
extension ratios (d) λy = 1.27 and v = 0.63 cs; (e) λy = 1.6 and v = 0.95 cs; (f)
λy = 3.0 and v = 1.047 cs. Cracks propagate to the right, and black regions
are the actual opening. The color scale is coded according to the particle
velocity and arrows show the direction of particle motion. We note that the
particle velocity close to the crack tip is falsely represented in (c), because the
velocity gradient in these regions is so large that Particle Image Velocimetry
(PIV) algorithm cannot yield reliable results. The particle velocity fields in
simulations are similar to those in experiments, but the opening angles of the
ruptures are slightly larger than experimental results. Wedge-like openings are
observed as λy = 3.0 in both experimental results (c) and simulations (f).
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produces satisfactory agreement with experiment for crack speeds and particle

velocity fields. The experiments provide the first confirmation that supersonic

cracks obey a scaling law in which speed naturally depends upon strain rather

than energy density. The validity of this new scaling law implies that there

exists a small characteristic scale length related to dissipative processes ∼ (βv)

which is not present in linear elastic fracture mechanics, a scale-free theory.

Remaining quantitative inaccuracies, such as overestimation of opening angles

and particle velocity, are likely related to the very simple equation of motion,

eq.(2.10), employed for the simulations.

21



Chapter 3

Theory of Oscillating Cracks

3.1 Introduction

The theory of fracture mechanics is worked out in greatest detail for

single cracks moving in a straight line. However cracks can create much more

complicated geometrical patterns, including complex branched structures. The

simplest deviation from straight motion occurs when a crack starts to oscillate.

Oscillations are not seen very widely, but Deegan et al. [13] found them in

rubber, and Livne et al. [35] found them in gels (fig. 3.1). In gels, the experi-

mental results show that the critical crack speed at the onset of oscillations is

about 90% of the shear wave speed; in rubber, the main experimental findings

are a phase diagram for oscillations as a function of biaxial loading, and mea-

surements of amplitude and wavelength of oscillation once the wiggling begins

(fig. 3.2). Bouchbinder et al. [3] provided a theory for the onset of oscillations

in gels, but the oscillation of cracks in rubber has not been explained. The

goal of this study is to provide an explanation.

A source of difficulty that has prevented the analysis of cracks in rubber

is lack of certainty about the equation of motion governing the crack tip. For

22



a crack moving in a straight line in a crystal it is possible for simple model

potentials to describe crack motion in full atomic detail, and with more realistic

potentials that same task can be carried out numerically. However for any

material more complex than a single crystal, and in all cases as soon as a

crack deviates from a straight line, rules for crack tip motion can no longer be

obtained from microscopic physics.

One can turn to other types of argument to derive rules for crack tip

motion. Energy conservation provides a powerful constraint on how cracks

move, and arguments about the symmetry of crack tip fields have led to the

principle of local symmetry [25], which has gathered considerable experimen-

tal support for cracks not moving too fast. The whole situation is much more

uncertain for cracks moving quickly; say, above 20% of the shear wave speed.

There are numerous proposals for equations of motion, but the technical dif-

ficulty of employing them in calculation combined with the uncertainty about

which if any is correct has meant that the original problem of explaining when

cracks in rubber begin to oscillate has remained unsolved.

This study develops a theory that bypasses these difficulties. This

theory recovers the onset of oscillations in gels in a somewhat simpler way than

has been found before. We present a way to describe the phase diagram of

oscillating cracks in rubber that requires almost no knowledge of the equation

of motion altogether. Nevertheless, the seemingly insignificant constraints one

must impose suffice to rule out most of the equations of motion that had

previously been guessed, while a simple equation of motion that is compatible
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Figure 3.1: A sequence of photographs of a oscillating crack in gels. Adapted
from [35].

with the constraints had not been guessed before.

3.2 Background

This section presents a comparison of oscillating cracks in gels and those

in rubber and the background information of this study.

3.2.1 Gels and rubber experiments

The results from Deegan et al. [13] and Livne et al. [35] suggest some

similarities between the oscillating cracks in gels and those in rubber. First,

oscillating cracks in both gels and rubber are fast cracks; the critical crack

speed at the onset of oscillations is 90% of the shear wave speed cs or more.
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Figure 3.2: (a) A phase diagram of two possible crack shapes observed in ex-
periments: oscillations • and straightness in ◦, as a function of biaxial loading.
Ambiguous points � represent both straightness and oscillations observed in
different runs with the same initial conditions. (b) A plot of wavelength as a
function of εy/εx [13]. The experiments were conducted with thin rubber sheets
under the strain state (εx, εy), where εx is the strain along the x-direction and
εy is the strain along the y-direction.
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Second, their results show that these oscillating cracks found in very thin films

where the typical sample thickness is about 0.2 mm and the typical sample

height and sample length are on the order of 100 mm. In other words, the

sample thickness is merely a few thousandths of the sample height. Besides,

the out-of-plane motion is insignificant in this study based on the fact that

oscillating cracks observed in experiments that were designed to reduce the

out-of-plane motion by clamping the rubber sheet between two glass plates

[13]. Thus, it is reasonable to assume that these oscillating cracks are two

dimensional.

On the other hand, their studies reveal some significant differences. Os-

cillating cracks in gels were observed under uniaxial loading at strain between

10−20% but oscillating cracks in rubber were found only under biaxial loading

at strains on the order of 100%. Besides, the wavelength of oscillating cracks

in gels is a few percent of the sample height but the wavelength of oscillating

cracks in rubber ranges from 10-50% of the sample height.

3.2.2 Three conventional fracture modes

Based on the symmetrical ways of loading around crack tip relative

to the crack faces, cracks can be classified into three independent modes, as

shown in fig. 3.3. In Mode I (opening mode), the loading is perpendicular

to the crack faces. In mode II (sliding mode), the loading is parallel to crack

faces and perpendicular to the crack front. In mode III (tearing mode), the

loading is parallel to both the crack faces and the crack front. Thus, a real
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Mode I: 
Opening

Mode II: 
Sliding

Mode III: 
Tearing

Adapted from Wiki commons.

Figure 3.3: The three conventional modes of fracture: Model I-opening, Mode
II-shearing and Mode III-tearing. Adapted from Wiki commons.

fracture can be described by some combinations of these three modes.

According to the discussion above, the out-of-plane motion is irrelevant

here. This study is focused on mixed modes I and II cracks growth in the xy

plane.

3.2.3 Stress intensity factors

Linear elastic fracture mechanics assumes that all complex nonlinear

and dissipative processes occurred in a region of negligible size around a crack

tip (the fracture process zone), and materials are linearly elastic outside of

this region [8, 18]. In 1957, Irwin first proposed a universal singularity of stress

fields in the region surrounding the tip but outside of the fracture process zone

[31]. For a two dimensional crack propagating in the xy plane, the near-tip

stress fields in polar coordinates (r, φ), with the origin at the crack tip can be
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expressed as [8, 18]

σij (r, φ) ∼ KI√
2πr

f Iij (v, φ) +
KII√
2πr

f IIij (v, φ) .

Here r ≡
√

(x− xtip)2 + (y − ytip)2 , φ ≡ atan [(y − ytip) / (x− xtip)], i and

j range over x and y, and v is the crack speed. KI,II represent the stress

intensity factor for mode I and mode II, respectively and these stress intensity

factors contain all details of loading geometries size and loading history [8, 18].

f I,IIij (v, φ) are some known dimensionless universal functions [8, 18].

3.3 Oscillating cracks in gels

One of the central findings of fracture mechanics is that stress fields

around a two-dimensional crack tip moving at some velocity v adopt a universal

form, in which the stresses around a crack are the sum of two spatial fields

of different symmetry, multiplied by two constants, the stress intensity factors

KI and KII , that provide the amplitudes of the two fields. Since the crack tip

is enveloped by this spatial stress field, knowledge of the field, and thus the

two constants, should suffice to describe the speed and direction of the crack

tip. The stress fields arise in response to external loads on the fracture system

and the motion of the crack. Thus there are two basic equations that describe

crack motion. A first equation describes how the crack tip responds to stresses

around it. The second equation describes how stresses around the crack tip

arise in response to the crack motion. It is natural when trying to describe

28



Figure 3.4: Schematic illustration of system setup. The dashed line is the path
of a perfectly straight crack along the x-axis and the solid line is the path of
a curved crack. Let η describe the deviation between the curved crack and
the straight crack. The original height of the strip is H and the sample height
under deformed is H ′ = λyH. During rupturing, the upper and lower edges of
the strip are held fixed by a rigid grip, and the remote stress along x-axis is
Σxx at all times.

crack dynamics to begin with the first equation, describing response of tip to

stress fields. However, since the correct equation is particularly uncertain for

cracks in polymeric systems, we start with the second in this study.

3.3.1 System setup

Consider a slightly curved or kinked crack. These have been stud-

ied with a perturbation analysis about the reference solutions for a perfectly

straight crack [11, 19, 32]. In particular, consider a semi-infinite perfectly

straight crack running to the right along the x-axis at speed v in an infi-

nite strip, as shown in fig. 3.4. The strip is stretched to a desired extension

state (λx, λy), where λx and λy are the extension ratios along the x direction

and the y direction, respectively. The original height of the strip is H. The
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height of the deformed sample is H ′ and we have H ′ = λyH. Let Σxx and Σyy

represent the stresses far to the right along the x direction and the y direction,

respectively. During rupturing, the upper and lower edges of the strip are

held fixed by a rigid grip, and the remote stress along x-axis remains Σxx at

all times. The symmetry of the loading is such that the only nonzero stress

intensity factor is KI = K0
I .

3.3.2 Stress intensity factors

Consider a curved crack slightly deviating from the perfectly straight

crack. Let η(x) describe the deviation of the curved crack from the x-axis, and

let θ(x) describe the tangent angle of crack measured from the x-axis. Suppose

the amplitude of η is much smaller than the sample size or crack length. In the

following analysis, η is used as the perturbation parameter and θ (x) ≈ ∂η/∂x.

For linear elastic materials, Cotterell and Rice [11] found expressions for the

coefficients of the stress field accurate to first order in η. They are

KI (x) = K0
I , (3.1)

and

KII (x) =
θ (x)

2
K0
I − T

√
π

2

ˆ x

−∞

θ (ξ)√
x− ξ

dξ. (3.2)

Here x is the location of the crack tip, and T , called T -stress, is a non-singular

local stress parallel to the crack. For a linear elastic material with stresses Σxx

and Σyy imposed far from the crack, we have T = Σxx − Σyy [11, 14].
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Now, consider a linear mode ηq (x) = η0e
qx, where η0 � H. Thus,

θq (x) = ∂ηq/∂x = θq (0) eqx. Let x′ = x− ξ and rewrite eq. (3.2) as:

KII (x) =
θq (x)

2
K0
I − T

√
π

2

ˆ x

−∞

θq (ξ)√
x− ξ

dξ

=
θq (x)

2
K0
I − T

√
π

2

ˆ x

−∞

θq (0) eqξ√
x− ξ

dξ

=
θq (x)

2
K0
I − T

√
π

2
θq (x)

ˆ ∞
0

e−qx
′

√
x′
dx′

= K0
I

(
1

2
− T

K0
I

√
2

q

)
θq (x) . (3.3)

3.3.3 Energy release rate criterion and generalized force

A maximum energy release rate criterion is proposed here to determine

crack tip motion. Consider a mixed-mode 2-dimensional crack growing at the

speed of v in the xy plane. Let ~e1 and ~e2 represent unit vectors tangential

and normal to the crack growth direction, respectively. An energy flow vector

~ω = ω1~e1 + ω2~e2 can be found by using Eshelby’s energy-momentum tensor

[2, 49]. Here ω1 represents the conventional dynamic energy release rate, and

ω2 represents the energy changes caused by a small virtual displacements of

the crack tip along a direction normal to the crack surfaces. For a crack in a

linear elastic medium, one has [2, 38, 49]

ω1 (v) =
A (v)

2µ

(
αdK

2
I + αsK

2
II

)
, (3.4)

ω2 (v) = −B (v)

2µ
KIKII . (3.5)
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Here µ is the shear modulus, cs and cd are the shear wave speed and the

dilatational wave speed, respectively, αs =
√

1− v2/c2
s, αd =

√
1− v2/c2

d, R =

4αdαs−(1 + α2
s)

2
, A (v) = (1− α2

s) /R and B (v) = 2αsαd(αd−αs)(1−α4
s)/R

2.

A general energy release rate G is the energy required to create a unit of

new surface area for a crack propagating along a direction of t̂ = (cosφ, sinφ),

where φ is an arbitrary angle measured from the current crack direction. Thus,

from eq. (3.4) and eq. (3.5), one can obtain G = ~ω · t̂ = ω1 cosφ+ω2 sinφ [38].

Based on a maximum energy release rate criterion, a crack prefers to choose

the direction where energy release rate is maximum, i.e., ∂G/∂φ = 0. Thus, a

generalized force driving the rotational motion of crack can be defined as

F ≡ ∂G

∂φ

∣∣∣∣
φ=0

= −B (v)

2µ
KIKII , (3.6)

where KI and KII are held constant when the partial derivative is taken. For

convenience, let’s define a dimensionless force f = F/F0, where F0 has units

of F . Without loss of generality, choose F0 = K2
I /2µ to obtain

f = −B (v)KII/KI . (3.7)
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3.3.4 Modified principle of local symmetry

Suppose the time rate of change in crack direction is proportional to f ,

that is ∂θ/∂t ∝ f . Then the rotational motion of the crack is described by

τ
∂θ

∂t
= f = −B (v)

KII

KI

, (3.8)

with a proportional coefficient τ which has units of time. The maximum energy

release rate criterion provides a physical explanation for crack tip motion and

the law, eq. (3.8), agrees with the principle of symmetry [25, 27].

Let ds describe the crack advance distance, i.e., ds = vdt. The crack is

assumed to be slightly curved, so ds =
√

(dx)2 + (dy)2 ≈ dx. Employ v∂/∂x '

∂/∂t, and then eq. (3.8) becomes

D
∂θ

∂x
= f = −B (v)

KII

KI

, (3.9)

where D = vτ .

The underlying assumption in Linear elastic fracture mechanics is that

all complex nonlinear and dissipative processes occurred in a region of neg-

ligible size around a crack tip (the fracture process zone), and materials are

linearly elastic outside of this region. However, recent studies suggest that this

assumption becomes questionable for cracks traveling above 20% of the shear

wave speed [3–6, 36].

In order to consider the mechanisms in the fracture process zone, a
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more general model for crack motion is proposed in the following equation:

D
∂θ

∂x
∼ f, (3.10)

where f is a convolution of f and a weighting function, Φ. That is,

f (x) ≡
ˆ ∞
−∞

dξΦ (ξ) f (x− ξ) . (3.11)

This idea allows that the weighting function contains all the details

of the fracture process zone. There are two constraints for Φ. First, Φ(x)

must vanish for x < 0 based on causality. Second, the weighting function Φ

is normalized, i.e.,
´∞
−∞ dxΦ (x) = 1. When choosing Φ (x) = δ (x), eq. (3.10)

becomes the conventional principle of local symmetry.

From eq. (3.1), eq. (3.3) and eq. (3.7), the equation of motion in eq.

(3.10) becomes

D
∂θq (x)

∂x
= −B (v)

KII (x)

K0
I

Φ̃ (q) , (3.12)

where

Φ̃ (q) ≡
ˆ ∞

0

dx′Φ (x′) e−qx
′
. (3.13)

3.3.5 Time delay model

The mechanisms in the fracture process zone around the crack-tip can

play important roles for fast cracks in gels [6, 36]. Bouchbinder suggests that

the oscillatory instability in gels is originated from a delay time associated with
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the causality between the stress fields outside of the fracture process zone and

crack tip motion [3]. To describe the delay time due to causality, the most

simple but plausible weighting function Φ(x) = δ(x−`p) is used in this model.

In the experiments of [35], the wavelength of oscillations Λ ∼ 7.5 mm

and the sample height H =115 mm, that is Λ/H ∼ 7%. It is reasonable to

assume that Λ � H and then the second term on the right hand side in eq.

(3.3) can be ignored (see Section A). Equation (3.12) becomes

q = −B (v)

2D
e−q`p . (3.14)

The main question is when eq. (3.14) first has a solution where the

real part of q is positive. This happens when the real part vanishes, so q`p =

−iπ/2. Given D = 0.8`p and cd/cs = 2 (same ratio of cd to cs for the materials

used in [35]), eq. (3.14) predicts that the critical crack speed at the onset of

oscillations is v = 0.8cs. This time delay model agrees well with experiments

(v = 0.9cs at onset) [35] and analytic predictions (v = 0.77cs at onset) [3].

The wavelength at the onset of oscillations predicted by this model is Λ = 4`p

so that we estimate the size of the fracture process zone `p ∼ 1 mm, which

agrees with previous studies [3, 6, 36].

35



3.4 Oscillating cracks in rubber

Based on the discussion above, we know that oscillating cracks in rubber

are different from those in gels: in rubber, oscillating cracks were only found

under biaxial loading, and the wavelength of these oscillations is comparable

with the sample height.

This section presents a nonlinear elasticity model for rubber, a phase

diagram for oscillations as a function of biaxial loading, and an overdamped

oscillation model for oscillations in rubber.

3.4.1 Neo-Hookean model

We assume that rubber is Neo-Hookean, so that the energy of a uniform

sample in biaxial strain is (up to an additive constant U0) [39, 40, 42]

U =
µ

2

[
λ2
x + λ2

y + 1/
(
λ2
xλ

2
y

)]
+ U0. (3.15)

Here ~u (~r) is the distance between the origin and a mass point that was origi-

nally at ~r, and µ is the shear modulus.

The experiments we discuss take place for extensions on the order of 2 or

more [13], allowing us to neglect the final term in eq. (3.15) except in the wake

of the crack where the rubber has relaxed to a state described by λrx = λx and

λry = 1/
√
λx , which minimizes the energy in λy when λx is held constant. The

stress intensity factor for a straight crack is K0
I = µ

√
αsH

(
λ2
y − 2/λx

)
(see

Section B). Outside of the fracture process zone, the experimental results show
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that the change in ux (x, y) is insignificant during rupturing, so one can assume

that ux (x, y) = λxx at all times [39, 40]. Thus, the T -stress is T = Σxx = µλx.

Based on the similar analysis described above, for a slightly curved

crack, the expressions for the coefficients of the stress field accurate to first

order in η are (see Section C)

KI (x) = K0
I , (3.16)

and

KII (x) = θ (x)K0
I − T

√
π

2

ˆ x

−∞

θ (ξ)√
x− ξ

dξ. (3.17)

It is worth noting that there are two differences between eq. (3.2) and

eq. (3.17). First, the first term on the right hand side is one half in eq. (3.2)

but unity in eq. (3.17). Second, T = Σxx − Σyy in eq. (3.2) but T = Σxx in

eq. (3.17).

From eq. (3.10), eq. (3.16) and eq. (3.17), the equation of motion for

a linear mode ηq = η0e
qx is

D
∂θq (x)

∂x
= −B (v)

(
1− T

K0
I

√
2

q

)
θq (x) Φ̃ (q) ,

or

Dq = −B (v)

(
1− T

K0
I

√
2

q

)
Φ̃ (q) . (3.18)

Unlike the analysis for oscillating cracks in gels, the term led by T/K0
I
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in eq. (3.18) cannot be ignored because the sample height and wavelength of

oscillations are comparable. Given H ′ = 10 cm and the critical crack speed at

the onset of oscillations in rubber v = 0.96cs, we note that the phase boundary

in the phase diagram for oscillating cracks in rubber [13] obeys the constraint

T/K0
I ≈ 2.72/

√
H ′, as shown in fig. 3.5. Because T and K0

I are parameters

that depends only on the loading states and the material properties of rubber,

this constraint suggests that it requires almost nothing about the equation of

motion to describe the shape of the phase diagram.

In order to explain the oscillations in rubber experiments, let’s rewrite

(3.18) as:

Ψ (q) =
T

K0
I

, (3.19)

where

Ψ (q) =

√
q

2

(
1 +

qD

Φ̃ (q)B (v)

)
. (3.20)

The right hand side of eq. (3.19) is just a constant at the onset of oscil-

lations. That is, Ψ (q) reaches a particular real positive value for oscillations

to begin and the constraints in Ψ (q) are sufficient to rule out the time delay

model, Φ(x) = δ(x− `p), which is proposed for the oscillations in gels.

3.4.2 Overdamped oscillation model

An overdamped oscillation model that satisfies the constraints in Ψ (q)

and covers the phase diagram is proposed for oscillating cracks in rubber. In
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this model, the equation of motion reads

∂2KII

∂t2
= −b∂θ

∂t
− Ω2

0KII . (3.21)

Based on an analogy to a mass-spring-damper system, this model considers

a force law associated with a second time derivative of KII (acceleration)

that is proportional to −KII (a restoring “force” due to a curved crack), and

a dissipative force that has the form of −b∂θ/∂t, where b and Ω0 are two

material dependent, positive constants.

Define two dimensionless parameters, b′ = bτ/K0
I and Ω′0 = Ω0τ .

Nondimensionalize eq. (3.21) for the linear mode ηq (x) to have

D
∂θq
∂x

= −

[
(Ω′0)2 + q2D2

b′

](
1− T

K0
I

√
2

q

)
θq (x) . (3.22)

From eq. (3.22), we have

Ψ (q) =

√
q

2

[
1 +

b′qD

(Ω′0)2 + q2D2

]
. (3.23)

The wavelength of oscillations can be estimated based on the follow-

ing considerations. At the onset of oscillations, q is a imaginary number, i.e.,

q = ikc, where kc > 0, and Ψ (q) = 2.72/
√

10 cm. From eq. (3.19) and eq.

(3.23), one can conclude that b′ =
[
k2
cD

2 − (Ω′0)2] / (kcD) and kc = Ψ (q)2 =(
2.72/

√
10 cm

)2
. Thus, the wavelength of oscillations at the onset of oscilla-

39



S
tr
a
ig
h
tn
e
ss

experiment
theory

εx

ε y

1.0 1.5 2.0 2.5

1.0

1.5

2.0

2.5

Os
ci
lla
tio
ns

Figure 3.5: A comparison of the phase diagrams of oscillations obtained from
experiment and from theory. The black line represents the phase boundary
obtained from experiments and the green line represents the phase boundary
predicted by the constraint of T/K0

I = 2.72/
√

10 cm when the critical crack
speed at the onset of oscillations in rubber is given by v = 0.96cs. This model
agrees well with the experimental results of [13] (cf. fig. 3.2).

tions is Λ = 2π/kc = 8.5 cm, which agrees with the observations of [13].

3.5 Conclusion

Although linear elastic fracture mechanics provides good descriptions

of single cracks moving in a straight line, it fails to provide satisfactory ex-

planation for oscillating cracks in thin elastic films such as gels and rubber.

The experimental results show that oscillating cracks in gels and rubber travel

above about 90% of the shear wave speed. A theory has been proposed for the
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onset of oscillation in gels, but it cannot explain the oscillations in rubber. In

this project, we provide a theory able to describe the oscillating cracks in both

gels and rubber and recover the experimental phase diagram for oscillating

cracks in rubber. The model proposed for the onset of oscillations in gels in a

somewhat simpler way than has been found before.

Here, we suggest a dimensionless force f = −B (v)KII/KI , which

drives the rotational motion of crack. We propose a generalized equation of

motion, eq. (3.10), to explain the oscillatory instability. In this model, a gen-

eralized force f , which is the convolution of f and a weighting function, Φ. We

use a simple weighting function δ (x− `p) to describe the causality due to the

finite size of nonlinear zone which is originated proposed by Bouchbinder [3].

Our theory predicts that the critical crack speed at the onset of oscillations in

gels is 0.8cs, which agrees well with experiments and other analytic solutions.

Besides, the prediction of the onset wavelength Λ = 4`p shows satisfactory

agreements with the observations of the size of the fracture process zone [5].

Although the equation of motion for cracks in rubber is still unclear, this

study presents a way to describe the shape of the phase diagram of oscillating

cracks in rubber that requires almost no details of the equation of motion.

Nevertheless, the simple time delay model is ruled out based on the constraints

in Ψ (q). Alternatively, an overdamped oscillation model that satisfies the

constraints in Ψ (q) is proposed, and this model gives satisfactory agreement

with experiments.
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Chapter 4

Discrete Model of Hydraulic Fracture

This chapter presents numerical work on “Physics of Hydrocarbon Re-

covery in Shales,” which is one of the ongoing projects in the Shell-UT Un-

conventional Research Program. The Shell-UT Unconventional Research Pro-

gram, funded by Shell Oil Co., is a collaborative program in which multiple

departments from the University of Texas at Austin and Shell work jointly on

solving complex problems of unconventional hydrocarbon resources.

4.1 Introduction

Shale gas is natural gas locked in tight, impermeable shale formations.

In the past, it was hard to believe that shale gas could be produced com-

mercially even though it is globally abundant (fig. 4.1). The applications of

two techniques, horizontal drilling and multistage hydraulic fracturing, have

greatly increased the productivity of natural gas wells. Shale gas drilling is

rapidly expanding across the U.S.: in 2013, Hughes reported that [29]

“Large-scale shale-gas production was initiated in the Barnett Shale
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formation a decade ago, and it spread quickly to other areas. Five

plays produce 80% of US shale gas (listed from highest to lowest

output): Haynesville in Louisiana, Barnett in east Texas, Mar-

cellus (which spans West Virginia, Pennsylvania and New York),

Fayetteville in Arkansas and Woodford in Oklahoma.”

Shale gas production has recently risen in the U.S.: shale gas production

accounted for about 40% of U.S. gas production in 2012; it was just 2% in

2000 [29]. The shale gas boom has transformed the U.S. energy market and

the country is projected to become a net exporter of natural gas in the very

near future [10].

Hydraulic fracturing, or hydrofracturing, refers to a well stimulation

treatment that enhances the production of oil or gas originally locked in low

permeability reservoirs. This is not a brand new technology; the very first

application of this technology was used to produce oil and gas in Kansas’s

Hugoton field in 1947 [1, 23]; since then, hydraulic fracturing has been used

in more than one million oil and gas wells [28]. Horizontal drilling, a well

stimulation treatment used to extend the length of horizontal wells within

target formations, can greatly increase productivity. Horizontal drilling has

recently overtaken traditional vertical drilling as the most common practice

for drilling wells; 10% of U.S. wells were horizontal in 2004 but the number

increased rapidly to 61% by 2013 [29]. The combination of horizontal drilling

and hydraulic fracturing has become a standard well treatment for shale gas

extraction today.
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Figure 4.1: Map of shale basins with assessed shale oil and shale gas formation,
as of May 2013. Source: U.S. Energy Information Administration (EIA). This
map shows the most important shale reservoirs in a group of 41 nations. The
map legend indicates three different colors on the map corresponding to their
assessments: Red colored areas represent the location of assessed basins with
shale formations and provided shale resource estimates. Tan colored area
represents the location of basins that were reviewed but with no estimates yet.
White colored areas indicates the locations have not been assessed.
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Figure 4.2: Fracture complexity. Source: Fisher et al. (2002) [17].

The development of simple theoretical models of hydraulic fracturing

started in the 1950s. Two classical simplified models, the PKN model and the

KGD model, provide relatively simple analytical solutions for single planar

pressure-driven fracture problems [20, 33, 48, 52]. Nevertheless, the widely-

held assumption of a single planar hydraulic fracture for the past 60 years

has been challenged by recent studies [12, 17, 21, 50]. Figure 4.2 shows the

possible patterns of hydraulic fractures, and these pasterns can be complex.

Characterizing the connectivity of these complex fracture networks is a key

factor in predicting well performance, but, unfortunately, the existing single-

planar-fracture models are not able to model these complex fracture networks.

The main aim of this project is to investigate these complex patterns

of hydraulic fractures by means of a discrete model which can adequately

simulate the formation and evolution of hydraulic fractures.
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4.1.1 Background and challenges

This section presents an overview of hydraulic fracturing and the chal-

lenges in modeling hydraulic fracturing.

Hydraulic fractures, driven by internal fluid pressure, represent a very

special case of fracture mechanics. It is a complex coupled system: the basic in-

gredients of hydraulic fracturing contain elastic deformations of rock, fracture

formations of rock, a viscous flow within fractures, and rock-fluid interactions.

Figure 4.3 shows a typical hydraulic fracturing process. A well is drilled

vertically until the drilling reaches target shale formations, usually 2-3 kilo-

meters below the earth’s surface. A concrete casing is inserted to stabilize

the wall and prevent any leakage of fracturing fluid contaminating aquifers.

Then the drillbit turns at a 90 degree angle and continues to drill into the

shale formations horizontally. The horizontal well may extend approximately

1500 meters. After the drilling is done, a perforation gun is sent down to

the horizontal section of the well and fired to generate a series of small initial

cracks on the wellbore walls before the hydrofracturing. Once the perforations

are completed, high-pressure fracturing fluids are injected into the reservoir to

fracture shales. Fracturing fluids are generally water-based fluid mixed with

a number of chemical additives and fracturing sand or other proppants. Dur-

ing hydraulic fracturing, the fluids can either go into wells or leak away into

reservoir pore space. Once the hydraulic pressure is released from the well,

the fractures are held open by proppants, which enable oil or gas originally

trapped in the formations to migrate from the reservoir to wellbore and then
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up to the surface.

Shale is neither isotropic nor homogeneous because it is highly layered

and sometimes naturally fractured. Neglecting these effects may lead to well

drilling failures. Including the details of the randomness in shales as much as

possible is important for this problem; however, it will bring more challenges.

Additional challenge is caused by the high computational demand as-

sociated with the resolution required in time and spatial scales when modeling

hydraulic fracturing. Hydraulic fracturing is a multiscale system that exhibits

a wide of range of length scales and time scales. The largest scale of hydraulic

fracturing is the reservoir scale, which is on the order of kilometers; the small-

est fracture width important for hydraulic fracturing can be on the order of

micrometers. The largest time scale is the injection time, which is on the order

of hours [58] and the smallest timescale is the time needed for fluid pressure

to equilibrate locally within a small region of a fracture filled with fluid, which

is typically 10−7 − 10−5 s (the order of magnitude estimates will be discussed

in more detail in the next section). It turns out that this system encompasses

a 106 range in spatial scales and a range of about 1010 in time scales. It is

crucial for this research to develop a relevant model which can cover the time

and spatial scales of interest while keeping computational costs low.

The study considers a simple case where hydraulic fractures are driven

by high-pressure water in an impermeable elastic medium without any leak-

ages. A numerical model was developed to overcome the challenges mentioned

above; it provides three major advantages: accommodating arbitrary geome-
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tries, resolving kilometer-scale wells, and adding the features of anisotropy and

heterogeneity without difficulty.

4.1.2 Order of magnitude estimates

This section presents order of magnitude estimates for a hydraulic frac-

turing system, which includes a fluid component and a solid component.

An essential observation that underlies studies of engineering hydraulic

fracture is that the smallest timescale in the problem is the time needed for

fluid pressure to equilibrate locally within a small region of a fracture filled

with highly pressurized fluid. The characteristic width of a hydraulic fracture

is 1 mm (with the possibility of factors of ten larger and smaller) [52]. Since

the speed of sound in water is of 1500 m/s, the characteristic time for pressure

equilibration is 10−7 − 10−5 s.

Although the speed of sound in rock is several times greater than in

water, when choosing one meter as the characteristic spacing within the rock

in lumped elastic models for the rock, the larger spatial scale means that the

characteristic time for rock to move during dynamic fracture will be 10−3 s.

This is not a huge separation of time scales, but it appears to be the best

starting point. It leads to great gains in numerical efficiency, since taking

pressure equilibration of the fluid to be fast means there is no need to model

the fluid in detail.
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Figure 4.3: Schematic of hydraulic fracturing process. Hydraulic fracturing is
a technology to unlock the natural gas trapped within impermeable rocks, such
as shales or clays. A well is drilled vertically until the drilling reaches target
shale formations, usually 2-3 kilometers below the earth’s surface. A steel cas-
ing that is cemented is used to line the wellbore, stabilize the wall and prevent
any leakage of fracturing fluid contaminating aquifers. Then the drillbit turns
at a 90 degree angle and continues to drill into the shale formations horizon-
tally. The horizontal well may extend approximately 1500 meters. After the
drilling is done, a perforation gun is sent down to the horizontal section of the
well and fired to generate a series of small initial cracks on the wellbore walls
before the hydrofracturing. After perforating, highly pressurized fracturing
fluids are injected into the reservoir to fracture shales. Typically, fracturing
fluid is made up of approximately 90% water, 9.5% sand and 0.5% chemical
additives.
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4.2 Fluid transport

The equation incorporating the idea of rapid pressure equilibration of a

fluid is Reynolds’ lubrication approximation [56]. Consider a steady flow in a

channel of width w (fig. 4.4). The fluid is assumed to have adopted a laminar

flow profile and is treated as incompressible, meaning that any change in the

amount of fluid in a small region must correspond to an increasing width of

the channel, with a corresponding rise in pressure.

Let ~v = (vx, vy, vz) represent the fluid velocity. The fluid velocity van-

ishes at the top and bottom boundaries to leading order, so take

~v = (vx, vy, vz) ≈ ~uf(z) + ẑvz = ~u
z

w

(
1− z

w

)
+ ẑvz. (4.1)

where ~u = (vx, vy) has only x and y components. From the incompressibility

of the flow, ~∇ · ~v = 0, we have

∂vz
∂z

= −~∇ · [~uf(z)] . (4.2)

Let w(x, y) give the local width of the channel. Integrate in z from 0

to w. Then

vz(w)− vz(0) =
∂w

∂t
= − ~∇·

(w
6
~u
)
. (4.3)

From the Navier-Stokes equation for nearly steady flow,

−~∇P + µ∇2~v = 0, (4.4)
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where P is fluid pressure, and µ is the viscosity of fluid. The fluid used in

hydraulic fracturing is typically water-based; it is comprised of approximately

90% water, 9.5% sand and 0.5% chemical additives. To simplify this problem,

here we use a fracturing fluid viscosity that has the same value as the water

viscosity, i.e., µ = 10−3 Pa·s.

Since the largest gradients are along z to leading order

−~∇P = 2µ
~u

w2
⇒ ~u = −w

2

2µ
~∇P. (4.5)

Substituting eq. (4.5) into eq. (4.3) gives

∂w

∂t
= ~∇ ·

(
w3

12µ
~∇P
)
. (4.6)

For orders of magnitude, take µ = 10−3 Pa·s, the characteristic channel

width w of 1 mm and consider pressures on the order of 10 MPa that change

on the scale of 10 meters. From eq. (4.6), the rate of change in the fracture

width over time is ∂w/∂t ∼ (10−3m)
3
/(10−3Pa·s) (10MPa) /(10m)2 ∼ 0.1m/s.

Comparing this velocity with the characteristic channel width w of 1 mm, one

finds a characteristic time of 10−2 s. That is, viscous flow will cause changes

on the order of 1 mm in channel widths on the scale of 0.01 seconds. For

channels 10 times wider, the changes will be 1000 times faster, approaching

the timescale for pressure equilibration. On the other hand, if the spatial

scale of pressure gradients is 100 meters rather than 10 meters that will slow
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Figure 4.4: Figure showing the geometry of the lubrication approximation.
The channel width w is small compared to the dimensions of the plates. The
flow velocity is denoted by ~v. The fluid is assumed to have adopted a laminar
flow profile. It is assumed that the flow is incompressible and the fluid velocity
vanishes at the top and bottom boundaries.

the process down by a factor of 100. Therefore the assumption of pressure

equilibration embodied in the lubrication approximation, eq. (4.6), appears to

stand up to examination through simple estimates.

4.2.1 Simplified models

This section presents two classical models for simple geometries, the

PKN model and the KGD model , which provide insight into this problem

and a benchmark for validating our numerical models as well.

The development of simple theoretical models of hydraulic fracturing

started in the 1950s. Based on the assumptions of the fracture geometries,

there are two limiting cases, the PKN model [48, 52] and the KGD model

[20, 33], as shown in fig. 4.5. In these models, the fracture height H is assumed
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constant during fracturing along the horizontal direction (x-direction); only

the fracture width w and the fracture length L are allowed to change. The

PKN model assumes that the fracture opens and closes in the vertical direction

(y-direction), and fluid pressure P has a chance to equilibrate and does not

depend upon y. The KGD model assumes that the fracture is uniform in the

y direction.

Simple relations between the crack width w and fluid pressure P can

be found in these models based on the following assumptions. Let σc describe

the total earth stress perpendicular to the plane of the fracture, i.e., the local

minimum confining stress, let P describe the fluid pressure, and define Pd =

P − σc. Suppose one applies pressure P in the interior of a very long thin

deeply buried fracture. Then, if the gradients in pressure are not too large,

one would expect the fracture width would depend on Pd in a fracture region

of length L and height H, Young’s modulus Y and Poisson’s ratio ν. Sneddon

suggests that the crack width w and Pd are related through [60]

w(x, t) = γPd(x, t), (4.7)

where γ = 2H(1− ν2)/Y for the PKN model and γ = 2L(t)(1− ν2)/Y for the

KGD model.
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KGDPKN

Figure 4.5: Geometries of two hydraulic fracture model configurations. The
fracture height H is assumed constant during fracturing along the x-direction;
only the fracture width w and the fracture length L are allowed to change. In
the PKN model, the fracture opens and closes in the y-direction; fluid pressure
P has a chance to equilibrate and does not depend upon y. In the KGD model,
the fracture is uniform in the y direction. A vertical fracture propagates in
two wings (180◦ apart and identical in shape) from a wellbore. This figure
only shows the wings of the fractures moving in the positive x-direction.
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4.2.2 Scaling laws in the KGD model

This section presents the scaling laws in the KGD model. Take the as-

sumptions for the KGD geometry and insert eq. (4.7) into the volume integral

of eq. (4.6). A vertical fracture propagates in two wings (180◦ apart and iden-

tical in shape) from a wellbore. Let the origin of coordinates be located at the

center of the two-wing fracture. Without loss of generality, we only consider

the wing of the fracture moving in the positive x-direction in the following

discussion, i.e., x ∈ (0, L).

Assuming a nearly time-independent solution, varying along x, with

constant injection rate Q, with fracture height H, we have

−Q
H

=
γ3P 3

d

12µ

∂P

∂x
. (4.8)

Solving eq. (4.8) by imposing the boundary condition Pd (x = L) = 0,

or P (x = L) = σc, we obtain

P (x) = σc +

[
48Qµ(L− x)

Hγ3

]1/4

. (4.9)

Insert eq. (4.9) into eq. (4.7) to obtain the crack width

w (x) =

[
48γQµ(L− x)

H

]1/4

. (4.10)
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If we take L to be changing slowly then the volume of the crack is

V =

ˆ L

0

Hw (x) dx (4.11)

=
8

5
H3/4

[
6(1− ν2)

Y
Qµ

]1/4

L3/2

Assuming no fluid loss into the reservoir, the total volume of water

injected into the system at time t is

V = Qt. (4.12)

From eq. (4.11) and eq. (4.12), the fracture length

L (t) = C1

(
Q

H

)1/2

t2/3, (4.13)

where

C1 =

(
5

8

)2/3 [
Y

6(1− ν2)µ

]1/6

.

Insert eq. (4.13) into eq. (4.10). The crack width at x = 0 can be

written as

w (t, x = 0) = C2

(
Q

H

)1/2

t1/3, (4.14)

where

C2 =

[
150(1− ν2)µ

Y

]1/6

.
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Insert eq. (4.13) into eq. (4.9). We have

P (t, x = 0) = σc + C3t
−1/3, (4.15)

where

C3 = 2

(
6

5

)1/3

µ1/3

[
Y

(1− ν2)

]2/3

.

As a fracture grows in size during hydraulic fracturing, its fracture

length L scales as the two-third root of time in eq. (4.13); its fracture width

w scales as the third root of time in eq. (4.14). The pressure P falls off at

the base of the crack as the third root of time in eq. (4.15). The height of

the crack H should appear only in the combination Q/H, since the physical

conditions are unchanged so long as the injection rate Q and the crack height

H increase simultaneously by the same factor. Equation (4.15) shows that the

scaling law of fluid pressure P depends upon Young’s modulus Y , Poisson’s

ratio ν and the viscosity of fluid µ but not upon the combination Q/H.

4.3 Numerical Methodology

Our model has systems that interact with each other: discrete mass

points that obey rules for elasticity and fracture, and discrete channel and

fluid variables that describe the flow of fluid in a network of fractures. For

the moment we specialize to a square lattice: generalization to other lattices

creates some technical challenges we have not yet solved. This model fully
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contains two-dimensional linear elasticity plus fracture mechanics, plus fluid

flow.

The model is sketched in fig. 4.6. There is a set of mass points arranged

on a square lattice with a lattice spacing a and each mass point represents

a lump of rock of volume a3. These mass points will interact with nearest

neighbors only and have a force law that is a general linear functional of

relative displacements of neighbors. Therefore although the points are defined

on a square lattice, the lattice can have any desired shear resistance. A one

meter spacing is chosen for the following reasons. First, from the estimates in

Section 4.1.2, this choice means that the time scale for communication between

mass points is slower than the time needed for equilibration of pressure within

millimeter-scale channels. Second there will be a fracture criterion based on

separation of mass points. The physical separation of the mass points will

be understood to be on the order of a meter, and the fracture criterion will

correspond to motions on the order of a small distance δ � 1 mm calculated

below.

Fracture criteria are easy to model in discrete frameworks; for example,

one can say that fracture occurs when the spacing between two mass points

passes a critical threshold. The rock medium is assumed to be an ideal brittle

material, Young’s modulus for rock is typically 50 GPa and the fracture energy

for shales, Γ, is on the order of 100 J/m2 [61]. For a spring of length a = 1 m,

the spring constant is roughly k = Y a =50×109 J/m2. The concept of Griffith

failure is used here: the Griffith criterion, Γa2 = kδ2/2, yields the extension at
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Figure 4.6: Geometry of lattice model of hydraulic fracture. Here, ~R and ~R′

represent two neighbor mass points, wi represents the channel width of channel
i and pi represents the pressure in the channel segment i. Let jk represent the
kth channel connecting to channel i, where k is a positive integer up to six.
The lattice spacing a is chosen equal to one meter in our current model.

failure of order δ =
√

2Γa/Y which comes out to 6×10−5 m. This is 0.06 mm,

which is on the order of the smallest fracture width that can be important for

hydraulic fracture.

4.3.1 Modeling Hydraulic fracturing Process

Here is how the model goes. So long as all the bonds on a mass point

are unbroken, it evolves according to the dynamics of elasticity. As soon as

a bond breaks between two mass points, a channel w between the two mass

points is activated, and the distance between the mass points on either side is
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now controlled by eq. (4.6) rather than elasticity. The pressure in any channel

segment is given by the average normal force of mass points on either side.

To be more specific, referring to fig. 4.6, the force on a lumped mass

point ~R is given by

~F~R =
∑

~R′∈nn(~R)


(k‖ − k⊥)( ~δu ~R,~R′ · ∆̂~R,~R′) · ∆̂~R ~,R′ + k⊥ ~δu ~R,~R′ if |δ~u ~R, ~R′ < δ|

ap ~R,~R′∆̂~R~R′ else

(4.16)

Here ~∆~R, ~R′ ≡ ~u0
~R′−~u0

~R
is the vector difference between neighbors of the undis-

torted lattice, ~δu~R, ~R′ ≡ ~u ~R′−~u~R− ~∆~R,~R′ is the relative displacement of the two

mass points from their original locations and ∆̂~R,~R′ ≡ ~∆~R,~R′/
∣∣∣~∆~R, ~R′

∣∣∣. The pres-

sure p~R ~,R′ is only present when the bond between two neighbors has snapped.

The value of the pressure is determined by the fluid model, which follows.

In cases where this pressure is present, the other terms in eq. (4.16) vanish

between ~R and ~R′. Poisson’s ratio for shales typically ranges from about 0.05

to 0.3 [22, 52]. The constants k‖ and k⊥ make it possible to describe solids

with arbitrary Poisson’s ratio. On the square lattice, for propagation along a

symmetry axis,

c2
d =

k‖
m

; c2
t =

k⊥
m
. (4.17)

Here cd and cs represent the dilatational wave speed and the shear wave speed

of the solid medium, respectively. Poisson’s ratio ν are related with the speeds
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of sound through the following equation

ν =
c2
d − 2c2

s

2 (c2
d − c2

s)
. (4.18)

The elastic force drops to zero when δ~u ~R, ~R′ > δ. As soon as this happens,

w~R ~,R′ is set to an initial value of δ.

The fluid portion of the model is described by the following discrete

system. Referring again to fig. 4.6, let j be all the channels that connect to

channel i. There could be up to six of them, depending upon how many of

them have broken open. Let wi be the width of channel i and let vij be the

rate at which fluid flows from channel j into channel i. Then

∂wi
∂t

=
1

a

∑
j∈nn(i)

vijw>. (4.19)

vij =
w2
>

12µ

pj − pi
a

; w> = wj if pj > pi, else wi. (4.20)

The reason to use w> is that as is usual in convective problems one must

use variables that correspond to the upstream portion of a flow in computing

downstream properties. The pressures in channel segments i and j are pi and

pj, respectively. If the mass points perpendicular to segment i are ~R and ~R′

then pi is p~R ~,R′ .

The model proceeds in time by using Newton’s laws for the mass points

described by eq. (4.16) employing the Verlet algorithm. Once the bond be-
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tween two mass points breaks, the channel variable between them becomes

active, and the channel is controlled by eqs. (4.19) and (4.20). If a vertical

bond has broken, then the vertical positions of ~u~R and ~u~R′ are adjusted so

that the sum of vertical forces on them vanishes, and the vertical force on

each of them divided by the segment width a is identified as the pressure. An

analogous procedure applies to horizontal bonds.

The energy dissipation in the solid medium is described by a simple

Kelvin model (see Sec. 1.2 for more details). Thus, the dissipative force on a

lumped mass point ~R is given by

~F~R =
∑

~R′∈nn(~R)

β

(
∂~u ~R′

∂t
−
∂~u~R
∂t

)
θ
(
δ − δ~u ~R, ~R′

)
, (4.21)

where θ is the Heaviside step function. In this study, the dissipation parameter

is set to β = 5 J·s/m2, which was obtained from a simulation designed to

reproduce the conditions of the KGD model.

4.4 Model validation

The current model has been validated via a comparison with the KGD

model. Figure 4.7 shows the setup with the origin of coordinates at the center

of the system. The system size is set to 50 m × 20 m × 30 m (Length ×Width

× Height). The fracture is uniform in the y-direction, and fracture height H

is assumed constant in hydraulic fracturing. Here, water is injected into the
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Figure 4.7: Figure of a single hydraulic fracture in a three dimensional box
with length Sx, width Sz and height H. The fracture height H is assumed
constant at all times. The origin of coordinates is at the center of the system.

system through a line source along the y-axis over the height of the system.

The parameter values used in this case are Γ = 100 J/m2, Y = 50 GPa,

ν = 0.25, µ = 10−3 Pa·s and Q = 0.03 m3/s (equivalent to 11.32 bbl/min).

Here, 1 m3/s is equivalent to 377.39 bbl/min. According to eq. (4.15), pressure

at the base of a crack should fall off in time as

P (t) = σc + C3t
−1/3, (4.22)

where C3 = 3.01 MPa·s1/3. The agreement between numerical calculations

and the KGD model is good, as shown in fig. 4.8.

4.5 Results and discussion

A series of pilot simulations was systematically tested for complex ge-

ometries under more realistic operation conditions, including a flexible bound-

ary condition, randomness in shales and perforations. The current study con-
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Figure 4.8: Pressure versus time for a simulation designed to reproduce the
conditions of the KGD model. The black line represents the numerical results
and the red line is fitted to the data by using eq. (4.22), with the parameter
σc = 9.13 MPa. The oscillation in the data is primarily due to the flow of
fluids into new open channels during hydraulic fracturing. The system size is
50 m × 20 m × 30 m (Length × Width × Height) and the injection rate is
Q=0.03 m3/s. The agreement between numerical calculations and theory is
good.
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siders pseudo-3D fracture propagation problems where all fractures have the

same height as the system and all fractures are uniform along the height di-

rection.

4.5.1 Boundary conditions

In first simulations, the boundaries of the fracturing system were as-

sumed rigid. Neglecting the movements of the boundaries simplifies this prob-

lem; it provides a good starting to study hydraulic fractures, but the rigid

boundary condition is not an appropriate representation of the real situations

when studying hydraulic fracturing at high injection rates. This is not physi-

cal because the confining pressure increases without bound with the increasing

water in the system; either the shape of the system needs to change or a por-

tion of the water in the system needs to disappear in responsible for it. The

former is considered here and the latter will be left for future work.

Thus, a flexible boundary condition is designed for systems with high

injection rates. This boundary condition is described as follows. Consider

a fracturing system surrounded by a less stiff outer solid medium with rigid

boundaries, as shown in fig. 4.9. The initial stresses on the fracture boundaries

is estimated to be the earth stress. This setup allows the fracturing system to

change its shape to equilibrate the applied stresses on its boundaries during

hydraulic fracturing. In the following discussion, the outer medium is set to

10 times less stiff than the inner medium.
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surrounding medium
(less stiff)

fracturing system

Figure 4.9: Figure of a fracturing system embedded in a less stiff solid medium
(top view). The initial applied stresses on the fracturing system walls are set
to σc, the total earth stress applied to this system. This setup allows the
fracturing system to change its shape to equilibrate the applied stresses on its
boundaries easily.

A series of test runs was designed to examine these two types of bound-

ary conditions. The system size was set to 30 m × 50 m × 30 m (Length ×

Width × Height). The parameter values used in this case are Γ = 100 J/m2,

Y = 50 GPa, ν = 0.25 and µ = 10−3 Pa·s. The injection rate Q varied from

0.03 m3/s to 0.3 m3/s. A comparison of the first-two minute numerical re-

sults with the KGD model suggests that when Q < 0.05 m3/s, there is no

significant difference between using these two types of boundary conditions;

when Q > 0.05 m3/s, the flexible boundary condition is a more appropriate

representation of real situations.
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4.5.2 Randomness in shales

Shale is neither isotropic nor homogeneous due to the alignment of clays

and the presence of microcracks. Including all the details of the randomness

in shales may greatly complicate this model. The present work only considers

a simple case where fracture energy of rocks is normally distributed with a

mean of 100 J/m2 and a standard deviation of 0.1; Young’s modulus of rocks

is normally distributed with a mean of 50 GPa and a standard deviation of

0.1.

4.5.3 Perforations

Perforation is a technique used to generate a series of small initial cracks

on the wellbore walls before hydraulic fracturing. These small pathways pro-

vide easier access for fracturing fluid into the reservoir at the beginning of the

hydraulic fracturing. The spacing, length and angle of perforations may affect

the performance of hydraulic fracturing. In the current study, the perforation

angle is set to a right angle, the length of perforations is six meters and the

spacing of perforations varies from two meters to tens of meters.

4.5.4 Multi-fracture interference study

A study was designed to investigate multi-fracture interference in a

perforated medium. In this study, an array of seed cracks of length six meters

is inserted into the system initially. The system size is set to 30 m × 50 m × 30
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m (Length ×Width × Height). All the fractures are uniform in the y direction

and have the same height as the system. Take ν = 0.25 and µ = 10−3 Pa·s.

Let the origin of coordinates be located at the center of the system. Water

is injected into the system through a line source along the the y-axis over

the height of the system at Q = 0.27 m3/s. The fracture energy of rocks is

normally distributed with a mean of 100 J/m2 and a standard deviation of 0.1;

Young’s modulus of rocks is normally distributed with a mean of 50 GPa and

a standard deviation of 0.1. The flexible boundary condition is used and the

outer medium is 10 times less stiff than the inner medium. The initial seed

crack numbers varies from two to ten.

Figure 4.10 shows that a complex fracture network was observed after

one minute of water injection in a simulation with two initial seed cracks. More

complex fracture networks were observed after 80 seconds of water injection in

a simulation with four initial seed cracks, as shown in fig. 4.11. When the seed

cracks number is more than six, only about two thirds of seed cracks advanced.

The results also show that the exterior seed cracks grew, branched and formed

complex fracture networks; the interior seed cracks were more likely to retain

their original sizes and shapes.

In general, the more initial seed cracks were inserted, the more complex

fracture networks were observed in the study. This implies that perforation

may increase the complexity of fracture networks. Nevertheless, not all seed

cracks can successfully advance and form complex patterns due to the com-

petition between neighboring fractures. When parallel fractures advancing
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30m

50m

(a) (b)

Figure 4.10: Top view of a multi-fractures interference study from a small-scale
pseudo-3D simulation of region 30 m × 50 m × 30 m (Length × Width ×
Height) under a flexible boundary condition. (a) Two initial short seed cracks
were inserted initially. (b) A complex fracture network was observed around
the left seed crack after 60 seconds of water injection. The injection rate is
Q =0.27 m3/s (equivalent to 100 bbl/min). The displacement magnification
factor is 1000. Cells occupied by water are colored blue, and fractured rock is
colored red. The origin of coordinates is at the center of the system.
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50m
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Figure 4.11: Top view of a multi-fractures interference study from a small-
scale pseudo-3D simulation of region 30 m × 50 m × 30 m (Length × Width
× Height) under a flexible boundary condition. (a) Four initial short seed
cracks were inserted initially. (b) Complex fracture networks were observed
in the regions around the leftmost and rightmost seed cracks after 80 seconds
of water injection. Not all seed cracks advanced: the two exterior seed cracks
grew, branched and formed complex fracture networks; the two interior seed
cracks retained almost theirs original sizes and shapes. The injection rate is
Q =0.27 m3/s (equivalent to 100 bbl/min). The displacement magnification
factor is 1000. Cells occupied by water are colored blue, and fractured rock is
colored red. The origin of coordinates is at the center of the system.
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under compression, the growth of one fracture will reduce the growth rates of

its neighboring fractures. In this study, because the exterior seed cracks have

fewer competitors, they can grow faster than the interior seed cracks, even

though these interior seed cracks are closer to the injection source.

4.6 Computational limitations

The biggest limitation of the model is its computation efficiency. The

current code uses OpenMP to speed up operations, but this method depends

upon shared memory architecture and thus cannot take advantage of large

parallel machines nearly as effectively as a code that uses message passing and

MPI. A fully 3D kilometer-scale simulation costs about one hundred thousand

hours on a desktop workstation running Linux (Fedora release 17, 32-bit) with

an Intel Core i7 930@ 2.80 GHz 8-core processor. Due to the high computa-

tional demand, all the performed tests in this study were limited to pseudo-3D

simulations on the scales of tens of meters in length. A parallel version of the

simulation code is needed to run efficiently on parallel computers to reach the

reservoir scale simulations. The memory structures in our current code were

modeled on the structures in LAMMPS, an open-source parallel molecular dy-

namics program. It is possible to transfer this code to LAMMPS and inherit

the ability to run on a massively parallel machine, but that will be left for

future work.
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4.7 Conclusion

Hydraulic fracturing is a common well treatment in which fluids are

injected into reservoirs under high pressure to generate fractures in reservoirs.

More and more evidence suggests that hydraulic fractures can be complex,

but the physical mechanisms responsible for the formation of complex frac-

ture networks are still poorly understood. In this study, a lattice-based model

was developed to investigate the complexity of fracture networks. This model

can provide three major advantages: it can accommodate arbitrary geome-

tries, it can reasonably resolve kilometer-scale wells, and it adds the features

of anisotropy and heterogeneity without difficulty. A set of pilot tests has been

tested for complex geometries under realistic operation conditions, including

flexible boundary conditions, randomness in elastic properties and perfora-

tions. The simulation results confirm that perforation is likely to increase the

complexity of fracture networks; the results also suggest that the interference

between neighboring fractures is key to fracture network formations. Overall,

these pilot tests demonstrate the present model’s ability to simulate hydraulic

fracturing under a variety of operation conditions.

The continuations of this study includes an investigation of the relation

between perforation angles and the complexity of hydraulic fracture networks

and a qualitative analysis of the fracture complexity. The current model is

built on a square lattice; the model may be improved by using other lattice

structures and that will be left for future work as well. A parallel version of

the simulation code will be needed to run efficiently on parallel computers to
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reach the reservoir scale simulations.
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Chapter 5

Conclusion

This chapter summarizes the dissertation and provides directions for

future research.

5.1 Scaling of crack propagation in rubber sheets

This study investigates subsonic and supersonic cracks in rubber. Rub-

ber is used in this study because it can suppress micro-branching instability

and allows cracks to travel faster than the shear wave speed, which was a long-

believed upper limit of crack speed. Based on a supersonic rupture theory de-

veloped for cracks in rubber, there exist two different scaling regimes for crack

speeds: speeds of supersonic cracks are independent of system size if strain is

held constant while speeds of subsonic cracks whose speed are independent of

system size if energy density is held constant. The main purpose of this study

is to examine this theory with experiments and numerical simulations.

Experiments in rubber were conducted at 85 ◦C to reduce the strain

crystallization. In experiments, both subsonic cracks and supersonic cracks
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were observed and the transition between subsonic and supersonic cracks was

studied. A numerical model based on Neo-Hookean theory with Kelvin dis-

sipation and a new rule for increasing toughness was developed. Calibration

experiments were performed to obtain the parameters needed in this model.

Numerical simulations were conducted and the results show good agreement

with experiment for crack speeds and particle velocity fields.

Both experiments and numerical simulations in this study support su-

personic cracks and show two different scaling regimes: the speed of subsonic

cracks scales with the elastic energy density while the speed of supersonic

cracks scales with the extension ratio.

In this study, the simulations slightly overestimate the openings and

particle velocity. These quantitative inaccuracies are likely related to the sim-

ple dissipation form and the toughening rule employed for the simulations. A

promising future direction is to consider the standard linear solid model with

a more general toughening rule in this model.

5.2 Theory of oscillating cracks

Linear elastic fracture mechanics provides good descriptions of single

cracks moving in a straight line, but still fails to provide satisfactory explana-

tion for oscillatory instability. Although oscillating cracks are not seen very

widely, they were found in gels and rubber. The experimental results show

that the critical crack speed at the onset of oscillations in gels is about 90% of
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the shear wave speed; in rubber, the main experimental findings are a phase

diagram for oscillations as a function of biaxial loading, and measurements of

amplitude and wavelength of oscillation once the wiggling begins. A theory

has been proposed for the onset of oscillation in gels, but it cannot explain the

oscillations in rubber. The main goal of this study is to provide an explanation.

A generalized equation of motion is proposed in this study based on

a convolution of a generalized force and a weighting function. This force is

derived based on a maximum energy release rate criterion and the weighting

function can include the details of the fracture process zone, which is ignored

by linear elastic fracture mechanics. Due to the causality between the stress

fields outside of the fracture process zone and crack tip motion, a time delay

model is proposed for oscillations in gels. The theoretical predictions for the

onset of oscillations show satisfactory agreements with experiments and other

analytic solutions.

Although the equation of motion for cracks in rubber is not known, this

study presents a way to describe the phase diagram of oscillating cracks in rub-

ber that requires almost no knowledge of the equation of motion. However, the

simple time delay model is ruled out based on this analysis. An overdamped

oscillation model that satisfies the constraints and covers the phase diagram

is proposed is proposed, and it gives agreeable results with experiments.

In sum, this study provides a theory able to describe the oscillating

cracks in both rubber and gels and recover the experimental phase diagram for

oscillating cracks in rubber. The theory that recovers the onset of oscillations
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in gels in a somewhat simpler way than has been found before. In rubber,

the main idea is that the oscillations of cracks follow from basic features of

fracture mechanics and are independent of details of the crack equation of

motion. From the fact that oscillations exist, one can deduce some conditions

on forms that equations of motion can take.

This present study is focused on the onset of oscillations in gels and

rubber. It is interesting to investigate the relation between wavelength of

oscillations and initial loading, and this will be left for future work.

5.3 Discrete Model of Hydraulic Fracture

Hydraulic fracturing is a stimulation treatment wherein highly-pressurized

fluids are injected into reservoirs to generate fractures there. Classical theoret-

ical models of hydraulic fracturing were developed based on an assumption of

a single planar hydraulic fracture; however, this widely-held assumption was

challenged by recent studies. More and more evidence suggests that hydraulic

fractures can be complex, but the physical mechanisms responsible for the

formation of complex fracture networks are still poorly understood.

This study developed a lattice-based model to investigate the com-

plexity of fracture networks. The basic ingredients of this model are two-

dimensional linear elasticity, fracture mechanics, fluid flow. This model pro-

vides three major advantages: it can accommodate arbitrary geometries, it can

reasonably resolve kilometer-scale wells, and it adds the features of anisotropy
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and heterogeneity without difficulty.

This model has been validated via a comparison with the KGD model.

In a multi-fracture interference study, a series of pilot simulations was system-

atically tested for complex geometries under realistic operation conditions, in-

cluding flexible boundary conditions, randomness in elastic properties and per-

forations. Complex fracture networks were observed in a perforated medium

in this study. In general, the more initial seed cracks were inserted, the more

complex fracture networks were observed in the study; the results also show

that the exterior seed cracks grew much faster than the interior ones.

In conclusion, these pilot results demonstrate the present model’s abil-

ity to simulate hydraulic fracturing under a variety of operation conditions.

The main results of a multi-fracture interference study show that perforation

is likely to increase the complexity of fracture networks. In addition, the

competition between neighboring fractures plays an important role in fracture

network formation.

Due to the high computational demand, all the tests in this study were

limited to pseudo-3D simulations on the scales of tens of meters in length.

A parallel version of the simulation code will be needed to run efficiently on

parallel computers to reach the reservoir scale simulations. In future work,

we will investigate the relation between perforation angles and complexity of

fracture networks. In addition, a qualitative analysis of the fracture complexity

would be of great interest for future research.
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Appendix A

Length scale limit

Consider a semi-infinite perfectly straight crack running to the right

along the x-axis at speed v in an infinite strip, as shown in fig. 3.4. The

strip is stretched to a desired extension state (λx, λy), where λx and λy are

the extension ratios along the x direction and the y direction, respectively.

The original height of the strip is H. The sample height under deformed is

H ′ = λyH. Let Σxx and Σyy represent the stresses far to the right along the x

direction and the y direction, respectively.

The non-zero stress intensity factor for this crack is [18]

K0
I = Σyy

√
H

√
µc2

sR

Y v2αd
. (A.1)

Here µ is the shear modulus, Y is Young’s modulus, αd =
√

1− v2/c2
d, R =

4αdαs − (1 + α2
s)

2
, cs and cd are the shear wave speed and the dilatational

wave speed, respectively.

For a slightly curved crack in a linear elastic material, Cotterell and

Rice [11] found expressions for the coefficients of the stress field accurate to
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first order in η. They are

KI (x) = K0
I , (A.2)

and

KII (x) =
θ (x)

2
K0
I − T

√
π

2

ˆ x

−∞

θ (ξ)√
x− ξ

dξ. (A.3)

Consider a linear mode ηq (x) = η0e
qx, where η0 � H. Equation (A.3)

for this mode can be rewritten as

KII (x) = K0
I

(
1

2
− T

K0
I

√
2

q

)
θq (x) . (A.4)

Let Λ represent the wavelength of oscillating cracks. Thus, |q| ∼ 2π/Λ

at oscillations. The T -stress is T = Σxx − Σyy [11, 14].

From eq. (A.1), at oscillations, we have

T

K0
I

√
1

q
∼
(

Σxx − Σyy

Σyy

)√
Y v2αd(v)

µc2
sR(v)

√
Λ

H
→ 0 if Λ/H → 0. (A.5)

Thus, when Λ � H, the second term on the right hand side in eq.

(A.4) is negligible.
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Appendix B

Energy release rate

The energy release rate, G, is the the total strain potential energy

released per unit of area of crack extension, and it can be calculated by using

the following integral:

G =

ˆ
Γ

[
(U + Ek)nx − σjinj

∂ui
∂x

]
dΓ, (B.1)

Here i and j range over x and y. ni is the i component of the normal unit

vector of Γ. U is strain energy density. The kinetic energy is described by

Ek = ρ
2

(
u̇2
x + u̇2

y

)
[18, 55].

B.1 Two extreme cases

Let’s consider two extreme cases: Γ→ 0 and Γ→∞.

B.1.1 In the case of Γ→ 0

For mode I crack, the near-tip stress fields (outside of the fracture

process zone) in polar coordinates (r, φ) with the origin at the crack tip can
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SIFs dominant region

Figure B.1: Sketch shows two contour paths, Γ0 and Γ∞, for the energy release
rate integral shown in eq. (B.1).

be expanded as a series [11, 18, 62]

σij (r, φ) ∼ KI√
2πr

f Iij (v, φ) + Tδixδjx +O
(√

r
)
, (B.2)

where i and j range over x and y. In eq. (B.2), the first term of the near-

tip stress fields associated with the stress intensity factor KI is singular and

f Iij (v, φ) is a known universal function [8, 18]; T represents the T -stress, a

non-singular local stress parallel to the crack.

From eq (B.4), eq. (B.1) and (B.2), the energy release rate for mode I

crack in the Neo-Hookean model is

G (Γ0) =
K2
I

2µαs
, (B.3)

where αs =

√
1− (v/cs)

2.
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B.1.2 In the case of Γ→∞

On the other hand, as Γ→∞, the contributions to the energy release

rate are from the segments of Γ∞ parallel to y-axis at x→ ±∞.

We assume that rubber is Neo-Hookean, so that the energy of a uniform

sample in biaxial strain is (up to an additive constant U0) [39, 40, 42]

U =
µ

2

[
λ2
x + λ2

y + 1/
(
λ2
xλ

2
y

)]
+ U0. (B.4)

Here ~u (~r) is the distance between the origin and a mass point that was origi-

nally at ~r, and µ is the shear modulus.

The experiments we discuss take place for extensions on the order of

2 or more [13], allowing us to neglect the final term in eq. (3.15) except in

the wake of the crack where the rubber has relaxed to a state described by

λrx = λx and λry = 1/
√
λx , which minimizes the energy in λy when λx is held

constant.

The elastic energy per unit length for a strip of height H is

w(λx, λy, H) =

ˆ H
2

−H
2

U(λx, λy)dy. (B.5)

The dynamic energy release rate is

G (Γ∞) = w(λx, λy, H)− w(λrx, λ
r
y, H). (B.6)
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Plug Equation (B.5) into eq. (B.6) to have

G (Γ∞) =
µ

2
H
(
λ2
y − 2/λx

)
. (B.7)

B.1.3 Energy balance

For a crack moving in an elastic material under steady equilibrium

conditions, the amount of energy released from the body is equal to the amount

of energy flowing to the crack tip, i.e., G (Γ0) = G (Γ∞). For a mode I crack,

this energy balance condition leads to

KI =
√

2µαsG (Γ∞) = µ
√
αsH

(
λ2
y − 2/λx

)
. (B.8)
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Appendix C

Perturbation analysis

Slightly curved or kinked cracks in the linear elastic material have been

studied by Cotterell and Rice [11]. Here, we apply their analysis to crack

propagation in rubber sheets under great deformation. The analysis begins

with a problem of a finite quasi-static crack which is slightly curved in an

infinite medium. Then, we extend the results to an semi-infinite crack problem.

Figure C.1 shows a slightly curved crack and a reference perfectly

straight crack. Let L±0 denote the crack surface for a perfect straight crack

with two ends, −b and a, along the x-axis, where plus and minus signs repre-

sent the upper surface and lower surface, respectively. Let L± represent the

crack surface for a slightly curved crack. Suppose the crack is opened by the

normal and shear tractions Tn and Ts on the crack surfaces. For a crack grows

under uniform stresses, conventional superposition methods can be used to

satisfy the free traction boundary conditions on the crack surfaces. The stress

intensity factors KI and KII for these two problems are identical.
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C.1 Boundary conditions

The equations of motions for ux and uy can be completely decoupled

as üx = c2
s∇2ux and üy = c2

s∇2uy based on eq. (B.4) [39, 40]. Without body

force, the equations of motion become Laplace’s equations and ux and uy are

two harmonic functions [39, 40].

Given z = x+iy. The strain fields around the crack tip can be described

as ux = f(z) + f (z) and uy = g(z) + g (z), where f (z) and g (z) are two

analytic functions. Let φ (z) = iµf ′ (z) and ψ (z) = iµg′ (z) and define A (z) ≡

ψ (z) − iφ (z) and B (z) ≡ ψ (z) − iφ (z). Because ux and uy are completely

decoupled, the stress fields can be written as

σxx = µ
∂ux
∂x

= µ
[
f ′ (z) + f ′ (z)

]
= −i

[
φ (z)− φ (z)

]
,

σxy = µ
∂ux
∂y

= iµ
[
f ′ (z)− f ′ (z)

]
=
[
φ (z) + φ (z)

]
,

σyx = µ
∂uy
∂x

= µ
[
g′ (z) + g′ (z)

]
= −i

[
ψ (z)− ψ (z)

]
,

σyy = µ
∂uy
∂y

= iµ
[
g′ (z)− g′ (z)

]
=
[
ψ (z) + ψ (z)

]
.

Some useful combinations of stress fields may be expressed in terms of

A (z) and B (z) as follows,

σyy − iσxy = A (z) +B (z) , (C.1)
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Figure C.1: Sketch shows a close view of a curved crack (in solid line) in an
infinite medium. The crack is opened by the normal and shear tractions Tn
and Ts on the crack surfaces and the stresses at infinity are zero. A reference
perfectly straight crack (in dashed line) has two ends, −b and a. The deviation
of the actual crack path from the straight line is denoted by η. n̂ and t̂ are
normal unit vector and tangential unit vector to the crack path.

and

σxx + iσyx = A (z)−B (z) . (C.2)

Let η (x) represent the deviation of the perturbed crack surface from straight-

ness. Let n̂ and t̂ represent the unit vectors normal and tangential to the crack

surfaces, respectively (fig. C.1). Then n̂ = (nx, ny) = (− sin η′ (x) , cos η′ (x))

and t̂ = (tx, ty) = (ny,−nx). Let θ describe the tangent angle of crack mea-

sured from the x-axis, and θ (x) ≈ ∂η/∂x when the η is much smaller than

crack size.

Assume the crack is opened by the normal and shear surface tractions

Tn and Ts, and let fn and fs represent the normal and shear restoring forces
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due to the deformations on the crack surfaces, respectively. In quasi-static

equilibrium, we have (Tn − iTs) + (fn − ifs) = 0.

The x and y components of the restoring force ~f on the crack surfaces
are given by (

fx
fy

)
=

(
σxx σxy
σyx σyy

)(
nx
ny

)
.

Then, we have(
fn
fs

)
=

(
nx ny
tx ty

)(
fx
fy

)
=

(
nx ny
ny −nx

)(
fx
fy

)
. (C.3)

From eq. (C.1), eq. (C.2) and eq. (C.3), the boundary condition is

(fn − ifs) (z) = A (z) + e−2iθB (z)

= A (z) +B (z)− 2iη′B (z) +O
(
η2
)
. (C.4)

We introduce two functions F (z) and W (z), which are associated with

A (z) and B (z). Both F (z) and W (z) are analytic everywhere except on the

straight cut, L0. F± and W± represent the boundary values on the upper and

lower surfaces of L0.

Expand F and W to the first order,

F (z) = F0 (z) + F1 (z) +O
(
η2
)
,

and

W (z) = W0 (z) +W1 (z) +O
(
η2
)
,
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where the subscripts denoted by 0 and 1 refer to the zeroth and the first order

solutions, respectively.

At the point zL = x + iη on L±, we may express A (zL) and B (zL) in

terms of F and W :

A± (zL) = F±0 (x) +
[
F±1 + iη

(
F±0
)′]

(x) , (C.5)

and

B∓ (zL) = W∓
0 (x) +

[
W∓

1 − iη
(
W∓

0

)′]
(x) . (C.6)

From eq. (C.4), eq. (C.5) and eq. (C.6), the boundary condition

becomes

(fn − ifs) (zL) = E±0 (x) + E±1 (x) , (C.7)

where

E±0 (x) ≡
(
F±0 +W∓

0

)
(x) , (C.8)

E±1 (x) ≡
(
F±1 +W∓

1

)
(x) + iη

(
F±0 −W∓

0

)′
(x)− 2iη′W∓

0 (x) . (C.9)

C.2 Useful integrals, I and J

Here we define two useful integrals, I and J , for the following analysis

I(T, z) ≡ 1

π
√

(z − a) (z + b)

ˆ a

−b
T

√
(a− x) (b+ x)

z − x
dx,

90



and

J (T ) ≡

√
2

π (a+ b)

ˆ a

−b
T

√
b+ x

a− x
dx.

Two useful relationships between I and J are listed here:

lim
r→0

√
2πrI(T, a+ r) = J (T ) ,

and

lim
r→0

√
2πrrI ′(T, a+ r) = −1

2
J (T ) .

C.3 Perturbation analysis

For a slightly curved crack, we know that the leading term of Tn is

O (η0) and the leading term of Ts is O (η1). Express eq. (C.7) in the zeroth

order term and the first order term separately,

O
(
η0
)

: E±0 (x) = fn = −Tn, (C.10)

O
(
η1
)

: E±1 (x) = −ifs = iTs. (C.11)

Let’s define T0 = Tn and T1 = −i (Ts − η′Tn).
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C.3.1 The zeroth order solutions

From eq. (C.8) and eq. (C.10), the boundary values of F0 (z) +W0 (z)

and F0 (z)−W0 (z) are given by

(F0 +W0)+ + (F0 +W0)− = −2T0,

and

(F0 −W0)+ − (F0 −W0)− = 0.

Based on Mushkelishvili’s approach [8, 11, 44, 57] and the Plemelj for-

mula [57], we obtain

F0 (z) = W0 (z) =
1

2
I (T0, z) . (C.12)

On L±0 , we have

F+
0 (x) = F−0 (x) . (C.13)

C.3.2 The first order solutions

Plug the zeroth order solutions to eq. (C.11) to obtain the boundary

values of F1 (z) +W1 (z) and F1 (z)−W1 (z), and they are

(F1 +W1)+ + (F1 +W1)− = −2T1,
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and

(F1 −W1)+ − (F1 −W1)− = 0.

Therefore, we have

F1 (z) = W1 (z) =
1

2
I (T1, z) . (C.14)

Consider a point zc very close to the crack tip ztip at x = a. Given

zc = xc + iωr, where ω = η′ (a) represents the slope of the the crack tip

at x = a and r � a. The distance between zc and the crack tip ztip is

|zc − ztip| =
√
r (1 + ω2)

1/4 ≈
√
r + O (η2). Let σωω and σrω represent the

normal and shear stress at zc.

From eq. (C.7), eq. (C.12) and eq. (C.14), we obtain

√
2πr (σωω − iσrω)

∣∣∣
xc+iωr

=
√

2πr (F0 +W0 + F1 +W1) (xc)

+
√

2πr
[
iη (F0 −W0)′

]
(xc)

+
√

2πr (−2iη′W0) (xc) . (C.15)

Let r → 0, and eq. (C.15) becomes

lim
r→0

√
2πr (σωω − iσrω)

∣∣∣
xc+iωr

= J (T0 + T1 − iωT0)

= J (Tn)− iJ (Ts − η′Tn + ωTn) .(C.16)
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Based on the definition of stress intensity factors, the left hand side of

eq. (C.16) is KI − iKII . Let qI = Tn and qII = Ts − η′Tn + ωTn. Then, the

stress intensity factors for a slightly curved crack can be found by the following

equation

KI − iKII = J (qI)− iJ (qII) . (C.17)

For a straight crack, i.e., η = ω = 0, the nonzero stress intensity factors

is

KI =

√
π (a+ b)

2
Σyy.

C.3.3 Superposition approaches

Here we can find the first order solution of the tractions Tn and Ts by

using the conventional superposition method [8, 18]. Assume the straight crack

is opened by the uniform biaxial stresses Σxx and Σyy, and then the normal

and shear traction based on the perturbation approach are given by

Tn = Σyy + η′2 (Σxx − Σyy) , (C.18)

and

Ts = −η′ (Σxx − Σyy) . (C.19)

Plug eq. (C.18) and eq. (C.19) to eq. (C.17), we obtain

KI = K0
I ,
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and

KII = ωK0
I − J (η′Σxx) . (C.20)

Here K0
I =

√
π(a+b)

2
Σyy, the nonzero stress intensity factor for a straight crack.

C.3.4 Semi-infinite crack problem

Here, we extend our analysis to a semi-infinite crack problem. Let

b→∞ and we have

lim
b→∞

J (η′Σxx) = lim
b→∞

√
2

π (a+ b)

ˆ a

−b
Σxxη

′ (x)

√
b+ x

a− x
dx

≈ Σxx

√
2

π

ˆ a

−∞
η′ (x)

√
1

a− x
dx.

Hence, eq. (C.20) becomes

KII (a) = K0
I η
′ (a)− Σxx

√
π

2

ˆ a

−∞

η′ (ξ)√
x− ξ

dξ. (C.21)
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