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Karvonen, Heikki, Energy efficiency improvements for wireless sensor networks
by using cross-layer analysis. 
University of Oulu Graduate School; University of Oulu, Faculty of Information Technology
and Electrical Engineering, Department of Communications Engineering; Centre for Wireless
Communications; Infotech Oulu
Acta Univ. Oul. C 520, 2015
University of Oulu, P.O. Box 8000, FI-90014 University of Oulu, Finland

Abstract

This thesis proposes cross-layer approaches which enable to improve energy efficiency of wireless
sensor networks and wireless body area networks (WSN & WBAN). The focus is on the physical
(PHY) and medium access control (MAC) layers of communication protocol stack and exploiting
their interdependencies. In the analysis of the PHY and MAC layers, their relevant characteristics
are taken into account, and cross-layer models are developed to study the effect of these layers on
energy efficiency. In addition, cross-layer analysis is applied at the network level by addressing
hierarchical networks' energy efficiency. The objective is to improve energy efficiency by taking
into account that substantial modifications to current standards and techniques are not required to
take advantage of the proposed methods.

The studied scenarios of WSN take advantage of the wake-up radio (WUR). A generic WUR-
based MAC (GWR-MAC) protocol with objective to improve energy efficiency by avoiding idle
listening is proposed. First, the proposed cross-layer model is developed at a general level and
applied to study the forward error correction (FEC) code rate selection effect on the length of the
transmission period and energy efficiency in a star topology network. Then an energy efficiency
model for intelligent hierarchical architecture based on GWR-MAC is proposed and performance
comparison with a duty-cycle radio (DCR) approach is performed. Interactions between different
layers' devices are taken into account, and the WUR and DCR approaches are compared as a
function of event frequency. The third cross-layer model focuses on the effect of the FEC code
rate and data packet payload length on the energy efficiency of the IEEE Std 802.15.6-based
WBANs using IR-UWB PHY.

The results acquired by using analytical modelling and simulations with the Matlab software
clearly illustrates the potential energy gains that can be achieved with the proposed cross-layer
approaches. The developed WUR-based MAC protocol, analytical models and achieved results
can be exploited by other researchers in the WSN and WBAN field. The contribution of this thesis
is also to stimulate further research on these timely topics and foster development of short-range
communication, which has a crucial role in future converging networks such as the Internet of
Things.

Keywords: cross-layer design, forward error correction, hierarchical network, medium
access control, wake-up radio, wireless body area network





Karvonen, Heikki, Langattomien sensoriverkkojen energiatehokkuuden paranta-
minen kerrosten välistä analyysiä käyttämällä. 
Oulun yliopiston tutkijakoulu; Oulun yliopisto, Tieto- ja sähkötekniikan tiedekunta,
Tietoliikennetekniikan osasto; Centre for Wireless Communications; Infotech Oulu
Acta Univ. Oul. C 520, 2015
Oulun yliopisto, PL 8000, 90014 Oulun yliopisto

Tiivistelmä

Tässä väitöskirjassa ehdotetaan protokollakerrosten välistä tietoa hyödyntäviä (cross-layer)
lähestymistapoja, jotka mahdollistavat energiatehokkuuden parantamisen langattomissa sensori-
ja kehoverkoissa. Työ kohdistuu fyysisen- ja kanavanhallintakerroksen välisen vuorovaikutuk-
sen tutkimiseen. Fyysisen- ja kanavanhallintakerrosten analyysissä huomioidaan niiden tärkeim-
mät ominaisuudet ja tutkitaan kerrosten yhteistä energiatehokkuutta. Lisäksi kerrosten välistä
analyysiä sovelletaan verkkotasolle tutkimalla hierarkkisen verkon energiatehokkuutta. Tavoit-
teena on energiatehokkuuden parantamisen mahdollistaminen siten, että merkittäviä muutoksia
nykyisiin standardeihin ja tekniikoihin ei tarvitse tehdä hyödyntääkseen ehdotettuja menetelmiä.

Tutkitut sensoriverkkoskenaariot hyödyntävät heräteradiota. Väitöskirjassa ehdotetaan
geneerinen heräteradiopohjainen kanavanhallintaprotokolla (GWR-MAC), jolla parannetaan
energiatehokkuutta vähentämällä turhaa kanavan kuuntelua. Kerrosten välinen malli kehitetään
ensin yleisellä tasolla ja sen avulla tutkitaan virheenkorjauskoodisuhteen valinnan vaikutusta
lähetysperiodin pituuteen ja energiatehokkuuteen tähtitopologiaan pohjautuvissa sensoriverkois-
sa. Sitten väitöskirjassa ehdotetaan energiatehokkuusmalli älykkäälle GWR-MAC -protokollaan
perustuvalle hierarkkiselle arkkitehtuurille ja sen suorituskykyä vertaillaan toimintajaksoperiaat-
teella toimivaan lähestymistapaan. Eri kerroksilla olevien laitteiden väliset vuorovaikutukset
huomioidaan heräteradio- ja toimintajaksoperiaatteella toimivien verkkojen suorituskykyvertai-
lussa tapahtumatiheyden funktiona. Kolmas malli kohdistuu virheenkorjauskoodisuhteen ja data-
paketin hyötykuorman pituuden energiatehokkuusvaikutuksen tutkimiseen IEEE 802.15.6 -stan-
dardiin perustuvissa langattomissa kehoverkoissa.

Analyyttinen mallinnus ja Matlab-ohjelmiston avulla tuotetut simulointitulokset osoittavat
selvästi energiatehokkuushyödyt, jotka saavutetaan ehdotettuja menetelmiä käyttämällä. Kehitet-
ty GWR-MAC -protokolla, analyyttiset mallit ja tulokset ovat hyödynnettävissä sensori- ja
kehoverkkotutkijoiden toimesta. Tämän väitöskirjan tavoitteena on myös näiden ajankohtaisten
aiheiden jatkotutkimuksen stimulointi sekä lyhyen kantaman viestinnän kehityksen vauhdittami-
nen, sillä niillä on erittäin merkittävä rooli tulevaisuuden yhteen liittyvissä verkoissa, kuten esi-
neiden ja asioiden Internetissä.

Asiasanat: heräteradio, hierarkkinen verkko, kanavanhallinta, kerrosten välinen
suunnittelu, langaton kehoverkko, virheenkorjaus
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Symbols and Abbreviations

α power delay profile coefficient
β raw bit error probability of the channel
ε the number of events during the operation time to
εEL number of events at elementary layer (EL)
εIL number of events at intermediate layer (IL)
εAL number of events at advanced layer (AL)
εadd addition operation energy consumption
εmult multiplication operation energy consumption
εinv inversion operation energy consumption
εb,0 energy per uncoded bit
εb,i energy per bit for i:th code rate
εs energy per symbol
ε i

enc encoding energy consumption for i:th BCH code rate
ε i

dec decoding energy consumption for i:th BCH code rate
η energy efficiency metric
ηi energy efficiency for i:th code rate
η0 energy efficiency for uncoded case
ηr energy efficiency for reference case
ηnew energy efficiency after code rate adaptation
ηold energy efficiency before code rate adaptation
η i

norm normalized energy efficiency
η i

ov,norm overall normalized energy efficiency
η i

dis,norm energy efficiency normalized at each distance point
λ payload length
λdc duty-cycle value
λ̂dc set of duty-cycle values
λmax maximum payload length
λx,y elements of fundamental matrix when x,y = 0,1, · · · ,N−1
γCRA code rate adaptation threshold
ς number of arrival(s) according to a Poisson distribution
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ζ duty-cycle factor for the IEEE Std 802.15.6-based IR-UWB communi-
cation

∆(u) burst hopping position for user u

Γ0 average number of steps to absorption when the initial state St = 0
γl signal-to-noise ratio of the l:th multipath component
κ number of nodes with a new packet arrival(s)
µ non-centrality parameter of chi-square distributed random variable

(RV)
Ψµ characteristic function of chi-square distributed RV with non-centrality

parameter µ

ρ arrival rate for Poisson process
σ0 two-sided noise power spectral density
τ time period for Poisson process
Θ time to absorption
Θi time to absorption for i:th code rate
A fundamental matrix for absorbing chain
P state transition probability matrix
b b:th symbol of OOK modulated signal
C number of resolvable multipath components
CP channel contention probability
CPmax maximum channel contention probability
CPmin minimum channel contention probability
d distance
d0 maximum distance for error free communication in the uncoded case
db

c c:th code word component over the b:th symbol
Eb energy per bit
EI

b integrated energy per bit
EMAC

Imp MAC layer imperfections part in the energy consumption
EMAC

rx MAC layer part in the energy consumption of receiver
EMAC

tx,f MAC layer part in the energy consumption of transmitter in failed
communication case

EMAC
tx,s MAC layer part in the energy consumption of transmitter in successful

communication case
EPHY

rx PHY layer part in the energy consumption of receiver
EPHY

tx PHY layer part in the energy consumption of transmitter
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EPHY
tx,i PHY layer part, for i:th code rate, in the energy consumption of

transmitter
EPHY

rx,i PHY layer part, for i:th code rate, in the energy consumption of
receiver

Eb/N0 energy per bit-to-noise ratio
ETP network energy consumption during a transmission period
ETP,i network energy consumption during a transmission period for i:th

code rate
E i

link energy consumption for the communication link for i:th code rate
E{X j} expected number of transmissions occurred during a step, at state j

EEL
TOT,WUR total energy consumption of elementary layer when using WUR

EIL
TOT,WUR total energy consumption of intermediate layer when using WUR

EAL
TOT,WUR total energy consumption of advanced layer when using WUR

EEL
TOT,DCR total energy consumption of elementary layer when using DCR

EIL
TOT,DCR total energy consumption of intermediate layer when using DCR

EAL
TOT,DCR total energy consumption of advanced layer when using DCR

ETX,WUS energy consumption of wake-up signal transmissions
ERX,WUS energy consumption of wake-up signal receptions
ETX,BC energy consumption of beacon transmission
ERX,BC energy consumption of beacon receptions
EC constant energy consumption of wake-up radio
Eclk energy consumption of the transceiver’s clock
Ex

s energy consumption of sensing when x is EL, IL or AL
Ex

MCU energy consumption of MCU when x is EL, IL or AL
Ex

TX,D energy consumption of data packet transmission when x is EL, IL or
AL

Ex
RX,D energy consumption of data packet receptions when x is EL, IL or AL

Ex
RX,DC energy consumption of channel listening when x is EL, IL or AL

Ex
TX,DE energy consumption of DE message transmission when x is EL, IL or

AL
Ex

RX,DE energy consumption of DE message reception when x is EL, IL or AL
ENET

TOT total energy consumption of the network
Ewait,BC energy consumption of beacon listening
Eε energy consumption per event
f parameter of interest for a function
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fc central frequency of a signal
G offered traffic load
G j offered traffic load at state j

g(u)0 transmitted data bit for user u

h time hopping sequence
h(t) channel impulse response
hl l:th multipath component
I implementation losses
i code rate index
Iclk clock current consumption
ICL,DCR current consumption of channel listening
IC,WUR WUR constant idle mode current consumption
ITX,EL transmission mode current consumption at EL node
ITX,IL transmission mode current consumption at IL node
ITX,AL transmission mode current consumption at AL node
IRX,EL receiving mode current consumption at EL node
IRX,IL receiving mode current consumption at IL node
IRX,AL receiving mode current consumption at AL node
ITX,WUR WUR transmission mode current consumption
IRX,WUR WUR reception mode current consumption
IMCU,EL micro-controller current consumption at EL node
IMCU,IL micro-controller current consumption at IL node
IMCU,AL micro-controller current consumption at AL node
Is,EL sensor current consumption at EL node
Is,IL sensor current consumption at IL node
j state of the Markov chain model
K number of information bits in waveform coding mapping
k number of information symbols (or bits) in a code word
ki number of information symbols (or bits) in a code word for i:th code

rate
L packet length in bits
l multipath component index
Li length of the data packet in bits for i:th RS code rate
li length of the data packet in bits for i:th BCH code rate
LACK ACK frame length
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LD length of the data packet
L(d)dB path loss in dB as a function of distance d

LDE length of detected event (DE) packet
LD,EL length of data packet for an EL node
LD,IL length of data packet for an IL node
LD,AL length of data packet for an AL node
LP length of particular packet type
LPH PHY header length
LPMH payload and MAC header length
LPRE preamble length in symbols
LW length of wake-up signal
m Nakagami distribution severity index
mbch number of bits in Galois field (2mbch ) operation
mbs number of bits in RS coded symbol
MAXi maximum number of code rates
n number of symbols (or bits) in a code word
ni code word length for i:th code rate
n(t) zero-mean white Gaussian noise component of a signal
nTX average number of transmissions required for success
N number of sensor nodes in the network
NF receiver noise figure
Ni

bs number of bits for filling the last codeword for i:th code rate
Ncpb number of chips per burst
Ni

CW number of code words in frame for i:th code rate
NEL number of nodes at EL
NIL number of nodes at IL
NAL number of nodes at AL
N0 one-sided thermal noise power per Hz
Nfail

tx number of failed transmissions
NFCS number of octets in the frame check sequence
Nidle total number of idle slots spent in a transmission period
N j number of nodes competing for channel access at state j

NMH number of octets in the MAC header
NMFB number of octets in the MAC frame body
Ntx,MC average number of transmissions to reach absorption state
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Npad number of bits needed to align with symbol boundary at modulation
N
′
PSDU number of bits in the PSDU

Ni
PSDU total number of bits before encoding for i:th code rate

Nsucc
tx number of successful transmissions

Nsteps, j average number of steps required for success at state j

Ni
T number of bits to be transmitted for i:th code rate

Ntx,i average number of transmissions required for i:th code rate
Nw number of time hopping positions in the IR-UWB symbol structure
p probability to transmit in a slot for a node
p(t) IR-UWB pulse waveform
Pa probability of new packet arrival(s) for a node during a transmission

slot
Pb bit error probability
Pb,i bit error probability before decoding for i:th code rate
PBCH

b,i bit error probability after decoding for i:th BCH code rate
PRS

b,i bit error probability after decoding for i:th RS code rate
Pcw,i code word error probability for i:th code rate
Pidle power consumption in the idle mode
PMAC

fail probability of unsuccessful channel access (MAC layer)
PMAC

succ probability of successful channel access (MAC layer)
PPHY

fail probability of unsuccessful transmission (PHY layer)
PPHY

succ probability of successful transmission (PHY layer)
P(x) probability of event (x={1,2,...,6}) during the transmission period
PΩ probability that Ω nodes have a new packet to transmit
Pj, j+1 probability of transition from state j to state j+1 in a Markov chain

model
PRS

s,i symbol error probability after decoding for i:th RS code rate
Psd power spectral density
Pq probability of no new packet arrival(s) for a node during a transmission

slot
Prx power consumption in the receiving mode
Ps,i symbol error probability before decoding for i:th code rate
Ptx,circ circuitry component of the transmitter power consumption
Ptx,RF RF component of the transmitter power consumption
Ptx power consumption in the transmission mode
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Ppacket packet error probability
Ppacket,i packet error probability for i:th code rate
Pi

tx,RF transmitter RF power consumption factor for i:th code rate
pSIFS short interframe spacing time
Q alphabet size of waveform coding
Q(·) Q-function
r code rate
ri i:th code rate
r̃(t) received signal after band-pass filtering
r(u)(t) received signal for user u

R physical uncoded bit rate
RT radio type
RW data rate of the WUR
REL data rate of the EL node’s radio
RIL data rate of the IL node’s radio
RAL data rate of the AL node’s radio
St Markov chain state value
s(u)(t) transmitted signal for user u

SNRDV signal-to-noise ratio at the decision variable for uncoded case
SNRi

DV signal-to-noise ratio at the decision variable for i:th code rate
t error correction capability in symbols (or bits)
tc duration of a chip
tD duration of the data packet
ti error correction capability for i:th code rate
to operation duration
tW duration of the wake-up signal
Ts,IL sensing time per event at IL
tCL
rx (λdc) DCR receiver channel listening duration as a function of duty cycle

t tot
s (ε) total time used for sensing as a function of number of events

tevent
s sensing duration per event

t tot
MCU(ε) total MCU active time as a function of number of events

tevent
MCU MCU active time per event

t tot
tx,W(ε) duration of wake-up signal transmissions as a function of number of

events
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t tot
rx,W(ε) duration of wake-up signal receptions as a function of number of

events
t tot
tx,D(ε) transmission time of data packets as a function of number of events

t tot
rx,D(ε) receiving time of data packets as a function of number of events

TACK ACK packet duration
TACKW ACK packet waiting time
TBPM duration of burst position modulation bit period
Tf data frame duration for uncoded transmission
Tf,i data frame duration for i:th code rate
Tidle length of the idle slot
Tint integration time
TMaxAckWait maximum waiting time for ACK packet
Tp pulse duration
Tslot,i slot length for i:th code rate
Tsym symbol period duration
T i

packet transmitted UWB frame duration for i:th code rate
TSHR duration of synchronization header
TPHR duration of physical layer header
T i

PSDU PSDU transmission time for i:th code rate
Tw duration of a IR-UWB pulse waveform
u u:th user
U operating voltage
W signal bandwidth
w(t) IR-UWB symbol waveform
x number of nodes that attempt to transmit in a slot
Xi number of code symbols in a packet for i:th code rate
Yc c:th bit decision in ED receiver
Za a:th decision variable
Z1 decision variable for the first symbol period in ED receiver
Z2 decision variable for the second symbol period in ED receiver
z channel access slot index
ACK acknowledgement
ADSL asymmetric digital subscriber line
A/D analogue-to-digital
AFECCC adaptive forward error correction code control technique
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AL advanced layer
ALPL adaptive low-power listening
AODV ad hoc on-demand distance vector
APP application
ARQ automatic repeat request
ASK amplitude shift keying
AWGN additive white Gaussian noise
A-MAC adaptive medium access control (MAC)
BEP bit error probability
BER bit error rate
BC beacon
BCH Bose-Chaudhuri-Hocquenghem
BM Berlekamp-Massey
B-MAC Berkeley medium access control
BPM burst position modulation
BPSK binary phase-shift keying
BPZF band pass zonal filter
CA collision avoidance
CAP contention access period
CCA clear channel assessment
CDMA code division multiple access
CF characteristic function
CFP contention-free period
CLMAC cross-layer medium access control
CMOS complementary metal-oxide semiconductor
CP contention probability
CRA code rate adaptation
CSMA carrier sensing multiple access
CTS clear-to-send
DC duty cycle
DCR duty-cycle radio
DE detected event
DPS-MAC dual preamble sampling MAC
DSP digital signal processing
DSSS direct sequence spread spectrum
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EA Euclid’s algorithm
EAP exclusive access phase
ECC error control coding
ECG electrocardiogram
EEG electroencephalogram
ED energy detection
EIRP effective isotropically radiated power
EL elementary layer
EPD embedded partial decoding
ET-MAC energy efficient and high throughput MAC
EWMA exponential weighted moving average
FCC Federal Communications Commission
FDMA frequency division multiple access
FEC forward error correction
FFD full function device
FHSS frequency hopping spread spectrum
FLAMA a flow-aware medium access
FM frequency modulation
FM-UWB frequency modulated ultra wideband
FSK frequency-shift keying
GFSK Gaussian frequency-shift keying
GTS guaranteed time slot
GWR-MAC generic wake-up radio-based medium access control
HARQ hybrid automatic repeat request
HBC human body communications
HDD hard decision decoding
ICT information and communications technology
IEEE Institute of Electrical and Electronics Engineering
IL intermediate layer
IoT Internet of Things
IWSN industrial wireless sensor networks
IR-UWB impulse radio ultra wideband
ISI inter-symbol interference
ISO International Organization for Standardization
LDGM low-density generator-matrix
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LE low energy
LEACH low energy adaptive clustering hierarchy
LED light-emitting diode
LPD low probability of detection
LPDC low density parity check
LPL low power listening
MAC medium access control
MAP managed access phase
MCU micro-controller unit
MEMS micro-electro-mechanical system
MERLIN MAC and energy efficient routing with localization support integrated
MISO multiple-input single-output
MRC maximal ratio combining
MRE maximum residual energy
MUI multi-user interference
MQAM M-ary quadrature amplitude modulation
NC-MFSK non-coherent M-ary frequency-shift keying
NET network
OL outer layer
OOK on-off keying
O-QPSK offset quadrature phase-shift keying
OSI open system interconnection
PEP packet error probability
PER packet error rate
PHR physical layer header
PHY physical
PIR passive infrared
PMAC pattern-MAC
PPM pulse position modulation
PSD power spectral density
PSDU physical-layer service data unit
QoS quality of service
QPSK quadrature phase-shift keying
RAP random access phase
ReTx retransmission
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RF radio frequency
RFD reduced function device
RFID radio frequency identification
RMAC routing enhanced MAC
RTS ready-to-send
RTWAC radio triggered wake-up with addressing capabilities
RS Reed-Solomon
RSSI received signal strength indicator
RV random variable
Rx reception
SDD soft decision decoding
SEC/DED single error correction/double error detection
SHR synchronization header
SmartBAN smart body area networks
SNR signal-to-noise ratio
S-Aloha slotted Aloha
S-MAC Sensor-MAC
SMAC-DCC S-MAC with dynamic duty-cycle adjustment
TDMA time division multiple access
TDMA-ASAP TDMA scheduling with adaptive slot stealing and parallelism
T-MAC Timeout-MAC
TRAMA a traffic-adaptive MAC
Tx transmission
UP user priority
UWB ultra wideband
WBAN wireless body area network
WiseMAC medium access control protocol based on low-power listening
WiseMAC-HA WiseMAC high availability
WISP wireless identification and sensing platform
WMSN wireless multimedia sensor network
XOR exclusive or
WPAN wireless personal area network
WSN wireless sensor network
WS&AN wireless sensor and actuator network
WUR wake-up radio
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WUS wake-up signal
XLP cross-layer protocol
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1 Introduction

Diverse sensing of the environment combined with autonomous wireless networking
enables various application possibilities, e.g., in the areas of habitat monitoring,
surveillance scenarios, industrial automation, smart home, medical care and intelligent
traffic applications. Ubiquitous sensing is nowadays possible due to rapid development
of digital electronics, which enables implementation of cheap, tiny and low-power sensor
nodes with wireless communication interface(s) and autonomous networking capabilities.
These features enable the applications of distributed wireless sensor networks (WSN)
even to non-accessible targets for long periods of time [1–3].

Wireless sensors can replace the traditional wired ones and enables to build more user-
friendly and versatile sensing applications. For example, elderly and sick people can be
remotely monitored at home, and medical actions can be triggered when seen necessary.
Surveillance networks can be used to detect intruders in critical infrastructures or
consumers’ private areas. Home lighting, heating and air conditioning can be controlled
depending on the human presence and surrounding environmental conditions, which are
detected by sensor nodes. Consumer vehicles include a variety of sensors and a large
number of wires. Therefore, wireless communication of the sensor data will make the
vehicles lighter and provide more versatile possibilities for sensing and controlling,
which enables lower fuel consumption. Sensors can also be used to monitor traffic and
enable intelligent traffic light control as well as to provide information to drivers about
the driving conditions. State-of-the-art smart phones also include many types of sensors
which produce data to be used by the device itself but the data can also be sent forward
using the wireless communication interface(s). Futhermore, the timely research concept
called the Internet of Things (IoT) takes advantage of the huge amount of wireless
sensor data available in the current and future networks [4–7]. The enormous amount of
wireless sensor data coming from the various sources can be stored to back-end system
servers and used for different application purposes. Therefore, the short-range wireless
sensing devices will enable countless application possibilities which can be deployed
individually and through the IoT.

An autonomous network based on wireless sensor nodes can be called by different
names depending on the context. A wireless body area network (WBAN) consists of
wireless sensor nodes deployed on and in the human (or animal) body. A wireless
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personal area network (WPAN) consists of body sensors and other wireless devices in
the close proximity (≤ 10 m) of the human body. WSNs can also include actuator nodes,
which perform dedicated actions depending on the application, e.g., automatically switch
lights or heating on or off if sensors detect that the level of lightning or temperature
is above or below a certain threshold. This kind of a network is often called wireless
sensor and actuator network (WS&AN). The term wireless multimedia sensor network
(WMSN) is used in some contexts if the network includes devices that take pictures or
videos and transmit multimedia content by using wireless communication. Sometimes
the term also includes a reference to the application scenario, as in the case of industrial
wireless sensor network (IWSN). All these networks utilize short-range communication
devices which communicate autonomously with each other and provide data directly to
the end-user and/or to the backbone network. In this thesis, the abbreviation WSN will
be used to describe the network consisting of short-range communication devices with
sensors (and possibly actuators) in general. In addition, the abbreviation WBAN will be
used when discussing specifically a network which is deployed on or in the human body.

1.1 Wireless sensor networks

Figure 1 shows examples of wireless sensor network application scenarios and a
high-level topology of a network connecting WSNs and the end-user through a backbone
network. This topology illustrates that sensor nodes are used to collect data from
the target by using their sensors to measure some physical quantity. Sensor node
observations are then sent to the sink node, which acts as a gateway between the
WSN and the backbone network. Backbone communication can be based, e.g., on
wireless/wired broadband, a cellular network or a private network infrastructure (military
and public security authorities). The combination of a public backbone network and
sensor networks can also be called the Internet of Things [4–7]. Remote users can access
the sensor data through the backbone and/or directly, depending on the deployment,
since not all WSNs will need to allow their data to be available in the backbone network.
Inside a WSN, in many applications one-hop communication is used between the sensor
nodes and the sink, but multi-hop communication is also efficient (or required) in some
scenarios. The end-user can remotely access the data and give control commands to the
WSN, via the backbone, basically from anywhere and anytime ubiquitously when a
connection to the network is available.
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Fig. 1. Examples of WSN applications and a high-level network topology.

The sensor nodes’ transmission, over the physical medium, can be based on radio
frequency (RF), infrared or optical communication. Most of the WSNs are based on
RF communication, which is also the focus of this thesis while infrared and optical
communication are outside of the scope of the thesis.

In RF communication-based WSNs, the sensor node’s main components are the
processing unit (micro-controller unit (MCU) & memory), power source, sensor(s) and
radio transceiver, which are illustrated in Figure 2 by using a well-known Crossbow
TelosB as an example node [8]. The processing unit is the intelligence of the sensor
node. It performs calculations and controls the other components of the node. The
power source is typically an AA sized battery (or two of them), but smaller batteries or
energy scavenging can also be used, depending on the node characteristics. Sensor
nodes can be made to be very small, only a few millimetre in size [9]. However, then
the problem is that the battery and antenna size are larger than the sensor node’s core
hardware. Depending on the application, sensor nodes can include many different types
of sensors, some examples are listed in Table 1.

The RF transceiver takes care of the wireless communication coming to and from the
sensor node. Figure 2 shows the communication protocol stack layers of the transceiver.
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Fig. 2. Sensor node (TelosB [8]) main components and communication protocol stack layers.

Table 1. Examples of different type of sensors for sensor nodes.

MEMS1 sensors CMOS2 sensors LED3 sensors Medical sensors

acoustic temperature ambient light Electrocardiography (ECG)
gyroscope humidity proximity Electroencephalogram (EEG)
accelerometer capacitive proximity chemical composition Electromyography (EMG)
magnetometer chemical composition oxygen saturation
pressure body temperature
1(micro-electro-mechanical system) MEMS
2(complementary metal-oxide semiconductor) CMOS
3(light-emitting diode) LED

The protocol stack does not include all the layers of the open system interconnection
(OSI) standard [10] stack, because the transport, session and presentation layers’
functionalities are not usually needed in WSNs. In some works also the higher layers,
particularly the transport layer, are taken into consideration [11]. However, usually only
the layers shown in Figure 2 are addressed in the WSN communication design.

The physical (PHY) layer takes care of the actual signal transmission and reception
via the wireless channel. The PHY layer performs functions such as forward error
correction coding, frequency selection and modulation and produces the electromagnetic
signal to the wireless medium. The PHY layer communicates, via an interface, with the
medium access control (MAC) layer, which takes care of efficient channel resource
sharing, i.e., organizes channel competition or scheduled access and manages the duty
cycling (sleep/awake periods) of the transceiver. The networking (NET) layer’s main
task is to handle communication routing between the network nodes. The application
(APP) layer includes application-related functionalities and sets requirements for the
communication and networking that will be handled by the PHY, MAC and NET layers.
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1.2 Techniques for lower layers

Many PHY layer techniques have been developed for RF communication-based WSNs,
a few common ones are shown in Table 2. The technologies listed in Table 2 can provide
low-power operation by using different data rates and communication distances. These
PHY layer solutions are based on different signalling methods: narrowband ([12] [13]),
wideband ([14][15]) and impulse radio ultra-wideband (IR-UWB) [16].

The IEEE Std 802.15.4 [15], which focuses on low-power and short-range communi-
cation, is the well-known and widely used technique for the PHY and MAC layers of
sensor nodes’ transceivers. The PHY layer of the IEEE Std 802.15.4 supports three
different bands (2.4 GHz, 915 MHz and 868 MHz) with direct sequence spread spectrum
(DSSS) access mode. Offset quadrature phase-shift keying (O-QPSK) modulation is
used in the highest frequency band while binary phase-shift keying (BPSK) is used in
the lower frequency bands. The PHY layer supports channel selection, link quality
estimation, energy detection measurements, clear channel assessment (CCA) and radio
on/off operation.

The IEEE Std 802.15.4a [17] adds an alternative IR-UWB PHY technique to the
original standard [15]. IR-UWB PHY is designed to enable coherent and non-coherent
detection. Non-coherent receivers have a simple structure which can be made to be very
low-power consuming. Other advantages of UWB communication are good localization
accuracy and noise-like communication, which creates low interference to other wireless

Table 2. Common physical layer techniques for wireless sensor node transceivers.

IEEE 802.15.45 Z-Wave DASH7 Bluetooth LE IEEE 802.15.66

Frequency [GHz] 2.45 0.868 / 0.915 0.433 2.45 3.9936 / 7.987

Modulation O-QPSK GFSK GFSK GFSK OOK / DPSK

Spreading DSSS − − FHSS Impulse radio

Data rate [kbps] 250 9.6 / 40 ≤ 200 1000 487.5

Range4 [m] 30−100 100 250 10−100 < 10

Release year 2003 2008 2009 2010 2012
4These are typical approximate values to enable a rough comparison between different technologies.
The actual communication distance depends highly on the specific transceiver technology parameter
setup and the characteristics of the communications environment.
5Characteristics for the higher frequency band defined in the standard [15].
6IR-UWB physical layer mandatory mode values.
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devices and makes the detection of the signal difficult for malicious users [18, 19].
IR-UWB PHY has later been merged into the revised version of the IEEE Std 802.15.4 -
2011 [20].

The IEEE Std 802.15.6 [16] is designed for WBAN purposes. It defines three
different PHY options and a dynamic MAC above them. The physical layer options
are narrowband, human body communications (HBC) and UWB, which includes a
mandatory impulse radio and an optional frequency-modulated PHY definition (IR-
UWB and FM-UWB, respectively). The IR-UWB PHY mandatory mode characteristics
are introduced in Table 2.

The International Organization for Standardization (ISO) [21] has defined a 18000-7
standard [12] called DASH7. It is based on Gaussian frequency-shift keying (GFSK)-
modulated narrowband communication in the 433 MHz industrial, scientific and medical
(ISM) band. Z-Wave is a very low data rate (< 40 kbps) solution using GFSK-modulated
narrowband communication in the 868/915 MHz ISM band [13]. The latest Bluetooth
Special Interest Group (SIG) specification (currently v4.1) also includes a low-energy
(LE) version specification for physical and link layers [14]. The Bluetooth LE physical
layer is using GFSK modulation and frequency hopping spread spectrum (FHSS) in the
2.4 GHz ISM band. The Bluetooth radio interface is well known and has been widely
used in smart phones and portable handsets. Bluetooth LE’s power consumption is
much lower in comparison to the original Bluetooth. Therefore, it has been found to be
a good candidate for smart home, healthcare, sport and fitness applications.

Each PHY layer technology has its own advantages and disadvantages depending
on the particular application characteristics. Narrowband and wideband radios can
provide longer communication ranges than the UWB technology. IR-UWB has the
potential for energy-efficient implementations because frequency up or down conversions
are not needed for carrierless signalling. Furthermore, FM-UWB can be used for
low-data rate and low-power communication [19, 22, 23]. FM-UWB PHY is an
analogue implementation of a spread spectrum system. The transmitter comprises an
oscillator whose triangular subcarrier signal is digitally FSK-modulated by the data
symbols, and the analogue wideband FM creates a constant envelope spread spectrum
signal. The receiver can be implemented with low-complexity components, and carrier
synchronization is not required, which is an important characteristic for distributed ad
hoc networks. UWB signalling has good characteristics for certain applications (e.g.,
medical and military) where very precise localization or noise-like signal with low
interference to other devices, good resilience to interference and low probability of
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detection (LPD) are desired. All these introduced PHY layer techniques can be used to
deploy low-power WSN applications, but there is still room for further optimizations
which will enable more energy-efficient implementations.

For the WSN transceiver’s MAC layer there are various proposals. Different MAC
protocol proposals can be divided into three categories: contention-based, contention-
free (scheduled) and hybrid. In the contention-based method, the nodes compete for
the channel access according to the protocol definitions. The nodes can, for example,
send directly when they have a packet to transmit, or at first listen to the channel and
then transmit if the channel is free. If collision occurs, the nodes will send again after
certain back-off time, depending on the protocol. In contention-free methods, the
channel resource is scheduled (centrally or distributed) for the nodes, so that every
node has resources available (time slot, frequency or code) for transmission. Hybrid
protocols include features from the contention-based and contention-free methods. MAC
protocols can also be divided into asynchronous and synchronous categories depending
on which method they use for the duty-cycling (sleep/awake schedule) management.
In the synchronous protocols, the nodes’ listening periods are synchronized so that
the target receivers are listening when the transmitter is sending the packet. In the
asynchronous protocols, the nodes wake-up to listen to the channel based on their own
schedule. Because the transmitter and receiver awake periods are not synchronized, the
transmissions must include, e.g., a sufficiently long preamble so that the receiver will
wake up and detect the incoming transmission with a high-enough probability.

In recent years, the wake-up radio (WUR) concept has also gained researchers
attention [24–29]. A WUR can be used for channel listening instead of the actual data
radio because this can save energy in particular types of applications. The idea is that
WUR is continuously in a very low-power idle (standby) mode, in which it is able to
detect a wake-up signal and to trigger the wake-up of the main transceiver. WURs can
be designed to be ultra low-power consuming, and therefore they can be considered to
outperform duty-cycle radios’ (DCR) energy efficiency, particularly in applications
which have a low event frequency.

The IEEE Std 802.15.4 defines a superframe-based MAC, above the PHY layer,
including contention-based and contention-free periods. In the narrowband case, carrier
sensing multiple access (CSMA) with collision avoidance (CA) is used in the contention-
based transmission. In the IR-UWB PHY case, the slotted Aloha (S-Aloha) is used for
the channel access. The IEEE Std 802.15.6 defines a MAC with three different modes
and is therefore dynamic for different applications. Furthermore, in this case there are
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contention-based and contention-free modes. The WSN design phase is so wide that
obviously the standard solutions cannot be optimal for every different applications
with varying characteristics. Therefore, the research has led to a large amount of MAC
protocol proposals, which are often intended for particular types of applications under
the author’s design scope. The different MAC protocols will be discussed in more detail
in Chapter 2.

1.3 Protocol design approaches

In order to enable the implementation of a long lifetime and user-friendly wireless
sensing system, the sensor nodes must be designed to be energy efficient because they
usually have very limited energy resources. Usually, battery replacement or recharging
is not feasible in WSNs. The communication environment has varying conditions due to
the wide applications space. Typically, wireless transceiver consumes most of the sensor
nodes’ energy resources [2, 30–34].

Traditionally, the communication protocol stack layers are designed separately, as
was also done in the beginning of WSN research and development. However, it was
found that the layered approach does not lead to an optimal solution because different
layers’ interdependencies affect the overall performance. Therefore, the cross-layer
design research area emerged. In that case, the different layers’ effect is taken into
account in order to find a more optimal solution. It has appeared to be a very interesting
and challenging research area, leading to a huge number of publications which introduce
performance improvement solutions for different layer combinations and using different
types of approaches.

There are various drivers for the cross-layer design. Wireless communication media
characteristics affect signal attenuation and multipath fading, which influence the
communication bit error rate (BER). At the link level, packet collisions may occur,
e.g., due to a hidden terminal problem and/or synchronization errors, and multi-user
interference may be caused by non-optimal protocol design. Typically, the packet must
be retransmitted if the receiver’s decoder cannot correct the errors. Retransmissions
generate more traffic to the channel and reduce the sleep period duration of the sensor
nodes, which affect energy efficiency negatively. For that reason, there is a direct
interdependence between the PHY and MAC layers. Therefore, it is important to take
these both layers into account in the performance optimization. Information exchange
between the PHY and MAC layers is important because in that way the layers can in
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cooperation adjust their parameters in order to achieve better overall performance. If the
MAC layer experiences that there is heavy competition for channel resources, then
it would be important to get the packet transmitted successfully through the physical
channel at the first trial once channel access is acquired at the MAC level. For that reason,
the MAC layer could, for example, indicate that the PHY layer should use as reliable
transmission method as possible. The PHY layer could then use, for example, the highest
transmission power, strongest error correction code or lowest modulation level (number
of bits per symbol) as possible to perform successful communication. Looking from the
other direction, the PHY layer can inform the MAC layer that the channel conditions are
poor and therefore channel access should take a back-off and put the node to sleep mode.
Due to the poor channel conditions, a lower modulation index or stronger code could be
used, and therefore the packet length would be increased, which requires more channel
resources for transmission. The adaptive parameter reconfiguration, however, affects the
control overhead, calculational complexity and energy consumption. Therefore, there is
a tradeoff between the added complexity and achieved energy consumption gain.

In order to perform optimal routing decisions at the network layer, the PHY and
MAC layer conditions and success probabilities should be taken into account. Namely,
if the route selection can take into account the reliability and energy efficiency of the
available individual links, then optimal routes can be selected, e.g., based on their cost
value. For this reason, the cross-layer information exchange from the lower layers to the
NET layer is also valuable. In addition, routing should, for example, take into account
that the routing load is not accumulated too much for certain nodes (avoid bottlenecks)
in the network. Again, there is a tradeoff between the added complexity, when taking all
the issues into account in routing design, and the achieved gain.

The application layer sets important design requirements for the lower layers of
the protocol stack. If, for example, the delay and data rate requirements are strict, the
cross-layer design should enable the solution to be as low energy consuming as possible
while still fulfilling the application requirements. If the application does not have strict
delay and data rate requirements, in the cross-layer design the protocol parameters
which maximize energy efficiency while sacrificing other communication performance
metrics should be selected. Applications also set different requirements for the network
topology, node density and communication frequency. In order to take all these factors
into account, the cross-layer protocol and architecture design are required to satisfy the
application requirements while maintaining the energy efficiency and performance of
the wireless communications.
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Cross-layer design can be done using many different types of approaches and has
been defined in a variety of ways. In this thesis, the previous works are divided into two
categories: merging of layers and information exploitation between layers. In fact, both
of the categories take advantage of the information exploitation between the layers but
the difference between them is that the former additionally uses the merging of two or
more layers. Therefore, the following definition for cross-layer design is proposed in
this work: Protocol design using information exploitation between the layers of the

reference layered architecture either in the design phase or during run-time − with or

without merging of layers. More details about the categorization and justification of the
cross-layer definition are given in Section 2.2.

In this thesis, the cross-layer approach will be used for the PHY and MAC layers.
Analytical models and a generic wake-up radio-based medium access control (GWR-
MAC) protocol are developed to improve energy efficiency of wireless communication in
WSN and WBAN scenarios. Analytical models are developed for a typical star-topology
network and for a hierarchical network consisting of heterogeneous devices. The IEEE
Std 802.15.6-based WBANs are addressed by developing an analytical model which can
be used to find out the most energy efficient forward error correction (FEC) code rate
and payload length. FEC is typically required in wireless communication to detect and
correct errors. The objective of error correction is to increase reliability, which decreases
the number of required retransmissions and consequently can enable lower power
consumption. In traditional wireless communication optimization, the maximum data
rate and spectrum efficiency (bits/s/Hz) have been the main design goals. In the case of
WSNs and WBANs, it is important to minimize the number of transmissions in order to
maintain low power consumption. However, the coding cannot be too complex because
the network nodes have limited computational capacity, and the energy consumption
gain achieved by decreased number of retransmissions may diminish due to the decoding
and transmission overhead. Therefore in order to enable energy consumption gains, it
must be taken care that FEC does not cause too much overhead.

The target of most of the previous cross-layer research works has been to improve
the performance at the node and/or link level. However, it is also important to take
into account the network total energy consumption in order to find an efficient solution
from the network point of view. Therefore, in this thesis, the focus is also on the
network-level architecture and energy efficiency model development for a hierarchical
network by taking cross-layer interactions between the architecture layers into account.
The purpose of the architecture energy saving strategy is to improve the overall energy
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efficiency of heterogeneous networks by enabling the most power consuming nodes to
sleep as much as possible. Therefore in this work, a novel network-level architecture
energy efficiency comparison model is developed for a wake-up radio and duty-cycle
radio-based approaches.

1.4 Motivation

The wireless sensor network research area has been very active for over a decade. The
first and most widely cited survey about WSNs was published in 2002 by Akyildiz et

al. [1]. Akyildiz et al. describe the basic features of WSNs and outline various open
design problems and possible applications of WSNs. Since then, many protocols and
algorithms have been studied and proposed for WSNs. Practical applications have also
emerged but the wide breakthrough of consumer applications is still to be seen. There
are still research problems to solve in order to improve the WSN applications’ energy
efficiency, reliability, quality of service (QoS), ease of use, and cost.

WSN communication protocols must be designed carefully to support energy
efficiency and reliability of communication in order to improve the lifetime of the sensor
nodes, which have scarce energy resources. Some sensor nodes can operate even by
using only the energy harvested/scavenged from the environment, e.g., by generating
energy from temperature differences, kinetic motion, vibration or using photovoltaic
cells to capture sunlight. These kinds of devices requires very well optimized solutions
from the energy consumption point of view. In order to make deployment of many
envisaged applications possible, the lifetime of a sensor network application must
typically be several years because the recharging of batteries is often not possible in
practice due to difficult installation location or high number of nodes. Another important
aspect, when improving the energy usage, is the environment. It has been predicted that
the number of sensor nodes will grow rapidly in coming years to be billions worldwide
[35], and thus even a very small energy saving in a single node will have a non-negligible
cumulative effect on the global energy consumption. Energy efficiency also extends the
life cycle of the sensor nodes, which decreases the environmental pollution caused by
the manufacturing of devices.

In this thesis, the focus is on wireless communication energy efficiency improvement
by using cross-layer analysis. The goal is to foster the development of very low-
power consuming WSNs and WBANs, which have an enormous amount of possible
applications, as outlined in Section 1.1. It has been found in previous research that
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cross-layer designed solutions are needed to enable the envisaged applications. The
design can be done by taking into account many layers of the stack, but then problem
becomes very complex and typically does not lead to a scalable solution. In this work, a
cross-layer approach will be applied to the PHY and MAC layers because they create
the basis for efficient communication and networking. In addition, the cross-layer
approach is applied to a hierarchical network which consists of heterogeneous devices.
The research methods of this doctoral research include a literature survey, analytical
modelling and simulations using the Matlab software. The acquired results can be
exploited by other researchers in the field, transceiver designers and bodies responsible
for short-range communication standard preparation. The proposed models have been
developed with the objective to achieve performance gains with moderate changes to the
current standards. In that way the implementation complexity is kept manageable and
modularity is maintained. Namely, there is a huge number of cross-layer design protocol
proposals available, but they are often too difficult to implement and substantial changes
to the standard solutions are required.

Figure 3 illustrates the flow diagram used in this doctoral research approach. At the
beginning, the state-of-the-art of wireless sensor network solutions were reviewed. It
was found that energy efficiency needs to be improved and cross-layer design is required
since there are many interdepencies between the protocol stack layers which affect the
performance of wireless communication. Therefore, methods to enable possible energy
savings were defined and models for the evaluation of the performance of these methods
were developed. The results were analysed and the proposed methods, which enable
to improve the energy efficiency of the state-of-the-art of WSNs and WBANs were
published. Possibilities for future research related to the proposed methods were also
outlined to stimulate further research and development by the research community. Next
section introduces in details the author’s contribution to the original publications and
summarizes the contributions of this doctoral thesis.
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Fig. 3. Research approach diagram for the doctrol thesis work.

1.5 Author’s contribution

In this doctoral thesis research, three different cross-layer approaches has been de-
veloped and introduced in international peer-reviewed journal publications [36–38].
The models presented in those publications provide a coherent contribution with an
objective to improve the energy efficiency of state-of-the-art low-power short range
communication. The proposed models and results introduced in the journal papers
[36–38] are incorporated into the body of this thesis. In addition, the international
conference papers [39–43] published by the author are results of the author’s research
work introduced in this thesis, as will be detailed below.

Publications [39] and [40] are based on the Markov chain analysis and simulations
which are used to study the FEC coding effect on the length of the sensor node
transmission period and energy efficiency. In [39], the focus is on the IEEE Std
802.15.4-type radios, while in [40], the focus is on the ultra wideband communication
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when using Bose-Chaudhuri-Hocquenghem (BCH) and Reed-Solomon (RS) codes
for error correction. In the journal article [36], the analytical and simulation model
introduced in the author’s conference publications [39] and [40] is developed further
in order to provide a more comprehensive study of the topic. In [36], [39] and [40],
the author developed the research problem and analytical model in collaboration with
the co-authors. Furthermore, the author has implemented a Matlab script to produce
analytical and simulation results for those works ([36], [39] and [40]).

In the journal work [37] and conference paper [41], the energy efficient BCH code
rates and data payload lengths are explored for IR-UWB transceivers based on the
recently published IEEE Std 802.15.6 [16] for WBANs. Journal article [38] introduces
the defined hierarchical WSN architecture and provides the energy efficiency comparison
results for the networks based on wake-up and duty-cycle radios. For the research work
introduced in publications [37], [38] and [41], the author invented an energy efficiency
improvement approach, developed an analytical model and implemented a Matlab script
to acquire results for the analysis.

A generic wake-up radio-based MAC protocol, which is proposed in this thesis, has
been published in [42]. In [43], the GWR-MAC is applied to a two-tier WBAN and its
energy efficiency is also analysed therein. The author has developed the GWR-MAC
protocol and its energy consumption analysis during this doctoral research. Additional
results, compared to the previous publications, are also included in this thesis.

This thesis provides a coherent monograph-form description of the author’s research
work introduced in the original publications [36–43]. In summary, the main contributions
of this thesis are:

– Extensive survey of energy efficient communication techniques for short-range
communication

Layered approaches
Cross-layer approaches

– Proposal for a generic-level wake-up radio-based MAC protocol
– Proposal for three cross-layer modelling approaches to explore energy efficiency

1) Analysis of the PHY & MAC layers in a star-topology WSN case
2) Analysis of a hierarchical architecture with a focus on a wake-up scheme
3) Analysis of an IEEE Std 802.15.6-based WBAN using IR-UWB

– Discussion about the usefulness of the results and summary of future research
possibilities.
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By proposing three different analytical models, this thesis provides tools for energy
efficiency improvements which can be achieved through a cross-layer design exploiting
the information exchange between the protocol stack layers. Each model is defined for
different types of scenarios: star-topology WSN, hierarchical WSN with heterogeneous
devices, and star-topology WBAN. However, in the modelling the generality and
coherence between the different models has also been a design goal, as will be shown in
this thesis. Namely, the proposed generic-level wake-up radio-based MAC protocol is
defined to be scalable for various WSN and WBAN scenarios, and it is applied to the
analysis of the proposed models 1 and 2. In addition, in the cross-layer approach for
the PHY & MAC layers, the energy consumption model has been derived first at the
general-level and then it is applied to the analysis in models 1 and 3.

1.6 Outline of the thesis

Chapter 2 introduces related work proposals for the improvement of WSN communi-
cation protocols’ energy efficiency using layered and cross-layer design approaches.
Chapter 3 introduces a generic wake-up radio-based MAC protocol and the cross-layer
approach developed for the lower layers of the protocol stack. An energy efficiency
model for a hierarchical WSN is explained in Chapter 4, and energy-efficient payload
length and code rate selection model for IR-UWB-based WBANs is introduced in
Chapter 5. In Chapter 6, conclusions from the thesis are presented and possibilities for
future work are outlined.
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2 Background of energy efficient
communication

In the wireless sensor network research, energy efficiency has gained most of the
attention because the sensor nodes must operate with very limited energy resources.
The low energy consumption requirement comes from the characteristics of typical
target applications based on the deployment of autonomous nodes, which can be located
in various difficult locations and should operate long periods of time on a single tiny
battery or even by using only energy harvested from environment. The transceiver
components of a typical WSN node have been found to consume most of the energy
budget because the sensor observations must be communicated in a wireless fashion
[2, 30, 32–34]. Therefore, most of the WSN research has focused on communication
protocols’ energy efficiency.

The strict energy consumption requirement has led to an emergence of cross-layer
design proposals for different parts of the communication protocol stack. In order to
create a successful cross-layer design, it is important to understand the functionalities
and design problems of each layer. Therefore, here different methods for communication
energy efficiency improvement proposed in the literature will be reviewed. Figure 4
shows the taxonomy used for the related work review introduced in this chapter. Section

Layered approaches 

Section 2.1

Energy efficient communication techniques

PHY layer

Section 2.1.1

MAC layer

Section 2.1.2

NET layer

Section 2.1.3

Cross-layer approaches

Section 2.2

Merging of 

layers

Section 2.2.1

Information exploitation 

between layers

Section 2.2.2 

Fig. 4. Taxonomy of the background of energy efficient communication in Chapter 2.
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2.1 introduces the works that focus on energy efficiency improvement by using the
layered approach because it is important to understand the main design problems of
different layers before performing cross-layer design. Then, Section 2.2 reviews works
that use a cross-layer approach to enable energy efficiency improvements. In this thesis,
the cross-layer approaches are divided into two different categories, as shown in Figure
4, and their definition’s are explained in Section 2.2.

In this survey, the main focus is on the PHY and MAC layers because the research
carried out in this thesis focus on these lower layers of the OSI model [10]. However,
it is also important to understand the interdependencies between the network layer
routing and the lower layer protocols. Typically, the higher layers, such as transport,
session and presentation, of the traditional OSI stack are not used in WSN transceivers.
Therefore they are not addressed in this literature review. The application requirements
affect drastically the selection of the network communication techniques and parameter
configuration to achieve high energy efficiency. Namely, the system energy consumption
depends, e.g., on the application’s required sampling frequency, communication reliabil-
ity, bit rate and delay requirements. The application sets guidelines regarding how often
the sensor nodes must perform sensing and reporting and how much data they need to
communicate. Therefore, the application’s requirements must be taken into account and
the lower layers’ communication protocols must be designed to fulfil the requirements
while remaining as minimum energy consuming as possible. In this thesis, the focus is
to design energy efficient communication which enables different types of applications
with varying characteristics. However, application design is out of the scope of this
thesis and therefore application layer issues will not be addressed in this review.

2.1 Layered approaches

2.1.1 Physical layer

In Section 1.2, the common PHY layer techniques used in WSNs were introduced.
This section reviews in more detail the energy efficiency studies concerning the PHY
layer techniques. At the physical layer, energy efficiency gains are typically found
by optimizing, e.g., the error correction coding rate, modulation method (bits per
transmitted symbols) or transmission power. Therefore, this section is structured
accordingly. In addition, at the end of the section, the example works that focus on the
IR-UWB and WURs are introduced separately because IR-UWB communication and
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Fig. 5. Taxonomy of the review of physical layer and addressed previous works.

WUR are the main physical layer techniques addressed in this thesis. Figure 5 illustrates
the topics addressed in this section and outlines the introduced related works for each
topic.

Error control coding

Error control coding (ECC) can be based on FEC, automatic repeat request (ARQ)
or hybrid-ARQ (HARQ) [44], [45]. FEC and HARQ are viable methods for energy
efficiency improvement because they can be used to increase the reliability by detecting
and correcting errors and consequently to decrease the number of retransmissions. The
ARQ method can be used to detect errors and request retransmission when required.
ECC produces additional overhead, which must be less than the achieved energy
efficiency gain through increased reliability. Therefore, there are many previous works
that have studied the tradeoff between the added overhead and the achieved energy
consumption gain for different types of ECC methods.

An analytical comparison of different ECC methods in Bluetooth technology-based
WSNs using a Nakagami-m fading channel has been done in [46]. The authors propose
an adaptive error control method which is based on adaptation to the number of hops
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that a packet needs to travel in the network before reaching its destination. If the packet
must be transmitted using many hops to reach the destination, then more energy is
wasted if the packet is not received correctly at the sink. Therefore, the authors propose
that a stronger code might be used for packets that need to travel more hops. The authors
illustrate a clear dependence between the channel conditions, number of hops and the
energy efficiency in their performance evaluation for the custom, Hamming and BCH
codes in the case of a Bluetooth radio [46]. The authors conclude that a low coding level
is efficient in good channel conditions, while when the signal-to-noise ratio (SNR) is
low, the studied BCH codes are the most energy efficient. The coding energy efficiency
dependence on the channel conditions and number hops the packet needs to travel
to the sink has also been shown in [47] and [48]. In [49], the authors found that the
critical distance after which ECC becomes energy-efficient in WSN communication
varies highly according to the application’s characteristics and environment. In [50], the
authors evaluate the performance of classic FEC codes in the IEEE Std 802.15.4-based
transceivers (CC2420 [51]). The authors show, by simulations, that a simple (15,7) cyclic
code can improve BER and provide energy gains for those transceivers. The authors
also evaluate the proposed FEC algorithm execution time by using implementation
and conclude that the decoding time effect is negligible in the case of typical WSN
data rates [50]. In [52], it is shown that an augmented hardware implementation of
FEC for the PHY layer provides from 24.8% to 31.4% energy saving for the IEEE Std
802.15.4-based radios.

Binary-BCH, non-binary RS and convolutional codes’ performance in WSNs are
studied in [53] for a densely deployed WSN with short communication distances using
µAMPS sensor nodes. The authors implement and simulate different codes by using the
very high speed integrated circuits (VHSIC) hardware description language (VHDL).
The power consumption of different codes is evaluated based on a field-programmable
gate array (FPGA) and application-specific integrated circuit (ASIC) implementation.
Euclid’s algorithm (EA) is used for error polynomial coefficient calculation with hard
decision decoding (HDD) because soft decision decoding (SDD) requires complex
circuitry [54]. The authors found that BCH codes with ASIC implementation provide
lower power consumption than RS or convolution codes. Moreover, the authors conclude
that BCH and RS codes provide lower power consumption than in an uncoded case but
convolutional codes require too much power consuming decoders for WSN transceivers
[53]. BCH, RS and convolutional codes’ energy efficiencies are studied for WSNs in
[55]. The authors found that in the studied scenario, the RS codes provide the lowest
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energy consumption. An energy consumption analysis for different length RS codes
and modulation methods has been done in [56]. The authors found that RS coding can
provide significant energy savings, which depend highly on the communication distance.
In [57], it is stated that FEC can be used to decrease the number of retransmissions,
which leads to better energy efficiency. Furthermore, it is shown that the optimal tradeoff
between the coding energy efficiency gain and coding overhead varies strongly from one
node to another because of changes in the channel quality.

There exist also studies on other types of ECC methods for WSN transceivers
because it must be kept in mind that WSNs have many different types of applications for
different environments where some other codes than BCH or RS can be more efficient.
In [58], the authors show that ARQ methods can be efficient in particular conditions.
However, there are studies, e.g., [59–61], which do not recommend ARQ methods for
WSNs due to their usage of retransmission and overheads. A novel embedded partial
decoding (EPD) scheme, where relay nodes perform partial decoding of low density
parity check (LDPC) coded packets before forwarding the packets to the next node in
the route, is proposed in [60]. The authors found that the proposed method improves the
throughput significantly. An adaptive universal FEC (AuFEC) scheme, which is based
on the RS codec, has been introduced in [61]. The results of [61] show that significant
energy gains can be achieved with coding level adaptation depending on the channel
conditions. Convolutional codes are found to require too complex decoders for typical
WSN transceivers [53], [59]. The software implementation complexity of different types
of codes for industrial WSNs has been studied in [62]. The authors found that LPDC
and Turbo codes are too complex for WSNs because they require too much memory and
time for decoding. The RS (15,11) code was found to be the most suitable of the codes
studied, because it does not require too much memory and the decoding can be done
within timing limits of the WSN transceiver [62]. The Hamming and repetition codes
were also found to be feasible but not as suitable as the RS codes.

Rateless codes can also be used to mitigate errors in varying channel conditions
because they do not possess any fixed rate and the coding redundancy can be increased
when the channel conditions change [63–67]. Rateless codes can offer reliable and low
latency communication with relatively low complexity and coding overhead leading to
low energy consumption. Therefore, they are good candidates to be used in WSNs.
In [65], the authors studied rateless and low-density generator-matrix (LDGM) codes
in cooperative WSNs. However, the cooperativity is not a binding requirement for
the proposed scheme [65] because it can also be used for independent and relay
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transmissions. In [67] rateless codes are used to improve the reliability of the proposed
over-the-air programming (OAP) approach.

Transmission power

Transmission power adaptation is also an important method to guarantee the performance
of communication. Power control can improve connectivity, throughput and delay. From
the energy efficiency point of view, power control can be used to minimize transmission
power in order to save energy used for transmissions and to decrease the multi-user
interference. Transmission power adaptation is widely used in networks which include
more capable devices, e.g., in cellular network. However, also power control has
additional computational and power consumption costs, which must be evaluated for the
WSN case in order to explore the actual energy efficiency gain that can be achieved.

In [68], the authors investigate the impact of transmission power control on the
energy efficiency of IEEE Std 802.15.4-based communication in single-hop and multi-
hop scenarios. The authors found that by using power control, single-hop communication
can provide energy savings compared to multi-hop communication. In addition, the
authors point out that single-hop communication should be preferred because multi-hop
communication will increase the number of collisions and packet end-to-end delay.

A transmit power optimization model for WSNs using space diversity is proposed
in [69]. The authors target to find the minimum power that is needed to achieve the
required BER in order to save energy and decrease interference in WSNs. The authors
found that when using maximal ratio combining (MRC) to take advantage of the space
diversity, the required transmission power can be decreased. The proposed method
requires multiple antenna implementation at the receiver.

In [70], the authors focus on transmit power minimization in WSNs using coherent
detection with finite-rate feedback. The authors assume a multiple-input single-output
(MISO) communication system where sensor node transmissions arrive coherently at
the sink node. The transmit power minimization is done by taking into account the rate
and BER constraints. The authors propose adaptive modulation/coding, power loading
and beamforming strategies to achieve energy consumption savings. The proposed
method requires synchronization to maintain coherency, and channel quantizers are also
needed to achieve the optimal solution.
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Modulation method

Modulation method constellation can be adapted to increase or decrease the number of
transmitted bits during one symbol. When the number of bits in a symbol is increased,
a higher SNR is required for successful detection. On the other hand, the bit rate
increases and the transmission duration is then shorter, which can lead to energy savings
if transmission is enough reliable. If the SNR is not high enough, the erroneous packets
need to be retransmitted, which can lead to energy inefficiency.

The work done in [71] focuses on the physical layer parameters optimization for a
WSN transmitter. The authors focus on the transmission distance, transmission power
and modulation level optimization from the energy efficiency point of view. The findings
in [71] show that it is important to adapt the parameters according to channel conditions
and communication distance in order to achieve the minimum energy consumption
per bit in a typical WSN transceiver. In [72], the authors introduce an optimization
model for a M-ary quadrature amplitude modulation (MQAM) constellation size to
minimize the energy consumption per bit when taking into account the BER constraints.
The authors use log-normal shadowing and Rayleigh fading model for the wireless
channel and take into account energy consumed in the circuitry, transmissions and
retransmissions. The optimization is done for single-hop and multi-hop cases and for
fixed and variable power schemes. The results show the optimal constellation size
for different communication distances. Also from the results shown in [72], it can be
concluded that adaptation of constellation size and transmission power is required to
minimize energy consumption as a function of communication distance. The energy
efficiency of popular modulation methods for IEEE Std 802.15.4-based communication
has been studied in [73]. The introduced model enables to find the optimal modulation
method as a function of distance in the case of Rayleigh and Rician fading channels
with path loss. The authors found that non-coherent M-ary frequency-shift keying
(NC-MFSK) is energy efficient in sparse WSNs while on-off keying (OOK) provides
more energy savings in dense WSNs. These results also highlight the importance
of adaptive selection depending on the WSN communication distance and channel
conditions. The adaptation of modulation and transmission power has been found to be
important from the energy efficiency point of view also in [74] and [75].

51



IR-UWB communication

IR-UWB communication with non-coherent detection has been found to be a good
candidate for low-power sensor node transceivers and has therefore gained a lot of
attention among WSN researchers. However, it is not as widely studied as, for example,
the IEEE Std 802.15.4-based physical layer [20]. Therefore, it will be studied in this
thesis and the relevant standards and previous works will also be introduced here.

IR-UWB has been selected as one PHY-layer option to the main WSN-related IEEE
standards, 802.15.4 [20] and 802.15.6 [16]. During the development of the IR-UWB
technique and those standards, various studies have been published and improvements to
the standards have been proposed. In [76], the performance of IR-UWB energy detector
receivers was studied in detail for the uncoded case. In [77], the authors computed the
link energy consumption of coherent and non-coherent IR-UWB communications using
RAKE receivers. Relevant work about non-coherent IR-UWB receiver implementations
and performance measurement has been published in [78]. The results shown in [78]
substantiate that energy-efficient non-coherent IR-UWB receiver implementations can
be done. In the analysis of [77, 78], the performance study was done for uncoded
communication. In [79, 80], the performance of non-coherent receivers using UWB
technology for medical information and communications technology (ICT) scenarios
and fixed RS code was investigated.

Wake-up radio

Wake-up radios are seen very potential solutions to improve the energy efficiency of
WSNs. There already exist WUR solutions which can be used for short-range wake-up
signalling. For example, Austria Microsystems has developed a commercial AS3933
3D LF wake-up receiver, which uses amplitude-shift keying (ASK) demodulation in
three different channels [81]. The maximum wake-up distance is about 6 metres and the
power consumption in an idle mode is 17.1 µW. In [82], a wireless identification and
sensing platform (WISP) that is a fully programmable, passive computing platform is
introduced. The platform includes rectified voltage, temperature and light sensors. WISP
design is similar to the passive radio-frequency identification (RFID) tags, which are
already in use in many applications, e.g., as door keys. A radio triggered wake-up with
addressing capabilities (RTWAC) solution prototype was able to wake up a node from a
distance of 10.1 metres with 500 mW transmit power, while the power consumption of
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the receiver was 12.5 µW in an idle mode [26]. Relevant WUR solutions have also been
proposed, e.g., in [24, 25, 27, 28]. However, the state-of-the-art wake-up radios have
some limitations. Namely, the achieved wake-up distance is relatively short (< 10 m)
for very low-power implementations, and some solutions are missing the addressing
feature. Many state-of-the-art solutions focus on minimizing the power consumption of
the wake-up receivers, and the transmitter has more energy resources. However, the
wake-up signal transmitter power consumption should also be kept low in networks
where wake-up is initiated by energy-constrained devices. Therefore, there is a need to
design a wake-up transceiver solution that could improve the achievable distance and
still include addressing capability and low power consumption, which is the design goal
of the solution proposed in [28]. The addressing feature is also important because it
enables that only the target nodes will be awakened instead of all the network nodes
within the communication range.

2.1.2 Medium access control layer

There are different types of MAC protocols which try to improve energy efficiency.
Their efficiency depends on the application characteristics since different types of
networks requires different types of solutions. Indeed, the scalability and adaptivity to
network changes are important MAC protocol design objectives because in that way the
protocol performance can be ensured in many type of scenarios. Medium access control
protocols must be designed to take care of the packet collision avoidance, idle listening
and overhearing with minimum control overhead. Packet collisions must be avoided to
keep the number of retransmissions low. Idle listening occurs when radios listen to the
channel redundantly, when there are no incoming transmissions. Retransmissions and
control overhead decrease data throughput and increase energy consumption because
redundant bits need to be transmitted. The nodes’ potential sleep time also decreases.
Overhearing should be avoided so that only the target nodes will receive and decode the
packets.

Most of the proposed MAC protocols are duty-cycle based, i.e., the radios have a
sleep/awake scheduling which they are following. The MAC protocols can be divided
into synchronous and asynchronous categories. Duty-cycling principle is illustrated in
Figure 6 (a) for synchronous case, and in Figure 6 (b) for asynchronous case.
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Fig. 6. (a) Synchronous duty-cycling, (b) asynchronous duty-cycling, and (c) wake-up radio
principle for data transmission.
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Synchronous protocols schedule the sleep/awake periods so that the nodes which are
expected to communicate with each other are awake at the same time. Synchronous
protocols typically require a centralized control and use clustering of nodes, and inside
each cluster there is a common sleep/awake schedule which is controlled by the cluster
head. Asynchronous protocols include methods for communication between the nodes
which have different sleep/awake schedules. Asynchronous communication is enabled
by using a sender or receiver initiated communication. In the sender initiated case, the
data source will send a preamble before data transmission. Once the receiver detects the
preamble, it will continue the listening to receive the data packet that will follow the
preamble, as illustrated in Figure 6 (b). If the receiver does not detect a preamble, it will
go back to the sleep mode. In the receiver initiated case, the receiver will use probing to
query for potential transmissions. In each case, the idle listening will occur if there is no
incoming transmission when the nodes wake up to listen to the channel according their
schedule. Idle listening is expensive from the power consumption point of view because
the transceivers should be in the sleep mode as much as possible in order to save power.

Recently, wake-up radio-based MAC solutions have also gained attention due to
their energy efficiency superiority, particularly in applications with rare events and
transmissions [83–85]. Therefore, also WUR MAC approaches will be discussed here.
The wake-up radio principle has been illustrated in Figure 6 (c). I.e, in this case the data
transceiver can be in the sleep mode until there is incoming data packet to be received
from some other node. The WUR of the source mode will notify the target node(s) by
sending a wake-up signal (WUS). After receiving the WUS, target node’s WUR will
wake-up the main transceiver for data packet reception.

The purpose of this MAC review is to introduce relevant example protocols which
are addressing the main design problems in WSNs by using different approaches. The
example protocols are selected so that by understanding their solutions and features, a
thorough view of the MAC design problems is acquired. The existing MAC protocols
will be introduced here by organizing them into three groups: contention-based (slotted
or unslotted), contention-free (time division multiple access (TDMA) or guaranteed time
slots (GTS), etc.), and hybrid (e.g. combination of contention-based and contention-free
methods). Figure 7 illustrates the taxonomy of this section and outlines the introduced
related works for each category.
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Medium access control layer
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Fig. 7. Taxonomy of the review of MAC layer and addressed previous works.

Contention-based protocols

Contention-based protocols can be divided into two categories: slotted access (syn-
chronous) and unslotted access (asynchronous). The difference is roughly that in the
slotted access, the nodes’ transmission starting times are pre-determined, while in the
unslotted access, the nodes can individually decide the starting time of transmission.

Aloha is the first contention-based random access protocol whose principle is that if
the radio has a packet to transmit, it will send it right away without checking whether
there is ongoing transmissions in the channel [86]. If a collision occurs, the radio takes
back-off and sends the packet later after a random period of time. The slotted Aloha
protocol is an improvement to the pure Aloha because it defines discrete time slots for
packet transmissions [87]. Radio transmission can start only at the beginning of a time
slot, and the packet duration cannot exceed the slot duration. In that way, collisions are
reduced because the packet vulnerability period is the same as the packet duration, while
in the original Aloha case, the vulnerability periods is two times the packet duration.
Therefore, S-Aloha provides higher throughput than the pure Aloha. However, also the
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S-Aloha maximum throughput is quite low because it does not use carrier sensing or
collision avoidance methods before transmission. The S-Aloha MAC protocol is widely
studied, e.g., in [87–90]. Due to its simple implementation and low communication
overhead, S-Aloha is a suitable choice for many WSNs scenarios which do not have a
heavy traffic load. S-Aloha has also been chosen for standards [16, 17, 20] to be used
with IR-UWB PHY.

In order to improve throughput, a CSMA method was invented for channel listening
before transmission [91]. In addition, collision avoidance methods, e.g., ready-to-send
(RTS) and clear-to-send (CTS) message transmissions before data transmission, are
used to reserve the channel and mitigate the hidden-node problem [92, 93]. A hidden
node may corrupt the ongoing transmission if it does not notice it by using carrier
sensing. Therefore, RTS and CTS broadcasts can be used to notify the nodes, within the
range of the transmitter and receiver, about the upcoming transmission. Later on, a
large number of MAC protocols has been proposed, but they typically apply the basic
methods introduced by Aloha, S-Aloha, CSMA and CA.

Sensor-MAC (S-MAC) [94] is a duty cycling-based protocol and focuses on energy
efficiency improvement by avoiding idle listening. S-MAC uses synchronization to
organize the communication between the nodes. At the beginning of the active period,
the network nodes will exchange synchronization and RTS / CTS messages before
data transmissions. The original S-MAC protocol has been improved by adding an
adaptive listening feature to save energy by changing the duty cycle depending on the
network traffic conditions [95]. S-MAC is quite a complex protocol because of the
synchronization procedure and does not therefore scale to a networks with high number
of nodes. Timeout-MAC (T-MAC) protocol provides energy efficiency improvement,
compared to the S-MAC protocol, by adding a short listening period for possible
RTS/CTS messages [96]. If there is no activity, the nodes can go to the sleep mode.
That enables adaptivity to changing network traffic conditions. However, the T-MAC
protocol has similar complexity and scalability weaknesses as the S-MAC protocol.

Berkeley MAC (B-MAC) [97] is an asynchronous protocol which uses preamble
transmissions to enable the receivers to detect the incoming transmission when they
wake up to sample the channel. The preamble sampling method of the B-MAC protocol
supports adaptivity to the traffic load experienced in the network. Before the transmitter
sends the preamble, it will perform a clear channel assessment (CCA) to avoid collision
with an already ongoing transmission. The receiver node performs periodic channel
sampling that is called low-power listening (LPL). Accurate channel assessment is
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critical from the B-MAC energy efficiency performance point of view. To enable
accurate CCA in the B-MAC protocol, the noise floor is estimated by sampling the
channel when it is assumed to be free of transmissions, e.g., right after the packet
reception. The authors show that B-MAC is more flexible, simpler to implement and
can save energy in comparison with S-MAC and T-MAC. However, it must be noted
that B-MAC is just a link layer protocol, and S-MAC and T-MAC also provide hidden
terminal avoidance, synchronization with neighbours and message fragmentation, which
may be useful or required in the network operation when taking into account also other
layers of the protocol stack.

WiseMAC [98] is another protocol which uses LPL, i.e., the receiver nodes wake up
for a short period of time to sample the channel for potential oncoming transmissions.
WiseMAC reduces the wake-up preamble length by exploiting the knowledge of the
neighbours’ channel sampling schedules. In [22, 99], the authors have proposed a
WiseMAC high availability (WiseMAC-HA) protocol intended to be used with FM-UWB
PHY in WBAN applications based on the IEEE Std 802.15.6 [16]. The WiseMAC-HA
protocol extends the original protocol to operate on multiple channels (can be separate
frequency band, sub-carrier or a CDMA code) in order to increase the robustness to
interference and enable adaptivity to varying traffic loads. WiseMAC-HA includes a
basic WiseMAC mode for low-power communication and a CSMA mode to enable
low-latency communication. LPL-based protocols are also called channel polling
protocols, which save energy because the nodes do not need to listen to the channel
longer if a preamble is not detected. In LPL methods, the preamble transmission
duration must be long enough to enable that all potential receivers will wake up during
the preamble and can detect the preamble. For this reason, the duty cycle must be
at least 1-2% so that the preamble length can be kept reasonable [100]. Therefore,
[100] proposes a scheduled channel polling MAC protocol (SCP-MAC), which enables
extremely-low duty cycles (< 0.1 %). SCP-MAC synchronizes the neighbours’ channel
polling time and therefore eliminates the usage of long preambles. Only a short wake-up
tone is required to be sent by the transmitter. SCP-MAC is designed to handle bursty
and varying traffic loads [100].

The energy-efficient and high throughput MAC (ET-MAC) protocol is proposed in
[101]. ET-MAC is based on added information to a long preamble and uses collision
avoidance signalling and handshaking. The ET-MAC design is based on B-MAC [97],
and the goal is to maximize the node’s sleep time by avoiding idle listening, collisions
and overhearing. The authors show by simulations that ET-MAC improves energy
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efficiency and throughput, in comparison with the B-MAC protocol, by decreasing the
idle listening time and number of collisions.

In [102], the authors propose an asynchronous MAC (AMAC) protocol which has a
quorum-based asynchronous feature and which is based on the pattern-MAC (PMAC)
protocol [103]. The principle of AMAC is that nodes can decide a sleep schedule
plan based on their own traffic amount. AMAC is well scalable because it has good
adaptation capability for communication environment changes and different traffic data
rates. X-MAC [104] and dual preamble sampling MAC (DPS-MAC) [105] also propose
modifications to B-MAC. They are asynchronous and duty-cycled MAC protocols. The
X-MAC protocol is based on a shortened preamble approach whose goal is to improve
energy efficiency and latency. X-MAC has also a flexible adaptation capability for
both bursty and periodic data traffic. The DPS-MAC protocol reduces idle listening to
increase energy efficiency. The efficiency of DPS-MAC depends on the traffic load and
preamble length.

A preamble-assisted modulation for impulse radio UWB sensor networks based
on the IEEE Std 802.15.4a [17] is proposed in [106]. The protocol enables the usage
of clear channel assessment for UWB communication. The idea of the CCA method
proposed in [106] is that preamble symbols are periodically inserted into the frame
payload in the time domain so that receivers can detect ongoing transmissions. In [107],
the performance analysis of the IEEE Std. 802.15.4a MAC protocol for energy detection
(ED) receivers was done using the fixed RS code rate proposed in the standard [17].

Wake-up radio-based MAC solutions can be positioned to the contention-based
category because they are asynchronous and do not require transmission period schedul-
ing. Recently, the authors of [83] have proposed a MAC protocol based on a WUR for
ultra low-power WSNs which can operate by using only energy harvested from the
environment. The protocol is based on a nano-Watt wake-up receiver [108], which is
used in cooperation with the main transceiver. The main transceiver will be awakened
when the WUR receives the wake-up signal from the transmitter. In that way, the energy
waste caused by idle listening of the main radio can be avoided [83]. The authors show
by simulations that a WUR-based MAC improves throughput remarkably and provides
53% energy saving in comparison with TICER MAC [109], which is a transmitter
initiated duty-cycled protocol but does not use a WUR. The authors have named their
solution WUR-TICER [83]. Similar approaches consisting of a WUR working in
cooperation with the main transceiver have been discussed in [84] and [85], which
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also show that WUR-based solutions have remarkable potential to decrease power
consumption and delay in short-range applications.

Contention-free protocols

Contention-free MAC protocols arrange the transmissions so that there are dedicated
channel resources for different radios. That requires synchronization among the network
nodes. The transmission medium can be shared among nodes, for example, by using
frequency division multiple access (FDMA), time division multiple access (TDMA)
and/or code division multiple access (CDMA). Usually, the WSN is divided into clusters
so that the cluster head can coordinate the transmission scheduling for the nodes that
belong to the cluster. In a star-topology network, the sink node takes care of the
synchronization and resource sharing. However, distributed scheduling algorithms have
also been proposed.

Low energy adaptive clustering hierarchy (LEACH) is a TDMA-based MAC protocol
[110]. LEACH is based on clustering including cluster head rotation and is intended for
energy consumption minimization. Nodes that are selected to be cluster heads send
advertisement messages by using the CSMA MAC protocol. Based on the received
signal strength of the advertisement messages received, other nodes can then decide
which cluster head to join. A node will send an assignment information message to the
selected cluster head by using the CSMA MAC protocol. The cluster head then takes
care of the transmission scheduling inside the cluster in a TDMA fashion. LEACH has
been widely studied and various improvements have been proposed in the literature.

In [111], the authors propose a protocol for a distributed assignment of collision
free transmission schedules (comparable to the TDMA method) for self-organizing
sensor networks. The authors introduce the usage of a super frame for transmissions
scheduling. The method proposed in [111] requires a neighbour discovery phase, which
is done using message exchange based on random access. After the discovery phase, the
neighbour nodes organize their communication time schedules in a distributed fashion.
The proposed super frame structure includes a TDMA period for data transmissions and
a BOOTUP period for neighbour discovery. The proposed method is scalable only to flat
network topologies.

The RT-Link MAC protocol proposed in [112] is based on TDMA and supports
mobility. It has been designed to provide a low end-to-end latency and good throughput
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and to decrease energy consumption, leading to increased lifetime. RT-Link is designed
particularly for applications which require low-latency real-time communication [113].

Hybrid protocols

There are also hybrid MAC protocols, which include features of the contention-based and
contention-free methods. One good example is the MAC layer solution of the IEEE Std
802.15.4, which is designed for the star topology and peer-to-peer communication [20].
In that solution, there are superframe-based modes and modes without a superframe.
The superframe begins with a beacon message transmitted by the cluster head, which is
defined to be a full function device (FFD). Reduced function devices (RFD) are basic
sensor nodes which should receive the beacon to acquire synchronization, a superframe
structure and control information. The superframe structure is divided into active and
inactive periods. The communication from RFD to FFD takes place during an active
period and RFD radios can be in a sleep mode during inactive periods because then they
cannot communicate to FFD. The active period is divided into the contention-access
period (CAP) and contention-free period (CFP). During the CAP, the nodes can access
the channel randomly, in a slotted fashion, using the CSMA/CA protocol. During the
CFP, the nodes can get guaranteed time slots when they can transmit in a contention-free
TDMA fashion. The GTS mode is more flexible than the traditional TDMA since
the length of a GTS period can be dynamically adjusted by the FFD. If the FFD has
something to send to an RFD, then it will announce the pending packet in the beacon
message. The RFD must then request the pending packet from the FFD during the
CAP. If the FFD wants to communicate with another FFD, then it must act as an RFD
associated with that FFD. In a mode without a superframe structure, communication is
carried out using the unslotted CSMA/CA protocol. Communication from the FFD to an
RFD is carried out so that the RFD must periodically poll pending packets from the
FFD. In this mode, FFDs can communicate with each other easily because they are
active all the time.

The IEEE Std 802.15.4 includes many features that support low power consumption.
The CSMA/CA scheme does not involve RTS/CTS message exchange, which reduces
energy consumption and provides higher channel utilization in certain situations but
suffers from the hidden-terminal problem in multihop networks. The standard enables to
turn off the radios, which reduces energy consumption. The IEEE Std 802.15.4 has also
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a battery life extension mode, which limits the back-off exponent to take values between
zero and two [20].

The MAC layer of the IEEE Std 802.15.6 also defines different modes, which include
contention-free and contention-based channel access [16]. The WLAN mesh protocol
IEEE Std 802.11s [114] also defines channel access which includes contention based
on contention-free transmission slots. The reason for the fact that many of the recent
WSN and ad-hoc MAC protocols include different modes must be the characteristic of
these networks and varying applications scenarios which require dynamic and scalable
protocols.

The Z-MAC protocol [115] incorporates the CSMA method to TDMA-based
scheduling. The CSMA method is intended for low-traffic cases, and TDMA is a good
option for high traffic loads. Z-MAC does time slot assignment so that two nodes within
a two-hop communication range have assignment to the same slot. The local frame size
is also adapted according to the node’s neighbourhood size to enable dynamic channel
utilization. The CSMA method is used so that a node can compete for the channel
access in a slot which is not used by the slot owner. Before competing for the access
in a slot, the node must first listen for a certain time to make sure that the slot is not
used by the owner. Each node must also listen to the channel during a neighbour’s
time slot in order to be able to receive possible upcoming transmissions. Therefore,
the channel competition option (slot stealing) increases energy consumption [116]. In
[117], the authors propose TDMA scheduling with adaptive slot stealing and parallelism
(TDMA-ASAP) for WSNs. The TDMA-ASAP protocol enables longer sleep times and
therefore reduces energy consumption in comparison with Z-MAC.

A traffic-adaptive MAC protocol (TRAMA) is proposed in [118]. TRAMA targets
to avoid collisions and save energy by enabling nodes to be in a low-power idle state
whenever they are not participating in communication. TRAMA uses distributed election
for channel slot assignment to nodes which have data to send.

A recently proposed smart body area networks (SmartBAN) MAC protocol was
defined for medical, wellness, leisure and sport application purposes [119, 120]. The
SmartBAN MAC protocol uses separate channels for data and control messages and
defines different channel access modes: Scheduled Channel Access, Slotted Aloha
Channel Access and Multi-use Channel Access. Multi-use Channel Access enables that
the high priority messages can be transmitted with a low delay during each slot when
required. In addition, in the Multi-use Channel Access mode, a secondary user can try to
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transmit in the scheduled access slot using S-Aloha, if the slot is not used by the node
for which it was reserved and there is not a high priority transmission ongoing.

2.1.3 Network layer

The network layer takes care of routing and end-to-end delivery of messages in WSNs.
In addition, in the routing protocol design for WSNs, energy efficiency has been seen
to be the most important design goal. At the general level, routing protocols can be
divided into a proactive and a reactive category [121]. The proactive methods perform
route discovery before the request for communication. Therefore, the routes are already
established when there is a need to route data messages in the network. In the reactive
protocols, the route will be discovered in on-demand fashion after some source node
sends a route request message to the network. In addition, there are hybrid protocols,
which combine features of the proactive and reactive algorithms.

In WSNs, the route is typically selected based on the link distance, number of hops
on the path, nodes’ residual energy or transmission power. Usually, routing protocols
calculate the cost of the path by using the metric which is the most important from the
application requirements point of view. Once the cost of the paths is calculated, the
routing protocol selects the minimum cost path for communications. However, if the
protocol always selects the same minimum cost path, the nodes along the path will
finish their energy sources and become disconnected from the network. Therefore, the
routing protocol must take care of load balancing so that the network’s overall energy
efficiency and lifetime will be maximized and the connectivity will be maintained as
good as possible. Another important design goal of the WSN routing protocols is the
minimization of control overhead, because that is a redundant energy consumption
factor and decreases the amount of bandwidth that can be used for valuable information
transmissions.

A well-known standardized routing protoccol for WSNs is defined by the ZigBee
Alliance [122], which has developed network and application layers above the IEEE Std
802.15.4 PHY and MAC layers [15]. The ZigBee protocol enables multi-hop mesh
networking, and the routing is based on the ad hoc on-demand distance vector (AODV)
protocol. ZigBee uses clustered topology, where the cluster head is a FFD and basic
nodes are RFDs, according to the IEEE Std 802.15.4 definition. The FFD coordinates
the communication inside the cluster and the RFDs can use multi-hop routing towards
the FFD.
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Recently, a comprehensive survey about energy-efficient routing protocols for WSNs
was done in [123]. In that survey, the routing protocols are classified into four categories
[123]: network structure, topology-based, communication model, and reliable routing.
The network structure-based routing category is further divided into flat and hierarchical
categories. In flat networks, all the nodes are assumed to have the same roles and
characteristic from the routing point of view. In hierarchical networks, the nodes have
different roles, i.e., the network is clustered so that the cluster-head nodes can coordinate
the communication and forward messages between the clusters. The communication
model is defined to be a query- or negotiation-based. In addition, a distinction is made
between coherent- and non-coherent-based protocols depending on whether the data
is processed or not processed locally before the transmission. The topology category
includes location- and mobile agent-based protocols. Reliable routing protocols are
classified into QoS- and multipath-based methods. The work done in [123] provides a
thorough discussion about energy-efficient routing protocols for WSNs and analyses
their advantages and disadvantages.

2.2 Cross-layer approaches

The limited processing capabilities and energy resources of WSN nodes have led to an
emerge of cross-layer designed protocols, which take jointly account of the different
layers’ characteristics to improve the overall performance of the communication. There
are many possible ways to perform joint design of different layers and their interactions.
Therefore, there is an enormous amount of research labelled as cross-layer designs.

The following definition for cross-layer design has been given by Srivastava and
Motani in [124]: Protocol design by the violation of a reference layered communication

architecture is cross-layer design with respect to the particular layered architecture. By
the violation of a layered architecture the authors mean, e.g., new interface creation
between layers, layers’ boundaries redefinition, particular layer’s protocol design by
taking details of another layer into account, and joint tuning of parameters across
different layers. In other words, cross-layer design takes advantage of interactions
between the layers.

The definition for cross-layer design has been further formulated by Jurdak in
[125] to also include algorithm and architecture design in it: Cross-layer design with

respect to a reference layered architecture is the design of algorithms, protocols, or

architectures that exploit or provide a set of interlayer interactions that is a superset of
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the standard interfaces provided by the reference layered architecture. Jurdak defines
further that the interlayer interactions can be divided into two different categories:
information sharing and design coupling [125]. By using information sharing, the
different layers can share information through interfaces which can be implemented
between adjacent or non-adjacent layers. The cross-layer designed architecture can also
enable that there is a common parameter data base accessible by all the layers. Design
coupling means the design of protocols and algorithms which exploit the features or
avoid the weaknesses of the existing mechanism. Further, design coupling also includes
designs which integrate the functionalities of adjacent layers partially or completely by
producing a new cross-layer designed protocol which merges these layers [125]. In
[124], the merged layers are referred to as a super layer, which replaces the original
layer of the protocol stack.

In this thesis, the following categorization for the cross-layer design approaches is
defined:

– Merging of layers: The functions of the protocols at two or more layers are jointly
designed by merging them to create a single cross-layer designed protocol.

– Information exploitation between layers: The information between the different layers
is exploited in a cross-layer fashion while maintaining the original layered protocol
stack structure.

That definition of categories is used in this thesis because it makes a clear distinction
between the cross-layer approaches. The distinction is based on whether the original
layered structure is maintained or revised in the cross-layer design, as illustrated in
Figure 8. The former approach does not maintain the original layered protocol structure
but instead jointly designs the functions of the protocols at two or more layers by
merging them into a single cross-layer designed protocol. For example, the PHY and
MAC layers can be jointly designed and the upper layers maintain the layered structure,
or the entire protocol stack can be merged into a single cross-layer protocol. The latter
approach maintains the original layered protocol structure but exploits the information
exchange between the different layers, or uses a common data base for all the layers,
to improve the performance in a cross-layer fashion. This approach usually includes
interface definition between the cross-layer designed layers, but new interfaces are not
needed if the required cross-layer information can be exchanged by using the existing
interfaces. In addition, the design coupling approach is positioned in this work to the
information exploitation category, because in that case the details of a fixed layer(s)
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Fig. 8. Illustration of the cross-layer categories defined in this thesis.

are exploited during the design phase. Vertical calibration also uses details of other
layer parameters for the adjustment of (cross-layer optimized) parameters across the
layers during the design phase or dynamically during the network run-time. Both of the
categories, which are defined above, take advantage of the information exploitation
between the layers; the difference between them is that the former category also uses
the merging of two or more layers. Therefore, the following definition for cross-layer
design is proposed here: Protocol design using information exploitation between the

layers of the reference layered architecture either in the design phase or during run-time

− with or without merging of layers. That definition includes both categories and the
information exploitation can include new interface(s) design or it can be done with the
existing interfaces. In addition, the information exploitation can be performed already
in the design phase when using design coupling. Therefore, the proposed definition
includes all the cross-layer approaches discussed by Srivastava and Motani [124] and
Jurdak [125].

Modularity and scalability are easier to maintain in the information exploitation
approach, which maintains the original layered structure. When the different layers
are merged, it is difficult to replace those layers by using some other protocol, which
means that modularity is lost. In the layered approach, modularity enables that, at least
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in principle, a protocol at one layer can be changed without affecting the design of
the other layers. On the other hand, cross-layer performance gains usually increase
when the layers are merged. However, typically the merged designs are tailored for the
target application scenario, and therefore scalability of those designs is weak. Figure 9
illustrates the effect of the different cross-layer approaches on performance, complexity
and modularity measures. It is not straightforward to make a strict distinction between
these measures for different approaches, but the figure provides a rough illustration of
the differences.
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Fig. 9. Illustration of the cross-layer approaches’ performance, complexity and modularity.

The main focus of this survey is on the works that address the PHY and MAC
layers, because the focus of this thesis is on those layers. However, research on higher
layers will also be introduced to get a thorough view of the research work done in the
cross-layer design area. In addition, the PHY and MAC layer parameters’ selection can
also be taken into account in the routing protocol design, and therefore it is important
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to understand the interactions between those layers and to discover possibilities for
performance improvements throughout the whole stack. Figure 10 illustrates the topics
addressed in this section and outlines the introduced related works for each topic.
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Fig. 10. Taxonomy of the review of cross-layer approaches and addressed previous works.

2.2.1 Merging of layers

Two different designs that merge multiple layers by using a cross-layer design will be
described in this section. These approaches violate the layered communication protocol
architecture by combining functionalities of the layers to a single cross-layer designed
protocol to enable more efficient communication in comparison with the original layered
structure.

The cross-layer protocol (XLP), which combines the functions of a traditional layered
protocol stack MAC, routing and congestion control into a single protocol is introduced
in [126]. The design goal of the XLP is to achieve efficient and reliable communication
with minimum energy consumption. The XLP solution relies on traditional RF-
transceiver PHY-layer functionalities, which are needed below the proposed cross-layer
solution. The XLP is based on the concept of initiative determination as well as receiver-
based contention and forwarding, local congestion control and distributed duty-cycle
method, i.e., the nodes can set their own sleep/awake schedule asynchronously. The
XLP’s core idea is that an individual node can decide that is it willing to participate
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in communication depending on the link quality, traffic load and energy level. After
listening to the channel to ensure that it is free (CSMA), the transmitter node broadcast
an RTS packet and then the neighbour nodes make the decision about participating in
the communication by using initiative determination based on the state of the node.

According to the definition for XLP initiative determination, the receiver decides to
participate in the communication if all the following conditions are satisfied: the SNR of
the link is reliable enough; the node does not have too much traffic to relay; the node
buffer does have enough space; the node has enough remaining energy. In addition, the
nodes must know their location so that they will not participate in the forwarding if they
are not closer to the sink than the source is. The receivers compete for channel access if
they decide to participate to communication. Before transmitting a CTS packet, the
receivers determine their back-off duration based on their location in the network with
respect to the source nodes and the sink node. The first node which sends the CTS will
acknowledge to the source that it is willing to forward the packet. Other receiver nodes
that are competing will also receive the CTS and therefore they can go back to the sleep
mode because there is already a forwarding node which will provide better progress (in
distance) for the packet. After receiving the CTS message, the source node transmits the
data packet.

By taking all the above-mentioned conditions into account, the XLP design addresses
important problems of the cross-layer design because reliability, congestion control
and energy consumption are taken into account in a distributed fashion. There are
some problems that may occur during the procedure: the CTS may collide; there are
no neighbours whose initiative conditions are met; there are no nodes closer to the
sink. However, XLP proposes solutions for these cases. If the initiative condition is not
met, the neighbour sends a keep-alive packet so that the source knows that there is a
node which may be willing to forward later on. The source will also reduce the data
generation rate if it receives only keep-alive messages, because then it knows that the
network is congested. If the CTS is not received, the source assumes that they have
collided and retransmits the RTS message until the maximum number of trials is reached.
For a case that there are no nodes closer to the sink, XLP defines an angle-based routing
solution, which takes care that the packet can be routed around the void.

An energy consumption analysis for a single packet transmission from the source to
the sink using multi-hop forwarding according to the XLP principle is also developed
in [126]. The model takes account of the packet transmission success probability at
the PHY layer. The authors also perform simulations which take into account channel
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errors, packet collisions and energy consumption. The design and results in [126] show
that a cross-layer designed protocol stack can improve the communication performance
with lower implementation complexity when compared to a layered approach and other
previous cross-layer protocols. XLP is designed to replace the entire communication
protocol stack but, according to the authors, future research is also needed in this area.
In particular, the authors mention that future work is needed for cross-layer designed
adaptive modulation, error control and topology control.

Breath is an adaptive cross-layer protocol designed for reliable and low-delay
communication while taking into account energy efficiency [127]. The protocol is
designed for a WSN system where the source nodes send the packet to the sink using
multi-hop communication. The authors proposed a constrained energy efficiency
optimization model whose constraints are delay and reliability. The protocol is based
on randomized routing and MAC with duty cycling, which are jointly optimized to
achieve energy efficiency while taking into account the packet latency and reliability
requirements. The Breath protocol’s optimal working point is enabled by the proposed
algorithm, which can be used to adapt the hop distance, sleep period length or transmit
power, depending on the traffic load and channel conditions. Each node can go to
sleep for a random time duration, which depends on the traffic and network conditions.
Breath is based on geographic clustering, and the route selection is done randomly to
avoid using fixed routes and routing tables. The messages from the source cluster are
relayed via other clusters that are between the source cluster and the sink. Breath uses
a CSMA/CA-based MAC, whose operations are jointly optimized with sleep period
lengths and randomized routing. The assumption is that nodes have location information,
which is calculated from the received signal strength indicator (RSSI) information.
Location information is used to select optimally the hop distance and the transmit
power of the nodes. The authors found that an exact analytical solution cannot be found
because the optimization problem is too complex. Therefore, an approximate solution
for constraints and upper bound for energy consumption were used in [127]. For the
medium access collision probability, the authors use the Markov chain model for the
CSMA/CA method.

The authors have implemented the Breath protocol and found that their solution can
outperform the IEEE Std 802.15.4-based implementation in terms of energy efficiency
and reliability. Therefore, the authors conclude that the Breath protocol is an ideal
candidate for applications which have low delay and high reliability requirements (e.g.,
control and automation applications). That analysis is done for a specific topology
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where only the source cluster can send packets and other clusters act only as relays. This
assumption restricts the usage of the results since it does not consider real mesh network
characteristics and the results are limited to the considered scenario. However, the results
show that cross-layer optimization of physical, MAC and routing layer parameters
will improve the energy efficiency in comparison with the IEEE Std 802.15.4-based
implementation when using the network topology and assumptions considered in [127].

2.2.2 Information exploitation between layers

The information exploitation approach takes advantage of information sharing between
the different layers to improve the performance of the target layers. The purpose is that
different layers can exchange information which is important from the communication
performance point of view. In this section, the previous works that cover well this
wide research area, which has enormous number of potential ways to improve energy
efficiency, are introduced.

Throughout stack interaction

A cross-layer energy efficiency optimization model for the physical, MAC and routing
layers is proposed in [128]. The uncoded M-ary quadrature amplitude modulation
scheme is used at the PHY layer and an interference-free TDMA MAC and a centralized
control with a perfect synchronization is assumed. Therefore, the study is restricted
to small-scale networks, which include few dozens closely located nodes so that
synchronization and interference-free scheduling can be achieved. The authors point out
that the energy consumption minimization problem, when taking multiple layers into
account, is complex and hard to solve. The authors find an approximate solution to the
problem by using convex optimization for the study of delay and energy consumption
trade-off. Based on the results, the authors conclude that by using joint optimization and
adaptation for different layers, significant energy gains are possible in comparison to a
non-optimized layered approach.

In [129], the authors introduce a cross-layer optimization model for link-layer
scheduling, power control, and routing in UWB-based large-sized sensor networks.
For channel resource allocation, the authors use sensor nodes allocation to different
frequency sub-bands. Power control optimizes the transmission power for a given
sub-band, and the routing solution selects a path from the source node to the sink. The
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authors formulate the problem as non-linear programming (NLP). In [129], the problem
is solved by using a branch-and-bound approach. By performing simulations, the authors
show the usefulness of their solution and the importance of cross-layer optimization.

An energy-aware cross-layer data gathering protocol (RMC) is proposed in [130].
The RMC integrates the routing, MAC and clustering protocols targeting to collision-free
communication. The RMC is based on local scheduling and forwarding decisions which
decrease the overhead that would be caused by topology changes. Cluster formation has
been seen viable for energy efficiency also in [131] and [132]. A flow-aware medium
access (FLAMA) protocol is proposed in [131], where MAC schedules are adapted to
traffic flows which are known from application characteristics or using traffic prediction
techniques. The FLAMA protocol also determines the receiver mode and sleep mode
states for the nodes to save energy. A distributed election algorithm is used in the
FLAMA to schedule the transmission through a data forwarding tree which is formed
so that some nodes act as a parent node (cluster head) for associated child nodes. A
performance evaluation of the CLUSTERPOW [133] and MINPOW protocols, which
are cross-layer solutions to the clustering, power control and routing problem, has been
done in [132]. A coalition-aided cross-layer optimization approach is presented in [134],
where the possible energy efficiency improvements have been explored by studying the
interactions between the PHY, MAC and NET layers. Data aggregation and cooperative
communication are used to reduce the channel contention, and the MAC layer exploits
the physical layer conditions [134] to improve energy efficiency and energy balancing
across the sensor nodes. A cross-layer design problem is formulated for the PHY, MAC
and APP layers in [135] to improve quality and to reduce the power consumption of
wireless multimedia transmissions. The authors provide examples of cross-layer design
cases and highlight the importance of the radio parameters’ adaptation when taking into
account the interactions between the protocol stack layers.

MAC & NET interaction

Cooperation between the MAC and NET layers can improve the route selection because
the routing protocol can take into account the channel access competition, resource
sharing and sleep scheduling information from the MAC layer. On the other hand, the
NET layer can indicate the preferred routes to MAC layer, and channel access can then
be scheduled taking that into account. If, for example, the MAC layer does channel
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access coordination only between the neighbours and does not do cooperation with the
network layer, then end-to-end latency can be large and it cannot be avoided.

The MAC and routing layer interaction for sleep scheduling design has been
addressed, e.g, in [103], [136] and [137]. The PMAC protocol, which is based on
adaptive sleep/awake schedules, is proposed in [103]. Adaptivity is based on the
knowledge of the node’s own and its neighbour’s traffic knowledge. The nodes exchange
information about the upcoming traffic estimate, and the sleep period lengths are
determined based on that information. Only the nodes which are on the routing path
need to wake up for data forwarding, i.e., there is cooperation between the network and
MAC layers. The authors show that PMAC saves energy in comparison with a fixed
period-based SMAC. The analysis done in [103] does not take account of the effect of
the physical layers transmission success probability, which may affect the actual traffic
in the network due to retransmissions. Moreover, PMAC requires strict synchronization,
which requires communication and is therefore energy consuming. In [136], cross-layer
analysis is used to analyse a single-hop and multi-hop WSN with the focus on the
effect of sleep periods on energy consumption. The authors state that even though ideal
multi-hop communication outperforms single-hop communication in many scenarios,
it is important to develop more realistic energy consumption models which take into
account the PHY and MAC layer characteristics to acquire more reliable insight to the
performance comparison. The authors show that single-hop communication has 40%
lower energy consumption when using their cross-layer energy consumption model.
Moreover, the authors show that regular sleep periods can reduce energy consumption
significantly, particularly in a low traffic case. An integrated MAC and routing protocol
solution for WSNs with rare events is proposed in [137]. The authors’ purpose is to
decrease communication overhead by light addressing, tiered topology organization for
routing, and a power-saving mode enabling the nodes to go directly to the sleep mode
independently. The authors found that their protocol outperforms S-MAC [94] in terms
of average energy consumption while satisfying the end-to-end latency requirement.

A cross-layer protocol called MAC-CROSS takes advantage of the MAC and NET
layer interactions [138]. The protocol uses routing information to schedule maximum
sleep periods for the nodes that do not need to participate in the communication. The
MAC layer of the MAC-CROSS protocol is based on the existing S-MAC [94], [95] and
T-MAC [96], which use CSMA/CA method.

Multipath transmission can be used to improve the communication reliability [139],
[140]. In [139], the authors propose a lightweight source coding/decoding algorithm
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based on exclusive or (XOR)-operation and fault tolerant routing for WSNs. The
algorithm is designed so that it does not require much computational operations and
storage capabilities. The coding level is adjusted by using the network state information
from the routing algorithm. The routing scheme avoids sending the packet in the paths
which are found to be failed. The proposed coding algorithm divides the information
into multiple packets that are sent via different paths. From the correctly received packet
fragment index numbers, the sink can find which are the successful and failed paths.
The sink will send an ARQ message containing information about the failed paths to the
source node. The sink node estimates the network communication reliability states
from the number of successfully received packets by using the exponential weighted
moving average (EWMA) method. If the average loss rate is above the threshold, the
sink may send a message containing information about the coding ratio adjustment
to the source node. By performing simulations, the authors found that their method
improves reliability in comparison with the maximum residual energy routing scheme
(MRE) combined with an ordinary FEC algorithm. The tradeoff between the possible
increased energy consumption and achieved reliability gain is not evaluated in [139]. A
hybrid FEC-feedback transmission mechanism for multi-path transmissions is proposed
in [140]. The FEC-feedback algorithm principle is such that the sink will send an
acknowledgement (ACK) message to the source once the bitstream is correctly recovered.
The source node will then stop the transmission. According to the authors, the proposed
feedback mechanism reduces the number of retransmission and therefore improves
energy efficiency [140] in comparison with multi-path transmission without feedback.
The methods introduced in [139] and [140] are suitable for applications with high
reliability requirements. The authors point out that the cross-layer interaction design is
highly important and remains to be done in future work for the proposed method [140].
In addition, the evaluation of the tradeoff between increased energy consumption, in
comparison with single path transmission, and achieved reliability gain is not addressed
in [140].

The cross-layer designed MERLIN (MAC and energy-efficient routing with local-
ization support integrated) protocol has been proposed and evaluated in [141]. The
MERLIN protocol uses multicast upstream and downstream relaying for packets trans-
mitted to and from the gateway. The network topology is divided into different time
zones and a scheduling policy is used for routing the packets efficiently and reliably
to the closest gateway. The MERLIN protocol is designed for low duty-cycle sensor
networks using multi-hop topologies with designated sink nodes.

74



In [142], local and neighbour state information is used in a cross-layer fashion
to adapt the MAC and routing layer behaviour. The proposed method improves the
global energy efficiency and enables to fulfil the application requirements. The used
MAC protocol is based on B-MAC [97], which adapts the duty cycle with the adaptive
low-power listening (ALPL) method [143], [142]. ALPL is based on a cost function
which decreases routing costs and adapts the listening mode lengths of the B-MAC
protocol to save energy. However, the optimization framework proposed in [142] is
independent of the underlying MAC or routing protocol and is scalable to large and
dense networks.

The adaptive medium access control (A-MAC) protocol for heterogeneous wireless
networks is proposed in [144]. A-MAC is based on a two-layer architecture, which
selects the most suitable network, for a terminal, always when it gets a flow and provides
QoS-based scheduling in case of multiple flows. The authors state that A-MAC is the
first adaptive MAC proposal which takes care of the mentioned functionality without
requiring any modifications to the existing network structures. A virtual cube concept
for comparison of different networks, in terms of desired performance metrics, is also
introduced in [144].

In [145], the authors propose the cross-layer medium access control (CLMAC)
protocol. CLMAC is based on the network and MAC layer interaction so that routing
distance is added to the preamble field of B-MAC. The solution reduces routing control
traffic and enables energy-efficient routing. The MAC and network layer interaction
is also used in [146] to improve energy efficiency in WSNs. The authors consider
hop count coordinates-based routing algorithms and propose a MAC technique that
is designed to efficiently find the minimum cost nodes within node radio coverage.
The routing algorithm uses MAC layer information to find cost-efficient routes. The
cross-layer designed routing enhanced MAC protocol (RMAC) is introduced in [147].
RMAC is duty cycle-based and improves end-to-end latency in comparison with existing
protocols such as S-MAC. RMAC also mitigates the traffic contention problem more
efficiently than S-MAC while maintaining energy efficiency and high throughput. The
dynamic duty-cycle adjustment method for the S-MAC protocol (SMAC-DCC) is
proposed in [148]. SMAC-DCC adapts the duty cycle based on the network traffic
load information from the network layer. Based on the simulation results, the authors
conclude that latency and energy consumption can be decreased by using the proposed
cross-layer approach [148].
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PHY & MAC interaction

In wireless communication, errors that occur in the transmission medium due to
thermal noise, multi-path fading effect, multi-user interference and/or collisions must be
mitigated. The PHY and MAC layers have an important role in avoiding errors caused in
transmissions and channel access. In WSNs, it is important to avoid retransmissions and
idle listening, because the radio transceivers consume most of the nodes’ power budget.
However, the retransmission and idle listening avoidance must be done so that the added
overhead is not too large in comparison with the energy consumption decrement that
can be achieved by using it. Therefore, there is a tradeoff to explore, which has been
addressed in previous works that are surveyed here.

In [149], the authors study the effect of ECC methods on energy efficiency in WSNs
by using a cross-layer analysis which takes the effects of the MAC and physical layers
into account. The studied MAC is contention-based (with CSMA and handshake), and
broadcast transmissions are used. The authors derive models for energy consumption,
latency and packet error rate (PER) calculation, which can be used to compare the
performance of the FEC, ARQ and hybrid-ARQ schemes. The authors do not study the
convolutional codes because they have been found to be energy inefficient in typical
WSN communication scenarios [53], [59], [149]. In addition, the rateless codes are
neglected because they are efficient only for very long payloads, which are not used
in WSNs, and therefore the authors focus on the block codes (BCH and RS) [149].
In [149], the performance evaluation is done for Mica2 and MicaZ nodes [150]. The
authors mention in [149] that ECC is highly important in WSNs due to strict energy
constraints. HARQ and FEC coding can be used to improve error resiliency and enable
lower transmit power or hop length extension, which is useful when combined with a
channel-aware routing protocol. In [149], the authors found that hop length extension,
achieved by using HARQ and/or certain FEC codes, can decrease energy consumption
and end-to-end latency in comparison with ARQ. Furthermore, the authors found that
transmit power control can be used for energy efficiency improvement, particularly in a
scenario where low end-to-end latency is not required. The authors also conclude that
the selection of a suitable ECC scheme (FEC, ARQ or HARQ) depends highly on the
characteristics of the sensor nodes and the application characteristics (e.g., end-to-end
distance and target BER).

Potential communication improvement techniques for WSN transceivers have been
evaluated in [151] using a practical approach by performing outdoor measurements with
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a wireless sensor network platform, which was using a CC1000 transceiver [152]. The
authors added single error correction/double error detection (SEC/DED) coding and a
retransmission mechanism which mitigates the packets lost due to multipath effect and
collisions. The measurement results show that the use of this simple SEC/DED code
improves the transceiver packet reception rate performance, but the energy efficiency
analysis was not done in this work [151].

In [153], the performance of different error control strategies for WSNs intended for
multimedia communication has been studied. The authors compare the performance of
ARQ, link-level FEC, application-level erasure coding, hybrid-ARQ, and cross-layer
hybrid schemes. The studied cross-layer schemes include: erasure coding combined
with link-level ARQ; erasure coding combined with link-level FEC; and erasure coding
combined with hybrid-ARQ. By simulations, the authors show that these cross-layer
methods improve reliability in multimedia transmission. The authors found that simple
RS coding consumes less energy than the other schemes and cross-layer hybrid schemes
have the highest energy consumption [153] because in their setting they allow too high
number of retransmissions. On the other hand, the results show that from the delay point
of view, the cross-layer schemes performs best. According to the authors, the results
show that the energy consumption and reliability tradeoff must be improved further in
future studies. They mention that there is a need to design an adaptive QoS-aware error
control scheme that takes account of both energy efficiency and reliability in the case of
delay-constrained communication in WSNs [153].

A cross-layer approach for the PHY and MAC layers of the IEEE Std 802.15.4-based
WSNs with LEACH clustering algorithm is proposed in [154]. The authors compare
the clustered and non-clustered network delay, throughput and power consumption
performance. By performing simulations, the authors found that a cross-layer approach
with clustering decreases the communication delay, but further optimization for the
optimal number of clusters is needed to achieve also energy efficiency gain.

In [155], the authors propose for mobile WSNs an adaptive FEC code control
technique (AFECCC), which dynamically sets the amount of FEC redundancy per
packet based on the arrivals of ACK packets. The proposed method does not therefore
require the information of the SNR or BER. In [155], the main performance metric is
throughput, and also the overhead of different algorithms is estimated. The authors show
by simulations and implementation that their adaptive method performs better than fixed
code rate FEC algorithms. However, the authors do not evaluate the energy efficiency
performance of the proposed method.
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An adaptive method for MQAM modulation level selection at the PHY layer and
time slot assignment at the MAC layer with a goal to minimize transmission energy in
WSNs has been proposed in [156]. The model takes account of the application bit rate
requirement and symbol error rates in the modulation and time slot allocation adaptation
for a particular user. The optimization model is based on SNR gap approximation with
focus on the bit rate and reliability so that the symbols’ error rate is maintained for
the required bit rate by using adaptive modulation. The energy minimization model
introduced in [156] is simplified one because it is based only on the transmitted symbol
energy and the relation between the duration of the symbols transmitted in the slot and
the duration of the time slot.

An adaptive selection of the MAC protocol back-off probability and PHY layer
MQAM modulation order, which depends on the packet retransmission delay constraint
and traffic load, is proposed in [157]. This adaptive cross-layer scheme improves energy
consumption per successfully communicated bit.

A PHY/MAC cross-layer model, which can be used to study the energy efficiency of
orthogonal modulations in variable-length TDMA-based WSNs, is introduced in [158].
The authors studied the pulse position modulation (PPM) and frequency-shift keying
(FSK) modulation methods and found that PPM is more energy efficient in dense WSNs.
Moreover, they showed that the cross-layer approach provides energy gains in both
modulation cases.

A modulation adaptation method for IEEE Std 802.15.4a UWB communication is
proposed in [159]. The authors use a cross-layer approach to the physical and MAC
layers to adapt the modulation based on the QoS requirement and channel information.
Based on the results, the overall system throughput and delay can be halved by using the
proposed modulation adaptation method [159].

A transmission power control algorithm for WSNs is proposed in [160]. The authors
uses a cross-layer approach so that the transmission power at the PHY layer is adapted
by using the multiple access interference information given by the MAC layer. The
authors find that when using cross-layer information, significant energy efficiency gain
can be achieved with a feasible low-complexity increment.
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2.3 Summary and discussion

From the literature review, it can be found that there is a large number of works which
target to enable energy efficient communication in WSNs. The reason is that transceivers
have been found to consume most of the energy in typical sensor nodes. There are
different methods, at different layers of the protocol stack, which can be considered for
possible energy savings.

It can be observed from the previous works that at the physical layer, error correction
coding, modulation method and transmission power adjustment were found to provide
energy savings. Transmission power optimization is a straightforward way to improve
energy efficiency. If transmission power can be decreased while still achieving successful
communications, energy consumption decreases. On the other hand, transmission power
can be increased, if reliability is not at the desired level, in order to avoid retransmissions.
However, power can be increased only until the regulated maximum power in the
given band is reached. In addition, the transmission power increment will also increase
transmission energy consumption and interference to other nodes. Modulation method
adaptation (bits per symbol) can be used to improve reliability and energy efficiency.
However, typically low modulation levels (often binary modulation) are used in WSNs,
and therefore the adaptation possibilities are limited. Error correction coding can
be used to increase reliability, which decreases the number of retransmissions and
energy consumption. There are many types of codes that can be used to improve
reliability. Error correction strength, and consequently also complexity, can be increased,
if the reliability requirements are not met. However, in energy efficiency optimization,
the tradeoff between coding overhead and energy saving gain must be evaluated. In
comparison with transmission power increment, the difference is that when coding
complexity is increased, it does not directly generate more interference to other nodes
in the vicinity. However, it must be taken into account that because stronger coding
increases the packet lengths, more traffic will be generated to the channel, causing
higher probability of collisions and decrease of the data throughput.

At the MAC layer, idle listening, collision, overhearing and control overhead
minimization have gained a lot of attention, and many protocols have been proposed to
solve the problems. Most MAC protocols use duty cycling for scheduling the nodes’
sleep/awake periods to save energy. Recently, wake-up radio-based MAC solutions
have been proposed because they have potential to save energy, particularly when the
event frequency is low. It depends on the application characteristics, mainly on the
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traffic intensity, which one should be favoured. Performance comparison has not been
widely studied, and therefore there is a need for cross-layer models which enable the
selection between the duty cycling and wake-up radio methods. There is also a need for
a MAC protocol which takes advantage of wake-up radios and is scalable to different
application scenarios.

Network layer routing protocols’ most important design goal from the energy
efficiency point of view is to minimize the protocol overhead and the energy consumption
cost of the selected path. In path selection, it must also be taken into account that the
network may not be congested (to avoid bottlenecks) and that the network connectivity
will be maintained by taking fairness into account so that energy resources will not be
finished in particular nodes. The routing performance depends highly on the lower
layers because the link state (experienced channel condition and competition) affects to
the communication success probability on the selected routes.

During the evaluation of the WSN research, the cross-layer design has gained
attention because it has been found to provide more energy-efficient solutions than the
traditional layered design. Numerous different cross-layer models have been proposed,
focusing on different parts of the protocol stack. The survey introduced different types
of cross-layer design approaches. Some of them violate the layered structure by using
merging of layers, while others take advantage of the information exploitation between
the layers. Both approaches require the development of cross-layer models which can be
used to evaluate and enable the design of protocols characteristics and the required
information exchange.

The WSN application field is so wide that it is difficult, or even impossible, to
develop a general cross-layer designed protocol stack solution. Furthermore, in the
related work, e.g., about error control coding, it has been found that it is very difficult to
find a method which is adequate for different applications that have varying channel
conditions, resource constraints, multi-user interference, and application requirements.
In some cases, BCH or RS codes were found to be the most efficient while, in some other
applications more complex codes, e.g., convolution or LDPC, could be considered. In
addition, rateless codes are found to be efficient, particularly in a dynamic environment,
because the coding algorithm enables that the redundancy will be adapted according to
the channel conditions without a need for channel estimation. Adaptive coding based on
fixed code rates requires knowledge of the channel state or received SNR. The general
conclusion regarding error control coding is that it cannot be very complex because
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low-power transceivers set limitations to the decoding complexity. Therefore, block
codes are preferred in majority of the previous studies.

Each proposed model has its own valuable contribution to the development of future
wireless sensor and body area networks. However, there is still room and need for
further optimization in many scenarios. Particularly, when using a cross-layer design,
there are wide-range of performance improvement possibilities when taking into account
the interactions between the different layers. However, in the cross-layer design there
are also many challenges because that can lead to unintended consequences [161], [162],
[163]. Violation of the traditional architecture will lead to non-modular solutions, which
are difficult to update, also their scalability is usually weak because the designs are
typically tailored for some particular application scenario. Table 3 provides a summary
of the conclusions made after the related work review.

In this thesis, three different models will be introduced to enable energy efficiency
improvements in WSNs. The focus is on the PHY and MAC layers because these
layers are the most important in that they provide efficient communication media for
the upper layers. The cross-layer approaches are developed so that they do not require
redesign of the protocol stack, therefore maintaining modularity. Indeed, too complex
cross-layer designs are often not useful because they are too tailored for a particular
case and generalization is difficult. Therefore, the target has also been to develop
a general-level cross-layer approach for lower layers intended for different types of
application scenarios. Here the main focus is on a star-topology WSN and WBAN,
which is based on relative fresh standard, making it valuable to explore potential energy
gains. In addition, the objective has been to take advantage of the wake-up radios in
order to improve energy efficiency at the link and at the network level by avoiding idle
listening, which is found to be important problem. There is also a need for a model
for hierarchical architecture energy consumption evaluation while taking into account
the effect of the lower layers. That will enable to achieve energy efficiency gains at
the network level when the network includes heterogeneous devices. In addition, the
network level model focuses on the wake-up radio-based network architecture, which is
a potential method for idle listening avoidance and high energy efficiency.
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Table 3. Summary of the conclusions from the related work review.

Related works Conclusion

PHY: ECC
[46–50, 52, 53, 55–67]

FEC coding is found to enable significant energy gains. Even simple
codes (e.g. Hamming) can improve energy efficiency in good channel
conditions, while when the SNR is low, BCH and RS codes are found
to be the most energy efficient. Adaptive coding is found useful since
performance depends highly on the number of hops, communication
distance and varying channel conditions. Convolutional, LDPC and
Turbo codes have been found to require too complex decoders for
typical WSN receivers. However, in the future they may be feasible
when the nodes’ capabilities increase. Rateless codes have been
found to be a good option for varying channel conditions with relatively
low complexity.

PHY: Tx power & Mod-
ulation
[68–75]

Tx Power and modulation adaptation are straightforward ways to
decrease energy consumption of transmission or to increase reliability.
They provide an option to prefer single-hop communication instead of
multi-hop by adapting transmit power and/or modulation constellation.
Regulations and radio transmission power resources set limitations.
Typically, simple modulation is used in WSNs due to low data rate and
difficult channel conditions, which limits the adaptation possibilities.

PHY: IR-UWB
[16, 20, 76–80]

Selected physical layer option for IEEE Std 802.15.4(a) and IEEE Std
802.15.6. IR-UWB with energy detection receiver enables high energy
efficiency with low implementation complexity. IR-UWB PHY is not
as widely studied and implemented as narrowband versions of the
standards.

PHY: WUR
[24–28, 82]

Wake-up radios can be used to enable continuous very low-power
listening, and the nodes can be awakened with a wake-up signal. The
constant power consumption of wake-up receivers can be made so low
that WURs have potential for higher energy efficiency than duty-cycle
radio-based networks, particularly when the event frequency is low.

MAC: Contention
based
[22, 83–85, 94–107,
109]

Asynchronized and synchronized protocols are proposed. Synchro-
nization increases complexity and energy consumption. Simplicity is a
feasible characteristic for WSNs and performs well for low traffic load
applications. Throughput is low, and collisions increase with traffic
load. Idle listening avoidance using duty cycling, also with adaptivity to
increase performance for varying traffic load. These solutions enable
good energy efficiency for target applications. WUR-based solutions
can avoid idle listening to improve energy efficiency further.
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MAC: Contention free
[110–112]

Synchronization is required to enable contention-free channel access.
They enable high reliability and throughput, which makes them suitable
for high traffic load and low latency applications. Enables prioritization
of transmissions. Energy consumption increases with the added
complexity in comparison with contention-based protocols. Duty
cycling is used to save energy. These solutions typically require a
central coordinator but there are also distributed versions available.

MAC: Hybrid
[16, 20, 114, 115, 117–
120]

Enables scalability to different applications due to different modes
(contention-free and contention-based). Different modes enable suit-
ability for low and high data traffic load also with prioritizing the transmis-
sions. There are standards available for WSNs (e.g., IEEE 802.15.4)
and for WBANs (e.g., IEEE 802.15.6). Duty cycling is used to save
energy in these solutions, which enables good energy efficiency.

NET: Routing
[15, 121–123]

Routing protocols can be classified into following categories: network
structure, topology-based, communication model, and reliable routing.
Energy efficiency is an important goal and depends highly on the lower
layers’ performance, which can be taken into account by calculating
the routes’ cost. Many algorithms are available for multi-hop networks.
Small-scale WSNs and WBANs are typically based on a single-hop
star topology, which does not require optimized routing protocols.
Large networks require multi-hop communication and clustering with
well-designed routing to enable energy efficiency.

Merging of layers
[126, 127]

Designs include joint design of the PHY/MAC/NET layer characteristics.
The merging of layers approach can provide high energy efficiency for
tailored applications. The optimization problem and implementation
typically becomes too complex when each layer characteristic is taken
into account. Modularity is weak in these solutions since different
layers are merged using abstraction and a single layer protocol cannot
be replaced.

Information exploita-
tion throughout stack
[128–135]

Can provide high energy efficiency gains in comparison with the layered
design. Modularity can be maintained but is typically lost due to heavy
interactions between the layers. The solutions are tailored for particular
application scenarios since a scalable solution is difficult to achieve
when considering the multiple layer characteristics.
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Information exploita-
tion between MAC &
NET layers [103, 137,
138, 141, 142, 144–
148]

There are lots of possibilities to improve performance by designing MAC
and NET layer interactions. Routing performance can be improved
when the channel competition conditions are known at the MAC layer.
Channel access can be made more efficient when knowing the routing
plan. That also enables longer sleep periods for the nodes which
are not on the routing path. Therefore, there are many protocols
proposed which improve energy efficiency by jointly designing these
layers. Modularity can be maintained but requires carefull design
without creating new compulsory interfaces.

Information exploita-
tion between PHY &
MAC layers [149, 151,
153–160]

These layers provide the basis for efficient communication through the
channel. There are straightforward ways to improve energy efficiency
by adapting the layers’ parameters via information exploitation. Lower-
layer information is typically useful also for the NET layer and can be
shared via common layer state information data base. Modularity can
be maintained if new interfaces are not required.
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3 Cross-layer approach for lower layers

In this chapter, a cross-layer energy efficiency analysis for the lower layers (PHY &
MAC) of the sensor node transceiver protocol stack will be introduced. This analytical
cross-layer approach is originally proposed by the author and his co-authors in peer-
reviewed publications [36], [39] and [40]. Here, these original works are revised and
extended to also include description of a generic wake-up radio-based medium access
control protocol, which is defined in this doctoral thesis and also published in [42].

The target scenario is a star-topology WSN, where sensor nodes send data packets
to a sink node, as illustrated in Figure 11. In the star-topology network, the sink
node coordinates the communication and receives data from the sensor nodes [20].
In the IEEE Std 802.15.4 [20], it has been defined that the sink node (coordinator) is
a full function device which is able to act as a manager of the network and can also
communicate with other FFDs within its range. Furthermore, the standard [20] defines
that the sensor nodes are reduced function devices which can communicate only with
the FFD acting as the coordinator for the network. That is, the network can be clustered
so that a single cluster is based on a star topology and the sink nodes can send forward

Sink node - Full function device (FFD)

Sensor node - Reduced function device (RFD) 

Fig. 11. Star topology network.
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the data collected from the cluster. In that case, the sink nodes may have another radio
interface which can be used for longer range communication between cluster heads or
directly to the backbone network. This network topology is suitable for many types of
sensor network applications, e.g., environmental monitoring and surveillance scenarios.
In these type of scenarios, the low-power sensor nodes are continuously monitoring the
environment, and once an event (e.g., a pollution level or an intruder appearance) is
detected, the nodes will send a notification to the sink node, which will then take care of
any further actions, as defined by the application characteristics. Another common
feature of environmental monitoring and surveillance scenarios is that events typically
occur rarely, which requires specific attention to the radios’ sleep period management to
enable energy-efficient operation while still being able to fulfil the event reporting delay
requirements.

The objective of the proposed model is to enable energy efficiency improvements for
star-topology network communication in the case where sensor nodes observe an event
and transmit data to the sink node. Before data transmission, the sensor nodes wake up
the sink node according to the GWR-MAC protocol principles, which will be introduced
in Section 3.1. The design objective of the GWR-MAC protocol have included energy
efficiency, flexibility and scalability to typical WSN and WBAN scenarios. GWR-MAC
defines guidelines for the transmission period initialization and data packet transmission
procedure for network nodes equipped with WURs. Energy efficiency is addressed
by using wake-up signalling to avoid idle listening. Flexibility and scalability are
enabled by defining a general framework with a bi-directional wake-up procedure and
transmission period for which different types of channel access methods can be used
depending on the application scenario. Namely, depending on the application, there are
various channel access control methods that can be used according to the GWR-MAC
design. In this chapter, one example scenario will be defined in detail and analysed.

Because the application space is wide, also the developed analytical modelling
approach is first defined at the general level, so that it can be applied to various scenarios.
In this work, a mathematical analysis supported by Matlab simulation is used for a
detailed performance evaluation by using the proseded modelling approach. A Markov
chain [164] model is used to evaluate the average number of steps (time slots) needed by
sensor nodes to transmit a packet successfully to a sink node during a transmission
period of GWR-MAC, when taking into account the probability of channel access
success, packet success probability at the PHY layer and new packet arrivals probability,
which affect the network traffic load. Markov chain modelling has been used in many
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previous works addressing MAC protocol performance analysis, e.g., in [165–169].
Here, the purpose is not to propose a novel Markov chain model for MAC protocol
analysis but instead the Markov chain modelling is used as a tool to enable proposed
cross-layer analysis of the energy consumption. A supporting simulation model is
built to verify the analytical model and to obtain a more complete view of the network
behaviour during a transmission period. The simulation results provide information
about the number of channel access collisions, idle slots and unsuccessful and successful
transmissions, which are then used in the energy consumption analysis. The proposed
model can be used to select the physical and MAC layer parameters jointly so that
energy efficiency gains can be achieved. The analytical model is developed so that it can
be applied to explore the energy efficiency of different lower layer techniques as long as
the required event probabilities can be derived or measured for the target technology.

The model proposed in this chapter is used to explore the potential energy savings
that can be achieved by selecting the forward error correction code rate of IR-UWB
radios using non-coherent energy detection during the transmission period of a GWR-
MAC-based WSN, where data packets are transmitted using the S-Aloha contention
access. IR-UWB PHY and S-Aloha are the selected techniques for the IEEE Std
802.15.4 [20] as well for the IEEE Std 802.15.6 [16] for WBANs. In addition, an energy
consumption comparison between a contention-free MAC (TDMA) and the S-Aloha
protocol is carried out. The communication bit error probability at the PHY layer is
derived by using a Nakagami-m fading channel model, which has been found to be
realistic for UWB signalling [170, 171].

The following sections describe the system model, including the GWR-MAC
protocol, analytical model derivation at the general level, and the PHY and MAC
layer characteristics. Then the model for the transmission period length and an energy
consumption analysis and results for the IR-UWB PHY combined to an S-Aloha-
based transmission period are introduced with comparison to a TDMA method-based
transmission period. In the end, a summary of this chapter is provided.

3.1 A generic WUR-based MAC protocol

As was found in the literature review in Chapter 2, it is important to maximize the
sleep period length of the sensor nodes to save energy. Typically, the sleep periods
are controlled in WSNs by using a duty cycle-based MAC protocol. In duty-cycled
protocols, radios are listening to the channel for part of the time, according to their
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Sensor(s)

Fig. 12. WSN node architecture with WUR and main radio.

schedule (or randomly), and they go to the sleep mode if incoming transmissions are not
detected. Duty cycle-based MAC protocols work well in many WSN applications but
not in applications where the monitored events, and consequently communication, occur
rarely. A drawback of the duty-cycle approaches is idle listening, which increases energy
consumption and should thus be avoided if possible. Idle listening can be decreased
by setting the duty cycle very low when the traffic load is low. Adaptive duty cycle
protocols have been proposed for that purpose. However, low duty cycle will increase
the communication delay and may not be able to satisfy the application requirements.

An alternative approach is to use a wake-up radio [24–29] to avoid the idle listening
problem while allowing energy-efficient and low latency operation. As was explained in
Chapter 2, the wake-up receiver is continuously able to detect the wake-up signal when
it is in the ultra low-power standby mode. Therefore, the communication delay can be
avoided when the event occurs and there is data to transmit.

In this work, it is assumed that the WSN nodes are equipped with wake-up radios to
avoid idle listening. In addition, the nodes include the main data radio, as illustrated in
Figure 12. A generic WUR-based MAC protocol is proposed here to enable idle listening
avoidance in sensor network applications. The GWR-MAC protocol is not restricted
to any specific WUR technology or data radio technology. Two different options for
the wake-up procedure are defined for the GWR-MAC protocol: source-initiated and
sink-initiated. The data transmission period of GWR-MAC can be implemented by
using different types of channel access methods, as will be explained below.

In the source-initiated mode, the sensor node(s) will wake up the sink node from
the sleep mode by transmitting a wake-up signal (WUS), as illustrated in Figure 13.
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Fig. 13. GWR-MAC protocol source-initiated mode.
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Fig. 14. GWR-MAC sink-initiated mode.

To decrease the probability of WUS collisions, a random (or predefined) delay for
WUS transmissions can be used. The WUR of the sink node will receive the WUS
and generate a wake up via MCU to the main radio. The sink node’s main radio will
then broadcast a beacon (BC) message to initiate transmission period for the sensor
node(s) according to the channel access procedure, which can be based on different
methods suitable for different scenarios. The beacon message is, at the same time, an
acknowledgement to the sensor node(s) that the WUS has been received by the sink. If
the sensor node does not get the beacon message, it will retransmit the WUS after a
random back-off period. The WUS transmission procedure is therefore similar to the
Aloha channel access with a random (or predefined) delay for the first transmission.
Once the beacon message is received, the sensor node(s) will send the data packet(s) to
the sink during the transmission period by using the channel access method informed in
the beacon message. This mode of the GWR-MAC protocol is therefore a combination
of the source-initiated wake-up procedure and following channel access control method
for the transmission period.

In the sink-initiated mode, illustrated in Figure 14, the sink node will wake up
the sensor nodes from the sleep mode by sending the WUS using broadcast, uni-cast
or multi-cast. It depends on the used WUR technology whether it is possible to use
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addressing to wake up only certain sensor nodes or whether broadcast should be used.
When the sensor node receives the WUS, it will send an ACK message to the sink.
The sink node knows that the WUS has been detected correctly and sends the beacon
containing information about the following transmission period. Data transmissions are
then performed during the transmission period, and once they are finished, all the nodes
have entered the sleep mode.

Typically, the data flow is from the sensor nodes to the sink node. However, the
transmission period can also be dedicated to the sink node to transmit data to the sensor
node(s), if, for example, a wireless software update or reconfiguration of sensor node(s)
requires it. Therefore, in Figure 14, it is illustrated for the sink-initiated case that
the transmission period can be dedicated to the sensor node(s) or to the sink node
to transmit data packets. The sink node can determine in the beacon the upcoming
transmission period channel access mechanism, timing and scheduling information.
Different channel access methods can be used for the transmission period management.
When the transmission period is finished, all the nodes have entered the sleep mode and
the next transmission period will take place after the next wake-up procedure.

For the transmission period channel access, one option is to use a contention-based
MAC. In that case, the nodes compete for channel access and transmit packets according
to the contention-based MAC principle. For example, in the Aloha case, nodes transmit
when they have a packet to transmit. If the packet is not successfully received, then
the retransmission policy defines either that the packet is discharged or retransmitted.
For example, in the Aloha case, the unsuccessful packet will be retransmitted again
after a random backoff period if the ACK is not received during a certain time. In
addition, other contention-based methods, e.g., CSMA/CA, etc. can be used during the
transmission period. Another option is to use contention-free scheduled methods, e.g.,
TDMA-based protocols or guaranteed time slots defined in the IEEE Std 802.15.4 [20].
The requirement for the usage of contention-free methods is that the sink node assigns
dedicated time slots for each sensor node. The sink node does not have information
about which nodes have a packet to transmit, and therefore the channel resources may
be wasted. In the ideal contention-free case, no collisions will occur if the nodes are
perfectly synchronized and follow the schedule.

The described GWR-MAC protocol principle is suitable for different types of
application since it defines a bi-directional wake-up procedure between the sensor nodes
and the sink. In addition, it enables the usage of different channel access methods for
the transmission period. However, note that the GWR-MAC protocol is not defined here
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in a detailed manner (wake-up collision avoidance, packet formats, turn-around times,
etc.). Instead, the described GWR-MAC is a general-level framework for short-range
networks which take advantage of the wake-up radios. It depends on the application
scenario which mode of the GWR-MAC protocol should be used. For example, in some
applications only the source-initiated case may be used, and then only the sink node
should be equipped with a WUR. In some scenarios, there can be a need that only the
sink node must be able to wake up sensor nodes. In that case, the sink-initiated mode
would be used and only the sensor nodes must be accompanied with a WUR. Some
application scenarios require both modes of the GWR-MAC protocol. In such cases all
the network nodes must be equipped with a WUR and data radio as illustrated in Figure
12.

In this chapter, the focus is on the energy efficiency analysis of the transmission
period, and the GWR-MAC protocol defines how the transmission period establishment
will be done. Therefore, in this section, a model for the transmission period energy
efficiency analysis will be derived. In Chapter 4, the GWR-MAC protocol is used in
the context of a hierarchical network, and the energy efficiency comparison with a
duty-cycle radio-based network is performed. Therefore, the focus is therein on the
evaluation of the effect of the wake-up procedure on the network energy efficiency.

3.2 System model

Here will be defined the system model and assumption for the developed transmission
period length and energy efficiency model. During the analysed transmission period, the
sensor nodes send data packets to the sink node as in typical WSN applications.

The total number of sensor nodes in the star topology network is N, which are
assumed to have a packet to transmit to the sink node. As shown in Figure 15, the
transmission period establishment of the GWR-MAC protocol begins so that one of the
N sensor nodes (#1 in this case) sends a wake-up signal once it has seen it necessary
according to the particulars of an actual application; i.e., the triggering reason for
the wake-up procedure depends on the application scenario. Figure 15 illustrates the
wake-up procedure of the source-initiated mode of the GWR-MAC protocol, but the
proposed transmission period analysis is applicable also to the sink-initiated mode. Here
it is assumed that sensor node #1 sends the WUS because it has detected a critical event
(e.g., sensor value is above the predetermined threshold). A wake-up signal can also be
generated if, e.g., a certain timer has expired after the previous transmission period. The
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Fig. 15. Wake-up procedure and transmission period message diagram for GWR-MAC based
on slotted contention-based channel access.

other N−1 sensor nodes, which have data to transmit, have added random delay to the
WUS transmission and are, in the meantime, listening for a possible beacon message
from the sink in order to detect whether the wake-up has already been performed by
some other sensor node. It must be noted that the wake-up signals may collide if
multiple sensor nodes send the signal at the same time. However, a wake-up message is
typically very short, which decreases the probability of collision. In addition, it will
be assumed that a suitable randomization is used, and therefore the WUS collision
probability is assumed to be zero and the sink node’s WUR will decode the WUS from
node #1 successfully. The wake-up procedure will not be analysed here in more detail
since the focus is on the data radio energy efficiency during the transmission period.

After the successful reception of the WUS, the sink node turns on its main radio
and broadcast a beacon message to the sensor nodes. This beacon message is at the
same time an acknowledgement to the sensor nodes that the WUS has been received.
The beacon message includes information about the upcoming transmission period
channel access starting time, channel access method and possible scheduling. It is
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assumed that the N sensor nodes receive the beacon message successfully, achieve
perfect synchronization with the sink and can start sending their data packets during the
transmission period in a contention-based or contention-free fashion, as was explained
in the GWR-MAC protocol description.

In this work, the slotted channel access during the transmission period will be defined
and analysed in more detail. As shown in Figure 15, N sensor nodes with a packet to
transmit will transmit (Tx) it in a randomly selected slot during the transmission period.
Despite the used channel access method during the transmission period, unsuccessful
transmission may occur due to errors introduced by the wireless channel fluctuations
or due to collisions occurred during the channel access. In the analysis hereafter, it
is assumed that if data transmission is not successful, the sensor node will retransmit
(ReTx) the packet until it has been successfully received (Rx) by the sink. In other
words, it is assumed that the sink node sends an ACK message after a successful packet
reception. If a data packet collision or erroneous detection for some other reason occurs,
and consequently the ACK message will not be received, the sensor nodes have to
transmit their packets again according to the used MAC protocol features.

In addition, in the analysis, it is taken into account that new packets can arrive to
each of the N nodes during the transmission period. However, the sensor node does not
generate a new packet for transmission until the previous one is successfully delivered;
i.e., it is assumed that buffering is not supported by the nodes, which is a reasonable
assumption in many WSN applications.

3.3 Transmission period

This section describes the mathematical model developed to analyse the transmission
period in the described WSN scenario. A Markov chain [164] model is used to enable
the estimation of the length of the transmission period taking the PHY and MAC layer
characteristics and new packet arrival probability into account.

The objective of the Markov chain model is to evaluate how many steps are needed
that every node has successfully reported its observation (data packet) to the sink node.
The number of steps to absorption can be translated into time to absorption when the
average length of step is known. The model enables to explore the protocol stack
parameter tuning effect on the transmission period length. As was introduced in Chapter
2, e.g., the transmission power, modulation method, error correction coding rate, or
channel access method can be adapted to decrease the number of retransmissions. The
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objective of the model is then to provide a tool to find out the parameter setting which
shortens the length of the transmission period. Furthermore, the eventual goal is to use
the model for energy efficiency evaluation.

For the Markov model analysis, the possible actions that can occur during the
transmission period must be defined. In the above-described star-topology network
scenario, the following actions can take place:

1. A sensor node wakes up the sink node by sending a wake-up signal. This type of a
message is assumed to be delivered error free since the focus here is on the data radio
part.

2. Once the sink node is awakened, it will send a beacon message to the sensor nodes so
that they can synchronize with the sink, and know when and how they must try to
access the channel. At this point, there are N nodes which have a data packet to
transmit.

3. To transmit data, the sensor nodes can use a contention-based or a contention-free
channel access method. In the former case, the sensor nodes choose a transmission
slot z with probability p. In the latter case, each sensor node transmits in a slot
determined by the sink node.

4. If there is only one transmission in a slot, a collision will not occur and the success
probability depends on the bit error probability (BEP) at the receiver detection
process. If there are multiple transmissions in the same slot, a collision will occur and
the packets will be lost. In the case of an unsuccessful transmission due to channel
errors or collisions, the node(s) try to retransmit the packet in a new slot, as described
in step 3. If the node has a successful transmission, it will enter the sleep mode.

5. During the transmission period, new packets can arrive to each node with a certain
probability. The nodes do not support buffering of packets but a new packet can
replace the old packet, in which case the node transmits only the latest sensor
observation.

6. The transmission period ends when every node has successfully transmitted data
packet and entered the sleep mode.

For the purpose of the transmission period process analysis, in this work, the Markov
chain model which have states between 0 and N, illustrated in Figure 16, has been
developed. The initial state value, at time t = 0, is defined to be St = 0. The absorption
state, where all the N nodes have successfully completed their transmissions is defined
as St+Θ = N, where Θ is the time required to reach the absorption state. In the j:th state,
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Fig. 16. Markov chain model for the transmission period analysis ([36] ©ACM 2014).

N− j nodes have a packet to transmit and j nodes have already successfully transmitted
a packet and entered the sleep mode.

For the state transition probability calculation, the factors which affect the probability
of state transitions must be defined. To compute the state transition probabilities for the
different actions in the described Markov chain model, the following probabilities must
be known; (1) the probability of successful channel access, (2) the packet transmission
success probability, and (3) the probability of new packet arrivals at each node. The
first one depends on the MAC protocol features, the second one depends on the PHY
layer features and the wireless channel characteristic, and the third one depends on the
network traffic model. In addition, the corresponding probabilities must be known for
the unsuccessful channel access and packet transmission and no new packet arrivals
for each node. Therefore, the probability of successful (unsuccessful) channel access
PMAC

succ (PMAC
fail ) and the probability of successful (unsuccessful) wireless transmission

PPHY
succ (PPHY

fail ) are defined. Furthermore, let’s define PΩ(Ω = κ) to be the probability that
κ = 0,1, ..., j node(s) will have a new packet arrival during the j:th state.

Next, the events that can occur in the Markov chain model and corresponding
probability for them will be defined.

Event 1 :
Successful channel access & successful transmission & no new arrivals => move
from state j to state j+1; Probability for event (1) is defined as

P(1) = PMAC
succ PPHY

succ PΩ(Ω = 0) (1)
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Event 2 :
Successful channel access & successful transmission & κ node(s) have a new
packet => move from state j to state j−κ +1; Probability for event (2) is defined
as

P(2) = PMAC
succ PPHY

succ PΩ(Ω = κ) (2)

Event 3 :
Unsuccessful channel access & no new arrivals => stay in state j; Probability for
event (3) is defined as

P(3) = PMAC
fail PΩ(Ω = 0) (3)

Event 4 :
Unsuccessful channel access & κ node(s) have a new packet => move from state
j to state j−κ; Probability for event (4) is defined as

P(4) = PMAC
fail PΩ(Ω = κ) (4)

Event 5 :
Successful channel access & unsuccessful transmission & no new arrivals =>

stay in state j; Probability for event (5) is defined as

P(5) = PMAC
succ PPHY

fail PΩ(Ω = 0) (5)

Event 6 :
Successful channel access & unsuccessful transmission & κ node(s) have a new
packet => move from state j to state j−κ ; Probability for event (6) is defined as

P(6) = PMAC
succ PPHY

fail PΩ(Ω = κ) (6)

The Markov chain model described above can then be used to study different PHY
and MAC layer protocol combinations when the defined probabilities can be derived or
measured for the techniques of interest. In Section 3.5, it is shown in detail how these
probabilities are derived for a particular combination of PHY and MAC layers studied in
this work by using the proposed approach.

3.4 Energy consumption

The energy consumption model is introduced here at the general level without going into
details of particular protocols at the PHY and MAC layers. The number of transmissions
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required for success is a very important factor in the sensor network overall energy
consumption. There are many protocol design features and parameters which affect the
number of transmissions. The effect of any protocol parameter tuning must be explored
in an orderly way to find possible energy gains. Therefore in this work, the number of
unsuccessful and successful transmissions has been used as a key factor which depends
highly on the lower layer protocol features.

The energy consumption, ETP, of wireless communication during a transmission
period is defined here as

ETP = Nfail
tx
(
EPHY

tx +EMAC
tx,f

)
+Nsucc

tx
(
EPHY

tx +EMAC
tx,s +EPHY

rx +EMAC
rx

)
+EMAC

Imp , (7)

where Nfail
tx is the number of failed transmissions, EPHY

tx is the PHY layer part on the
energy consumption of a transmitting node, EMAC

tx,f is the MAC protocol effect on the
energy consumption of a transmitting node in the failed transmission case, Nsucc

tx is the
number of successful transmissions, EMAC

tx,s is the MAC protocol effect on the energy
consumption of a transmitting node for a successful transmission, EPHY

rx and EMAC
rx are

the PHY and MAC layer portions on the energy consumption of the receiving (sink)
node, respectively. The energy consumption caused by the MAC protocol imperfections
during the transmission period is taken into account by adding a factor EMAC

Imp , which
depends on the MAC protocol characteristics. For example, for a slotted random-access
MAC, this parameter can model the effect of the idle slots present in the transmission
period due to the used channel access and back-off strategy. In an ideal TDMA MAC
case, there are no unused slots during the transmission period, and therefore EMAC

Imp

would be zero. EMAC
Imp can also be used to take account of other energy consumption

overheads caused by the MAC protocol, e.g., beacon transmission or synchronization
and slot scheduling required in the contention-free MAC protocol case.

The energy consumption model expressed in (7) can be used as a starting point
for the analysis of different combinations of PHY and MAC layer protocols. The
more detailed energy consumption factors must be derived for the protocols of interest.
For example, depending on the studied protocol characteristics, the MAC factors can
either include or not include the ACK message transmission and reception after a
successful data packet detection. The next section describes detailed derivations for the
IR-UWB-based WSN case.
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3.5 Analysis of a WSN based on IR-UWB

This section describes how the proposed cross-layer approach can be used for the
transmission period analysis and consequently energy efficiency evaluation of WSN
transceivers using IR-UWB PHY and S-Aloha for channel access during data transmis-
sions. The approach is used to evaluate how the error correction code rate affects the
average number of transmissions required for success, and therefore the length of the
transmission period. Finally, an analysis is developed to evaluate the achieved energy
consumption savings.

The parameter values assumed for the analysed IR-UWB network (if not otherwise
declared) are given in Table 4. These parameters are defined to be adequate for the
IR-UWB transceivers based on the standard [20]. The transmitter and receiver power
consumption approximate typical values of state-of-the-art designs [78, 172, 173].

3.5.1 PHY layer

Impulse radio based ultra-wideband communication has desired characteristics for
several WSN applications. IR-UWB transmissions are based on very short-duration
pulses, which have very wide power spectrum in the frequency domain with low
energy level. Indeed, the Federal Communications Commission (FCC) regulations have
specified that the maximum power emission for an IR-UWB transmitter should not
exceed −41.3 dBm/MHz at the unlicensed 3.1−10.6 GHz band [174]. Furthermore,
the FCC defines that UWB signals should have fractional bandwidth greater than 20%,
or a bandwidth (W ) greater than 500 MHz [174]. The fractional bandwidth is defined as
[174][175]

B f = 2
fH − fL

fH + fL
, (8)

where fL and fH are the lower and higher frequencies corresponding to upper and lower
−10 dB points in the signal spectrum.

Depending on the modulation method, IR-UWB signals can be detected by using
either coherent or non-coherent techniques. Coherent receivers are not well suitable for
low-cost and low-power WSNs since they require complex analogue-to-digital (A/D)
conversion and digital signal processing (DSP) operations. Therefore, the non-coherent
receivers based on energy detection are favoured in sensor networks, since they allow
simple and low-cost implementations enabling energy-efficient operation. Common
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Table 4. Parameters assumed for IR-UWB based WSN analysis ([36] ©ACM 2014).

Parameter Definition Value

W bandwidth 499.2 MHz

fc central frequency 4492.8 MHz

m Nakagami fading severity index 3

α power delay profile coefficient 0.3

Ncpb number of chips per symbol 16

tc chip duration 2 ns

Tint integration time 20 ns

R uncoded bit rate 0.98 Mbps

mbs bits per coded symbol 6

N number of sensor nodes in the network 20

p probability to transmit in a slot 0.05, 0.1, 0.2, 1/(N− j)

ρ arrival rate for Poisson process 0.03 events/s

LPMH payload and MAC layer header 127 bytes

LPH PHY layer header 2 bytes

LACK ACK frame size 7 bytes

TMaxAckWait maximum wait time for ACK frame 151 µs

LPRE preamble length 64 preamble symbols

Prx receiver power consumption 20 mW

Ptx,circ transmitter circuitry power consumption 2 mW

Pidle idle mode power consumption 1 mW

Psd power spectral density −41.3 dBm/MHz

Ptx,RF transmitter RF power component 37 µW

modulation schemes used in non-coherent transceivers are binary pulse (or burst)
position modulation and on-off keying.

IR-UWB communication does not require the use of a carrier signal, hence it
does not require up or down frequency conversion, which is an important issue for a
simple and low-cost transceiver implementation. Due to wideband signals with low
power emission, the main advantages of IR-UWB PHY are noise-level communication,
resistance to severe multi-path/jamming and very accurate time resolution of the
multipath components [18]. Commercial UWB communication-based products have
been developed, for example, by DecaWave [176], Zebra Technologies [177] and
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Fig. 17. Symbol structure of the IEEE Std 802.15.4a-compliant IR-UWB communication ([36]
©ACM 2014).

Ubisense [178]. The IEEE Std 802.15.6 (published in Feb. 2012) [16] has a remarkable
potential for WBAN applications that will most probably lead to an emergence of new
UWB-based products.

The IR-UWB symbol structure, as defined in [20], is shown in Figure 17. In the
binary burst position modulation (BPM) case, the transmitted signal consists of a burst of
chips, i.e., each bit is transmitted using Ncpb chips of duration tc. One chip consists of a
single UWB pulse of duration Tp, i.e., here it is assumed that tc = Tp. There are different
pulse types available for transmission, e.g., a Gaussian pulse or one of its derivatives is
typically used [18]. As can be seen from Figure 17, the symbol period of duration Tsym,
defined in the IEEE Std 802.15.4, is divided into two periods, which enables a burst (and
pulse) position modulation. The burst is transmitted either during the first or second
period, depending on the input bit. Depending on the hopping sequence, the burst can
reside at a different location inside a bit period to avoid multi-user interference (MUI),
as illustrated in Figure 17. In addition, each symbol period includes guard periods to
avoid inter-symbol interference (ISI).
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2014).

The transmitted IR-UWB signal, in the case of the described symbol structure and
binary modulation, for the u:th user is defined as [20]

s(u)(t) =
Ncpb−1

∑
d=0

√
εs

NcpbTp
p
(
t−g(u)0 TBPM−∆

(u)Tw−dtc
)
, (9)

where εs is the energy of the transmitted symbol, g(u)0 ∈ {0,1} is the transmitted bit for
the u:th user, TBPM = Tsym/2 is the bit period duration for the binary BPM case, ∆(u) is
the burst hopping position inside the symbol period for the u:th user, Tw = NcpbTp is
the duration of the signal waveform (burst). The transmitted pulse waveform p(t) of
duration Tp is such that (1/Tp)

∫ Tp
0 p2(t)dt = 1 and the bandwidth W is approximately

1/Tp.
The basic architecture of the non-coherent ED receiver is shown in Figure 18.

First the antenna receives a signal, which then goes through a band pass zonal filter
(BPZF). The filter removes the out-of-band noise from the signal. The output of the
filter includes therefore only in-band noise and signal energy, which go through a
squaring operation. The squared signal is integrated using specific integration time,
Tint, to acquire knowledge of the received signal energy. The integration time is a very
important parameter of the ED receiver because it determines the amount of signal and
noise energy affecting the decision on a received bit. In the additive white Gaussian
noise (AWGN) case without multipath effect, the ideal integration time is the same as
the duration of the transmitted burst, Tw, because in this case all the signal energy can be
collected. If Tint is longer than the burst duration, a superfluous noise energy would
also be collected. In the multipath channel case, the selection of Tint is more difficult
because a sufficient amount of delayed signal components should also be collected
by the integrator. However, Tint should not be unnecessary long to avoid collection of
additional noise. When selecting adequate Tint, the integration time and bandwidth
product (Tint ·W ) is often used as a measure. The effect of integration time on the
receiver performance has been previously studied, e.g., in [76, 80, 179, 180]. After the
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integrator, a sampling operation produces the decision variable Za, which is input for
a decision device which determines whether the transmitted bit was a one or a zero.
Depending on the modulation method, the decision device does the decision (Yc) based
on a threshold or by comparing the received energies in different symbol periods. The
former method can be used, e.g., for OOK, and the latter is used for the pulse (and
burst) position modulation. In the next sections, the BEP derivation for the uncoded and
coded transmissions, when using binary burst position modulation in a multipath fading
channel case, will be introduced.

Uncoded Transmission

Here will be introduced the bit error probability derivation for the uncoded transmission
in a Nakagami-m fading channel when using binary BPM and non-coherent ED receiver.
In the channel, the transmitted signal s(u)(t) will travel through multiple paths, which
will cause that signal components will arrive to the receiver with different delays
and power levels. The Nakagami-m distribution [181] can be used to characterize
the statistics of the multipath faded signal [45] and is well suitable for ad hoc and
sensor network environments [46], [182]. It is also found to be sufficient for IR-UWB
communication BEP derivation [170, 171]. The received signal, after the multipath
fading, for the u:th user is defined as

r(u)(t) = s(u)(t)⊗h(t)+n(t), (10)

where ⊗ is the convolution operator, h(t) is the channel impulse response and n(t) is the
zero-mean white Gaussian noise term with two-sided power spectral density (PSD)
σ0 = N0/2.

The following derivation is used to calculate the bit error probability for the detection
of the signal from the fading channel. The derivation for BEP calculation is based on the
models originally introduced in [76] and [183], and here it is only shortly introduced.

In the Nakagami-m channel case, the instantaneous power of the signal components
varies according to gamma distribution. The gamma distribution has a closed form
characteristic function (CF), which is useful in the derivation of the BEP because it can
be used to define the CFs of the decision variables at the ED receiver. Let’s define that in
the case of the bit ′0′, the transmitter will transmit signal waveform on the first symbol
interval, and in the case of the bit ′1′, the signal waveform will be transmitted on the
second symbol interval. For the BEP derivation explanation, let’s further assume that a
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signal waveform for the bit ′0′ is transmitted, i.e., g0 = 0 in (9). In the case of burst
position modulation, the ED receiver produces one decision variable for both symbol
periods in order to compare them. In this case, the decision variables can be modelled as
non-central chi-square distributed random variables (RVs) [76]. For the first symbol
period, the CF for the chi-square decision variable Z1 with non-centrality parameter
µ1 = µ , composed of C resolvable multipath components, can be defined as

Ψµ( jν) =
C

∏
l=1

Ψ|h2
l |
( jν) =

C

∏
l=1

1
(1− jν γl

m )
m
, (11)

where γl is the SNR of the l:th multipath component hl and m is the fading severity
index [76]. For the second symbol period, the decision variable Z2 has a non-centrality
parameter µ2 = 0 because the corresponding symbol period includes only a zero-mean
noise component.

Because the ′0′ bit is transmitted on the first symbol interval, the bit error probability
is defined as Pb = Pr{Yc = Z1− Z2 < 0}. By deriving the difference between two
non-central chi-square RVs and averaging with respect to the non-centrality parameter
µ , the BEP is given by [76]

Pb =
1
2
+

1
π

∫
∞

0

( 1
1+ν2

)NcpbWTint
ℜ

{
Ψµ(

− jν
1+ jν )

jν

}
dν , (12)

where NcpbWTint is the degree of freedom of the non-central chi-square distributed RVs.
Equation (12) can be evaluated by using numerical techniques, and the packet error
probability for the uncoded case can then be calculated as

Ppacket = 1− (1−Pb)
L, (13)

where L is the packet length in bits.

Coded Transmission

In this section, it is shown how the BEP can be calculated when using the Reed-Solomon
(n,k, t) codes, which have an error correction capability of t = (n− k)/2. The IEEE
Std 802.15.4 defines that the IR-UWB PHY-based radios will use a RS code with a
total number of symbols in a code word n = 63, number of information symbols in
a code word k = 55, bits per symbol mbs = 6, and code rate r = 0.87 [20]. Here, the
introduced cross-layer model will be used to study also the other code rates of the RS
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code performance with parameters n = 63 and mbs = 6. By selecting the same code
word length and number of bits per symbol, the implementation complexity with respect
to the standard will not change drastically.

In the FEC coding case, the transmitted energy per information bit will be reduced,
in comparison to the uncoded case, because the encoder generates parity bits, which also
needs to be transmitted. Therefore, it must be taken into account that the energy per bit
in a coded packet depends on the code rate and can be calculated as εb,i = riεb,0 ≤ εb,0,
where ri is the i:th code rate and εb,0 is the energy per uncoded bit [45]. This assumption
leads to a fair comparison because the energy per packet will be the same for the uncoded
and coded packets despite the used code rate.

The decoded symbol error probability, in the case of a hard decision decoding, for
the i:th code rate, can be calculated as [44, 45]

PRS
s,i =

1
n

n

∑
e=t+1

e
(

n
e

)
(Ps,i)

e(1−Ps,i
)n−e

, (14)

where e is the number of erroneous symbols in a code word, Ps,i = 1−
(
1−Pb,i

)mbs is
the symbol error probability of the code word before decoding and Pb,i is the bit error
probability, when using a code rate ri. Pb,i can be calculated using (12) by substituting
the energy per bit for the i:th code rate case. The packet error probability in the case of
i:th code rate can be calculated from the symbol error probability as

Ppacket,i = 1− (1−PRS
s,i )

Xi , (15)

where dXi = Li/mbse is the number of RS code symbols in a packet and Li = L/ri is the
packet length when using a code rate ri.

The decoded bit error probability for the i:th RS code rate can be approximated by
using [45]

PRS
b,i ≈

2(mbs−1)

2mbs −1
PRS

s,i . (16)

This approximation is used to illustrate coding performance with the uncoded case
in Figure 19, which shows the BEP versus energy per bit-to-noise ratio results in a
Nakagami-m fading channel. The fading channel parameters used in the calculations
are a Nakagami factor m = 3, a power delay profile (PDP) coefficient α = 0.3 and
bandwidth integration time product W ·Tint = 10, which is a sufficient value based on
the results shown in [76]. More detailed parameters for this performance evaluation are
given in Table 4. In [184], a SNR gap analysis for the same receiver architecture, and
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Fig. 19. BEP versus Eb/N0 in dB at the receiver in a Nakagami-m fading channel ([36] ©ACM
2014).

with the same channel model, as the one used here was proposed. The RS code rates
from r = 0.78 to r = 0.97 were found to be the most potential energy saving enablers
[184]. Therefore, the focus in this work is on those code rates. Figure 19 clearly shows
that all the studied code rates can lead to reduced required values for Eb/N0, e.g., when
the target BEP= 10−4. However, Figure 19 also shows that there is an Eb/N0 region
where coding leads to a worse BEP performance than in the uncoded case. As mentioned
earlier, for a fair comparison, it must be taken into account that when using FEC coding,
a smaller amount of energy is used for each transmitted bit. In the low Eb/N0 case, the
coding cannot anymore correct the bit errors, and therefore, it would be better to transmit
an uncoded signal with higher energy per bit. It is however not desirable to communicate
in the low Eb/N0 region since it leads to a high packet-loss rate, and consequently,
increases the number of retransmission, which leads to energy inefficiency.

3.5.2 MAC layer

The S-Aloha random access method is simple to implement, it has low overhead, and it
is also chosen to the standards [16] and [20] to be used with the IR-UWB physical layer.
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In addition, the conventional clear channel assessment cannot be performed when using
UWB signalling. Therefore, the focus here is on an S-Aloha method analysis for the
transmission period of the GWR-MAC protocol. However, an energy consumption
comparison with a TDMA method-based transmission period will also be shown in
Section 3.5.7.

For a finite S-Aloha case, the probability that any node has successfully accessed the
channel in a slot is

PMAC
succ (p) = N p(1− p)N−1, (17)

where N is the number of nodes competing for channel access in a slot with probability
p. The maximum channel access efficiency can be found by computing the derivative of
(17) at the zero value

PMAC
succ (p∗)′ = 0, (18)

which occur when p∗ = 1/N, i.e., when the number of slots in a transmission period is
the same as the number of competing nodes. That case corresponds with a traffic load
G = 1. Therefore, the maximum channel access success probability can be calculated as

PMAC
succ (p∗) = (1−1/N)N−1. (19)

It must be noticed that the code rate affects the packet duration due to coding
overhead, by a factor (1/ri), and therefore the slot length must be adapted accordingly.
The slot length must be long enough so that the synchronization header, the preamble,
the data packet and ACK messages can be delivered within it.

Figure 20 shows the packet success probability for transmissions over a Nakagami
fading channel and the combined success probability, at a given slot, that takes the
effects of both the PHY and MAC layers into account. The results for two different code
rates, r = {0.96,0.87}, and the uncoded case are shown to illustrate the performance
difference between the uncoded and coded scenarios. In the traditional MAC layer
analysis, the PHY layer success probability is assumed to be one (i.e., ideal receiver),
which corresponds with the result shown in Figure 20 "PHY & MAC" curves, at their
maximum value, where the PHY layer packet success probability is one, because Eb/N0

is high enough for error-free transmission. Similarly, in the traditional PHY layer studies,
the medium access success probability is not taken into account, which corresponds
with the "PHY" curves shown in Figure 20. The results show that in the combined
success probability ("PHY & MAC" curves), there is a transition region (between zero
and maximum) with Eb/N0 values that do not guarantee error-free communication at
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Fig. 20. Packet success probabilities vs. Eb/N0 in dB for the uncoded and coded cases ([36]
©ACM 2014).

the PHY layer level. This illustrates that the joint analysis of PHY and MAC layers
takes this transition region into account. Moreover, it can be observed that when the
PHY layer provides error-free communication, the joint packet success probability is at
maximum only 0.368. The reason is that the S-Aloha MAC protocol cannot provide a
higher throughput [87, 88]. This simple comparison illustrates the importance of the
joint analysis of PHY and MAC layers.

3.5.3 State transition probabilities

Section 3.3 introduced a Markov chain model at the general level for the analysis of the
transmission period. In this section, the state transition probabilities for Markov chain
events (1) − (6) are derived for the combination of IR-UWB PHY and S-Aloha channel
access during the transmission period.

Assume that a = ς new packets arrive at each node during a time period τ . In this
work, the new packet arrival probability calculation, the traditional Poisson probability
distribution, is used. Poisson probability distribution is selected here as an example case
because it enables straightforward analysis and is enough to illustrate the features of the
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proposed model. However, the proposed model allows for that different probability
distributions can be used on particular application scenarios. For example, exact traffic
modelling of a surveillance scenario has been discussed in [185].

According to a Poisson probability distribution with ρ events per second, the
probability for a = ς arrivals during the time period τ can be calculated as

Pr(a = ς) =
(ρτ)ς

ς !
eρτ . (20)

Furthermore, let’s define that PΩ(Ω= κ) is the probability that κ = 0,1, ..., j node(s) will
have at least one new packet to transmit according to a Poisson probability distribution.

Assume that the system is at the initial state, which is defined as St = 0. The state
transition probability for moving to the next state St+1 = 1 is

P0,1 = Pr{St+1 = 1|St = 0}= N p(1− p)N−1PqPPHY
succ , (21)

where N is the number of nodes competing for the channel access at the initial state.
The PHY layer success probability PPHY

succ = 1−Ppacket, can be calculated by using (13)
for the uncoded case and by using (15) for the coded case. The probability that a new
packet does not arrive to the queue of a node is defined here as Pq = Pr(a = 0) = 1−Pa,
where Pa = Pr(a > 0) is the probability of a new arrival(s) to the node’s queue.

The probability of staying at the initial state is

P0,0 = Pr{St+1 = 0|St = 0}= 1−P0,1 = 1−N p(1− p)N−1PqPPHY
succ , (22)

i.e., the system remains at the starting state if none of the nodes is successful, which is
the complement of the probability that any of the N nodes is successful.

The transition probability from state j to state j+1 is defined as

Pj, j+1 = Pr{St+1 = j+1|St = j}= (N j)p(1− p)(N j−1)[Pq]
j+1PPHY

succ , (23)

where N j is the number of nodes competing for channel access at state St = j. In this
case, one of the N j nodes is successful in accessing the channel, transmits successfully
the packet and new arrivals do not happen for the nodes that have an empty queue.

If the system is at state j and one node successfully transmits a packet, then κ = j+1
nodes can have a new packet arrival. But if the chain is at state j and no successful
transmission takes place, then at most κ = j nodes can have a new packet arrival.
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Therefore, the transition probability for moving κ steps backwards is defined as

Pj, j−κ = Pr{St+1 = j−κ|St = j}= (24)

(N j)p(1− p)N j−1
(

j+1
κ +1

)
[Pa]

κ+1[Pq]
j−κ+1PPHY

succ

+(1− (N j)p(1− p)N j−1PPHY
succ )

(
j
κ

)
[Pa]

κ [Pq]
j−κ ,

where κ = [1, ..., j]. For the case κ = 0, the above equation is the probability Pj, j for
staying at the same state.

Using the state transition probabilities for the Markov chain, one can evaluate how
many steps are needed to move from initial state St = 0 to state St+Θ = N, where each
node has successfully transmitted its packet(s). In addition, from the number of steps,
the time to absorption Θ can be derived, as it will be described in the next section.

3.5.4 Time to absorption

A discrete-time Markov chain analysis [164][186] is used here for the derivation of the
average number of steps to absorption, using the state transition probabilities introduced
in the previous section. The expected time to absorption can then be calculated from the
average number of steps, because the average length of the step is known.

At first, let’s define the probability transition matrix P = [Px,y] as

P =



P0,0 P0,1 0 · · · 0 0
P1,0 P1,1 P1,2 0 · · · 0

...
...

. . . . . .
...

...
P(N−2),0 P(N−2),1 P(N−2),2 · · · P(N−2),(N−1) 0
P(N−1),0 P(N−1),1 P(N−1),2 · · · P(N−1),(N−1) P(N−1),N

0 0 0 · · · 0 1


, (25)

which is composed of the state transition probabilities derived in Section 3.5.3. The
matrix P can be decomposed as

P =

(
V R

OT 1

)
, (26)

where the matrix V is composed of elements Vx,y = Px,y for x,y = 0,1, · · · ,N − 1,
RT = [0 0 · · · P(N−1),N ] and OT = [0 0 · · · 0]. The fundamental matrix for the analysed
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absorbing chain can be then defined as

A = [I−V]−1, (27)

which consist of elements λx,y for x,y = 0,1, · · · ,N−1. If the initial state is St = 0, then
the mean number of steps to absorption is

Γ0 = ∑
y

λ0,y. (28)

As stated earlier, the duration of a single step (slot) must be such that the data packet
can be transmitted and the following ACK message can be received successfully, i.e.,
the slot duration is

Tslot,i = Tf,i +TMaxAckWait +TACK, (29)

where Tf,i = Tf/ri is the duration of a data frame (including payload and headers)
containing the redundancy introduced by the code rate ri (ri = r0 = 1 for the uncoded
case), TMaxAckWait is the maximum time a node waits for the ACK frame before
retransmitting the data packet and TACK is the duration of the ACK frame. Therefore,
the expected time to absorption when using i:th code rate (ri) is calculated as

Θi = Γ0Tslot,i. (30)

3.5.5 Analytical model verification

Different events can occur during the transmission period, as described in the previous
sections. From the medium access control point of view, events can lead to collided
packets, idle slots and successful channel access. After a successful channel access, the
physical transmission over the wireless channel can lead to unsuccessful or successful
receptions. Unsuccessful channel access or receptions will cause retransmissions.
As introduced above, the Markov chain model described above can be used to find
out the average number of steps required to reach the absorption state, which finally
follows after the possible events. For the energy consumption derivation, more detailed
information about the occurred events must be acquired. Therefore, a Matlab simulation
model is developed to find out the number of collisions, total number of transmitted
packets and also the number of idle slots spent during the transmission period. The
analytically computed BEP values are used in the simulation model to evaluate the
transmission success probability of the PHY layer.
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In addition, the simulation results are used to verify the analytical results in two
ways to confirm the correctness of the models: 1) results from the Markov chain model
match the simulation model results regarding the number of steps to absorption; 2) for a
boundary scenario case, no new arrivals during the competition period, the simulation
results about the expected number of required transmissions to reach absorption also
match the analytical results. For the verification (1), the analytical model has been
explained in the previous sections. Next, it will be explained how the expected number
of transmissions can be derived analytically for verification (2). Then the results of both
comparisons (1) and (2) are shown.

The expected number of transmissions required to reach the absorption state can be
derived as follows. The average number of steps needed for a node to be successful
when at Markov chain state j, can be derived using (23), without taking into account the
probability of new arrivals, as

Nsteps, j =
1

(N j)p(1− p)(N j−1)(1−Ppacket,i)
, (31)

where the denominator is composed of PHY and MAC layer success probabilities when
using i:th code rate. The expected number of transmissions (X j) occurred during a step,
at state j, can be calculated as

E{X j}= ∑
x

Pr[X = x]x, (32)

where x = [1, ...,N j], and the probability that x nodes attempt to transmit at state j can
be calculated as [187]

Pr[X = x] =
Gx

je
−G j

x!
, (33)

where G j = pN j is the offered traffic load at state j. The average number of transmissions
needed to reach the absorption state can then be found by considering all the Markov
chain states as

Ntx,MC =
N

∑
j=0

Nsteps, jE{X j}. (34)

Equation (34) can be used to find out the average number of transmissions calculated
analytically and can be verified with the corresponding simulation results.

Figure 21 shows the average number of steps to absorption for the uncoded and
coded, r = 0.87, cases. The results in Figure 21 are calculated using the Markov chain
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Fig. 21. Average number of steps vs Eb/N0 in dB calculated using analytical and simulation
models with different p values ([36] ©ACM 2014).

model and the corresponding simulations for the transmission period. The results are
calculated for different channel competition probability values, p = 0.1, p = 0.05 and
p = 1/(N j). The case p = 1/(N j) corresponds with the ideal scenario, where the channel
competition probability is assumed to be adapted according to the number of nodes
participating in the competition at state j. These results show that the Markov chain
model produces the same average number of steps to absorption than the simulations. It
can also be observed that the average number of steps to absorption is lower for p = 0.1
than for p = 0.05. The reason being that when p = 0.05, more idle steps are spent during
the transmission period, since the nodes’ probability to participate in the competition
is too low. Therefore, when p = 0.05, the average number of nodes participating in
the channel competition is lower than in the case of p = 0.1. The optimum value of p

depends on how many sensor nodes are willing to transmit the packet to the sink node.
In the studied scenario, at the beginning of the competition period N j = N = 20. At that
state, p = 0.05 is the optimum value for the S-Aloha protocol. However, during the
competition period, when nodes are successful in their transmissions, the number of
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Fig. 22. Average number of transmissions required to reach the absorption state calculated
using analytical and simulation models with different p values ([36] ©ACM 2014).

competing nodes decreases and the channel competition probability p = 0.05 becomes
too low. It can be observed from Figure 21 that the average number of steps is the lowest
when p = 1/(N j), because this corresponds with the case G = 1 for each step, which is
the optimum traffic load for an S-Aloha-based network.

Figure 22 shows the results for the average number of transmissions required to reach
the absorption state. These results are calculated using (34) and with simulations using a
Matlab model for each corresponding case. It can be observed that the analytically
calculated average number of transmissions match very well the simulation results,
giving confidence to the use of the simulation model for cases that cannot be verified
analytically. From these results, it can be observed that when the channel competition
probability p is 0.1 or 0.2, a larger amount of transmissions are required than for the
case of p = 0.05. The reason for these results is that when the channel competition
probability is higher, more collisions will occur during the competition period. A
probability p = 0.2 is obviously too high in this scenario, since the number of nodes,
N = 20, is leading to a drastically higher number of transmissions during the competition
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period. If there were less nodes in the network trying to transmit, e.g., when N = 5, the
channel contention probability p = 0.2 would lead to a maximum throughput in the
S-Aloha case. Figure 22 also shows that the uncoded transmission case with p = 0.05
requires less transmissions to reach the absorption state than the coded case with p = 0.1,
if Eb/N0 is greater than 19.6 dB. In addition, it can be observed that with higher channel
competition probability values, the difference between uncoded and coded transmissions
starts to appear with higher Eb/N0 values. The rationale is that the joint PHY and
MAC layer unsuccess probability gets higher already with lower Eb/N0 values. This
result illustrates the cross-layer tradeoff, which depends on the PHY and MAC layer
characteristics.

Figures 21 and 22 show that the analytical results match well the simulation model
results. Therefore, the additional information about the transmission period events, i.e,
the number of collisions, idle slots and retransmissions, collected from the simulations
can be reliably used in energy consumption calculations. Moreover, it can be observed
that the average number of steps and transmissions can be reduced drastically for certain
Eb/N0 values by using error correction. For example, when Eb/N0 = 19.25 dB and
p = 0.05, the values are three times higher for the uncoded case.

3.5.6 Steps to absorption

As was shown above, error correction can reduce the average number of steps required
to reach the absorption state. Here, will be taken a closer look at the savings which the
different code rates can provide. The performance comparison is done here so that
results are obtained using the Markov chain model (28) for different code rates and
calculating the percentage of improvement in comparison with the uncoded case. From
Figure 23, it can be observed that the maximum saving can be around 88% for the code
rate r = 0.81 at Eb/N0 = 18.6 dB. When Eb/N0 = 19.25 dB and p = 0.1, the code rate
r = 0.87 provides around 67% saving, which matches the results shown in Figures 21
and 22.

Figure 24 shows the time to absorption saving percentages for different code rates
in comparison with the uncoded case. These results are calculated by using (30) and
deriving the saving percentage in comparison with the uncoded case. It can be observed
that the savings in time to absorption can be almost 85%, which is approximately a 3%
lower result than in the steps saving case. In addition, the savings diminish at lower
Eb/N0 values than the ones shown in Figure 23. The reason is that coding increases the
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packet length to include coding redundancy, leading to a longer slot length. Therefore,
strong coding will lead to high redundancy, which makes the slot duration length
inefficient. However, note that the time saving percentages can also be large when
selecting the correct code rate for a particular Eb/N0 value.

Figures 23 and 24 indicate that the energy savings will most probably be achieved by
using error correction, because the number of steps and time to absorption are reduced
by using the correct code rate. Therefore, the energy consumption modelling shown in
the next section is well-motivated to find out the actual energy saving gain.
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Fig. 23. Saving percentage in average number of steps versus Eb/N0 in dB for different code
rates, p = 0.1 ([36] ©ACM 2014).
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Fig. 24. Average time saving percentage versus Eb/N0 in dB for different code rates, p = 0.1
([36] ©ACM 2014).

3.5.7 Energy consumption

This section describes the energy consumption model that can be used to evaluate the
energy consumption of the studied star-topology network, when using IR-UWB PHY
and S-Aloha for channel access during the transmission period. The proposed model can
be used to calculate the energy consumed from the beginning of the transmission period
until each node has successfully transmitted its packet(s).

For the energy consumption analysis, the starting point is the general-level model
introduced in Section 3.4. For the computation of the energy consumption, the
transmission and reception power consumption values of IR-UWB PHY and S-Aloha
channel access must be derived. The power consumption cost of a transmission at
the PHY layer has two components: radio frequency (RF) consumption and internal
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circuitry consumption. The transmission power consumption can be then defined as

Ptx,i = riPtx,RF +Ptx,circ, (35)

where Ptx,RF is multiplied by the chosen code rate ri since the energy per coded bit
depends on the used code rate as described in Section 3.5.1. The receiver power
consumption is simply Prx, which accounts for the power consumption of all the
components at the receiver. The PHY layer energy consumption for a packet transmission
and reception can be then calculated for code rate ri as

EPHY
tx,i = (riPtx,RF +Ptx,circ)Tf,i (36)

EPHY
rx,i = PrxTf,i.

The MAC layer energy consumption factors are defined as

EMAC
tx,f = PrxTMaxAckWait (37)

EMAC
tx,s = Prx(TMaxAckWait +TACK)

EMAC
rx = PtxTACK

EMAC
Imp = PidleTidle,

where Tidle is the length of the idle slot, Ptx is the power consumption in the transmission
mode for the uncoded case and Pidle is the power consumption in the idle mode. For the
S-Aloha case, the ACK message transmission and reception energy consumption is
taken into account in (37). For other channel access methods, such as the ones that
use collision avoidance, the MAC energy consumption factors should also include the
handshaking procedure, e.g., the ready-to-send and clear-to-send packet transmission
and reception.

By substituting the above derivations, done for the PHY (36) and MAC (37) layers,
to the energy consumption model introduced in Section 3.4, (7), the average energy
consumption for the network during the transmission period, when using i:th code rate,
can be computed as

ETP,i = Nfail
tx
(
Ptx,iTf ,i +PrxTMaxAckWait

)
+NidlePidleTidle+ (38)

Nsucc
tx
(
Ptx,iTf,i +PrxTMaxAckWait +PrxTACK +PrxTf,i +PtxTACK

)
,

where Nfail
tx is the number of failed transmissions (due to a MAC layer collision or

PHY transmission errors) for the whole network, Nsucc
tx is the number of successful
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Fig. 25. Energy saving percentage result versus Eb/N0 in dB when using different code rates,
p = 0.1 ([36] ©ACM 2014).

transmissions and Nidle is the total number of idle slots used during the transmission
period. The parameters Nfail

tx , Nsucc
tx and Nidle are provided by the Matlab simulations

which model the described transmission period. In the scenario where new arrivals
cannot happen, the analytical derivations introduced in Section 3.5.5 are used to find out
the average number of Nfail

tx and Nsucc
tx , which are compared with simulation results to

verify the models, as shown in Figures 21 and 22.
Figure 25 shows the energy saving percentage for the communication during the

transmission period when different code rates are compared to the uncoded transmission.
From the results, it can be observed that the energy savings for N nodes can be around
82% for the most energy-efficient code rate r = 0.81. It can also be concluded that the
weakest code rate, r = 0.97, can provide at maximum a saving of 41%. In addition,
the performance for r = 0.97 is better than in the other cases when the received Eb/N0

is greater than 20 dB, and that code rate provides savings for the widest range Eb/N0

values. For Eb/N0 values below 20 dB, the stronger codes should be used, as it can be
observed from the results shown in Figure 25. It can also be observed that the energy
saving decreases drastically when Eb/N0 is below 18.5 dB because then the coding gain
starts to be negative.
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Fig. 26. Energy consumption comparison of TDMA- and S-Aloha-based MAC methods ([36]
©ACM 2014).

As can be observed, by comparing Figures 23 and 25, the percentage of energy saving
follows closely the saving percentages of the average number of steps to absorption. The
rationale is that the average number of steps is highly correlated with the required average
number of transmissions, which is a major contributor to the energy consumption.
Therefore, it can be found that the Markov chain model and analytical derivations of the
average number of transmissions required for absorption can already provide a reliable
inference on which code rates can save energy.

Figure 26 shows the energy consumption comparison of the TDMA and S-Aloha
MAC methods when combined with IR-UWB PHY using ED. These results are
calculated using (38) for three different code rates and the uncoded case. For the
TDMA MAC, it is assumed that the sink node can perfectly synchronize with the nodes
and schedule their transmission slots, leading to collision-free channel access. To
enable fair comparison, for the S-Aloha case, it is assumed that the node probability to
transmit in a slot is optimum, i.e., p = 1/(N j). From these results, it can be observed
that TDMA MAC outperforms S-Aloha because there are no collisions during the
channel contention leading to a decreased number of retransmissions, and consequently,
lower energy consumption. For Eb/N0 > 20 dB, it can be observed that by using
TDMA, almost 50% lower energy consumption would be achieved in comparison with
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S-Aloha. On the other hand, from these results, it can also be observed that for certain
Eb/N0 values, the S-Aloha protocol combined with enough strong coding will lead
to lower energy consumption than a combination of TDMA MAC and weak coding.
For example, when Eb/N0 = 18.7 dB, S-Aloha with r = 0.78 or r = 0.87 provides
lower energy consumption than TDMA with r = 0.97 (or with uncoded transmission).
Taking into account that TDMA would require a larger control overhead than S-Aloha,
the difference would be even larger in practical implementations. This fairly simple
comparison between TDMA and S-Aloha combined with IR-UWB and different error
correction code rates highlights the fact that energy efficiency is dependent on the joint
characteristics of the physical and MAC layers.

The results of this section show that remarkable energy savings can be achieved
by selecting between the uncoded case and different RS code rates. In addition, the
channel competition probability was found to have remarkable effect on the number
of steps to absorption, which was shown to directly affect the energy consumption.
The proposed model can be then used well at the network planning phase to select
the configuration for the device’s PHY and MAC protocols, if the expected channel
conditions and/or communication distances and number of nodes are known, to improve
energy efficiency. From the results, it can also be observed that the Eb/N0 range leading
to energy savings by tuning the code rate is quite narrow. If real-time protocol parameter
adaptation should be done, it creates a challenge for the accurate and fast channel
estimation (or the detection of received signal strength). That may not be possible with
current technology, but in the future, computational capabilities of the sensor nodes are
expected to increase, which will allow the required level of estimation. In addition,
it must be noted that for the simple receiver structure and hard-decision decoding
(HDD) case, the maximum coding gain is approximately 3 dB. However, the proposed
model can also be used to include soft decision decoding (SDD) or more sophisticated
codes that have a wider coding gain. For example, RS codes with SDD receiver can
give approximately 2− 3 dB larger coding gains than HDD in the AWGN channel
[45],[188–190]. For the fading channel case, the coding gain difference is remarkably
larger, more than 6 dB [188], [191]. For larger coding gain, consequently the Eb/N0

range which leads to energy savings, will be wider. In this work, the focus is on a simple
receiver structure, and the studied RS code with HDD is the same as the one chosen in
[20] to be used in conjunction with a non-coherent IR-UWB PHY. Therefore, the model
studied here provides a tool to obtain energy savings by adjusting the rate of the RS
code chosen for that standard and/or the channel access competition characteristics of
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the nodes. In addition, the general approach to the PHY and MAC analysis introduced
in this work can also be used for different coding methods or, for example, to study the
transmission power and modulation effect on the cross-layer performance. In the latter
case, the proposed model can be used by substituting the effect of transmission power
and modulation adaptation to the physical layer bit error probability derivation and the
energy consumption factors.

3.6 Summary

This chapter introduced a cross-layer approach that can be used to study potential
energy consumption savings that can be achieved by adapting communication protocol
characteristics. First, a generic wake-up radio-based MAC protocol was defined to enable
bi-directional wake-up procedure in order to avoid idle listening in WSN applications.
The GWR-MAC protocol uses wake-up signalling to trigger the transmission period,
in which different channel access methods can be used to manage data transmissions
between the sensor nodes and the sink. Then, an analytical and simulation model,
which were developed taking relevant characteristics of the PHY and MAC layers into
account, was introduced. In this thesis, the proposed model is used to evaluate the
energy efficiency of different RS code rates for a WSN using IR-UWB communication
with non-coherent energy detection and GWR-MAC, whose transmission period is
based on S-Aloha. The introduced approach can also be used to analyse the energy
efficiency for other combinations of MAC and PHY protocols. As an example case, this
work shows results for a TDMA-based channel access energy consumption comparison
with S-Aloha-based channel access.

The results of this chapter show that significant energy savings can be achieved
by selecting the proper code rate or uncoded transmission, depending on the channel
conditions. The maximum energy savings percentage was found to be over 80% for a
particular code rate when compared with the uncoded case. On the other hand, the
results also show that in which instances RS coding does not lead to energy savings
and the uncoded case should be used instead. In addition, the results showed that the
channel competition probability of S-Aloha channel access has a remarkable effect on
the transmission period length and consequently on energy consumption.

The proposed model can be used for a protocol characteristics selection at the
network implementation phase or adaptively during the run-time. If the channel
conditions and the number of nodes competing for the channel are known accurately
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enough during the run-time, the transceivers can select the code rate adaptively and tune
the channel competition probability, e.g., from a look-up table which is composed of
the results given by the proposed model. In addition, the model enables to evaluate
the required transmission period length for the star-topology network including sensor
nodes and a sink. The transmission period length can be then adjusted to save energy
by selecting the protocol parameters correctly. Transmission period length evaluation
is useful, e.g., when planning network scheduling and routing for a network which
includes multiple clusters composed of sensor nodes and sink nodes. This model is
therefore useful for a cross-layer design approach based on information exploitation
between the layers to upward and downward direction. In this work, the analysis focuses
on the PHY and MAC layers, but joint performance of those layers can also be improved
by exploiting the number of nodes information from the network layer. To the other
direction, network layer can take advantage of the lower layers’ joint performance
information, calculated by the proposed model, when performing routing decisions.

122



4 Energy-efficient hierarchical network

In this section a hierarchical architecture design for WSNs will be discussed and
an energy efficiency model will be proposed. In the author’s publication [38], the
architecture has been originally defined in more detail, and the energy efficiency model
discussed and revised in this chapter is also originally proposed therein.

The wireless sensor network architectures can be divided roughly into two categories:
flat and hierarchical. In the flat architecture case, all the network nodes are at the
same level and they have similar roles and typically also same characteristics. In
the hierarchical network case, the nodes have different characteristics and roles at
different layers. The flat network structure is simpler but it cannot provide efficient
communication, particularly when the network size is large. The hierarchical network
structure has been found to provide more efficient communication in the case of
heterogeneous networks since the nodes’ operations can be designed so that the overall
performance will be improved in comparison with a flat architecture.

At the early stage of the WSN research, the target applications included a ho-
mogeneous set of sensor devices, which were performing a simple sensing task and
reporting sensor observations to a central (sink) node. That network topology is still
valid for many applications. However, the development of WSN devices has led to an
emergence of heterogeneous networks which include different types of devices with
varying capabilities, enabling the implementation of versatile application scenarios.
Support for heterogeneous devices is needed in WSNs for energy efficiency, scalability
and quality of service purposes. The network of a heterogeneous set of devices must be
designed intelligently to enable efficient and reliable operation. The previously proposed
hierarchical architectural approaches can be divided into intra-network and in-network
hierarchies. In the intra-network proposals, the design goal is efficient communication
between the WSN and the rest of the world, see, e.g., [192] and [193]. The proposed
in-network hierarchies of WSNs typically limit to two-tier topologies, where the higher
tier forms a backbone network. The lower tier nodes can be simpler and they save energy
by communicating directly only with a higher tier node [194]. For example, several
WSN protocols, e.g., ZigBee [122] and Z-Wave [13], make a distinction between a
routing and a non-routing device. The approach also allows energy saving by clustering
nodes and designating only one node at a time as an energy-consuming higher tier
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node [195], [196]. The multi-tier architectures proposed in the literature are typically
designed for a particular application purpose, e.g., hospital environment [197], traffic
monitoring system [198], surveillance [199], environmental monitoring [200], smart
home [201], or underwater acoustic sensor networks [202]. Therefore, there is a need
for an architecture that enables to use different types of heterogeneous devices and
can be then applied to several WSN applications, ranging from environmental sensing,
surveillance and security to remote health care, military uses and process automation.

The network’s total energy consumption can be decreased by taking into account the
features of the heterogeneous devices at different layers of the architecture. Different
types of devices’ functionalities must be designed so that communication requirements
can be met while maintaining the low energy consumption. As was noticed in the
background discussion regarding energy-efficient communication protocols, it is im-
portant to maximize the length of the nodes’ sleep mode and minimize the number of
transmissions in order to save energy. It is particularly important in a heterogeneous
network for the nodes which are the most power consuming.

To enable energy efficiency by putting the nodes into the sleep mode, the heteroge-
neous hierarchical network requires a method for awakening the nodes when required
from the application point of view. For that purpose, there are two different types
of radios that can be used for communication between different architecture layers:
duty-cycle radio and wake-up radio. Duty cycle-based radio is the traditional approach
while wake-up radios have started to gain more and more research attention in recent
years, as was introduced in Section 2.1.2.

An energy efficiency evaluation model for a hierarchical WSN whose device’s
functionalities are designed so that energy savings can be achieved by using a wake-up
mechanism will be proposed in this section. The proposed model takes account of
sensing, processing and communication layer characteristics and the interdependencies
of the different network layers. The physical and MAC layer characteristics affect
energy consumption of an individual node, as well as the network-level consumption,
particularly in the case of hierarchical network, where the energy savings can be
obtained by using a wake-up mechanism. The wake-up mechanism effect on the
hierarchical network energy consumption is explored in this work by using the proposed
model. The GWR-MAC protocol, which includes the wake-up procedure, and the
transmission period were introduced in Section 3.1. The energy efficiency of the
transmission period was analysed in Chapter 3. Here the focus is on the evaluation
of the wake-up procedure’s effect on the energy efficiency of the WSN. However, the
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energy consumption of the data packet transmissions is also taken into account in the
proposed energy consumption model. The architecture details are explained at the level
which is required for understanding the proposed analytical energy efficiency model.

4.1 Architecture for a heterogeneous network

The developed network architecture is based on hierarchical levels of intelligence
and usage of wake-up signalling. It can be used in various application scenarios
which include heterogeneous devices. The wake-up functionality is seen as a long
lifetime enabler, particularly for the wireless long-lasting (e.g., surveillance, structural,
environmental and industrial) monitoring systems, which have many possible application
scenarios in both private and public sectors. Due to a very wide target application
space, the architecture must be designed to be flexible, adaptive and scalable to varying
configurations. Therefore, this work is defining a high-level architecture, which is
independent of the particular implementation techniques (e.g., radio interfaces), in order
to enable that different application scenario designers have flexibility to choose the most
suitable implementation technique by using the proposed architecture as a starting point.

The driving factors of the architecture design are the functionalities which the
network needs to fulfill. Therefore, the network nodes are categorized here into different
architectural layers based on their overall capabilities and functionalities. The division
and functionalities of the layers are defined to be meaningful and usable for a wide
application space. The high-level architecture and the functionalities offered at the
different layers are shown in Figure 27.

The hierarchical layers of the architecture are named as elementary layer (EL),
intermediate layer (IL), advanced layer (AL) and outer layer (OL). The complexity,
capabilities and performance of the devices at different layers increase from the bottom
to the top. Consequently, the devices at the lowest layer (EL) consume the least energy
and the energy consumption increases from the bottom up. The idea is to decrease the
overall energy consumption by using the low-complexity devices for continuous event
monitoring and data collection while keeping the more power consuming higher layer
devices in the sleep mode as long as possible.

The elementary layer nodes will wake up the higher-complexity devices (IL and AL)
only when required from the application requirements point of view. The EL devices
are usually simple sensor nodes providing basic sensing and actuation services. These
nodes offer networking services by communicating with the devices at the intermediate
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Fig. 27. High-level overview of the hierarchical architecture ([38] ©Springer Sci-
ence+Business Media 2014).

layer, and in the mesh network case, the EL sensor nodes are communicating also with
each other. The simplest networking service which elementary layer node can offer is
just to send a simple message containing, e.g., a temperature or humidity value sensed
by the node.

The intermediate layer nodes have more capabilities and they can offer higher
performance functionalities and sensing, such as recording a video. The IL nodes may
also perform data aggregation for information collected from elementary layer nodes
and make decisions based on the data by using, e.g., pattern recognition algorithms.
Therefore, the intermediate layer nodes can decide whether an event is so critical that
also the advanced layer needs to be awakened. The IL nodes also offer important
networking services for the architecture because they can communicate both with upper
and lower layer devices.

The advanced layer nodes are the most intelligent devices in the architecture, and
they will eventually collect all the relevant data from the lower layers. The AL nodes
can make intelligent decisions, process data and act as a gateway between the WSN and
the backbone network. Therefore, AL devices must provide adequate interfaces so that
the sensor network services can be offered to user through service interfaces. The outer
layer is the backbone infrastructure, e.g., wireless/wired broadband or cellular network,
comprising Internet connection, back-end systems and applications server.
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4.1.1 Techniques and components

There are many technologies available that can be used to implement the described
hierarchical architecture. As an example, Table 5 shows network components and
possible technologies for different layers for three application scenarios. The physical
components which implement the logical components in different hierarchical layers,
and the interface specifications between them, can change from an application to another.
The elementary, intermediate and advanced layer nodes can be, for example, a ZigBee
node, laptop and desktop computer, respectively. The components can also reside at
the same physical device, which could be, e.g., a smart phone with different sensors,
wireless local area network (WLAN) and 3G/4G interfaces. However, here the focus is
on a hierarchical network which is composed of different types of physical devices at
each layer.

Table 5. Example characteristics of architecture components in different application scenar-
ios ([38] ©Springer Science+Business Media 2014).

Medical care Industrial automation Surveillance scenario

EL sensor body temperature,
blood glucose level

temperature, proximity,
pressure

passive infrared (PIR),
accelerometer, magne-
tometer

EL node IEEE 802.15.6,
low-power MCU

WirelessHART,
ISA100.11a [203],
WUR, low-power MCU

WUR,
IEEE 802.15.4(a),
DASH7 [12], Bluetooth
LE, low-power MCU

IL sensor electrocardiogram
(ECG),
electroencephalogram
(EEG)

detection and ranging,
camera

video/still camera

IL actuator insulin pump control robot move-
ments

control camera view an-
gle

IL node IEEE 802.15.6 /
802.11bgn, MCU

WUR,
WirelessHART,
ISA100.11a,
802.11bgn, MCU

wake-up radio, IEEE
802.15.4(a) / 802.11bg,
MCU

AL node IEEE 802.11bgn /
802.3, MCU, data base

IEEE 802.11bgn /
802.3, MCU, data base

WUR, IEEE 802.15.4(a)
/ 802.11bgn, MCU, data
base

AL / OL interface WSN OpenAPI Gateway (WOAG) [204] with Internet connection through
cellular network, asymmetric digital subscriber line (ADSL), Fiber, IEEE
802.11bgn etc.
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Fig. 28. Hierarchical geographically distributed heterogeneous network implementation ex-
ample ([38] ©Springer Science+Business Media 2014).

A detailed mapping between logical components and physical components needs
to be done separately for each implementation. Figure 28 illustrates an example of
application scenarios that have been implemented using the proposed hierarchical
architecture principle. Sub-network #1 illustrates a WSN where the sensor nodes
(TelosB [8]) collect data from the office environment and send it to the embedded
computer (FriendlyARM [205]), which forwards the data to the desktop computer with
a connection to the backbone network. Sub-network #2 illustrates a surveillance WSN
where the sensor nodes (TUTWSN [206]) detect movements in the monitored area and
wake up a WLAN camera node to record a video once the intruder has been detected.
The WLAN camera node sends the video to an embedded computer, which forwards
the data to the backbone network. An authenticated end-user can access the data from
sub-networks through the backbone network and receive, e.g., automatic alarms about
intruders in the monitored area.

4.1.2 Wake-up concept

A low-power wake-up concept can be implemented with a specific wake-up radio
or by using a duty-cycled MAC protocol. The downside of duty-cycle radios is that
they will listen to the channel unnecessarily if the event reporting frequency is lower
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than the duty cycle. The energy consumption of WURs is very low in the standby
mode, when they can be continuously listening possible wake-up signals. Therefore,
WURs have potential to decrease energy consumption in comparison with duty-cycle
radio-based networks. Both approaches were introduced in Chapter 2. For both cases,
source-initiated communication is assumed, i.e., the focus is on the scenario where the
sensor nodes have sensed something and trigger the wake up of the higher layer.

In the DCR approach, each layer’s low-power transceivers need to wake up and sleep
according to a predefined schedule. It is assumed that the nodes in each network layer
have low-power radios (e.g., IEEE Std 802.15.4-based) for duty cycling to enable the
wake-up mechanism. In the DCR-based network case, the transmitter sends a detected
event (DE) message in order to inform the node at a higher layer that it should stay
awake. If a higher-layer node receives a DE message during the duty cycle listening, it
will stay on, send an ACK message and wait for a data transmission.

In the WUR-based network, the wake-up signals are used to activate the higher
layers when needed. The GWR-MAC protocol introduced in Section 3.1 is used for the
WUR-based wake-up mechanism. The lower-layer WUR transmits the wake-up signal
and the higher-layer node sends back a beacon message, as described in the GWR-MAC
protocol’s source-initiated mode definition. Then the lower-layer nodes can send their
data to the higher-layer node. The same GWR-MAC wake-up procedure is used for the
elementary layer to wake up the intermediate layer and the intermediate layer to wake
up the advanced layer.

4.2 Performance evaluation

This section introduces an energy efficiency comparison of the WUR- and DCR-based
hierarchical network introduced in Section 4.1. The intelligent hierarchical operation
is assumed for both WUR and DCR approaches, i.e., the lower-layer devices are
performing continuous sensing and wake up the higher layers when required. The
comparison is done with different duty-cycle and event-frequency values in a typical
surveillance scenario, which corresponds with the case of sub-network #2 in Figure 28.
The used analytical approach can also be applied to other WSN scenarios with layered
hierarchical architecture. However, the detailed assumptions must be adjusted to match
the particular application under evaluation.
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4.2.1 Model assumptions

The energy efficiency comparison takes account of the energy consumption of the
nodes’ core components: micro-controller unit, transceiver and sensors. A low-power
micro-controller has typically the active, standby, and sleep modes. The transceiver
has the transmit (Tx), receive (Rx), idle and sleep modes. The active, Tx and Rx
modes are the most energy consuming parts. Therefore, it is important to put the nodes
into the sleep mode when possible. The sensing component consists of sensors and
A/D converters. The sensing component has different modes, which affect energy
consumption, e.g., sensor warm-up, active mode and settle time of the A/D converter.
The dominating energy consumption factors of each transceiver’s components are
taken here into account: wake-up signalling, data transmission and reception, and
MCU and sensor active mode current consumption. The relevant energy consumption
characteristic, affecting the WUR and DCR energy efficiency comparison, are then
addressed. However, energy consumption during network initialization and run-time
management (e.g., communication required for synchronization and routing) are not
taken into account.

In order to perform the analytical calculations for the surveillance scenario, fur-
ther assumptions for components that affect energy consumption are defined. The
assumptions for the elementary layer nodes’ are:

– Sensing module: nodes are monitoring the environment continuously with motion
detection (e.g., passive infrared (PIR)) sensors.

– Transceiver module: nodes transmit a wake-up signal (or DE) when an event is
detected. Then, the main radio will also be awakened in order to transmit and receive
information to and from IL.

– MCU module: MCU is turned on when an event is detected in order to switch
transceiver states and to react to possible IL commands. MCU goes to the sleep mode
once the event is finished.

The intermediate layer nodes’ assumptions affecting energy consumption are:

– Sensing module: nodes are in the sleep mode until they are awakened. After they
wake up, they will start sensing for 5 seconds, if the event is determined as critical.
The main sensor is a video camera which monitors intruders. If the AL is awakened,
it is assumed to require additional 10 seconds sensing from the IL layer sensor.
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– Transceiver module: WUR is in the listening mode continuously (or DCR according
to the duty cycle) to detect a wake-up signal (or DE) from EL and transmit a wake-up
signal (or DE) to AL, if a critical event is detected. Then, the main radio is also
awakened in order to transmit and receive information to and from AL and EL

– MCU module: MCU is turned on when the WUS (or DE) is detected in order to do
processing and aggregation, make decisions and switch transceiver states. MCU goes
into the sleep mode once the event is finished.

The advanced layer nodes’ assumptions affecting energy consumption are:

– Sensing module: nodes do not include sensors.
– Transceiver module: WUR is in the listening mode continuously (or DCR according

to the duty cycle). AL node receives a WUS (or DE) from IL. Then, the main radio
will also be awakened in order to receive and transmit information to and from IL.
The transceiver also needs to communicate outside the network if the event is critical.

– MCU module: MCU is turned on when a WUS (or DE) is detected in order to do
processing and aggregation, make decisions and switch transceiver states. MCU goes
into the sleep mode once the event is finished.

The parameter values for the studied network scenarios are shown in Table 6. The
parameters are chosen so that they represent typical values for nodes equipped with
WUR, IEEE Std 802.15.4 and IEEE Std 802.11b communication interfaces and sensors,
as described for the surveillance scenario. The number of nodes at the elementary layer
is 100, and the number of nodes at the intermediate layer is 10, i.e., there is in average
10 sensor nodes assumed to be associated with one IL node, which acts as a coordinator
node for the sensor nodes. At the advanced layer there are two nodes, i.e., there are
five IL nodes associated with one AL node. As can be observed from Table 6, more
events are assumed to occur at the elementary layer than at the intermediate or advanced
layer. This is due to the intelligent hierarchical network characteristic. It is assumed
that IL can make an intelligent decision on whether an event is critical or not, as was
discussed above in the architecture description. Only critical events are calculated as
events for IL, which requires also AL to be awakened. Similarly, only the events, which
cause the alarm to the end-user, are counted as events for AL. The same fixed BEP
is assumed for communication at each layer and the used value is mentioned when
presenting the results. More detailed modelling for the PHY and MAC layers regarding
data transmissions are not used here because the main purpose is to compare the impact
of the wake-up mechanisms (WUR vs DCR) on the hierarchical network’s energy
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efficiency. However, it is important to take the required retransmissions into account to
evaluate when the data transmission energy consumption starts to dominate over the
wake-up mechanism’s energy consumption. Here the average number of transmissions
required for success is calculated by using a fixed BEP value, which is used to calculate
the packet success probability. However, the proposed model can also be used by using a
BEP calculated using dedicated channel models and channel access success probabilities
for different layers’ communication links.
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Table 6. Parameters for performance comparison ([38] ©Springer Science+Business Media
2014).

Parameter Description Value

NEL Number of nodes in EL 100
NIL Number of nodes in IL 10
NAL Number of nodes in AL 2
ITX,EL TX mode current consumption, EL 17.4 mA
ITX,IL TX mode current consumption, IL 250 mA
ITX,AL TX mode current consumption, AL 300 mA
IRX,EL RX mode current consumption, EL 19.7 mA
IRX,IL RX mode current consumption, IL 19.7 mA
IRX,AL RX mode current consumption, AL 250 mA
ICL,DCR Current consumption of channel listening (DCR) 19.7 mA
U Operating voltage 3.0 V
IC,WUR WUR constant idle mode current consumption 60 µA
ITX,WUR WUR transmission mode current consumption 100 mA
IRX,WUR WUR reception mode current consumption 200 µA
Iclk Clock current consumption 2 µA
RW WUR data rate 20 kbps
REL Data rate, EL radio 250 kbps
RIL Data rate, IL radio 1 Mbps
RAL Data rate, AL radio 10 Mbps
εEL Number of events in EL 10−31536000/year
εIL Number of events in IL 2−6307200/year
εAL Number of events in AL 1−3153600/year
λdc Duty-cycle percentage 0.03−5%
Ts,IL Sensing time per event, IL 5 s + 10 s
IMCU,EL Micro-controller current consumption, EL 1 mA
IMCU,IL Micro-controller current consumption, IL 100 mA
IMCU,AL Micro-controller current consumption, AL 300 mA
Is,EL Sensor current consumption, EL 3 µA
Is,IL Sensor current consumption, IL 30 mA
to Operation duration one year
twait,BC Beacon waiting time 3.4 ms
LDE / LACK / LBC Length of DE/ACK/BC message 50 bits
LW Length of wake-up signal 50 bits
LD,EL Length of data packet in EL 1024 bits
LD,IL / LD,AL Length of data packet in IL/AL 4096 bits

133



4.2.2 Energy efficiency

The analytical energy consumption model for the WUR- and DCR-based networks is
proposed here. Furthermore, performance comparison of the WUR and DCR approaches
is enabled by defining an energy efficiency metric.

The total energy consumption during the operation time, to, as a function of number
of events and bit error probability, for WUR-based network layers (EL, IL and AL) can
be calculated as

EEL
TOT,WUR(ε, to,β ) = EEL

s (to)+EEL
MCU(ε, to)+ETX,WUS(ε, to,β )

+Ewait,BC(ε, to)+ERX,BC(ε, to)+EC(to)+EEL
TX,D(ε, to,β )+Eclk(to),

EIL
TOT,WUR(ε, to,β ) = EIL

s (to)+EIL
MCU(ε, to)+ETX,WUS(ε, to,β )

+ETX,BC(ε, to)+Ewait,BC(ε, to)+ERX,BC(ε, to)+ERX,WUS(ε, to,β )

+EC(to)+Eclk(to)+EIL
TX,D(ε, to,β )+ERX,D(ε, to,β ),

EAL
TOT,WUR(ε, to,β ) = EAL

MCU(ε, to)+ERX,WUS(ε, to)+ETX,BC(ε, to)

+EC(to)+Eclk(to)+EAL
TX,D(ε, to,β )+EAL

RX,D(ε, to,β ),

(39)

where ε is the number of events during the operation time to, β is the raw bit error
probability of the channel, ETX,WUS is the energy consumption of wake-up signal
transmissions, ERX,WUS is the energy consumption of wake-up signal receptions, ETX,BC

is the energy consumption of beacon transmission, Ewait,BC is the energy consumption
of beacon listening, ERX,BC is the energy consumption of beacon receptions, EC is the
constant energy consumption of WUR and Eclk is the energy consumption of the clock
needed to maintain the time synchronization. Ex

s is the energy consumption of sensing,
Ex

MCU is the energy consumption of MCU, Ex
TX,D and Ex

RX,D are the energy consumption
of data transmissions and receptions, respectively, calculated separately for each layer
(i.e., x is EL, IL or AL).

The total energy consumption during to, as a function of number of events, duty-cycle
percentage and bit error probability, for DCR-based network layers (EL, IL and AL) can
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be calculated as

EEL
TOT,DCR(ε,λdc, to,β ) = EEL

s (to)+EEL
MCU(ε, to)+EEL

RX,DC(λdc, to)+Eclk(to)

+EEL
TX,DE(ε, to,β )+EEL

RX,BC(ε, to,β )+EEL
TX,D(ε, to,β ),

EIL
TOT,DCR(ε,λdc, to,β ) = EIL

s (ε, to)+EIL
MCU(ε, to)+EIL

RX,DC(λdc, to)+Eclk(to)

+EIL
RX,DE(ε, to,β )+EIL

TX,BC(ε, to,β )+EIL
TX,DE(ε, to,β )

+EIL
TX,D(ε, to,β )+EIL

RX,D(ε, to,β ),

EAL
TOT,DCR(ε,λdc, to,β ) = EAL

MCU(ε, to)+EAL
RX,DC(λdc, to)+Eclk(to)

+EAL
RX,DE(ε, to,β )+EAL

TX,BC(ε, to,β )+EAL
TX,D(ε, to,β )+EAL

RX,D(ε, to,β ),

(40)

where λdc is the duty-cycle percentage, Ex
RX,DC is the energy consumption of channel

listening according to the duty cycle, Ex
TX,DE and Ex

RX,DE is the energy consumption
of DE message transmission and reception, respectively, when x is EL, IL or AL.
Depending on the assumed DCR MAC protocol, the DE message can be replaced, e.g.,
by using a preamble before the data packet.

The duration of each mode (sensing, MCU active, transmit and receive different type
of packets) must be known in order to calculate the consumed energy. The duration of
the sensing mode of the EL nodes depends only on the analysed operation duration to
because they are assumed to be sensing the environment continuously. The duration of
sensing for the IL nodes depends on the number of events as follows: t tot

s (ε) = εtevent
s ,

where tevent
s is the duration of sensing per event. Similarly, the duration of MCU awake

time depends on the number of events at each layer: t tot
MCU(ε) = εtevent

MCU, where tevent
MCU is

the MCU active time per event. The total transmission and reception times of the data
packets are a function of number of events as

t tot
tx,D(ε) = t tot

rx,D(ε) = εtD =
εLD

R
, (41)

where R is the data rate of the data radio and tD and LD are the duration and length of
the data packet, respectively. The duration of wake-up signal transmission and reception
can be calculated as

t tot
tx,W(ε) = t tot

rx,W(ε) = εtW =
εLW

RW
, (42)

where RW is the data rate of the WUR and tW and LW are the duration and length of
the wake-up signal, respectively. In the similar manner, the duration for DE and BC
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messages can be derived. In this work, the BC messages are assumed to be delivered
error free.

The data, DE and WUS transmission times must be multiplied by the number of
retransmissions required for successful detection. The packet error probability (PEP)
can be calculated from the BEP as

Ppacket = 1− (1−β )LP , (43)

where LP is the length of the particular packet type. The average number of transmissions
required for success (nTX) can be calculated from the PEP as

nTX =
1

1−Ppacket
, (44)

which must be derived separately for each packet type.
In the WUR case, the receiver is always ready to receive the WUS. Therefore, there

is a constant receiver energy consumption component, EC, for the entire duration of the
network operation. In the DCR case, the receiver goes on and off according to the duty
cycle to listen to the channel for possible oncoming transmissions. Therefore, the DCR
receiver channel listening duration is a function of the duty cycle as tCL

rx (λdc) = λdcto.
Finally, when all the energy consumption components have been defined, the total

energy consumption in the network (during to) can be calculated as

ENET
TOT (ε,λdc, to,β ) = (45)

NELEEL
TOT,RT (ε,λdc, to,β )+NILEIL

TOT,RT (ε,λdc, to,β )+NALEAL
TOT,RT (ε,λdc, to,β ),

where RT is the radio type (WUR or DCR), NEL, NIL and NAL are number of devices
in EL, IL and AL, respectively. In the WUR network λdc = 1 (100%), because it is
continuously listening to the channel. In a DCR-based network 0 < λdc < 1.

The energy consumption per event can be calculated as

Eε(ε,λdc, to,β ) =
ENET

TOT (ε,λdc, to,β )
ε

. (46)

Figure 29 shows the energy consumption per event for the example case, when the
bit error probability β = 2∗10−3. It can be observed that the WUR approach consumes
significantly less energy than the DCR approach with a low number of events. For
example, when the number of events is less than 1,000 per year, the WUR approach
outperforms DCR with λdc = 1% more than one order of magnitude. Only a DCR
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Fig. 29. Network energy consumption per event comparison for WUR- and DCR-based net-
works, β = 2∗10−3 ([38] ©Springer Science+Business Media 2014).

with an extremely-low duty cycle λdc = 0.03% will get close to the WUR performance
when the number of events is low and outperforms the WUR when the number of
events per year increases to 600. However, it must be noted that such an extremely-low
duty cycle values are not practical because that would require that the transmission
and listening periods of the duty-cycle radios are perfectly synchronized or very long
preambles should be used. A DCR with λdc = 1% has lower energy consumption than
the WUR approach when the number of events per year increases to 90,000 (ten per
hour). It can be then concluded that if the events occur more rarely than ten per hour, the
GWR-MAC-based approach would provide lower energy consumption in comparison
with a DCR based approach with duty cycle values greater than 1%, which can be
considered as a typical duty-cycle value for low-power networks [207]. However, also
extremely-low duty-cycle (< 0.1%) MAC protocols have been proposed [100, 208].
Therefore, the results are also shown here for an extremely-low duty-cycle values.

The energy efficiency metric is defined here as

η(ε,λdc, to,β ) =
min(Eε(ε, λ̂dc, to,β ))

Eε(ε,λdc, to,β )
, (47)
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Fig. 30. Network energy efficiency comparison for WUR- and DCR-based networks, β = 10−4

([38] ©Springer Science+Business Media 2014).

where the minimum of the energy consumption per event is calculated over the duty
cycle value set λ̂dc = (0,1]. That minimum energy consumption per event value is
divided by the energy consumption per event for particular ε , λdc, to and β combination.
Therefore, the metric defined in (47) will lead the maximum energy efficiency to be one
and enable clear comparison for the WUR and DCR approaches as a function of number
of events, duty-cycle percentage and channel BEP.

Figure 30 shows the energy efficiency comparison of WUR- and DCR-based
networks with fixed channel β = 10−4 as a function of number of events per year at
elementary layer. Energy efficiency is calculated by using (47). It can be observed that
the WUR-based network architecture will be the most energy efficient until the number
of events increases to around ten events per hour (≈ 90,000 events per year). After that
point, the DCR network with λdc = 0.03% would be the most energy efficient. For the
case of the highest number of events (one per second), the DCR with λdc < 2% would
provide higher energy efficiency than the WUR approach.

By comparing results of Figure 29 and Figure 30, it can be observed that when
the channel conditions are better, the number of events can be approximately 150
times higher until the DCR with the lowest duty-cycle value starts to be more energy
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Fig. 31. Network total energy consumption as a function of event frequency and duty-cycle
percentage ([38] ©Springer Science+Business Media 2014).

efficient than the WUR approach. The reason is that in the worse channel conditions,
the energy used for retransmissions starts to affect more the total energy consumption,
also reducing the idle listening in the DCR-based approach. It can be seen that in both
channel cases, the energy efficiency of the WUR approach is drastically better than of
the DCR approach with λdc > 1%, for low number of events (ε < 10 per hour).

Figure 31 shows the total energy consumptions for WUR- and DCR-based networks
as a function of number of events per hour and duty-cycle percentage values in the
error-free case. Note that the purpose of the 3D figures is to show the trend of energy
consumption comparison results between the WUR and DCR approach, while the 2D
figures show more easily readable results of the selected cases. It can be seen that in the
WUR-based network, energy consumption is drastically lower with the whole range of
studied duty-cycle values when the event frequency is low. For the lowest number of
events case, the energy consumption gain of the WUR approach is more than two orders
of magnitude in comparison with a DCR with λdc = 5%. For the highest number of
events per hour, DCR has energy consumption gain of 12% with the smallest duty-cycle
percentage value.
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Fig. 32. Network total energy consumption, one event per hour, 100 EL nodes ([38] ©Springer
Science+Business Media 2014).

Figure 32 shows the network total energy consumption comparison as a function of
BEP and duty-cycle percentage, when the number of events is fixed to one per hour. This
figure illustrates that in the DCR approach, energy consumption increases rapidly as the
duty-cycle percentage increases from 0.01% to 1%. Moreover, it can be observed that
the channel BEP affects relatively more the energy consumption in the WUR approach
because higher BEP requires more data packets to be sent and therefore the idle listening
of DCR decreases. In addition, data transmissions are more energy consuming and they
start to dominate over the wake-up mechanism’s energy consumption when the bit error
probability increases.

Figure 33 shows the network total energy consumption comparison as a function of
BEP and duty-cycle percentage when the number of events is fixed to one per hour and
the number of nodes at the elementary layer is increased to 300. It can be observed
that when the number of nodes in the network is larger than in the case of Figure 32,
the superiority of the WUR over the DCR approach increases; i.e., the importance of
the correct wake-up approach increases because more energy is wasted if the DCR
approach with too high duty-cycle percentage, with respect to event frequency, is used.
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Fig. 33. Network total energy consumption, one event per hour, 300 EL nodes.

The proposed model can be then used to explore the correct radio approach for networks
with varying number of different types of devices.

Figure 34 shows the energy efficiency comparison as a function of number of nodes
at the elementary layer when the number of events is fixed to one per hour. It can
be observed that when the number of nodes at EL is low (less than 75), the DCR
approach with λdc = 0.03% can outperform the WUR. In comparison with the DCR
with λdc = 0.03%, the WUR is clearly more energy efficient (approximately five times)
also with a lower number of devices (ten EL nodes). This result shows clearly that when
the number of nodes increases, the importance of an energy-efficient wake-up procedure
increases. The energy efficiency of the WUR approach, in comparison with the DCR
approach with the lowest duty-cycle percentage, is approximately twice better when the
number of EL nodes is larger than 200.

It is also important to discuss about the performance of the WUR- and DCR-based
network approaches. In the WUR network case, the delay of communication due to the
wake-up procedure is very short and can meet the delay requirements of surveillance as
well as most of the other WSN scenarios. The wake-up receiver is continuously listening
to the channel and will detect the wake-up message immediately. Therefore, the wake-up
will occur in few milliseconds. In the DCR network, the delay depends on the duty
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Fig. 34. Energy efficiency comparison as a function of number of nodes at EL, one event per
hour, β = 10−4.

cycle. Using the duty cycle λdc = 0.03%, the radio can be listening to the channel only
for 0.3 ms during one second. During that time it should receive the DE message in
order to know that the transmitter has a data packet about the event to transmit. If the
event occurs right after the DCR listening period, then the notification regarding the
event can be received in the next DCR listening period. Therefore, the delay will be, at
minimum, one second. In theory, the duty cycle λdc = 0.03% can be used for the studied
highest number of events (one per second) but in practice higher duty-cycle values
should be used to loosen the synchronization requirement. In addition, when taking into
account the sleep-to-listen and listen-to-sleep transition delay and energy consumption,
it would be very inefficient to wake up every second to listen to the channel for a 0.3
ms period duration. In practice, in such a low duty-cycle scheduling case, the sleep
periods should be longer and the wake-up should occur less frequently (using longer
listening duration each time) when taking into account the transceiver transition energy
consumption between different modes. That will lead to an increase of the delay of the
hierarchical architecture layers’ wake-up mechanism in the DCR approach case.
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Notice that in the introduced analysis, the transceiver transition delays and energy
consumption between different modes are not taken into account. However, they are
not assumed to affect the conclusions provided in this work. Instead, when adding
transition energy consumption to the analysis, the energy saving gain of the WUR
approach will increase when compared with the DCR approach. Because each time the
redundant idle listening is performed by the DCR, there will be an additional energy
consumption factor due to the fact that the transceiver transition energy consumption
occurred during sleep-to-listen and listen-to-sleep mode change. Since in this work
the goal is to illustrate the energy saving potential of the WUR, it is justified to state
that transition energy consumption will not change the conclusions. In future research,
more parameters can be added to the energy consumption model and then more detailed
results can be acquired.

4.3 Summary

Energy efficiency of an hierarchical architecture with a wake-up mechanism for wireless
sensor networks was discussed in this chapter. The studied architecture is designed to
enable the deployment of multiple different technologies in the same network. Therefore,
it can be used for different types of WSN and WBAN applications. Energy efficiency is
achieved by utilizing a wake-up concept, which can be used to activate the network
layers only when required. An analytical model was developed to compare the wake-up
radio- and duty-cycle radio-based approaches’ energy efficiency in a hierarchical WSN
as a function of event frequency. The studied WUR approach is based on the GWR-MAC
protocol introduced in Section 3.1.

The results show that a WUR-based hierarchical network can provide remarkably
higher energy efficiency than a DCR-based network when the event frequency is low. It
was concluded that the WUR approach provides higher energy efficiency in comparison
with the DCR approach with duty cycle, λdc > 1%, when the number of events is less
than ten per hour. The reason is that, from the energy consumption point of view,
it is very expensive to listen to a channel unnecessarily. The DCR is more energy
efficient only when sufficiently low duty cycle is combined with a high number of
events. However, in many practical solutions, the duty cycle is fixed and must be large
enough to handle the worst-case traffic. Duty cycle should be changed dynamically
when the event frequency changes in order to save energy. Furthermore, the very low
duty-cycle operation would require very strict synchronization in order to enable that
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transmissions would be done exactly at correct times according to the duty cycle. Strict
synchronization maintenance requires message exchange between the network nodes,
which will cause additional energy consumption.

The proposed analytical model can be utilized, e.g., at the network planning phase to
select the most energy-efficient wake-up approach. An adaptation algorithm can also be
developed, e.g., based on a look-up table, to check which radio configuration will lead
to the highest energy efficiency when the event frequency and channel conditions are
known. Therefore, this model provides a tool to explore the physical layer and MAC
layer design effects on the network energy consumption. In this work, the physical
layer design selection is between the WUR and duty cycle-based radio. The PHY layer
selection affects the MAC layer design because the WUR enables that duty cycling
does not need to be used if the wake-up signalling leads to higher energy efficiency.
In addition, the cross-layer analytical approach is applied here also to the network
architecture design since the wake-up mechanism selection affects the interaction
between the devices at different hierarchical levels, and consequently the network total
energy consumption, as was seen from the results.
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5 Code rate and payload length selection for
WBANs

In this chapter, an analytical energy efficiency model developed for the IEEE Std
802.15.6-based communication [16] will be proposed. This model has been originally
introduced by the author of this thesis and his co-authors in [37] and [41].

In the WBAN applications, the human body creates a very challenging wireless
communication environment [209]. Therefore, the communication protocols must be
designed carefully to support reliability and energy efficiency. Reliability is important
because many WBAN applications require low-latency and secure communication for
life-critical data. Energy efficiency of the wireless communication is very important in
wireless sensor networks [210–212] and the same applies to WBANs [213], which use
a similar type low-power nodes with radio transceivers. Communication reliability
and energy efficiency have also interdependencies because retransmissions should be
avoided to maintain low energy consumption.

Due to the very wide application space, the IEEE Std 802.15.6 defines three physical
layer options (narrowband, IR-UWB and human body communications) and a common
MAC protocol with three different modes, whose characteristics are suitable for varying
scenarios. As was introduced in the previous sections, the IR-UWB communication
using a non-coherent ED receiver has been found to be a good candidate for a very
low-power WBAN and WSN nodes. The on-off keying-based signalling, which enables
non-coherent detection, has been chosen as the mandatory option for the IR-UWB
PHY of the IEEE Std 802.15.6 and it will be explored here. For the very low-power
WBAN nodes, the MAC protocols must be designed to include as minimal overhead
and complexity as possible. On the other hand, the MAC protocol should enable that
the number of retransmissions and the channel access delay can be minimized [214].
Therefore, there is a tradeoff between the protocol complexity and performance. UWB
communication creates special challenges for the MAC design because signals are
noise-like and traditional carrier-sensing methods cannot be applied. In the IEEE
Std 802.15.6 [16], the MAC protocol design challenges have been solved by defining
different access phases (contention-free and contention-based) for a superframe and
different methods for channel completion. In the IR-UWB case, the S-Aloha protocol is
used for contention-based channel access [16], which is therefore under the study here.
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There are only few related works addressing networks based on the IEEE Std
802.15.6. In [215], a model for throughput, delay and bandwidth efficiency analysis
has been introduced. The authors show results as a function of payload length for an
error-free channel case and narrowband communication, but the IR-UWB PHY is not
considered in that work. An energy analysis for scheduled access modes of the IEEE
Std 802.15.6 has been introduced in [216]. However, also in that work, the UWB PHY
is not considered, and an ideal channel condition has been assumed. An IEEE Std
802.15.6-based WBAN using the narrowband PHY has been analysed in [217] and
[218] by assuming saturation and non-saturation conditions, respectively. In [219],
simulation results for bit-interleaved UWB on-off waveform coded modulation are
shown, and a simple receiver architecture is proposed.

According to the author’s best knowledge, the proposed model, which is originally
introduced in [37] and [41], is the first one developed for the analysis of the energy
efficiency of IEEE Std 802.15.6-based IR-UWB communication using ED receiver with
different BCH code rates and payload lengths. The forward error correction choice
for the mandatory mode of the standard [16] is a binary BCH code with parameters
n = 63,k = 51 and t = 2, leading to a code rate r = 0.81. Here, also other code
rates are studied to find potential energy efficiency gains jointly with payload length
selection. An analytical cross-layer model has been used order to take account of relevant
characteristics of the PHY and MAC layers using the aforementioned techniques. The
analysis has been done using a path loss model defined by the IEEE P802.15 working
group in the additive white Gaussian noise case [220]. The proposed model can be used
for packet length and code rate selection as a function of communication distance in
order to save energy in the WBAN devices. An example adaptation algorithm, which
can utilize the analytical model results, has also been proposed in this work.

The remainder of the chapter is organized as follows. Section 5.1 gives a brief
overview of the IEEE Std 802.15.6 and Section 5.2 provides a description of the
developed model and acquired results. Section 5.3 introduces the adaptation algorithm.
A summary of this chapter is provided in Section 5.4.

5.1 IEEE Std 802.15.6 overview

The IEEE Std 802.15.6 was published in February 2012 and it is intended for low-power
devices to be used in wireless body area networks [16]. The standard defines that WBAN
includes sensor nodes and one and only one hub (sink). Usually one-hop communication
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is used in WBANs, but the standard [16] defines also an option for a two-hop star
topology, in which the nodes can also act as a relay.

The three PHY layer options defined for WBANs in [16] are narrowband, ultra-
wideband and human body communications (HBC). In this work, the IR-UWB with
OOK modulation and ED receiver will be studied because it enables low-cost and
low-power implementations [213] with suitable features for secure communication and
low interference to other wireless systems. The narrowband- and HBC-based physical
layers will not be studied here.

Three different channel access modes for the common MAC for WBANs have been
defined in [16]: a beacon mode with superframes, non-beacon mode with superframes
and non-beacon mode without superframes. Here the focus is on the beacon mode with
superframes, whose structure is illustrated in Figure 35. The hub must establish a time
base dividing the time axis into beacon periods, and it can set the lengths for different
phases depending on the predominant communication requirements in the network. The
second beacon (B2) needs to be send by the hub during a superframe, if the contention
access period length is non-zero. The standard [16] defines two different methods for
random access: carrier sensing multiple access with collision avoidance (CSMA/CA)
and slotted Aloha. The former is intended for a narrowband PHY and the latter one for
the IR-UWB and HBC PHY. The superframe includes three contention-based phases
shown in Figure 35 [16]: exclusive access phase (EAP1 & EAP2), random access phase
(RAP1 & RAP2) and contention access period. EAP1 and EAP2 are dedicated only to
the highest user priority (UP) (emergency information) frames. In the managed access
phase (MAP), the hub can arrange different types of allocation intervals for uplink,
downlink and bi-link [16].

Beacon period (superframe)

B

EAP1 RAP1 MAP RAP2 MAPEAP2 CAP

time

EAP: exclusive access phase | RAP: random access phase | MAP: managed access phase | CAP: contention access phase

Beacon #1 Beacon #2

B2

Fig. 35. A beacon period (superframe) with access phases ([37] ©Springer Sci-
ence+Business Media 2014).
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Fig. 36. Slotted Aloha access method example for the IEEE Std 802.15.6-based communica-
tion ([37] ©Springer Science+Business Media 2014).

In the slotted Aloha case, the random access period is divided into slots in which
the nodes must transmit their frames if they decide to transmit. Node transmission
probability in a given slot depends on the channel contention probability (CP). The
hub must transmit a beacon message at the beginning of the superframe period so
that the nodes know when they should compete for channel access. The slotted
Aloha access method example for the IEEE Std 802.15.6 is presented in Figure 36.
The standard defines different slotted Aloha channel access contention probabilities
CPmin ≤CP≤CPmax for different access phases, and they depend on the user priority
[16]. During the channel competition, the nodes will adapt their CP according to the
definitions of [16], depending on whether the transmission was successful or not. As
illustrated in Figure 36, the node’s CP is at first 1/2. Due to unsuccessful transmissions,
the node will decrease the CP to 1/4. Finally, the node has successfully transmitted the
frame and it will increase the CP to maximum value CPmax which will be used in the
next contention access period.

5.2 Performance improvement analysis

In this section, it will be explained the developed analytical model for a one-hop star
topology WBAN composed of N sensor nodes and one hub. The model focuses on the
energy efficiency of the communication link between a sensor node and a hub, taking
PHY and MAC characteristics into account. However, the model is also applicable to
the link between a sensor node and a relay node in the two-hop star topology.

First, the IR-UWB PHY signal and path loss model will be presented. The PHY
layer success probability derivation for uncoded and coded transmissions follows after
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that. Then, the MAC layer success probability will be discussed. Finally, the energy
efficiency model will be defined and acquired results analysed.

The parameter values assumed for the studied network (if not otherwise declared)
are shown in Table 7. The parameters follow the definitions of the WBAN standard and
corresponding network characteristics [16].

Table 7. Parameters assumed for the IR-UWB-based WBAN ([37] ©Springer Sci-
ence+Business Media 2014).

Parameter Description Value

W bandwidth 499.2 MHz

fc central frequency 3993.6 MHz

Ncpb number of chips per burst 16

Tp pulse duration 2 ns

T integration time per pulse 2 ns

R uncoded data rate 0.975 Mbps

I implementation losses 5 dB

NF receiver noise figure 10 dB

Psd power spectral density -41 dBm/MHz

Ptx,RF transmitter RF power consumption 37 µW

Ptx,circ transmitter circuitry power consumption 2 mW

Prx receiver power consumption 20 mW

N0 thermal noise density -174 dBm/Hz

NMH MAC header length 7 octets

NFCS frame check sequence length 2 octets

TSHR synch. header duration 40.32 µs

TPHR PHY header durations 82.052 µs

pSIFS short interframe spacing 75 µs

N number of nodes in WBAN 10

λ payload length 10 - 255 octets

5.2.1 IR-UWB PHY

The IR-UWB physical layer symbol structure of [16], which is introduced in Figure 37,
is based on pulse waveforms of duration Tw = NcpbTp, which can be formed using a
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single pulse or burst of pulses as

w(t) =
Ncpb−1

∑
i=0

p(t− iTp), (48)

where Ncpb ≥ 1 is the number of pulses (chips) per burst and Tp is the pulse duration.
According to the IEEE Std 802.15.6 definition, the OOK signalling must be used with a
Q-ary waveform coding, which maps K information bits onto coded-pulse sequences of
length 2K using an alphabet of size Q = 2K [16]. In the mandatory mode of standard,
K = 1 (Q = 2), and in the optional mode K = 4 (Q = 16). Due to half-rate mapping of
waveform coding, the symbol time coincides with the burst (pulse) position modulation
symbol time for all Q values. Therefore, also in the WBAN standard, the IR-UWB
symbol time is divided into two intervals of duration Tsym/2, as in the case of BPM
introduced in Chapter 3. The UWB symbol structure is shown in Figure 37. The symbol
structure also includes the time hopping positions (Nw/2−1 in the OOK case) in order
to support multi-BANs for coexistence. The duty-cycle factor is defined to be the ratio
ζ = Tw/Tsym, which shall be 3.125% for every data rate and modulation combination
introduced in the standard. That is, in this case the duty-cycle factor during a symbol
time is given by the ratio when a pulse waveform is present over the symbol time. A
relatively small duty-cycle factor enables low-power consumption and constant pulse
power for a given effective isotropically radiated power (EIRP) [16].

w
T

p
T

sym
T

2/
sym

T

NcpbTp

2/
sym

T

1 Nw

Fig. 37. IR-UWB symbol structure according to the IEEE Std 802.15.6 ([37] ©Springer Sci-
ence+Business Media 2014).
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The IR-UWB signal, for the b:th symbol, when using OOK modulation and 2-ary
waveform coding can be then expressed as [16]

xb(t) =
2K−1

∑
c=0

db
c w2Kb+c(t− c(Tsym/2)−bKTsym−h(2Kb+c)Tw), (49)

where b ≥ 0, db
c is the c:th code word component over the b:th symbol, h(2Kb+c) is

the time hopping sequence and w2Kb+c is from (48). The uncoded data rate for OOK
modulation can be calculated as R = 1/Tsym. In the standard [16], it has been defined
that either static or dynamic scrambling should be used for spectral shaping to reduce
spectral lines caused by the consecutive same polarity pulses when using the burst of
pulses for IR-UWB signalling. However, because the scrambling and time hopping does
not affect the bit error probability derivation of the interference-free AWGN channel
used hereafter, they will be ignored for simplicity. In the binary modulation with 2-ary
waveform coding (K = 1) case, the transmitted signal for the b:th bit is defined as

sb(t) =
2K−1

∑
c=0

db
c

Ncpb−1

∑
i=0

√
Eb

NcpbTp
p(t− c(Tsym/2)−bKTsym− iTp), (50)

where Eb is the energy per bit and b≥ 0. The code words for 2-ary waveform coding
defined in [16] are illustrated in Table 8. If the b:th transmitted bit is ’1’, then the symbol
mapper code word is d = [d0 d1] = [0 1] and the pulse waveform will be located on the
second half of the symbol period. If the b:th transmitted bit is ’0’, then the symbol
mapper code word is d = [d0 d1] = [1 0] and the pulse waveform will be located on the
first half of the symbol period.

Table 8. Symbol mapper for 2-ary waveform coding.

Binary data symbol Code word

0 10

1 01

Path loss model

In order to find out the received signal power as a function of distance, the path loss
needs to be derived. The path loss in dB for IR-UWB communication on-body to
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on-body scenario (at 3.1 to 10.6 GHz band), can be calculated as [220]

L(d)dB = calog10(d)+ cb +X, (51)

where ca and cb are parameters for linear fitting, d is the distance in millimetres and X is
a Gaussian distributed random variable, i.e., X∼ N(µx,σ

2) with mean µx and standard
deviation σ .

The path loss parameter values for the hospital room case are: ca = 19.2, cb = 3.38,
µx = 0 and σ = 4.40 [220]. Figure 38 shows the path loss as a function of distance
calculated by using the model defined in (51).
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Fig. 38. Path loss as a function of distance for the 3.1−10.6 GHz band in the IR-UWB on-body
surface to on-body surface scenario ([37] ©Springer Science+Business Media 2014).

In the IEEE Std 802.15.6 [16], the required sensitivity value derivation model has
been defined for receiver in order to achieve the packet error rate (PER) < 1% for a
random physical-layer service data unit (PSDU) of length 24 octets in the AWGN case
without interference. The receiver sensitivity values can be used to derive the required
energy per bit-to-noise ratio (Eb/N0) by taking into account data rate, receiver noise
figure (NF) and implementation losses (I). Figure 39 shows the required Eb/N0, in dB,
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versus the communication distance calculated using parameters: uncoded data rate
R = 0.975 Mbps; NF = 10 dB; and I = 5 dB.
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Fig. 39. Eb/N0 at the antenna input versus the distance for uncoded data rate R = 0.975 Mbps
([37] ©Springer Science+Business Media 2014).

ED receiver

The receiver architecture for non-coherent energy detection was shown in Figure 18
and the principle of the receiver operation was explained therein for the burst position
modulation case. In the on-off keying combined with 2-ary waveform coding case, the
symbol decision can be done by comparing the amount of integrated energy of symbol
intervals in order to determine whether the transmitted bit was one or zero. Therefore,
the theoretical bit error probability in the AWGN case can be calculated by using the
same approach introduced for the ED receiver with binary burst position modulation.
For the BEP derivation purpose, the SNR at the decision variable of the ED receiver can
be calculated as [76]

SNRDV =
2 EI

b
N0

4+Ncpb2TW N0
EI

b

, (52)
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where T is the integration time per pulse, W is the signal bandwidth and EI
b is the

integrated energy per bit. By assuming Gaussian approximation, BEP can be calculated
by using (52) and the Q(·) function as [45] [76]

Pb = Q
(√

SNRDV

)
. (53)

BCH coding

The IEEE Std 802.15.6 defines that the BCH code with parameters n = 63, k = 51 and
t = 2 shall be used in the default mode for FEC to mitigate the bit errors occurred
in the channel. In this work, BCH coding will be investigated closer by deriving its
performance also using other code rates, in order to find possible energy efficiency gains.

As in Chapter 3, a fair comparison is done also here so that in the coded case, the
energy per transmitted bit will be less than in the uncoded case, i.e., the energy per bit
for the i:th code rate is Eb,i = riEb [44, 45]. Therefore, each transmitted packet will
contain the same amount of energy regardless of the used code rate. Therefore, the bit
error probability before decoding can be calculated as [45]

Pb,i = Q
(√

SNRi
DV

)
, (54)

where SNRi
DV is the signal-to-noise ratio at the decision variable for i:th code rate with

Eb,i.
At the FEC decoder of the receiver, t bit errors will be corrected by the BCH code

and the code word error probability for block codes of the form (n,k, t) can be calculated
as [44],[45]

Pcw,i =
n

∑
h=t+1

(
n
h

)
Ph

b,i(1−Pb,i)
n−h. (55)

The bit error probability for i:th BCH code rate with ri can then be approximated as [45]

PBCH
b,i =

1
n

n

∑
h=t+1

h
(

n
h

)
Ph

b,i(1−Pb,i)
n−h. (56)

Figure 40 shows the BEP for different BCH code rates and uncoded case as a function
of Eb/N0.

The packet error probability can be calculated from BEP as

Ppacket,i = 1− (1−PBCH
b,i )li , (57)
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Fig. 40. BEP results for different BCH code rates and uncoded case as a function of Eb/N0

at the antenna input ([37] ©Springer Science+Business Media 2014).

where li is the length of the packet in bits when using the i:th BCH code rate. Therefore,
the physical layer success probability for the i:th code rate can be calculated by taking a
complement of the packet error probability as

PPHY
succ = 1−Ppacket,i. (58)

In the coded case, it must be taken into account that packet length will be increased
due to the parity bits added by the FEC encoder. For certain payload lengths, there may
be also a need for bit filling in order to align with the number of information bits (k)
required in the last code word encoding. In the standard [16], it has been defined that the
number of code words in a frame is given by

Ni
CW =

⌈
N
′
PSDU
ki

⌉
, (59)

where d·e is the ceiling function, N
′
PSDU = 8(NMH +NMFB +NFCS) is the number of bits

in the PSDU, NMH is the number of octets in the MAC header, NMFB is the number of
octets in the MAC frame body, NFCS is the number of octets of the frame check sequence
(FCS) and ki is the number of information bits in a code word when using i:th code rate.
If the remainder rem(N

′
PSDU,ki) 6= 0, the last codeword requires Ni

bs = Ni
CWki−N

′
PSDU
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bits filling before encoding. Therefore, the total number of bits at the encoder input is
given by

Ni
PSDU = N

′
PSDU +Ni

bs. (60)

The total number of bits to be transmitted, when using i:th code rate, can be then
calculated as

Ni
T = N

′
PSDU +(ni− ki)Ni

CW +Npad, (61)

where Npad is the number of bits needed to align with symbol boundary at modulation.
In binary modulation case, there is no need for padding, i.e., Npad = 0.

5.2.2 MAC layer

The MAC layer protocol features will determine the channel access success probability,
which affects highly the energy efficiency of wireless communication. Here the studied
MAC protocol is S-Aloha, as it is defined to be used with the IR-UWB PHY [16]. In
Chapter 3, the MAC layer packet success probability for the slotted Aloha case was
defined in (17), which can also be used here to find out the expected number of trials to
acquire successful channel access.

The S-Aloha channel access success probability depends on the offered traffic
load, G. In order to achieve the maximum success probability, the offered traffic load
must be one, which corresponds with a channel competition participation probability
p = 1/N for all nodes, when N nodes are competing for channel access. In that case,
there is exactly one packet per slot, in average, to be transmitted, and the MAC success
probability can be calculated using (19). The standard [16] defines that different channel
competition probability values can be used, depending on the user priority value and
back-off state, as was introduced in Section 5.1. Here, it is assumed that the offered
traffic load is optimal, i.e., the results are given for the S-Aloha best-case scenario.
However, the model enables that results for different traffic loads can be calculated
as well. Moreover, it has been assumed that in the coded case, the slot length will be
increased with respect to coding overhead introduced by the code rate ri, so that the data
frame and ACK can be transmitted during the slot. WBAN standard definitions enable
the fulfilment of that assumption because the hub can set the superframe and slot lengths
according to the network communication requirements [16].
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5.2.3 Energy efficiency

The developed energy consumption model and energy efficiency metric, which enable
performance comparison between different code rates and the uncoded case, will be
introduced here. The proposed model objective is to explore the energy efficient code
rate and payload length selection as a function of communication distance.

The number of required retransmissions for success is the key factor of the commu-
nication energy consumption. In the cross-layer analysis used in this work, the number
of retransmissions depends on the PHY and MAC layer success probabilities. The
average number of transmissions required for a successful packet reception can be
calculated for the i:th code rate by using (17) and (58) as

Ntx,i =
1

PPHY
succ PMAC

succ
. (62)

For the calculation of energy consumed during a packet transmission, the duration of
frame transmissions must be defined. The transmitted frame duration for the code rate ri

can be calculated as
T i

packet = TSHR +TPHR +T i
PSDU, (63)

where TSHR is the duration of the synchronization header (SHR), TPHR is the duration of
the physical layer header (PHR) and T i

PSDU is the duration of the PSDU when using the
code rate ri. The length of the synchronization and physical layer header is independent
of the code rate. The preamble structure and synchronization method for the IEEE Std
802.15.6. IR-UWB PHY have been analysed in more detail, e.g., in [221]. Forward
error correction coding affects the PSDU transmission time, which can be calculated for
the i:th code rate as

T i
PSDU =

Ni
T

R
, (64)

where R is the uncoded bit rate.
The standard [16] defines different options for ACK transmission mechanism. Here,

it is assumed that the immediately ACK (I-ACK) mode, in which the ACK will be
transmitted right after the successful packet reception, is used. The ACK message
is assumed to be always received correctly, i.e., only the erroneous data packets will
be retransmitted because ACK will not be transmitted for them. Therefore, after the
transmitter has sent the data packet, it will wait for the ACK message for the duration of
[16]

TACKW = pSIFS+TSHR +TPHR +TACK, (65)
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where pSIFS is the short interframe spacing time and TACK is the duration of the ACK
packet.

Section 3.4 introduced a general-level energy consumption model, for the transmis-
sion period of the star-topology network nodes, which can be used also here. Here, the
focus is on the energy consumption of the transmitter−receiver link, therefore the factor
EMAC

Imp of (7) can be neglected. In Section 3.4, EMAC
Imp is introduced to take account of the

idle slot energy consumption when the group of nodes competes for the channel access
during the transmission period. Otherwise, the general-level energy consumption factors
are the same as in (7), and they are defined here in detail for the WBAN communication
link as

EPHY
tx = T i

packet(P
i
tx,RF +Ptx,circ)+ ε

i
enc (66)

EMAC
tx,f = TACKWPrx

EMAC
tx,s = (TACKW +TACK)Prx

EMAC
rx = TACK(Pi

tx,RF +Ptx,circ)

EPHY
rx = T i

packetPrx + ε
i
dec,

where Pi
tx,RF is transmitter RF power consumption when using i:th code rate, Ptx,circ

is transmitter circuitry power consumption, Prx is receiver power consumption, ε i
enc

and ε i
dec are the encoding and decoding energies for BCH code rate ri, respectively.

For the uncoded case, i = 0, and the code rate r0 = 1. In addition, let’s define that
Nfail

tx = Ntx,i−1 and Nsucc
tx = 1, since the focus here is on a single link. Therefore, by

using (7) and the above definitions, the energy consumption can be calculated for the
i:th code rate case as

E i
link = (Ntx,i−1)

(
T i

packet(P
i
tx,RF +Ptx,circ)+ ε

i
enc +TACKWPrx

)
+ (67)

T i
packet(P

i
tx,RF +Ptx,circ)+ ε

i
enc +TACKPrx+

Ntx,i
(
T i

packetPrx + ε
i
dec
)
+TACK(Pi

tx,RF +Ptx,circ).

In this work, the encoding and decoding algorithms of the BCH coding are not
discussed in detail. However, the energy consumption of encoding and decoding will be
included to the analysis by using the models introduced in previous works [222–224].
The energy consumption of encoding when using i:th BCH code rate can be calculated
as [222]

ε
i
enc = (2niti +2t2

i )(εadd + εmult), (68)
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where ni is the code word length, ti is the error correction capability and the addition
εadd and multiplication εmult energy consumptions are for calculating Galois (finite)
field (GF(2mbch )) elements when mbch ≥ (n−k)/t. The generator polynomial of a binary
BCH code is specified in terms of its roots from the GF(2mbch ) [44].

At the BCH decoder, the Berlekamp-Massey (BM) [225],[226] and Chien search
[227] algorithm can be used for error-locator and the error-evaluation polynomial
generation and location finding [44], [222]. The decoding energy consumption for the
i:th code rate can then be calculated as [222]

ε
i
dec = (4niti +10t2

i )εmult +(4niti +6t2
i )εadd +3tiεinv, (69)

where εinv is the energy consumption of inversion operation. From [223] and [224], the
following energy consumption values for mbch-bit GF operations can be found

εadd = 0.4mbch pJ (70)

εmult = 0.4

(
m2

bch +
3(mbch−1)2

2

)
pJ

εinv = 8mbch pJ.

Energy efficiency metric

An energy efficiency metric (information bits / J) is defined in this work to enable a clear
performance comparison of the different code rates when using variable payload lengths
as

ηi =
λ

E i
link

, (71)

where λ is the number of information bits and E i
link is the energy consumption used

for communicating the bits successfully from transmitter to receiver when using the
i:th code rate. Energy efficiency definition takes also the transmission reliability into
account through E i

link, which depends highly on the number of required transmissions
for successful detection of a packet. For simple comparison purposes, the energy
efficiency can be normalized so that the maximum efficiency value will be one. Here the
normalization is done with respect to maximum achievable efficiency as

η
i
norm( f ) =

ηi( f )
max(η( f ))

=

λ

E i
link( f )

max
(

λ

E0
link( f )

, λ

E1
link( f )

, . . . , λ

EMAXi
link ( f )

) , (72)
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where the maximum at denominator is found from η values calculated separately for
each code rate i = 0,1, . . . ,MAXi, when uncoded transmission is the case i = 0, as a
function of parameter of interest f .

It can be deduced that for a given transmission power value, which is high enough
to guarantee a successful detection at the receiver, the minimum energy consumption
for the link can be achieved with uncoded transmission. The rationale is that uncoded
transmission includes a minimum amount of overhead to deliver the λ information
bits because in that case there are no redundant parity bits which are required for FEC
coded transmission. Therefore, the denominator of (72) can be simplified by eliminating
the max -function. Let’s then define that the successful detection at the receiver, in
the uncoded case, can be achieved in the link whose distance is d0 when using a given
payload length and transmission power. Therefore, the normalized energy efficiency
when using the i:th code rate (for uncoded case i = 0) and payload length λ for the
communication over the link of length d can be derived as

η
i
norm(d,λ ) =

ηi(d,λ )
η0(d0,λ )

=

λ

E i
link(d,λ )

λ

E0
link(d0,λ )

=
E0

link(d0,λ )

E i
link(d,λ )

. (73)

Figure 41 shows the normalized energy efficiency results as a function of distance
and payload length calculated using (73), i.e., separately for each payload length. The
purpose of the 3D figures is to illustrate the trend of the energy efficiency results. As
Figure 41 shows, in the longest payload case (255 octets), the uncoded transmission is
the most energy efficient when the distance is approximately below 2.65 metres. After
that point, the code rate r = 0.9 is the most energy efficient until the point 3.1 metres,
after which the code rate r = 0.71 provides the highest energy efficiency. Figure 41 gives
results only for these three code rates for clear illustration reasons. As can be observed
from the results, the energy efficiency starts to decrease when the communication
distance increases, as expected. The reason is simply that a longer distance leads to
decrease in received signal power and therefore more retransmissions are required for
successful packet reception. As the distance increases, the parity bits of the coded
packets starts to be useful and the energy efficiency of coded transmissions starts to be
higher than in the uncoded case. Figure 41 also shows the impact of the payload length
effect on the energy efficiency ratio between the uncoded case and different code rates.
When the payload length is short, the probability for a successful packet reception is
higher and therefore the need for coding is lower. As can be seen from the figure, the
uncoded case outperforms the coded case also in longer distance cases when the payload
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length shortens. For the shortest payload case, 10 octets, the uncoded case is most
energy efficient until the distance of 3.1 metres. The results of Figure 41 illustrate that
the normalized energy efficiency definition given in (73) is useful for determining the
most energy-efficient code rate for certain payload length and communication distance.
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Fig. 41. Normalized energy efficiency calculated separately for each payload length.

In order to enable the efficiency evaluation of particular payload length with respect
to overall maximum energy efficiency, the energy efficiency is defined here as

η
i
ov,norm(d,λ ) =

ηi(d,λ )
η0(d0,λmax)

=

λ

E i
link(d,λ )
λmax

E0
link(d0,λmax)

=
λ

λmax

E0
link(d0,λmax)

E i
link(d,λ )

. (74)

Equation (74) enables the evaluation of energy efficiency at distance d with payload
length λ in comparison with efficiency that can be achieved with maximum payload
λmax over distance d0 which guarantees the successful detection in the uncoded case. It
can be deduced that in the error-free transmission case, the maximum energy efficiency
will be achieved when using uncoded transmission and the longest payload length,
which consequently minimizes the effect of communication overhead (FEC coding
overhead, SHR, PHR and ACK).
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Fig. 42. Energy efficiency calculated by normalizing with respect to maximum overall effi-
ciency value.

Figure 42 shows the energy efficiency as a function of communication distance
and payload length when the normalization of energy efficiency has been done with
respect to overall maximum energy efficiency by using (74). The overall maximum can
be achieved when the communication distance is short enough to guarantee error-free
transmission and the maximum payload length is in use to minimize the transmission
overhead. Therefore, the maximum energy efficiency (max(η) = 1) will be achieved by
using uncoded transmission with maximum payload length (λmax) and communication
distance d ≤ d0. As can be seen from Figure 42, from the energy efficiency point of
view, it is better to use the maximum payload length if the communication distance is
short enough. Figure 42 also shows how far a particular code rate is from the maximum
energy efficiency at certain payload length and communication distance point. For
example, if the link length d = 3.3 metres, code rate r = 0.9 would lead to energy
efficiency 0.46 when the maximum payload is used. In that case, the payload length
should be decreased or stronger code should be used in order to increase the energy
efficiency at that communication distance. For example, if the code rate r = 0.81 is used
with maximum payload at the distance of 3.3 m, then the energy efficiency is 0.63.
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Fig. 43. Energy efficiency versus distance for payload length of 255 octets ([37] ©Springer
Science+Business Media 2014).

As can be seen from the figures above, there are remarkable differences in the energy
efficiency when using different code rates for different payload and communication
distance values. The shown 3D figures illustrate well the trend of the results but they
cannot be used for consideration of the results in detail. Therefore, the following figures
show more detailed results for specific payload and distance values.

Figure 43 shows the energy efficiency for different code rates versus distance
when the payload length is 255 octets. The results clearly illustrate how the most
energy-efficient code rate changes when the distance increases. It can also be seen
that the code rate 0.61 is not the most energy-efficient at any point. Obviously that
code rate has too much redundancy in this case. It can be observed that in the shortest
distance case (2.25 metres), the uncoded transmission would provide the highest energy
efficiency but the loss in energy efficiency for r = 0.9 is only 10% and for r = 0.81,
the loss is 17.5%. However, if the distance is 3.05 metres, r = 0.9 and r = 0.81 would
provide around 80% of the maximum energy efficiency while in the uncoded case,
energy efficiency would be only around 40% of the maximum efficiency. Therefore, the
loss in efficiency would be drastic due to the lack of error correction. From this result,
one can conclude that it is better to have too strong coding if the distance can change in
the range shown in this figure.
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Fig. 44. Energy efficiency versus distance for payload length of 50 octets ([37] ©Springer
Science+Business Media 2014).

Figure 44 shows the energy efficiency for different code rate versus distance when
the payload length is 50 octets. This figure shows a similar behaviour than in Figure 43
but it can be noticed that the distance until which the uncoded transmission provides
the highest efficiency has shifted to 2.9 metres. It can also be noticed that the energy
efficiency for the coded cases remains high for longer distances than in the long payload
case shown in Figure 43; i.e., shorter packet length enables longer communication
distance, and the need for FEC decreases. However, as was noticed in the Figure 42
case, the maximum energy efficiency can be achieved with a combination of the largest
payload length and high reliability. By comparing Figure 43 and Figure 44, it can also
be noticed how the payload length increases the energy efficiency gap between uncoded
and coded cases at distances where FEC is beneficial.

It is also interesting to have a look at the energy efficiency versus the payload
length at fixed communication distance point. Figure 45 show results at 3 metres
communication distance. The saw tooth effect in these curves originate from the bit
filling of the not full code words, as defined in the standard [16]. The code rate 0.9
would be recommended as opposed to this communication distance to enable highest
energy efficiency. It can also be noticed that for the uncoded case, the energy efficiency
decreases drastically when the payload length increases. From Figure 45, it can be
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Fig. 45. Energy efficiency with respect to payload length at 3 metres distance ([37] ©Springer
Science+Business Media 2014).

observed also how the payload size affects code rate efficiency (saw effect) because
some bit filling may be needed to align with the number of information bits needed for
code word at the encoding.

Figure 46 shows the energy efficiency averaged over the studied distance values
versus the payload length. That figure shows which code rate is the most efficient if
communication link distances can vary randomly, according to uniform distribution
between the distances from 2.25 to 4.25 metres. As can be seen from the results in
Figure 46, for short payload length (below 30 octets) values, the uncoded transmission
performs as well as the coded transmission. When the payload is longer, the code rate
0.81 or 0.9 should be chosen.

It is also useful to enable the energy efficiency normalization with respect to the
maximum achievable energy efficiency at particular communication distance point. In
that way, the most energy-efficient payload and code rate combination at each distance
point will be found and other code rate and payload length combinations’ energy
efficiency can be clearly compared with respect to the performance achieved with
the most energy efficient combination. In that case, the maximum achievable energy
efficiency must be found for each communication distance point as a function of payload
length and code rate. Every other efficiency values calculated for other code rates, as a
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Fig. 46. Energy efficiency averaged with respect to distance values (2.25 - 4.25 m) versus
the payload length ([37] ©Springer Science+Business Media 2014).

function of payload, can be then normalized with respect to the maximum achievable
energy efficiency at the distance point. Energy efficiency normalization can be done in
this case as

η
i
dis,norm(d,λ ) =

ηi(d,λ )
max(η(d, [λ1,λ2, . . . ,λmax]))

, (75)

where

η(d, [λ1,λ2, . . . ,λmax])) =

η0(d,λ1),η0(d,λ2), . . . ,η0(d,λmax),η1(d,λ1),η1(d,λ2), . . . ,η1(d,λmax), . . . ,

ηMAXi(d,λ1),ηMAXi(d,λ2), . . . ,ηMAXi(d,λmax).

Figure 47 shows the normalized energy efficiency results with maximum achievable
efficiency at each distance point calculated by using (75). It can be observed that for each
communication distance, there is a certain code rate and payload length combination
which offers the maximum energy efficiency, (η = 1). Figure 47 clearly shows such
trend that the code rate should be decreased when the communication distance increases
in order to maximize the energy efficiency, as expected. It can be observed also that
when the communication distance increases, the payload length should be deceased
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Fig. 47. Energy efficiency normalized with respect to maximum achievable energy efficiency
at each distance point, R = 0.975 Mbps.
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Fig. 48. Energy efficiency normalized with respect to maximum achievable energy efficiency
at each distance point, payload length is 255 octets and R = 0.975 Mbps.
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in order to achieve maximum energy efficiency. It can be noted also that the code
rate r = 0.71 is too low from the energy efficiency point of view. Therefore, only the
uncoded case and code rates r = 0.9 and r = 0.81 should be considered for the IEEE
Std 802.15.6-based IR-UWB communication with the assumed parameters and channel
conditions.

Figure 48 shows, 2D projection of the results shown in Figure 47 for the case of
the payload length of 255 octets. From the results, it can be observed how the code
rate should be adapted, when the communication distance and consequently the Eb/N0

changes. The uncoded case provides the highest energy efficiency if the communication
distance is shorter than 2.65 metres after which the code rate r = 0.9 would provide
the highest energy efficiency until the distance increases to 3.05 metres. When the
distance is longer than 3.05 metres, the code rate r = 0.81 should be selected to achieve
highest energy efficiency for this payload length case. Moreover, it can be observed that
when the distance is longer than 2.65 metres, the maximum energy efficiency cannot be
achieved anymore with this maximum payload length even if the code rate would be
adapted as explained. Instead, also the payload length should be decreased jointly with
the code rate adaptation. Particularly, when the distance is longer than 3.3 metres the
payload should be decreased since energy efficiency starts to decrease drastically when
the maximum payload length is used, as can be observed from Figure 48.

The results of Figures 47 and 48 show that the (75) can be used to find out the
most energy-efficient code rate and payload length combination as a function of
communication distance. That is a very useful information for the code rate and
payload length adaptation when the communication distance estimate is available. If the
communication distance estimation is not known by the network nodes, the received
energy per bit-to-noise value can be used for adaptation purpose as well since the same
set of results can be calculated also as a function of Eb/N0. Table 9 shows the most
energy-efficient code rate and payload length values for the case of Figure 47.

Figure 49 shows the normalized energy efficiency results with maximum achievable
efficiency at each distance point for the data rate 0.487 Mbps. This result can be
compared with Figure 47, and it can be observed that the decrease in data rate affects the
feasible distance (increase around 1.25 m). The overall trend of the results is the same,
but it can be seen that error correction is more useful when the distance increases. The
performance gap between different code rates remains approximately the same, but
the gap between uncoded and coded transmission is larger than in the case of Figure
47, where the distance is shorter. The author has done calculations for other data rates
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Table 9. The most energy efficient code rate and payload length values with respect to
communication distance and Eb/N0 in the case of Figure 47.

Distance [m] Energy per bit-to-noise ratio [dB] Code rate Payload [oct]

d < 2.65 15.7 < Eb/N0 Uncoded λ = 255
2.65≤ d < 3.1 14.4 < Eb/N0 ≤ 15.7 r = 0.90 λ = 240
3.1≤ d < 3.25 14.0 < Eb/N0 ≤ 14.4 r = 0.81 λ = 245
d = 3.3 Eb/N0 = 13.8 r = 0.81 λ = 195
d = 3.4 Eb/N0 = 13.6 r = 0.81 λ = 130
d = 3.5 Eb/N0 = 13.4 r = 0.81 λ = 80
d = 3.6 Eb/N0 = 13.1 r = 0.81 λ = 60
d = 3.7 Eb/N0 = 12.9 r = 0.81 λ = 35
d = 3.8 Eb/N0 = 12.7 r = 0.81 λ = 35
d = 3.9 Eb/N0 = 12.5 r = 0.81 λ = 15
d = 4.0 Eb/N0 = 12.2 r = 0.81 λ = 10
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Fig. 49. Energy efficiency normalized with respect to maximum achievable energy efficiency
at each distance point, R = 0.487 Mbps.

defined by the standard, and it can be concluded that when the data rate is increased (or
decreased), the feasible communication distance will scale down (or up) but the trend of
the results remains the same.

169



Improvement percentage

It is also valuable to know how much the performance would be improved in comparison
with the current setting when adapting the code rate or payload. That information can be
used for making the decision about the adaptation. For that purpose, in this work, energy
efficiency improvement percentage definition

η [%] = 1− ηr

ηi
(76)

is used, where ηr is the energy efficiency of the reference case and ηi is the energy
efficiency for the code rate of interest, ri.
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Fig. 50. Energy efficiency improvement percentage with respect to uncoded case, payload
length is 50 octets ([37] ©Springer Science+Business Media 2014).

Figure 50 shows the energy efficiency improvement percentage for different code
rates with respect to the uncoded case (ηr = η0). Figure 50 shows that also for a
quite short payload length (50 octets in this case), the maximum energy efficiency
improvement can be 56%, which is achieved at 3.65 metres point. However, as can be
noticed from Figure 44, at that point also the coded case has moderate energy efficiency
(0.47) and that should not be the target operating point for the transceiver pair. At 3.4
metres, the code rate 0.9 can provide more than 40% and also the energy efficiency is
above 0.7, which can be observed from Figure 44.
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Fig. 51. Energy efficiency improvement percentage with respect to reference parameter set-
ting, code rate r = 0.81 and payload λ = 50 octets at 2.3 metres link.

Let’s then consider a reference case that radio is currently using the code rate
r = 0.81, as defined in the IEEE Std 802.15.6, and the payload length is 50 octets.
Assume that the radio estimates that communication distance (or corresponding channel
conditions) is now 2.3 metres. Figure 51 shows how much the energy efficiency would
be improved in percentage, in comparison with that reference setting, if other code
rates and payload lengths would be used for communication at 2.3 metres link. By
using (75), it can be found that the uncoded case with 255 octet payload maximizes
the energy efficiency for the link of length of 2.3 metres. From Figure 51, it can be
observed that the optimal setting (uncoded and 255 octets payload) would provide 50%
saving to energy efficiency. From the results, it can also be observed that if only the
payload length would be adapted from 50 to 255 octets, the saving would be around
40%. In addition, it can be seen that if only code rate would be adapted, the code rate r

= 0.9 and uncoded case would provide around 7% and 16% saving. There are other
saving percentage possibilities between these extremes which could be achieved in a
real scenario if, for example, the distance estimation is not accurate and the adaptation
decision would not be exactly correct. However, it can be observed that remarkable
savings are possible to acquire by adapting the code rate and/or payload length even the
parameter selection for adaptation would not be optimal.
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Fig. 52. Energy efficiency improvement percentage with respect to reference parameter set-
ting, code rate r = 0.81 and payload λ = 50 octets at 2.8 metres link.

Figure 52 shows the energy saving improvement percentage as a function of payload
length for different code rate in comparison to reference setting r = 0.81 and λ = 50 at
2.8 metres link. It can be observed that in this case the optimal parameters are r = 0.81
and λ = 50, which provide 44% energy efficiency improvement. Also in this case, it
can be seen that there are various parameter settings for code rate and payload lengths
which can improve the energy efficiency in comparison with the reference setting. The
uncoded case would also improve the performance around 35% when increasing the
payload to 160 − 255 octets.

In the Figure 53 case, the same reference setting is used, but the communication
distance is assumed to be 3.3 metres. It can be observed that in this case the uncoded
case is no longer an option for energy efficiency improvement and also the performance
of the code rate r = 0.9 is weak, particularly for long payload lengths. In this scenario,
the best option would be to keep the code rate the same and increase the payload length
to 195 octets, when approximately 27.6% saving would be achieved.
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Fig. 53. Energy efficiency improvement percentage with respect to reference parameter set-
ting, code rate r = 0.81 and payload λ = 50 octets at 3.3 metres link.

Figure 54 shows the energy efficiency improvement for adaptive code rate and
payload selection versus the IEEE Std 802.15.6 BCH code rate with different payload
lengths. The adaptive selection is based on the most energy efficient code rates and
payload lengths for different distances according the values shown in Table 9. From
Figure 54 it can be observed that the energy efficiency improvement would be 17%
when comparing to standard code rate r = 0.81 with payload length 255 octets for the
communication distance of 2.25 metres. For this communication distance, the most
efficient selection is uncoded transmission with payload length 255 octets, as can be
seen from Figure 47 and Table 9. When comparing to r = 0.81 with 50 octets payload at
the communication distance of 2.25 metres, the energy efficiency improvement would
be around 53% for the adaptive selection. For the communication distance of 3.6 metres,
the adaptive selection would provide approximately 78% improvement in comparison
to r = 0.81 with 255 octets payload, and only 6% improvement when compared to
r = 0.81 with 50 octets payload. This figure illustrates that the adaptive selection of
code rate and payload length can provide high energy efficiency improvements. From
the results of Figure 47, Figure 54 and Table 9, it can be concluded that in the short
communication distance case (≤ 3.1 m), it is efficient to use the maximum payload, and
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Fig. 54. Energy efficiency improvement percentage for adaptive selection according the
values shown in Table 9 versus the reference parameter setting for IEEE Std 802.15.6 code
rate r = 0.81 with different payload lengths.

code rate adaptation in comparison with the standard setting can provide additional gain.
For the longer communication distances (> 3.1 m), the standard code rate is the most
energy-efficient, but in that case it is important to adapt the payload length to improve
the energy efficiency.

5.3 Adaptation algorithm

There are many possibilities to build code rate and payload length adaptation algorithms
based on the introduced model and results. As the results show, the most energy
efficient code rate and payload length varies strongly as a function of distance. The
code rate and payload length should be therefore selected with respect to the distance
between transmitter and receiver to achieve as high energy efficiency as possible. The
communication distance value can be used to calculate the estimation of the received
signal strength (or Eb/N0), and vice versa. Therefore, the receiver can also use the
received signal strength value for the energy-efficient code rate and payload length
selection purposes.
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The WBAN hub can, for example, have a look-up table which includes the most
energy-efficient code rate and payload length for the different received signal strength,
Eb/N0 or distance estimate values. In Table 9 were shown the most energy-efficient code
rates and payload length values for different communication distance and Eb/N0 values,
which can be used to as a look-up table. If the hub node notices that the received signal
strength between the hub and node (or Eb/N0) changes, then it can send information
about the code rate change in order to increase the energy efficiency of communication.
The new code rate information can be sent, e.g., as a part of the PHY header, as has been
introduced in [159] for the modulation adaptation case. The code rate decision can
be done, e.g., based on the threshold about how much the new code rate will improve
the energy efficiency percentage, as introduced in Figure 55. In Figure 55, the code
rate adaptation (CRA) margin illustrates that the code rate will be adapted when the
threshold (γCRA) is exceed. The purpose of the CRA margin is to ensure that there will
not be unnecessary code rate changes due to the channel fluctuations, because the fact
is that in WBANs, the channel condition can change rapidly due to the human body
movements.

The model introduced in this work provides a tool for a percentage improvement
evaluation. The CRA margin can be therefore a certain percentage improvement value
which must be met in order to trigger the code rate and/or payload length adaptation.
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In Section 5.2.3, the results for the example scenarios about the energy efficiency
percentage improvement that can be achieved by using adaptation were shown.

Different WBAN applications include nodes with varying capabilities. It depends on
the node capabilities which parameter configuration can be adapted. In Figure 56, it has
been illustrated an example algorithm flowchart for the radio configuration adaptation
based on the received signal strength or communication distance value. The WBAN hub
should have a possibility to estimate the received signal strength and optionally also to
derive the Eb/N0 estimate or communication distance because the UWB technology
enables accurate positioning. In addition, in some applications, the nodes’ locations are
fixed and known already at the installation phase. Depending on the node capabilities,
the hub can try to optimize the code rate or payload length or both. In each case, the hub
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selects the most efficient choice from the look-up table and performs energy saving
calculation in order to check that the CRA threshold is exceeded with the new choice. If
the CRA threshold is exceeded, the hub will send the new configuration information to
the node.

5.4 Summary

A novel analytical energy efficiency model for the IEEE Std 802.15.6-based WBAN was
introduced in this chapter. The model enables energy efficiency evaluation as a function
of communication distance and payload length for different FEC code rates. As was
seen from the averaged results of Figure 46, the BCH code rate (r = 0.81) chosen for
the standard [16] is a good compromise for the range of payload lengths and target
communication distance values. However, from the results, it can also be observed
that the energy efficiency of different code rates and payload lengths varies highly as a
function of received Eb/N0, which depends on the communication distance.

The model proposed here can be used for payload length and code rate selection at
the network planning phase or for real-time adaptation algorithm development purposes
to achieve energy efficiency gains. Therefore, the model is useful for an information
exploitation-based cross-layer design approach when applied for the PHY and MAC
layers. The introduced normalized energy efficiency metrics are not restricted to the
studied PHY and MAC protocols, but they can also be used for other communication
protocols’ performance evaluation. The link energy consumption model must be adjusted
to match the particular protocol characteristics, but then the energy efficiency metrics
can be used as a useful tool for clear performance comparison and parameter adaptation
purposes. Section 5.3 introduced a code rate and payload length adaptation algorithm,
which can be implemented based on the introduced model.
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6 Conclusions and future work

This thesis focused on a cross-layer analysis of several aspects of communication
and networking in WSNs and WBANs. An introduction to wireless sensor networks
was provided, and relevant existing works on RF communication energy efficiency
improvement were reviewed. In the review part, the cross-layer design approaches were
divided into two different categories: merging of layers and information exploitation
between layers. In addition, the following definition was proposed therein for the
cross-layer design: Protocol design using information exploitation between the layers

of the reference layered architecture either in the design phase or during run-time −
with or without merging of layers. Three different cross-layer models, which were
developed in this doctoral research to enable improvement of the communication energy
efficiency in WSNs and WBANs, were introduced. A generic wake-up radio-based
MAC protocol was proposed to enable energy efficiency by avoiding idle listening,
and it was incorporated to the developed models. The GWR-MAC protocol includes
a bi-directional wake-up procedure definition and transmission period, which can be
implemented using different channel access methods, therefore being scalable to various
application scenarios.

First the study proposed a model which takes PHY and MAC layer characteristics
jointly into account in a star-topology network transmission period length and energy
efficiency analysis for the group of sensor nodes transmitting to the sink node. The
model was defined at the general level so that the same approach can be used to evaluate
performances of networks based on different PHY and MAC layer protocols. Then the
model was used to study the network transmission period length, and energy efficiency
for the IR-UWB PHY- and S-Aloha-based transmission period channel access, as a
function of error correction code rate, channel competition probability and energy
per bit-to-noise ratio. The results showed in which conditions energy savings can be
achieved by adapting the code rate and when uncoded transmission should be used
instead to maximize the energy efficiency. The model was also applied to energy
consumption comparison of the S-Aloha- and TDMA-based MAC when using different
code rates for IR-UWB communication. The proposed model enables to perform
cross-layer design using the information exploitation approach, which takes advantage
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of information exchange between the different layers in order to improve their joint
energy efficiency.

Next, a hierarchical architecture was introduced and cross-layer energy consumption
evaluation model was proposed for the layered architecture based on either wake-up
radios or duty-cycle radios. The studied WUR approach was based on the GWR-MAC
protocol proposed in this thesis. The energy efficiency comparison was done for
the WUR and DCR approaches as a function of event frequency. The results clearly
showed that energy efficiency can be improved when selecting the correct radio type
for hierarchical network wake-up mechanisms. The prosed model provides a tool to
select the correct radio type in order to enable energy efficiency at the network level,
taking into account the physical and MAC layer aspects. In this case, the selection at the
physical layer will be done between the WUR and the conventional radios based on duty
cycling. That selection then affects the MAC layer design, since when using the WUR
for a wake-up mechanism, a duty cycle-based MAC protocol does not need to be used to
enable the triggering of the data message exchange.

Finally, a link level analytical cross-layer energy efficiency model was developed for
the IEEE Std 802.15.6-based WBAN. The model can be used to select the correct BCH
code rate and payload length from the energy efficiency point of view. The results show,
as a function of communication distance, which code rate and payload length will lead
to the highest energy efficiency. An example method for code rate and payload length
adaptation algorithm development purposes was proposed. This model is useful for
information exploitation-based cross-layer design since it enables to derive the most
energy-efficient code rate and payload length, taking PHY and MAC layer aspects into
account.

By introducing three different types of analytical cross-layer models, this thesis
provides tools for energy efficiency improvement of low-power communication. The
first model focuses on the network nodes’ energy efficiency in a star topology WSN. The
second model focuses on the hierarchical network-level energy consumption, and the
third model can be used to evaluate the link level energy efficiency in WBANs. Because
the sensor network application space is very wide, it is very difficult or even impossible
to define a model which is sufficient for the analysis of every scenario. However, in the
proposed model development, the generality has also been an important design goal.
Therefore, the PHY- and MAC-layer energy efficiency model is developed at first at
the general level before applying it to study particular protocols. In addition, the same
general model is applied to WSN and WBAN scenarios, the former one focusing on
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the network total energy consumption and the latter one on link energy consumption.
In addition, the proposed GWR-MAC protocol is designed to be scalable to various
scenarios and then it has been incorporated for the star topology and hierarchical
WSN architectures studied in this thesis. Furthermore, the author has introduced, in
[42] and [43], that the GWR-MAC protocol can also be applied to WBAN scenarios.
Another important design goal has been that the proposed approaches should not require
substantial changes to current standards to take advantage of the research findings. That
design goal has been fulfilled by applying the proposed models to study potential energy
efficiency gains that can be achieved by simply tuning the protocol parameters, such as
FEC code rates and payload lengths. In addition, the hierarchical architecture energy
efficiency model enables straightforward selection between the wake-up radios and
duty-cycle radios without requiring substantial changes to the transceiver design. The
WUR approach requires that two different radio interfaces must be implemented in the
nodes. However, the wake-up receivers are fairly simple and do not increase the cost of
the nodes remarkably.

In the cross-layer design, there are various interdependencies between different
layers to consider and certain assumptions must be done in the performance analysis.
Therefore, there always exist improvement possibilities for the proposed models. In
the future research, the analysis introduced for the lower layers of the WSN protocol
stack can be further developed to take advantage of the introduced model in the context
of a hierarchical network. Because there is still room for further energy efficiency
optimization in WSNs, a future goal is to apply the proposed general-level approach to
study other PHY and MAC protocols, as well as to explore other FEC coding options. In
the future, the sensor nodes’ computational capabilities will increase, and thus also more
complex error correction codes, such as convolutional, LDPC or Turbo codes, could
become a feasible option to save energy. In future research, the proposed model can be
improved to take more transceiver parameters into account in the analysis and, e.g., by
assuming imperfect synchronization. In the architecture energy consumption analysis, it
was assumed that the BEP of wireless communication is fixed, since that assumption
enabled to perform a straightforward comparison between the WUR- and DCR-based
wake-up mechanism, which was the main goal of that analysis. In order to get more exact
results in future research, it would be valuable to explore the energy efficiency with more
realistic channel models for both data and wake-up signal transmissions. The proposed
model is developed so that the channel bit error probability of a target environment
can be easily used in the energy efficiency evaluation. The optimal thresholds for the
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introduced adaptation algorithm for the IEEE Std 802.15.6-based WBAN should also be
explored in the future. The performance evaluation in more realistic channel conditions
and with varying offered traffic load values would also be valuable to perform. However,
the proposed adaptation algorithm for the IEEE Std 802.15.6-based transceivers is
not dependent on the used channel model. In addition, experimental measurements
could be performed in the future in order to gain knowledge of the real implementation
performance. The proposed GWR-MAC protocol needs to be implemented to verify the
functionalities and performance in real scenarios. Wake-up radio-based approaches have
remarkable potential to provide energy savings. However, the wake-up radio research
area is still quite unexplored, and therefore the purpose of the GWR-MAC protocol is
to enable more efficient usage of WURs in WSNs and WBANs, and to foster future
research and development.
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